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Preface

The Mexican International Conference on Artificial Intelligence (MICAI) is a
yearly international conference series organized by the Mexican Society of Arti-
ficial Intelligence (SMIA) since 2000. MICAI is a major international artificial
intelligence forum and the main event in the academic life of the country’s grow-
ing artificial intelligence community.

MICAI conferences publish high-quality papers in all areas of artificial in-
telligence and its applications. The proceedings of the previous MICAI events
have been published by Springer in its Lecture Notes in Artificial Intelligence
series, vols. 1793, 2313, 2972, 3789, 4293, 4827, 5317, 5845, 6437, 6438, 7094,
7095, 7629, 7630, 8265, and 8266. Since its foundation in 2000, the conference
has been growing in popularity and improving in quality.

According to two main areas of artificial intelligence—modeling human men-
tal abilities on the one hand and optimization and classification on the other
hand—the proceedings of MICAI 2014 have been published in two volumes.
The first volume, Human-Inspired Computing and Its Applications, contains 44
papers structured into seven sections:

– Natural Language Processing
– Natural Language Processing Applications
– Opinion Mining, Sentiment Analysis, and Social Network Applications
– Computer Vision
– Image Processing
– Logic, Reasoning, and Multi-agent Systems
– Intelligent Tutoring Systems

The second volume, Nature-Inspired Computation and Machine Learning,
contains 44 papers structured into eight sections:

– Genetic and Evolutionary Algorithms
– Neural Networks
– Machine Learning
– Machine Learning Applications to Audio and Text
– Data Mining
– Fuzzy Logic
– Robotics, Planning, and Scheduling
– Biomedical Applications

This two-volume set will be of interest to researchers in all areas of artificial
intelligence, students specializing in related topics, and to the general public
interested in recent developments in artificial intelligence.

The conference received for evaluation 350 submissions by 823 authors from
a record high number of 46 countries: Algeria, Argentina, Australia, Austria,
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Brazil, Bulgaria, Canada, Chile, China, Colombia, Cuba, Czech Republic,
Ecuador, Egypt, France, Germany, India, Iran, Ireland, Israel, Italy, Jordan,
Kazakhstan, Lithuania, Malaysia, Mexico, Morocco, Nepal, Norway, Pakistan,
Panama, Paraguay, Peru, Poland, Portugal, Russia, Singapore, Slovakia, South
Africa, Spain, Sweden, Turkey, UK, Ukraine, USA, and Virgin Islands (USA);
the distribution of papers by tracks is shown in Table 1. Of these submissions, 87
papers were selected for publication in these two volumes after a peer-reviewing
process carried out by the international Program Committee. The acceptance
rate was 24.8%.

In addition to regular papers, the second volume contains an invited paper
by Oscar Castillo, Patricia Melin, and Fevrier Valdez: “Nature-Inspired Opti-
mization of Type-2 Fuzzy Systems.”

The international Program Committee consisted of 201 experts from 34 coun-
tries: Australia, Austria, Azerbaijan, Belgium, Brazil, Canada, China, Colombia,
Czech Republic, Denmark, Finland, France, Germany, Greece, India, Israel, Italy,
Japan, Mexico, The Netherlands, New Zealand, Norway, Poland, Portugal, Rus-
sia, Singapore, Slovenia, Spain, Sweden, Switzerland, Tunisia, Turkey, UK, and
USA.

Table 1. Distribution of papers by tracks

Track Submissions Accepted Rate 
239195gnissecorP egaugnaL larutaN % 

Machine Learning and Pattern Recognition 42 12 29% 
Logic, Knowledge-Based Systems, Multi-Agent

 Systems and Distributed AI  40 8 20% 

Computer Vision and Image Processing 38 13 34% 
Evolutionary and Nature-Inspired Metaheuristic

 Algorithms 
33 6 18% 

42792 gniniM ataD % 

Neural Networks and Hybrid Intelligent Systems 28 7 25% 
Robotics, Planning and Scheduling 24 5 21% 
Fuzzy Systems and Probabilistic Models in 
Decision Making 23 4 17% 

Bioinformatics and Medical Applications 18 3 17% 
91361smetsyS gnirotuT tnegilletnI % 

MICAI 2014 was honored by the presence of such renowned experts as Hojjat
Adeli of The Ohio State University, USA, Oscar Castillo of Instituto Tecnológico
de Tijuana, Mexico, Bonnie E. John of IBM T.J. Watson Research Center, USA,
Bing Liu of the University of Illinois, USA, John Sowa of VivoMind Research,
USA, and Vladimir Vapnik of the NEC Laboratories, USA, who gave excellent
keynote lectures. The technical program of the conference also featured tutori-
als presented by Roman Bartak of Charles University, Czech Republic; Oscar
Castillo of Tijuana Institute of Technology, Mexico; Héctor G. Ceballos of Clark
& Parsia LLC, USA, and Héctor Pérez Urbina of Tecnológico de Monterrey,
Mexico; Sanjoy Das of Kansas State University, USA; Alexander Gelbukh of
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Instituto Politécnico Nacional, Mexico; Bonnie E. John of IBM T. J. Watson
Research Center, USA; Bing Liu of University of Illinois, USA; Raúl Monroy of
Tecnológico de Monterrey, Mexico; John Sowa of VivoMind Research, USA; and
Luis Mart́ın Torres Treviño of Universidad Autónoma de Nuevo León, Mexico,
among others. Three workshops were held jointly with the conference: the 7th
International Workshop on Hybrid Intelligent Systems, HIS 2014; the 7th Inter-
national Workshop on Intelligent Learning Environments, WILE 2014, and the
First International Workshop on Recognizing Textual Entailment and Question
Answering, RTE-QA 2014.

The authors of the following papers received the Best Paper Award on the
basis of the paper’s overall quality, significance, and originality of the reported
results:

1st place: “The Best Neural Network Architecture,” by Angel Kuri-Morales 
(Mexico) 

2nd place: “Multisensor-Based Obstacles Detection in Challenging Scenes,” by Yong 
Fang, Cindy Cappelle, and Yassine Ruichek (France) 

“Intelligent Control of Induction Motor-Based Comparative Study: 
Analysis of Two Topologies,” by Moulay Rachid Douiri, El Batoul 
Mabrouki, Ouissam Belghazi, Mohamed Ferfra, and Mohamed Cherkaoui 
(Morocco) 

3rd place: “A Fast Scheduling Algorithm for Detection and Localization of Hidden 
Objects Based on Data Gathering in Wireless Sensor Networks,” by 
Eugene Levner, Boris Kriheli, Amir Elalouf, and Dmitry Tsadikovich 
(Israel) 

The authors of the following papers selected among all papers of which the
first author was a full-time student, excluding the papers listed above, received
the Best Student Paper Award:

1st place: “Solving Binary Cutting Stock with Matheuristics,” by Ivan Adrian Lopez 
Sanchez, Jaime Mora Vargas, Cipriano A. Santos, and Miguel Gonzalez 
Mendoza (Mexico) 

“Novel Unsupervised Features for Czech Multi-label Document 
Classification,” by Tomáš Brychcín and Pavel Král (Czech Republic) 

We want to thank everyone involved in the organization of this conference.
In the first place, these are the authors of the papers published in this book: It is
their research work that gives value to the book and to the work of the organizers.
We thank the track chairs for their hard work, the ProgramCommittee members,
and additional reviewers for their great effort spent on reviewing the submissions.

We are grateful to the Dean of the Instituto Tecnológico de Tuxtla Gutiér-
rez (ITTG), M.E.H. José Luis Méndez Navarro, the Dean of the Universidad
Autónoma de Chiapas (UNACH), Professor Jaime Valls Esponda, and M.C.
Francisco de Jesús Suárez Ruiz, Head of IT Department, for their instrumen-
tal support of MICAI and for providing the infrastructure for the keynote talks,
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tutorials, and workshops, and to all professors of the Engineering School of Com-
putational Systems for their warm hospitality and hard work, as well as for their
active participation in the organization of this conference. We greatly appreci-
ate the generous sponsorship provided by the Government of Chiapas via the
Conventions and Visitors Office (OCV).

We are deeply grateful to the conference staff and to all members of the Local
Committee headed by Imelda Valles López. We gratefully acknowledge support
received from the project WIQ-EI (Web Information Quality Evaluation Initia-
tive, European project 269180). The entire submission, reviewing, and selection
process, as well as preparation of the proceedings, was supported for free by the
EasyChair system (www.easychair.org). Finally, yet importantly, we are very
grateful to the staff at Springer for their patience and help in the preparation of
this volume.

October 2014 Alexander Gelbukh
Félix Castro Espinoza
Sof́ıa N. Galicia-Haro
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Noé Alejandro Castro Sánchez Centro Nacional de Investigación y Desarrollo

Tecnológico, Mexico

Tutorials Chair

Félix Castro Espinoza Universidad Autónoma del Estado de Hidalgo,
Mexico

Doctoral Consortium Chairs

Miguel Gonzalez Mendoza Tecnológico de Monterrey CEM, Mexico
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Oscar Herrera Alcántara Universidad Autónoma Metropolitana
Azcapotzalco, Mexico



Conference Organization XI

Robotics, Planning and Scheduling

Fernando Martin
Montes-Gonzalez Universidad Veracruzana, Mexico

Neural Networks and Hybrid Intelligent Systems

Sergio Ledesma-Orozco Universidad de Guanajuato, Mexico

Logic, Knowledge-Based Systems, Multi-Agent Systems and
Distributed AI

Mauricio Osorio Universidad de las Américas, Mexico
Jose Raymundo Universidad Autónoma del Estado de México,
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Mexico

Teresa Alarcón Universidad de Guadalajara, Mexico
Fernando Aldana Universidad Veracruzana, Mexico
Guillem Alenya IRI (CSIC-UPC), Spain
Adel Alimi University of Sfax, Tunisia
Jesus Angulo Ecole des Mines de Paris, France
Marianna Apidianaki LIMSI-CNRS, France
Alfredo Arias-Montaño Instituto Politécnico Nacional, Mexico
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Stefania Costantini Università degli Studi dell’Aquila, Italy
Heriberto Cuayahuitl Heriot-Watt University, UK
Erik Cuevas Universidad de Guadalajara, Mexico
Iria Da Cunha Universitat Pompeu Fabra, Spain
Oscar Dalmau Centro de Investigación en Matemáticas,
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Ivan Razo Université libre de Bruxelles, Belgium
Alberto Reyes Instituto de Investigaciones Eléctricas, Mexico
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Mexico
Jose Santos University of A Coruña, Spain
Oliver Schuetze CINVESTAV, Mexico
Friedhelm Schwenker Ulm University, Germany
Shahnaz Shahbazova Azerbaijan Technical University, Azerbaijan
Bernadette Sharp Staffordshire University, UK
Oleksiy Shulika Universidad de Guanajuato, Mexico
Patrick Siarry Université de Paris 12, France
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do Sul, Brazil

Luis Enrique Sucar Instituto Nacional de Astrof́ısica, Óptica y
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Data Mining

Data Mining for Discovering Patterns in Migration . . . . . . . . . . . . . . . . . . . 285
Anilu Franco-Arcega, Kristell D. Franco-Sánchez,
Felix A. Castro-Espinoza, and Luis H. Garćıa-Islas
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Performance Classification of Genetic Algorithms

on Continuous Optimization Problems

Noel E. Rodriguez-Maya, Mario Graff, and Juan J. Flores
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Abstract. Modelling the behaviour of algorithms is the realm of Evo-
lutionary Algorithm theory. From a practitioner’s point of view, theory
must provide some guidelines regarding which algorithm/parameters to
use in order to solve a particular problem. Unfortunately, most theoret-
ical models of evolutionary algorithms are difficult to apply to realistic
situations. Recently, there have been works that addressed this problem
by proposing models of performance of different Genetic Programming
Systems. In this work, we complement previous approaches by propos-
ing a scheme capable of classifying the hardness of optimization problems
based on different difficulty measures such as Negative Slope Coefficient,
Fitness Distance Correlation, Neutrality, Ruggedness, Basins of Attrac-
tion, and Epistasis. The results indicate that this procedure is able to
accurately classify the performance of the GA over a set of benchmark
problems.

Keywords: Algorithm Performance Classification, Genetic Algorithms,
Optimization Problems.

1 Introduction

Evolutionary Algorithms (EAs) are popular forms of search and optimisation
[10,5]. Their invention dates back many decades (e.g., see [3]). Consequently,
one might expect that, by now, there would be a rich set of theoretically-sound
guidelines to decide which EAs and its parameters to use in order to solve a
particular problem. The problem is that sound theoretical models of EAs and
precise mathematical results are hard to obtain. A key reason for this is that
each component of a EA requires a different theoretical model.

Perhaps, the first works that can give some sort of guidelines to a practitioner
are the works related to the problem of understanding what makes a problem
easy or hard for EAs. The notion of fitness landscape, originally proposed in [39],
underlies many recent approaches to problem difficulty. It is clear, for example,
that a smooth landscape with a single optimum will be relatively easy to search
for many algorithms, while a very rugged landscape, with many local optima,
may be more problematic [11,15]. Nonetheless, a graphical visualisation of the
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fitness landscape (FL) is rarely possible given the size and dimensions of a typical
search space.

Given the inability to depict a traditional fitness landscape and the subjective
that would be to draw conclusions from observation of fitness landscapes, there
havebeenproposeddescriptors, i.e.hardness measures, that try to capture the char-
acteristics of the fitness landscape. Perhaps, one of the first hardness measures is
the Fitness Distance Correlation (FDC) proposed in [13]. The FDC has been suc-
cessfully applied to measure the hardness of different problems solved by GA. The
drawback is that the FDC requires to know beforehand the problem’s optimum
solution. This is unrealistic in any practical application. A measure that tries to
overcome the FDC limitation is the negative slope coefficient NSC proposed by
Vanneschi et al. [34]. NSC is based on the concept of fitness cloudwhich is a scatter
plot of parent/offspring fitness pairs. Different characteristics of the fitness land-
scape have been related to the hardness of the problem. In this category one can
find neutrality [17], which is related to the flatness of the landscape. On the oppo-
site site it is found ruggedness [18], which is related to the number of local optima.
Related to the smoothness of a landscape isBasins of Attraction [22,19], which de-
scribes the areas that lead the search to a local optimum.Anothermeasure relating
the phenotype with the genotype is Epistasis [4,26].

Although, the aforementioned hardness measures have shown success in esti-
mating the difficulty of different problems, there are a number of open questions
that can be addressed. Firstly, these measures have been tested on different
classes of problems, so a direct comparison between them has not been made.
Secondly, these measures mostly have only been tested to discern between easy
and hard problems. And thirdly, to the best of our knowledge, these have not
been used together to estimate the difficulty of a particular problem solved by
a GA.

In this contribution, we start filling these research gaps by first comparing
the capacity of the aforementioned difficulty measures to estimate the hardness
of continuous optimization problems solved by a GA. Secondly, we compare
these indicators using a finer granularity of hardness, that is, these indicators
are tested on whether these are capable of categorizing the problem hardness
into three categories: easy, medium, and hard problems. Thirdly, these hardness
measures are combined in a machine learning algorithm in order to classify the
problem hardness in the three classes mentioned above. The results show that the
hardness measures are capable of correctly estimating the hardness of an unseen
problem approximately 70% to 80% of the time, and using a combination of all
the features the correct classification reaches to 96%.

This paper are organized as follow: Section 2 reviews the related work. Sec-
tion 3 defines the difficulty indicators used in this work. Section 4 describes
the proposed procedure to classify the performance of Genetic Algorithms. Sec-
tion 5 presents the experimental design, and the results. A discussion and the
conclusions of the present work are presented in Section 6.
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2 Related Work

Our work is related to estimate the performance of an EA when solving a par-
ticular problem. In the field of Genetic Programming (GP) there has been a
number of models that are able to estimate the performance of GP on different
classes of problems. Graff and Poli proposed a model of performance [20]; the
idea is that the performance of a GP system on problem can be estimated using
a set of points from the search space. Later on, Graff et. al proposed a different
model of performance [7], based on the the discrete derivative of a function, and,
consequently, it has only been tested on symbolic regression problems. These two
models have been successfully applied to different symbolic regression problems,
Boolean induction problems, and time series forecasters [6], among other classes
of problems. Continuing with estimating the performance of GP Trujillo et.
al [30,31,29] proposed different approaches to estimate the performance of GP
on classification problems.

Moving away from the evolutionary computation literature, this work is also
related to the algorithm selection problem [27] and algorithm portfolios [28]. The
algorithm selection problem is the problem of deciding which algorithm to use
to solve a particular problem from a set of available algorithms. An algorithm
portfolio is a particular way of solving the algorithm selection problem based on
choosing a collection of algorithms that are run in parallel or in sequence to solve
a particular problem. The connection between these problems and our current
work is that in order to solve the algorithm selection problem or to create an
algorithm portfolio, a model of performance is created to select the algorithm.

The methodology proposed here complements the related work by the following
facts. First, the models of performance developed for GP uses the fact that GP is
used in the context of supervised learning and consequently one has a function or
a set of cases that needs to be learned by GP. The hardness measures used in these
works rely on this assumption. Secondly, the works used to solve the algorithm se-
lection problem in general use hardness measures that are specific to the problem
being solved, for example, Xu et. al [40] used descriptors related to SAT problems.
Instead, our approach uses hardness measures that can be applied to any opti-
mization algorithm, consequently, these measures are not specific to a particular
problem neither these features rely on problems of supervised learning.

3 Difficulty Indicators

Let us start describing in more detail the different hardness measures used in
this contribution.

Fitness Distance Correlation (FDC). Deceptive problems in Evolutionary
Computation Algorithms (ECA) usually mislead the search to some local
optima rather to the global optima [2]. The more deceptive the problem
is, the harder to solve [2]. A way to measure the level of deceptiveness is
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to get the Fitness Distance Correlation (Jones and Forrest [13]). The FDC
measures the extent to which the fitness function values are correlated with
distance to a global optimum. FDC takes a sample of individuals and com-
putes the level of correlation between the set of fitnesses and distances to
the optimum [35]. The most important flaw presented by FDC it the fact
that it is not predictive; the global optima must be known beforehand; this
is unrealistic in real optimisation problems [32]. Implementation details can
be found in [13].

Negative Slope Coefficient (NSC). The Negative Slope Coefficient is a tool
that based on the concept of evolvability, gives a measure of problem diffi-
culty in ECA [36,21]. The term evolvability is the capacity of genetic oper-
ators to improve its fitness quality [34]; the most common form of study of
evolvability is to plot the fitness values of neighbours against the fitness val-
ues of individuals, where the neighbours are obtained by applying one step
of a genetic operator; the set of neighbors is called fitness cloud [24]. The
main advantage of this method is that it is predictive and it is not necessary
to know a prior an optimal solution [21]. The main disadvantages of NSC is
how to tune the bins in the fitness cloud and that there is no technique to
normalize the NSC values into a given range [33,24]. Implementation details
can be found in [36,34].

Neutrality. The lack of improvement in fitness is not due to the population
being trapped in local optima. In many real-world problems it is possible
(or even common) to have a large amount of neutrality, so the dynamics
of evolution must be seen in terms of navigating among neutral networks
that eventually lead to higher-fit neutral networks [17]. FL which include
neutrality have been conceptualized as containing neutral networks [14,23].
A neutral network is sometimes defined as a set of points in the search space
with identical fitness [23]. Implementation details can be found in [37].

Ruggedness. Ruggedness is a metric related to the number of local optima on a
FL [18]. A rugged landscape corresponds to a search space with an irregular
topography consisting of numerous peaks (local optima) [16]. In general,
search algorithms struggle to optimise very rugged landscapes, because the
algorithms can get trapped in local optima [19,38]. Implementation details
can be found in [18].

Basins of Attraction. Basins of Attraction and Smoothness are related con-
cepts; basins of attraction are areas that lead to a local optimum [22,19].
A smooth landscape is one where neighbouring points have nearly the same
fitness value. Smoothness also relates to the size of the basins of attraction.
A landscape is smooth if the number of optima is small and the optima have
large basins of attraction [19]. The number of local optima in a landscape
clearly has some bearing on the difficulty of finding the global optimum.
However, it is not the only indicator, the size of the basins of attraction of
the various optima is also an important influence [25]. Implemenation details
can be foun in [22].

Epistasis. In genetics, the term Epistasis refers to the masking (phenotype)
effects of a set of genes by another set of genes. This concept was introduced
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by Davidor [4] as a tool for the evaluation of interdependences between
genes. Epistasis can be thought of as expressing a degree of non-linearity in
the fitness function, and roughly speaking, the more epistatic the problem is,
the harder it may be for a genetic algorithm to find its optimum [1]. Analysis
of Variance (ANOVA) is usually employed to evaluate the characteristic of
model with real coded parameters [1]. Implementation details can be found
in [1].

4 Performance Classification for Genetic Algorithms

This section explains the main contribution of the paper, which is the classifica-
tion of the performance of Genetic Algorithms in the optimization of two dimen-
sions problems. To classify the hardness of a problem, we consider as problem
features a set of features that characterizes its fitness landscape.

This section formally defines the problem and provides algorithms that allows
us to perform the classification task we have in mind.

4.1 Problem Definition

The problem addressed by this contribution is to learn a function Performance
Classification PC which establishes a map from the set of problems F to the set
of difficulty indicators DI. The mapping is defined in Equation 1.

PC : F → DI (1)

4.2 Measure of Relative Performance

It turns out that the set of measures of problem difficulty are not sufficient to
determine the hardness of a problem by themselves. To complement the informa-
tion in the training set and being able to predict the difficulty of a new problem,
we execute GA on each problem and measure its performance. The ability of GA
to solve a problem depends mainly on two parameters: precision and population
size. GA is executed on each problem for different values of those parameters and
measure its performance on each case. The performance of GA on each setting of
those parameters is then discretized and converted into a label of difficulty. Now
the problem is to determine a function that maps the complete set of problem
features to a label that indicates the difficulty of the problem. All these notions
will be formally defined in the rest of this section.

Definition 1. Function MoD computes the measures of difficulty defined in
Section 3 for a problem, specified by its objective function.

MoD : F → R
6 (2)
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GA may or may not be successful in determining the optimum of a given
problem. Since both the domain and range of the set of problems addressed in
this work are real-valued, it is very unlikely that any metaheuristic used for this
optimization process to get the exact optimum. Given that, we need to relax
the optimization problem and obtain a quasi-optimal value, to a given precision.
The success of GA to determine a quasi-optimal solution of a problem up to
a precision value, depends on the population size (given a constant number of
generations for all problems). Population-based metaheuristics, particularly GA,
are stochastic in nature, so we need to run the same experiment a number of
times, to determine the statistical success rate of GA on every function. Let
us call the success rate of GA on solving function f at precision ε, Pε(f). This
success rate is relative to the values of those parameters, therefore it will be called
relative performance; this relative performance indicator will be computed for
all the functions analyzed in this work for given sets of precision values PV and
population sizes PS. The relative performance is only a preliminary step towards
the computation of an indicator of Relative Difficulty, to measure how hard it
is for GA to solve that problem at the indicated precision level and population
size. Let us call the set of indicators of Relative Difficulty RD.

Definition 2. Given a problem f , function RD determines its Relative Diffi-
culty level at given precision level and population size.

RD : F × PV × PS → DI (3)

In this contribution, we are considering a coarse granularity for the Relative
Difficulty indicator; i.e., easy, medium, difficult. This indicator can be determined
as indicated by Equation 4.

RD =

⎧⎪⎨
⎪⎩
difficult, if 0 ≤ Pε(f) ≤ 1

3

medium, if 1
3 < Pε(f) ≤ 2

3

easy, if 2
3 < Pε(f) ≤ 1.0

(4)

Once the relative performance has been computed for the set of functions
included in the training set, function RD can be determined using any machine
learning classification method (see [9]). Section 5 provides details of performance
of several classification methods used to implement RD.

5 Results

In order to test our approach, we decided to measure the performance of a gener-
ation GA with tournament selection on a set of 110 continuous optimization two
dimensional problems F (see [12]). Their short names are: F = {Ackley, Beale,
Bohachevsky, Booth, Branin, Dixonprice, Goldsteinprice, Griewank, Hump,
Michalewicz, Rastrigin, Rosenbrock, Schwefel, Shubert, Sphere, Trid, Zakharov,
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Dropwave, Eggholder, Holder, Levy13, Styblinskitang, Randompeaks, Sumofdif-
ferentpower, Levy, Dejong, Langermann, Himmelblau, Sumsquares, Schaffer2,
Easom, Matyas, Crossintray, Bukin, Schaffer4, Equalpeaks, Ackley2, Ackley3,
Ackley4, Adjiman, Alpine1, Alpine2, Bartels, Biggexp2, Bird, Bohachevsky2,
Bohachevsky3, Braninrcos, Braninrcos2, Brent, Brown, Bukin2, Bukin4, Three-
humpcamel, Sixhumpcamel, Chenbird, Chenv, Chichinadze, Chungreynolds,
Cosinemixture, Csendes, Cube, Damavandi, Deckkersaarts, Elattarvidyasagar-
dutta, Eggcrate, Exponential, Exp2, Freudensteinroth, Giunta, Hansen, Hosaki,
Jennrichsampson, Keane, Leon, Mccormick, Mishra3, Mishra4, Mishra5,
Mishra6, Mishra8, Penholder, Pathological, Periodic, Powellsum, Price1, Price2,
Price3, Price4, Qing, Quadratic, Quartic, Quintic, Rosenbrockmodified, Rotat-
edellipse, Rotatedellipse2, Rump, Salomon, Sargan, Schaffer3, Schumersteiglitz,
Schwefel24, Schwefel222, Schwefel236, Strechedvsinewave, Testtubeholder, Tre-
canni, Trefethen, Trigonometric, Trigonometric2}.

Table 1 shows the parameters used in the experiments. We used 10 different
values of population size (PS) and also 10 different values of precision (PV). For
each combination of parameters (PV × PS), we perform 100 independent runs
to estimate the success rate for each problem, then, the hardness of problems is
computed using Equation (4).

Table 1. GA Parameters

Parameter Value

Population Size {50, 100, . . . , 500}
Precision {1× 10−1, 1× 10−2, . . . , 1× 10−10}

Number of Generations 1000
Crossover rate 70%
Mutation rate 30%

Selection Tournament of size 10

Once the hardness of the problems is estimated, we computed the difficulty
indicators for each of the 110 problems using Equation (2). This gives us 110
different difficulty indicators, and 11, 000 labels, let us remember that each prob-
lem was run with different values of population size and precision. In order to
create 11, 000 difficulty indicators, we included in each of the vectors returned
by Equation (2) the values of population size and precision, i.e., each vector is
cloned 100 times for each combination of PS and PV .

As can be seen this procedure gives us a data set of 11, 000 different vectors
with 8 dimensions and 11, 000 different classes. Consequently, this information
can be treated by any machine learning algorithm that performs classification.
In this contribution we decided to test four different classification algorithms:
Näıve Bayes, Multilayer Perceptron, Decision Trees, and Random Forests. All
these algorithms were used with the default parameters used in WEKA [8].

In order to measure the accuracy of the different algorithms, we shuffle the
data, and, then, performed a 10-fold crossvalidation. Table 2 shows the accuracy
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of the different classification algorithms used with different difficulty indicators.
The first seven rows of the table present the accuracy when the learning algo-
rithm only uses the difficulty indicator indicated in the first column and the
different values of PS and PV . It can be observed from the table that FDC had
the best accuracy with 84%, this is followed by Epistasis (81%) and Ruggedness
(80%) all of those results produced using decision trees.

Table 2. Accuracy results using different classification methods

NaiveBayes Multilayer Perceptron Decision Tree RandomForest

FDC 70% 73% 84% 78%

NSC 65% 68% 78% 78%

Neutrality 68% 69% 75% 68%

Ruggedness 71% 72% 80% 75%

Basins of Attraction 69% 71% 78% 71%

Epistasis 69% 71% 81% 77%

All the features 66% 80% 95% 96%

All except FDC 66% 79% 95% 96%

The last two rows of Table 2 presents the accuracy when all the difficulty indica-
tors are used, andwith all these indicators except FDC. It is observed thatRandom
Forest obtained the best accuracy (96%) with either all the features or all except
FDC. Random forest is closely followed by decision trees. Comparing the perfor-
mance of the different configurations, it is evident that the use of all the features
with and without FDC improves the accuracy. It is very interesting that although
the FDC obtained the best accuracy over all difficulty indicators, this feature can
be removed and the accuracy is not affected when all the features are combined.
This is an important characteristic given that one needs to know the optimum in
order to apply FDC, and, clearly, this is unrealistic in any practical application.

In order to complement our analysis,Table 3 shows the confusionmatrix and de-
tail of accuracy of random forest with all the features except the FDC on a 10-fold
cross validation. The table shows that the classifier is performing accurate predic-
tions where the easy and difficult problems have the best classification rates.

Table 3. Random Forest, confusion matrix using cross validation with 10 folds

Predicted
difficult medium easy Precision Recall Roc Area

difficult 2920 90 30 0.95 0.96 0.99
medium 110 391 121 0.68 0.63 0.92
easy 36 95 7207 0.98 0.98 0.99

0.96 0.96 0.99 Mean
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6 Conclusions and Future Work

This work presented a procedure to classify the performance of Genetic Algo-
rithms when solving problems with two dimensions on continuous domains.
The performance was classified in three different classes: easy, medium, and
difficult. The results showed that a Random Forest with a set of difficult in-
dicators obtained an accuracy of 96% of correct classification on a 10-fold cross
validation.

The main contributions of this work are: (1) the use of different types of
problems in two dimensions on the continuous domain, this gives us a set of
problems with distinct characteristics and complexity, (2) the use of GA real-
coded implementation to assess performance experiments, and (3) the use of a
model based on Random Forests to label the performance of GA problems. The
input data set uses a mixture of characteristics or metrics of difficulty (MoD)
and GA parameters (precision and population size). The output data set or ideal
values where obtained by measuring the success rate of GAs and then codified
into three classes: easy, medium, and difficult.

The main improvements of this work might be: (1) the use of problems in
higher dimensions; real applications are in higher dimensions, (2) the use of
another type of sampling of the search space, given that some metrics of difficulty
only give us descriptive information about the FL, which is not enough for ECA,
(3) use a larger data set to train the model, this might give us more general
features about problems.

As future work we will work on real-valued n-dimensional problems, given that
real applications are in the n-dimensional spaces. Another work is to select (add
or remove) features from the model, taking in consideration the most relevant
characteristics of the pairs metaheuristic-problem. Finally, another topic of our
interest is the integration of more optimization algorithms based on ECA.
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23. Poli, R., López, E.G.: The effects of constant and bit-wise neutrality on problem
hardness, fitness distance correlation and phenotypic mutation rates. IEEE Trans.
Evolutionary Computation 16(2), 279–300 (2012)

24. Poli, R., Vanneschi, L.: Fitness-proportional negative slope coefficient as a hard-
ness measure for genetic algorithms. In: Proceedings of the 9th Annual Conference
on Genetic and Evolutionary Computation, GECCO 2007, pp. 1335–1342. ACM,
New York (2007)

25. Reeves, C.: Fitness landscapes and evolutionary algorithms. In: Fonlupt, C., Hao,
J.-K., Lutton, E., Schoenauer, M., Ronald, E. (eds.) AE 1999. LNCS, vol. 1829,
pp. 3–20. Springer, Heidelberg (2000)

26. Reeves, C.R., Wright, C.C.: Epistasis in genetic algorithms: An experimental de-
sign perspective. In: Proc. of the 6th International Conference on Genetic Algo-
rithms, pp. 217–224. Morgan Kaufmann (1995)

27. Rice, J.R.: The algorithm selection problem. Advances in Computers 15, 65–118
(1976)

28. Smith-Miles, K.A.: Cross-disciplinary perspectives on meta-learning for algorithm
selection. ACM Comput. Surv. 41(1), 1–25 (2008)

29. Trujillo, L., Mart́ınez, Y., Galván-López, E., Legrand, P.: Predicting problem
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vol. 3905, pp. 178–189. Springer, Heidelberg (2006)

37. Verel, S.: Fitness landscapes and graphs: multimodularity, ruggedness and
neutrality. In: Proceedings of the Fifth International Conference on Genetic
and Evolutionary Computation Conference Companion, Amsterdam, Pays-Bas,
pp. 1013–1034. ACM (2013)

38. Weise, T.: Global Optimization Algorithms – Theory and Application.
it-weise.de (self-published): Germany (2009)



12 N.E. Rodriguez-Maya, M. Graff, and J.J. Flores

39. Wright, S.J.: The roles of mutation, inbreeding, crossbreeding and selection in
evolution. In: Jones, F. (ed.) Proceedings of the Sixth International Congress on
Genetics, vol. 1, pp. 356–366 (1932)

40. Xu, L., Hutter, F., Hoos, H.H., Leyton-Brown, K.: SATzilla: portfolio-based al-
gorithm selection for SAT. Journal of Artificial Intelligence Research 32, 565–606
(2008)



A Multi-objective Genetic Algorithm

for the Software Project Scheduling Problem
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Abstract. The software project scheduling problem considers the as-
signment of employees to project tasks with the aim of minimizing the
project cost and delivering the project on time. Recent research takes into
account that each employee is proficient in some development tasks only,
which requiere specific skills. However, this cannot be totally applied in
the Mexican context due to software companies do not categorize their
employees by software skills, but by their skill level instead. In this study
we propose a model that is closer to how software companies operate in
Mexico. Moreover, we propose a multi-objective genetic algorithm for
solving benchmark instances of this model. Results show that our pro-
posed genetic algorithm performs similarly to two recent approaches and
that it finds better multi-objective solutions when they are compared to
those found by a well-known multi-objective optimizer.

Keywords: Search-based software engineering, software project sched-
uling problem, genetic algorithm, multi-objective optimization.

1 Introduction

Managing a software project involves planning and monitoring the project by
using the required resources, in the shortest possible time and with a minimum
number of failures. The main objectives to be achieved are: meeting the require-
ments, and finishing the project on time and within budget [14]. The process of
managing a project consists of four phases: initiation, planning, execution and
closing. Moreover, the control phase allows to make adjustments in planning
throughout the entire process.

Project planning consists of refining the project scope, defining tasks and
activities to achieve the goals, establishing a sequence of activities to further
develop a schedule, cost estimation and budget. One of the key problems in
software project planning is the scheduling, which involves resource allocation
and scheduling activities on time, optimizing the cost and/or duration of the
project. The scheduling is a complex constrained optimization problem, because
for the optimization of resources, time and cost, it is necessary to consider a
combination of variables, rules and restrictions that cause the problem to be
NP-hard [2].
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Search-based software engineering (SBSE) is an emerging area focused on
solving software engineering problems by using search-based optimization algo-
rithms. SBSE has been applied to a number of problems which arise during the
software life cycle [10]. However, as Harman states [9], in order to affirm that it is
valid to use search algorithms to solve such problems, it is necessary to continue
doing experiments to establish baseline data and more evidence. Hence, this work
demonstrates the usefulness of a metaheuristic algorithm in software project
management, particularly, in project planning. We propose a multi-objective ge-
netic algorithm which assigns the available developers to project tasks, taking
into account the time each developer dedicates to a task, and the salary and the
level of experience of each employee. Furthermore, we present a model that bet-
ter reflects the operation of some Mexican software development companies, with
the aim of bridging the gap between SBSE research and real software projects.

This study is structured as follows. Section 2 introduces the software project
scheduling problem and our model of the problem. In Section 3 we describe what
optimization problems are and how we can compare the performance of multi-
objective optimizers. Our proposed multi-objective genetic algorithm for solving
the problem under study is explained in Section 4. Section 5 summarizes the
experimental setup, our results and their analysis. Finally, Section 6 presents
our conclusions and motivates some ideas for future work.

2 The Software Project Scheduling Problem

The software project scheduling problem (SPSP) can be stated as follows. A
software project can be divided into n tasks t1, . . . , tn, where each task ti has an
associated effort estimation tei and a set of skills tli required to carry it out. These
tasks have to be performed according to a precedence constraint, which indicate
what tasks must be completed before starting another task. With the aim of
executing all tasks, i.e. conclude the project, there is a staff available which
comprises m employees e1, . . . , em. Employee ei has a salary esi and is proficient
in a set of skills eli. The problem consists in finding a suitable assignment of
employees to tasks, such that the project can be delivered in the shortest possible
time and with the minimum cost. In principle, each employee can execute any
task which requires any of the skills the employee is competent in. Moreover,
each employee can be assigned to two or more simultaneous tasks, distributing
the workday among the assigned tasks. An assignment of employees to tasks is
feasible if: (i) each task ti has at least one employee assigned, (ii) the set of skills
tli required to carry out task ti is included in the union of the sets of skills of the
employees assigned to task ti, and (iii) all employees do not work overtime.

Some studies on project scheduling by means of search-based optimization is
review next. With the purpose of minimizing the length and cost of the project
and maximizing product quality, Chang et al. [2] solved the SPSP by using ge-
netic algorithms (GAs) already coded in an existing library. Chang et al. [2] based
their study on the assumption that the time for completing the project is inversely
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proportional to the number of people involved, however, this assumption is not en-
tirely realistic [14]. They found results which demonstrate the feasibility of solving
scheduling problems using GAs. In the resource-constrained project scheduling
problem resources are not limited to staff, i.e. they also take into account other
factors. For example, Alba and Chicano [1] solved the SPSP considering time,
staff skills, budget, and project complexity. They designed a GA for minimizing
a composite objective function that involves project cost and duration, and a pe-
nalization which takes into account the number of unattended tasks, the number
of missing skills and the overtime. They tested their approach on five benchmark
sets which differ in the number of tasks, number of employees, number of skills,
and task precedence. Recently, Xiao et al. [17] tackled SPSP in the same manner
as Alba and Chicano [1] and designed an ant colony optimization-based approach
for solving a number of benchmark instances.

There are other studies which consider the SPSP a bi-objective problem. For
example, Chicano et al. [4] considered five well-known multi-objective optimizers
to find solutions which minimize project cost and project duration simultane-
ously. This is an improvement on the work of Alba and Chicano [1] since cost
and duration are objectives that are in conflict, and combining them in a sin-
gle objective function is not most appropriate method to tackle the problem.
Luna et al. [12,13] continued the research of Chicano et al. [4] by studying the
scalability performance of several multi-objective optimizers.

A different formulation of the SPSP is that of Chicano et al. [3]. Here, addi-
tionally to the skills each employee is proficient in, productivity is considered,
i.e. the higher the productivity of an employee, the less time is spent by that
employee to finish a task. Furthermore, task delay is taken into consideration in
order to avoid infeasible solutions, which are those with overtime.

Although staff skills and productivity make the problem more realistic, the
skills quantification based on the ability of employees to perform different types
of activities (design, databases, programming, etc.) could not be feasible in prac-
tice, since it is difficult to imagine, for example, a person with advanced databases
skills but with basic programming skills, and vice versa. We expect that people
who are competent in one aspect of software development also have consider-
able skills in the other areas, i.e. if one person masters the high-level design,
most likely she also has good skills in programming. For example, developers
at Google understand client, web, browser, and mobile technologies, and can
program effectively in multiple languages and on a variety of platforms [16].

We propose a formulation of the problem of assigning tasks to employees, in-
spired in how some software development companies work in Mexico, our coun-
try, which implies a different way to classify the kind of tasks and the developers
skills. With this model we intend to bring closer to practice the theoretical work
that has been done on software project scheduling in SBSE.

2.1 Proposed Problem Formulation

Software life cycle standard tasks are: requirements analysis and specification,
design, coding and testing. We assume that documentation is part of each task.
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Usually, novice staff starts in the testing phase, since it is the simplest task
(beginner level). When the employee acquires some experience, he is assigned
to coding tasks (junior level). The experienced staff performs the design (se-
nior level), and it is an expert person who normally take over the requirements
analysis and specification (expert level), since an error in the requirements spec-
ification is much more expensive than errors in the later stages [15].

In order to assist the project manager with ranking of the staff skills, we
propose four levels: a person with expert level (EL) can perform any task and she
has the highest salary. An employee with senior level (SL) can design, implement
and test, and his or her salary is the second highest. Staff with junior level (JL)
is able to do good coding and testing and their salary is lower than that of SL.
Finally, employees with beginner level (BL) are only able to do testing and their
salary is the lowest.

Considering the staff classification described above, we define the SPSP as
follows. Given a list of n tasks t1, . . . , tn, representing the coding and testing
of the designed modules and the corresponding modules integration testing, we
denote the effort estimation of task i as tei . The required skill level to perform
task ti is denoted as tli ∈ {BL, JL, SL, EL }. These tasks have to be performed
according to a precedence constraint, which indicate what tasks must be com-
pleted before starting a new task. This precedence constraint can be seen as an
acyclic directed graph G{V,A}, where the vertex set V is the set of all tasks ti,
i.e. {t1, . . . , tn} and the elements (ti, tj) ∈ A establishes which task ti must be
completed, with no other intervening tasks, before starting task tj . With the aim
of completing all tasks, there is a staff available which comprises m employees
e1, . . . , em. Employee i has a salary esi and a skill level eli ∈ {BL, JL, SL, EL }.

A solution to the SPSP can be seen as a table with m rows, where row i
corresponds to employee ei, and n columns, where column j corresponds to task
tj . Cell (i, j) represents the time dij , based on the workday, employee ei dedicates
to task tj . Once this table is filled, since we know the employee dedication to
each task, we can calculate the duration tdj of task tj as

tdj = tej

/∑m
i=1 dij . (1)

At this point we know the length of each task, hence, given that we have the
precedence restriction, we can calculate the times tbj and tfj when each task
tj begins and finishes, respectively. Consequently, we can obtain the project
duration Pd which will be the maximum finishing time of any task, that is

Pd = max {tfj | j = 1, . . . , n} . (2)

We can also calculate the project cost Pc as the sum of the salary paid to
each employee for their dedication to each task of the project, which is

Pc =
∑m

i=1

∑n
j=1 dij t

d
j esi . (3)

Furthermore, for each employee ei we define ewi (τ) as the working function

ewi (τ) =
∑

{j | tbj ≤ τ ≤ tfj } dij . (4)
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If ewi (τ) exceeds the workday at time τ , then the scheduling incurs in overwork.
The overwork eoi of employee ei is

eoi =
∫ Pd

0 ramp (ewi (τ) − workday)dτ . (5)

Finally, the total overwork of the project Po is the sum of the overwork done by
each employee, which is

Po =
∑m

i=1 e
o
i (6)

In this study, we aim at minimizing Pd, Pc and Po simultaneously, subject to
(i) there cannot be any task left unattended and (ii) each task must be assigned
to at least one employee who has the required skill level.

3 Multi-Objective Optimization Problems

Without loss of generality, any multi-objective optimization problem can be
defined as the minimization problem

minimize f(x) = (f1(x), . . . , fk(x)) (7)

subject to the constraints

gi(x) ≤ 0, ∀ i = 1, . . . , p , (8)

hj(x) = 0, ∀ j = 1, . . . , q , (9)

where x ∈ X is a solution to the problem, X is the solution space, and fi :
X → R, for i = 1, . . . , k, are k objective functions. The constraint functions
gi, hj : X → R in (8) and (9) restrict x to a feasible region X ′ ⊆ X .

We say that a solution x ∈ X dominates solution y, written as x ≺ y, if and
only if fi(x) ≤ fi(y), ∀ i ∈ {1, . . . , k} and ∃ j ∈ {1, . . . , k} : fj(x) < fj(y).
Consequently, we say that a solution x ∈ S ⊆ X is non-dominated with respect
to S if there is no solution y ∈ S such that y ≺ x. A solution x ∈ X is said to be
Pareto optimal if it is non-dominated with respect to X , and the Pareto optimal
set is defined as Ps = {x ∈ X | x is Pareto optimal}. Finally, the Pareto front is
defined as Pf = {f(x) ∈ R

k | x ∈ Ps}. The aim of the optimization process is to
find the best representation of the Pareto front for the given problem instance,
called the Pareto approximation.

Tomeasure the performance ofmulit-objective optimizers,we have to use proper
multi-objective performance indicators. One of such indicators is the hypervolume
metric H(A, z) [18], which measures the size of the objective space defined by the
approximation setA of solutions and a suitable reference point z. The idea is that
a greater hypervolume indicates that the approximation set offers a closer repre-
sentation of the true Pareto front. For a two-dimensional objective space f(x) =(
f1(x), f2(x)

)
, each solution xi ∈ A delimits a rectangle defined by its coordinates(

f1(xi), f2(xi)
)
and the reference point z = (z1, z2), and the size of the union of all

such rectangles delimited by the solutions is the hypervolume H(A, z). This idea
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can be extended to any number k of dimensions to give the general hypervolume
metric:

H(A, z) = λ
(⋃

xi ∈ A
{
[f1(xi), z1]× · · · × [fk(xi), zk]

})
, (10)

where λ(·) is the standard Lebesgue measure [6]. When using this metric to
compare the performance of two or more algorithms, the one providing solutions
with the largest delimited hypervolume is regarded to be the best.

In this study we focus on two topics. The first is related to the ability of our
algorithm to find feasible solutions, that are those solutions with no overtime.
The second is related to compare the performance of our proposed GA with that
of a well-known multi-objective optimizer.

4 Multi-Objective GA for Solving the SPSP

As with all GAs, the basic idea is to maintain a population (set) of individuals
(solutions), and evolve them (recombine and mutate) by survival of the fittest
(natural selection). The following defines all stages of our proposal.

Our multi-objective (MO) GA uses an integer solution encoding which length
is m× n: the first n integers corresponds to the dedication time d1j of employee
e1 to each task tj , the next n integers corresponds to the dedication time d2j of
employee e2 to each task tj , etc. The dedication time dij is measured in hours
according to the workday, that is, tij ∈ {0, 1, . . . , wd}, where wd is the maximum
number of hours an employee can work per day.

The initial population is filled with feasible randomly generated solutions.
Each solution is built by randomly selecting dij from the interval [0, wd], where
i = 1, . . . ,m, and j = 1, . . . , n.

In this study, we consider the three objective functions project cost, project
duration and project overtime to be minimized, and all individuals in the popula-
tion are evaluated with respect to them. Since we are interested in the evaluation
of all three functions, an appropriate fitness assignment is the non-dominance
sorting criterion [8], whereby the population is divided into non-dominated
fronts, and the depth of each front determines the fitness of the individuals
in it. That is, individuals that are not dominated belong to the first front, and
from the rest of the population, those non-dominated solutions belong to the
second front, and so on. Individuals belonging to the first front are the fittest,
followed by those in the second front, etc. We use the specific algorithm of Deb
et al. [5], which is used in their NSGA-II algorithm.

In a previous study, it was demonstrated that measuring solution similarity
in the solution space and using this information to boost solution diversity leads
to a wider exploration of the search space, and, consequently, to an improved
performance of the multi-objective optimizer [7]. Following this idea, we measure
the similarity SPQ of solution P with solution Q as the normalized difference
between each dedication time of employee ei to task tj , that is

SPQ = 1.0− 1
n×m×wd

∑m
i=1

∑n
j=1 |dPij − dQij | , (11)
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where dPij and dQij are the dedication times of employee ei to task tj in solutions
P and Q, respectively. Hence, if solutions P and Q consider exactly the same
dedication times dij , SPQ = 1. On the contrary, if dedication times dPij and dQij
are on the opposite extremes, SPQ = 0. Afterward, we compute the average
similarity SP of solution P with all other solutions in the population P as

SP = 1
|P |−1

∑
Q ∈P\P SPQ . (12)

A standard binary tournament selection method is applied for choosing two
parents for crossover. This tournament method randomly selects two individuals
from the population, and the fittest will be chosen as one of the parents. This
procedure is repeated for selecting the second parent, however, the less similar
on average is chosen.

The evolution continues with the crossover of the two selected parents. We
implemented two different crossover operators, which we will call flat crossover
(F) and simple crossover (S) [11]. Flat crossover generates an offspring in the
following manner. A random number between the dedication times dij of each
parent is chosen and it is assigned as the dedication time dij in the offspring.
On the other hand, simple crossover works as follows. From the first parent, a
random number of employees are selected, and their dedication times to each task
are copied into the offspring. The dedication times for the remaining employees
are copied from the second parent.

Once the offspring has been built, it is subjected to mutation with a probabil-
ity of 10%, and randomly selects and employee ei and a task tj , which dedication
time dij is to be changed. Here we implemented two different mutation operators
[11], which we will call gradient mutation (G) and random mutation (R). Gra-
dient mutation randomly adds or subtracts one hour from the dedication time
dij , while random mutation assigns a random number taken from the interval
[0, wd] as the dedication time dij .

After the offspring has been created, it could represent an infeasible solution,
thus a repair operator is applied. This operator validates, first, that all tasks
have at least one employee assigned and, second, that the employees assigned
to each task have the aggregated skills needed to perform the task. For the first
situation, the repair operator sums all dedication times dij , i = 1, . . . ,m, for
each task tj . If the sum is zero, it is an infeasible solution, and an employee ei
with at least one of the skills required tsj to perform task tj is randomly selected
and a dedication time tij is randomly assigned. In the second situation, for each
task tj , the union of the sets of skills esi is computed, i = 1, . . . ,m. If the union
does not contain all the skills required tsj by task tj , it is an infeasible solution,
and an employee ei with at least one of the skills required tsj to perform task
tj is randomly selected and a dedication time tij is randomly assigned. This
procedure is repeated until all the required skills are contained in the union.

The final stage of each evolutionary cycle is the selection of individuals to form
the next generation. Here, the offspring and parent populations are combined
and individual fitness determined as described above. Those solutions having the
highest fitness, i.e. falling in the outermost fronts, are taken to survive and form



20 A. Garćıa-Nájera and M.C. Gómez-Fuentes

the next generation. The process of parent selection, crossover, mutation, repair
and survivor selection is repeated for a prefixed number of generations.

5 Experimental Setup and Results

The experimental study is two-fold. On the one hand, we are going to compare
our results with those obtained by two recent proposals. On the other hand,
we are interested in the performance of our algorithm when it is applied to the
problem formulated in Section 2.1.

5.1 Performance on the Original Problem Formulation

Alba and Chicano [1] and Xiao et al. [17] evaluated the performance of their
approaches by measuring the hit rate, which is the ratio of the number of runs
where the algorithm found at least one feasible solution to the total number of
runs. Hence, we are going to compare our results using the same methodology.

We used 36 benchmark instances generated by Alba and Chicano [1], which
are divided into two groups. Instances in group g are labeled as in-mgs, where n
is the number of tasks, m is the number of employees, and s is the total number
of skills required to complete the project. Here, employees have 2 or 3 skills.
Instances in group p are labeled as in-mps, where s here is 5, if employees have
4 or 5 skills, and 7 if employees have 6 or 7 skills. In these cases, the total number
of skills is 10.

Table 1 shows the hit rate from Alba and Chicano [1] (study key AC) and
from Xiao et al. [17] (study key K) compared to the results from our MO GA
when it is set with different crossover and mutation operators. The algorithm of
Xiao et al. [17] obtained a hit rate that is comparable with that of our MO GA
for the instances they tested on their approach, however they did not use all the
instances with 20 and 30 tasks, hence we cannot compare completely with their
results. The approach of Alba and Chicano [1] obtained a lower hit rate than our
GA for the instances with 10 tasks, however, their approach obtains a slightly
higher hit rate for the instances with 20 tasks. Moreover, we can observe that
no approach is able to obtain feasible solutions for the instances with 30 tasks.
We can also see that, when our MO GA is set to use the random mutation, it
obtains the highest hit rate: for instances in group g, combined with the simple
crossover, and for instances in group p, combined with the flat crossover. Overall,
we can conclude that the performance of our MO GA is comparable to that of
previous approaches.

5.2 Performance on the Proposed Problem Formulation

We used the instance generator of Alba and Chicano [1] to generate 45 bench-
mark problems with n = 10, 20, 30 tasks, and m = 5, 10, 15 employees. We
labeled these instances as in-m-j, with j = 1, . . . , 5. In these instances, each
task requires a minimum skill level and each employee has a certain skill level.
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Table 1. Hit rate from previous studies compared to the hit rate from our MO GA

Instance
Study MO GA

Instance
Study MO GA

AC X FG SG FR SR AC X FG SG FR SR

i10-5g5 98 100 100 100 100 100 i10-5p5 94 100 100 100 100 100
i10-5g10 61 100 100 100 100 100 i10-5p7 84 100 83 37 83 30
i10-10g5 99 95 100 100 100 100 i10-10p5 97 100 100 100 100 100
i10-10g10 85 100 100 100 100 100 i10-10p7 100 100 100 100 100 100
i10-15g5 100 96 100 100 100 100 i10-15p5 97 100 77 83 83 90
i10-15g10 85 93 97 97 90 83 i10-15p7 97 89 100 100 100 100
i20-5g5 6 - 0 0 0 0 i20-5p5 0 - 0 0 0 0
i20-5g10 8 - 0 0 0 100 i20-5p7 0 - 0 0 0 0
i20-10g5 9 25 0 0 0 0 i20-10p5 6 67 0 0 0 0
i20-10g10 1 64 0 0 0 0 i20-10p7 76 65 53 47 67 30
i20-15g5 12 - 90 90 83 67 i20-15p5 43 - 100 100 100 100
i20-15g10 6 - 0 0 0 0 i20-15p7 0 - 0 0 0 0
i30-5g5 0 - 0 0 0 0 i30-5p5 0 - 0 0 0 0
i30-5g10 0 - 0 0 0 0 i30-5p7 0 - 0 0 0 0
i30-10g5 0 - 0 0 0 0 i30-10p5 0 - 0 0 0 0
i30-10g10 0 - 0 0 0 0 i30-10p7 0 - 0 0 0 0
i30-15g5 0 - 0 0 3 0 i30-15p5 0 - 0 0 0 0
i30-15g10 0 - 0 0 0 0 i30-15p7 0 - 0 0 0 0

Average 32 - 38 38 38 42 Average 39 - 40 37 42 36

Tasks can be executed by an employee with the required skill level or higher.
We assume that an employee can perform several tasks each day and that the
minimum amount of time an employee can dedicate to a task is one hour. Thus,
an employee can be assigned to wd different tasks. We believe that this situation
is not efficient, since the employee can be distracted from one task to another.
Therefore, additionally to consider the original scheme, we restrict the number
of tasks an employee can perform per day to 4, 2, and 1. Results for the hit rate
is shown in Table 2. For these experiments, we set our MO GA to use simple
crossover and random mutation.

We can see that, when the employees are allowed to perform 2, 4 and 8 tasks
per day, our GA is able to obtain feasible solutions for all but one instance.
On the other hand, if we restrict employees to perform only one task per day,
solutions found by our GA to the majority of the instances are infeasible. With
these results we can conclude that our MO GA do find feasible solutions to the
instances of the proposed model that is closer to real software projects.

We now analyze our MO GA multi-objective performance, specifically, we are
going to compare the hypervolume delimited by the non-dominated solutions
found by our MO GA to that covered by the non-dominated solutions found
by the popular and successful NSGA-II [5]. We decided to use NSGA-II due
to the high similarity of the algorithms, which difference resides in how parent
selection and survival are accomplished: while NSGA-II selects both parents
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Table 2. Hit rate from our MO GA to instances of the proposed model

Instance
No. of tasks

Instance
No. of tasks

Instance
No. of tasks

1 2 4 8 1 2 4 8 1 2 4 8

i10-5-1 0 100 100 100 i20-5-1 0 100 100 100 i30-5-1 0 100 100 100
i10-5-2 3 100 100 100 i20-5-2 0 100 100 100 i30-5-2 0 100 100 100
i10-5-3 20 100 100 100 i20-5-3 0 100 100 100 i30-5-3 0 100 100 100
i10-5-4 0 100 100 100 i20-5-4 0 100 100 100 i30-5-4 0 100 100 100
i10-5-5 0 100 100 100 i20-5-5 0 100 100 100 i30-5-5 0 100 100 100
i10-10-1 7 100 100 100 i20-10-1 0 100 100 100 i30-10-1 0 100 100 100
i10-10-2 0 100 100 100 i20-10-2 0 100 100 100 i30-10-2 0 100 100 100
i10-10-3 100 100 100 100 i20-10-3 0 100 100 100 i30-10-3 0 100 100 100
i10-10-4 0 100 100 100 i20-10-4 0 100 100 100 i30-10-4 0 0 0 0
i10-10-5 10 100 100 100 i20-10-5 0 100 100 100 i30-10-5 0 100 100 100
i10-15-1 87 100 100 100 i20-15-1 0 100 100 100 i30-15-1 0 100 100 100
i10-15-2 0 100 100 100 i20-15-2 0 100 100 100 i30-15-2 0 100 100 100
i10-15-3 0 100 100 100 i20-15-3 0 100 100 100 i30-15-3 0 100 100 100
i10-15-4 0 100 100 100 i20-15-4 0 100 100 100 i30-15-4 0 100 100 100
i10-15-5 0 100 100 100 i20-15-5 0 100 100 100 i30-15-5 0 100 100 100

Average 15 100 100 100 Average 0 100 100 100 Average 0 93 93 93

according to fitness, our MO GA selects one of the parents according to the
similarity measure. On the other hand, NSGA-II measures solution similarity
in the objective space during the survival process, while our MO GA measures
similarity in the solution space.

In order to compute the hypervolume metric, we need to define a suitable
reference point z. For every problem instance, we extracted the maximal values
for the three objective functions from the Pareto approximations found by both
algorithms, our MO GA and NSGA-II, and these maximal values played the role
of z for each instance. Then, for each instance and repetition, the hypervolume
metric was computed for the Pareto approximation found by both, our MO
GA and NSGA-II. Finally, for each instance, a t-test was calculated in order to
know if the hypervolumes are significantly different. Table 3 shows the number
of instances in each category for which solutions from our MO GA delimited a
significantly larger hypervolume than that covered by those from NSGA-II.

We can see that, when employees are restricted to perform 2, 4, and 8 tasks,
our MO GA found Pareto approximations which delimit a significantly larger
hypervolume than that covered by the Pareto approximations found by NSGA-II
for all instances and, when the employee can perform only one task, solutions
from our MO GA still delimit a significantly larger hypervolume for some in-
stances. Remarkably, solutions from NSGA-II did not cover a significantly larger
hypervolume than that delimited by solutions from our MO GA for any instance.
We can conclude, then, that the performance of our proposed MO GA is suit-
able for finding good solutions in both perspectives, feasible solutions with no
overtime and multi-objective solutions that are closer to the true Pareto front.
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Table 3. Number of instances (out of five) for which solutions from our MO GA
delimited a significantly larger hypervolume

Instance
No. of tasks

Instance
No. of tasks

Instance
No. of tasks

1 2 4 8 1 2 4 8 1 2 4 8

i10-5 2 5 5 5 i20-5 1 5 5 5 i30-5 0 5 5 5
i10-10 0 5 5 5 i20-10 3 5 5 5 i30-10 0 5 5 5
i10-15 3 5 5 5 i20-15 1 5 5 5 i30-15 0 5 5 5

Total 5 15 15 15 Total 5 15 15 15 Total 0 15 15 15

6 Conclusions

We have proposed a model for the software project scheduling problem that
better represents the operation of some Mexican software development firms.
This model considers the employees skill level (beginner, junior, senior, expert)
in order to assign employees to project tasks. The objectives of this problem
are the minimization of the project cost and the minimization of the project
duration. To this end, we have proposed a multi-objective genetic algorithm
that, additionally to minimizing both objetives, it also considers the overtime
as an objective to be minimized. Only solutions with no overtime are feasible
solutions.

Our proposed approach uses standard crossover and mutation operators, how-
ever, it differs from traditional genetic algorithms in the mating selection process:
while the first parent is chosen according to fitness, the second is selected ac-
cording to the average similarity of the individuals to the rest of the population.
Our approach was tested in three ways. Firstly, it was set to solve previously
proposed instances of the original problem formulation and results showed that
our algorithm is comparable to two recent approaches in the sense that they find
a similar quantity of feasible solutions. Secondly, it was set to solve instances
from our proposed model and it was able to find feasible solutions to all but
one instance. Finally, the multi-objective solutions to the vast majority of the
problem instances of the proposed problem formulation are significantly better
than those found by the popular and successful NSGA-II.

There is still work to do in this respect. For example, software development
companies regularly train their employees with the purpose to increase their
skill level. Thus, we believe that it is important to consider this training as a
further objective to be optimize, since training means additional cost. We are
also interested in studying the dynamic problem, that is, for example, when an
employee quit the job in the middle of a project.

Acknowledgements. This project is supported by the Mexican Dirección de
Superación Académica under grant 47510356.



24 A. Garćıa-Nájera and M.C. Gómez-Fuentes
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and José Everardo Bessa Maia

Universidade Estadual do Ceará
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Abstract. In this work we evaluate the usefulness of a Path Relinking
based method for generating the initial population of Multi-Objective
Genetic Algorithms and evaluate its performance on the Multi-Objective
Next Release Problem.The performance of the method was evaluated
for the algorithms MoCell and NSGA-II, and the experimental results
have shown that it is consistently superior to the random initialization
method and the extreme solutions method, considering the convergence
speed and the quality of the Pareto front, that was measured using the
Spread and Hypervolume indexes.

Keywords: Search Based Software Engineering, Next Release Problem,
MOGA Initialization.

1 Introduction

A problem that is faced by companies developing complex software systems
is the one of deciding what are the software requirements that are going to
be implemented in their next release. There are many things that need to be
considered in order to make this choice including the cost of implementing the
requirements, costumers satisfaction and dependency between requirements.

Bagnall et al. [3] was the first to give a model this problem, the (mono-
objective) Next-Release Problem (NRP). In his model, there is a set of binary
variables X = {x1, x2, . . . , xm} and Y = {y1, y2, . . . , yn} representing the set
of requirements and the set of costumers. For every requirement xi there is an
associated cost ci, and for every costumer yi there is a weight of importance to
the company wi. For a costumer yi there is an associated subset Ri ⊆ R, the
requirements requested by costumer yi. The model ensures that if yi = 1, for
every xk ∈ Ri we have xk = 1. In other words, if a costumer is chosen, all its
requirements must be satisfied. They use a dependency graph for the dependency
between requirements, with vertex set R and with an edge (xi, xj) for every xi

that is a prerequisite to xj . Finally, one important constraint of the model is
that there is a fixed, pre-determined budget, B ∈ Z

+, to be respected by the
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company. This is translated by the constraint
∑n

i=1 cixi ≤ B. The objective of
the problem is to maximize costumers satisfaction

∑m
i=1 wiyi.

If we eliminate the dependency constraints and consider only instances in
which no requirement is requested by more than one company, it can be show
that the problem corresponds to the classic, well-known knapsack problem, one
of the first problems to be shown NP-complete [9]. As a consequence, unless P
= NP, there is no polynomial time algorithm for solving NRP.

In the Multi-Objective Next Release Problem (MONRP) [15], the budget is no
longer a constraint, and a set of requirements is to be found that maximizes cos-
tumer satisfaction and minimizes the total cost. The multi-objective formulation
of NRP, as proposed by Zhang [15], is given by:

〈
maximize

n∑
i=1

scorei · ri, minimize

n∑
i=1

costi · ri
〉

In this formulation, R = {r1, r2, . . . , rn} are the binary variables correspond-
ing to the requirements, with the importance value and cost of a requirement
represented by scorei and costi, respectively. Zhang’s model is different from
Bagnall’s model in the way that costumers choices of requirements are taken
in consideration. When modelling the problem, one needs to ensure that scorei
takes into account that costumers may value requirement i differently, and also
that costumers have different degrees of importance to the company. This can
be done by as follows. Assume C = {c1, c2, . . . , cm} is the set of costumers, and
that W = {w1, w2, . . . , wm} is the degree of importance of these costumers to the
company. Then costumer cj assigns requirement ri a value value(ri, cj), which
is positive whenever requirement rj was chosen by costumer cj . Therefore the
importance given to requirement ri is:

scorei =
m∑
j=1

wj · value(ri, cj)

In this multi-objective formulation, there is no longer an optimal solution, but
a set of solutions known as the Pareto optimal set. When this set of solutions is
plotted in the objective space, it is called Pareto Front. Having the Pareto Front
can be very helpful to the software engineer, since it can give a clear idea of the
trade-offs between the score and cost of requirements. Multi-Objective Genetic
algorithms (MOGA’s) like NSGA-II [5, 8, 15], MOCell [8], Pareto GA [15] and
SPEA2 [5] have been used to solve the MONRP.

The effects of the initial population in the quality of the final solution has been
vastly studied [11, 14], even in the context of multi-objective approaches [13]. All
studies are consistent to demonstrate the significant impact the initial sampling
process plays in the general performance of the genetic algorithm, related both
to the convergence of the algorithm as well as to the quality of the final solution,
pointing out to the importance of employing intelligent sampling techniques to
select individuals to be added to this population.
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The main contribution of this paper is a method to generate the inital popu-
lation for MOGA’s for the MONRP. The method can be seen as an adaptation
of the Path Relinking method [4], that constructs new solutions by recombining
the features of other good solutions. In this work, Path Relinking is only ap-
plied to generate the initial population, based on some extreme solutions for the
MONRP. A detaied presentation of the method is given in Section 2. In Section
3 we study the performance of MoCell and NSGA-II with distinct initializa-
tion methods, including the proposed one, and compare their performance. The
conclusion of this work is presented in Section 4.

2 The Proposed Method

The MONRP described in the previous section is a Constrained Multi-Objective
Optimization Problem.The population-based paradigm of genetic algorithms
makes them extremely suitable for determining a representative subset of the
Pareto optimal solution set of a multi-objective optimization problem [10].

On the other hand, many constraint-handling techniques have been adopted
over the years to multi-objective genetic algorithms [12, 6]. Two of the most used
are the repair algorithms and various types of penalty functions (static, dynamic,
adaptive or death). In this work, penalty functions are used in the NSGA-II and
MoCell algorithms, while a repair algorithm is used over the infeasible solutions
to make them feasible, when generating the initial population.

Multi-Objetice Genetic Algorithms (MOGAs) are iterative optimization tech-
niques [10]. It has been observed that the convergence of population-based al-
gorithms is heavily dependent on the initial population. Furthermore, using a
random sampling for the initial population often results in infeasible solutions.

Many methods were proposed to improve the convergence and quality of the
solutions of the genetic algorithm. One of the most efficient is called Path Relink-
ing (PR) [4]. Path Relinking shares with genetic algorithms (GAs) the idea of
constructing new solutions by recombining the features of other good solutions
(parents).

The initialization method we propose initially feeds the initial population
with extreme mono-objective solutions, and then randomly generate solutions
in the path linking the first solutions. Before including these solutions on the
population, a repair algorithm is used to make sure that only feasible solutions
are included. The method is only applied to generate the initial population, what
makes it different to the Path Relinking heuristic that is applyed periodically
throughout the evolutionary process. In addition to the solutions obtained by
path linking between point solutions, the initial population is also composed of
random feasible solutions obtained by the repair algorithm.

The penalty strategy for infeasible solutions used in the NSGA-II and MoCell
algorithms ensure that, starting with a initial population of feasible solutions,
the generations in the following iterations of the genetic algorithm are feasible
even when mutations or crossover generate infeasible offspring.
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The complete pseudo-code of the proposed initial population generation algo-
rithm is presented in Algorithm 3. Some relevant points in the pseudocode are
discussed below.

Algorithm 1. fixSolution

input : A integer M that represent the quantity of requirements, a
solution to be fixed and a graph of dependences G (Where
G[u][v] says that requisite u depends of requisite v).

output: A feasible solution.

while solution is not feasibledo
for i ← 1 to Mdo

if solution[i] == 1: /* The requirement i was implemented */

for j ← 1 to Mdo
if G[i][j] == 1 and solution[j] == 0: /* requirement i
depends of requirement j and requirement j was not

implemented */

choose x ∈ {0, 1} at random;
if x == 0: /* Implement the requirement j or not

implement the requirement i */

solution[j] = 1;
else:

solution[i] = 0;

end for

end for

end while

A Linking Path (LP) is a set of feasible solutions that lie close to the line that
binds two Pareto optimal (PO) solutions in the objective space.

N stands for the total number of solutions in initial population, Nlp stands
for the number of solutions in the LP between the extreme solutions, and Nr

stands for the number of feasible random solutions in the initial population.
Thus, N = 2 +Nlp +Nr.

First, a path between the solutions extreme0 (solution where all the require-
ments are not implemented) and extreme1 (solution where all requirements are
implemented) is created according to Algorithm 2. Then, these solutions are
added to the population that will be used as initial population of the MOGA.
Approximately Nlp solutions are created in this process.

The second loop completes the initial population with feasible solutions that
are chosen at random. The fixSolution() method described in Algorithm 1 is
used to transform the generated solutions that are infeasible into feasible ones.

In Figure 1 the initial populations of NSGA-II and MoCell are presented. It
shows the distribution in the objective space of the Pareto front of the initial
populations for Random initialzation and PathRelinking intialization methods.
In (1a) random solutions are generated and are made feasible by a repair algo-
rithm. The only difference between the Extreme Solutions initialization method
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Algorithm 2. createPath

input : A integer M that represent the quantity of requirements, a integer E
that represent the quantity of solutions that are expected to be
created, a initial solution and a guiding solution.

output: A new population.

Solution newSolution = new Solution(initial) ; /* solution became a copy of

initial */

D = distance(initial,guiding) ; /* distance(a,b) returns how many

variables solution a differ of the solution b */

step = ceil(D/(E+1));
for k ← 1 to Ddo

starting = random() % M ;
for i ← 1 to Mdo

index = (i+ starting) % M ;
if newSolution[index] �= guiding[index] and change value of
newSolution[index] to guiding[index] don’t break a constraint:

newSolution[index] = guiding[index];
break;

end for
if k % step == 0 :

population.add(newSolution);

end for

Algorithm 3. Create Initial Population

input : A integer N that represent the quantity of solutions in initial
population.

output: A initial population that will be used in Genetic Algorithm.

Nc = 0 ; /* The quantity of solutions created */

PRset = createPath(extreme0,extreme1); /* extreme0 is the solution that

don’t have any requirements implemented and extreme1 have all

requirements implemented */

for j ← 1 to PRset.size()do
population.add(PRset.get(j));
Nc++;

end for
while Nc < Ndo /* Random Feasible Solutions */

individual = new Solution(problem);
problem.fixSolution(individual) ; /* Make the solution feasible */

population.add(individual);
Nc++;

end while
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and the Random method is that the first adds extreme mono-objective solutions
in the front. Therefore, the figures are very similar (And it was not included in
this paper due to space restriction). Finally, in (1b) we see the initial population
generated by the proposed method.

(a) No Insertion (b) Extreme Solutions + Path Relinking

Fig. 1. Feasible Initial Populations

3 Experiments and Discussion

3.1 Details of the Instances and Genetic Algorithms

The experiments were made using 24 instances of the NRP. We considered the
following choices of values for the number of requirements, costumers and edges
in the dependency graphs of the instances:

Number of requirements: {200, 300, 500, 800};
Number of costumers: {10, 20};
Percentual of edges in the dependency graph: {20%, 30%, 40%} (The number

of dependencies is indicated as a percentage of the number of requirements).

There are 24 possible settings of these parameters, and for each one, an in-
stance was generated at random. We use the nomenclature rX cY dZ to describe
the instance that is generated with a set of X requirements, Y clients and Z% of
edges in the dependency graph.

In [8] they consider that a typical instance of the NRP has a number of
costumers ranging from 15 to 100 and requirements from 40 to 140. This is in
agreement to the instances that are considered in other experimental works on
the NRP. In this work we have focused on instances that are more complex and
therefore harder to solve than in these previous works. As we will show later, the
quality of the solutions obtained by the genetic algorithms with the proposed
initialization method is superior to the ones using the common initialization
methods. The instances used to this work can be found in [1]. The tests were
run in a computer with the following specification: Windows 7 Ultimate Edition,
Processor AMD FX-8120, RAM 8Gb (1600MHz), Hard Drive Vertex 3 Max IOPs
120GB.
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Every solution of the NRP consists of a set of requirements that are to be
chosen to the next release of a software. We encode the solutions (chromosome)
using an integer vector ranging in {0, 1} and of length equal to the number of
requirements from the instance. We used binary tournament for the selection
scheme. For the crossover operator we used single point crossover. The probabil-
ity of the crossover operator was set to 0.9. Random mutation was used as the
mutation operator. The probability of the mutation operator was set to 1

n , where
n is the number of requirements. The initial population was always set to 1024
solutions, this being also the maximum population size. The algorithms have
been implemented using jMetal [7], an object-oriented Java-based framework for
multi-objective optimization with metaheuristics.

3.2 Quality Indicators

In order to evaluate convergence and diversity of our algorithm, we use the
following quality indicators:

Spread [2]: We desire Pareto fronts with a smaller Spread. The zero value
corresponds to a perfect spread of the solutions in the Pareto front.

Hypervolume (HV) [16]: Used to measure both diversity and convergence of the
solutions. A Pareto front has a higher HV than another one either because
solutions from the second front are dominated by solutions in the first front,
or because the ones from the first front are better distributed. Therefore we
desire Pareto fronts with larger values of HV.

To calculate the spread and hypervolume of a Pareto front, we need the real
Pareto front. In our experiments we used an approximated one. The approxima-
tion was obtained by taking 50 equaly distant points in the interval [0, SUM-
COST] (SUMCOST is simply the sum of the costs from all requirements, a
trivial upper bound to the maximum cost of a valid solution) and then, for each
point value, solve the mono-objective NRP problem using the point value as the
limit value to cost constraint (We use a Linear Programming solver to do it).
We have now 50 optimal solutions in Pareto front, for each of the 50 different
cost values, we have the maximum score possible. After, Path Relinking is used
to generated interpolated solutions based on the ones that were generated first
and then is used the MoCell with 5000000 evaluations. The same process was
used with NSGA-II. Then, the two populations was put together and we got the
Pareto front of this new population.

3.3 Results

For our tests we considered MoCell and NSGA-II with the following initialization
procedures:

Random Solutions (RS): The initial population is generated at random.
Valid Solutions (VS): The initial population is generated at random and a

repair procedure is applied to ensure only valid solutions are kept.
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Extreme Solutions (EXT): In this method, we inserted the two extreme solu-
tions in the initial population, one with all requirements implemented and
another with no requirement implemented.

Extreme Solutions with Path Relinking (EPR): This is the method proposed
in this article, that behaves similarly to EXT, with the difference that now
Path Relinking is used to generate new interpolated solutions.

In Table 1, we have calculated the mean and standart deviation to HV and
Spread. The tables were made by running each instance 10 times and with 300000
evaluations. The first columns of Table 1 show that the hypervolume of the
solutions obtained by NSGA-II with the EPR initialization method is already
higher when considering the experiments with smaller instances. For the more
complex instances the difference becomes even more evident, with the HV of the
EPR algorithms being almost twice the one of the solutions using RS or VS. A
similar conclusion can be taken looking at last columns of the Table 2 where the
EPR initialization method outperforms the RS, VS and EXT methods.

We should highlight that in some instances the Pareto front of the initial
population is only the two extreme solutions and the MoCell with EXT method
have problems with that, because MoCell always make a crossover beteween a
individual that is not in the Pareto front with a individual that can or not be
in Pareto front. But when we use Path Reliking that is not a problem, since the
Pareto front is a well distributed front and MoCell can work properly. From this
we conclude that, although the proposed initialization procedure with extreme
solutions and Path Relinking increases the computational work, the impact in
the total time is low, since the initial population is only generated once.

Table 1. Hypervolume and Spread - NSGA-II (mean, (standard deviation))
Hypervolume Spread

Instance
NSGA-II

(RS)
NSGA-II

(VS)
EXT +
NSGA-II

EPR +
NSGA-II

NSGA-II
(RS)

NSGA-II
(VS)

EXT +
NSGA-II

EPR +
NSGA-II

r200 c10 d20
0.5961

(0.0050)
0.5988

(0.0094)
0.6372

(0.0014)
0.6349

(0.0022)
0.5358

(0.0230)
0.5216

(0.0278)
0.4068

(0.0192)
0.4290

(0.0230)

r200 c10 d40
0.5549

(0.0068)
0.5593

(0.0053)
0.6057

(0.0034)
0.6027

(0.0026)
0.5798

(0.0264)
0.5766

(0.0193)
0.4315

(0.0318)
0.4448

(0.0228)

r200 c20 d20
0.5820

(0.0061)
0.5888

(0.0026)
0.6271

(0.0007)
0.6239

(0.0013)
0.5454

(0.0211)
0.5306

(0.0199)
0.3821

(0.0099)
0.4045

(0.0149)

r200 c20 d40
0.5633

(0.0099)
0.5685

(0.0072)
0.6141

(0.0019)
0.6134

(0.0018)
0.5953

(0.0284)
0.5850

(0.0213)
0.4129

(0.0211)
0.4128

(0.0163)

r500 c10 d20
0.4936

(0.0068)
0.4881

(0.0101)
0.5613

(0.0131)
0.5914

(0.0021)
0.7924

(0.0152)
0.7988

(0.0108)
0.6360

(0.0707)
0.5108

(0.0189)

r500 c10 d40
0.4737

(0.0075)
0.4530

(0.0079)
0.4821

(0.0166)
0.5792

(0.0025)
0.8208

(0.0122)
0.8295

(0.0140)
1.0562

(0.0916)
0.4987

(0.0091)

r500 c20 d20
0.5026

(0.0035)
0.4935

(0.0069)
0.5765

(0.0122)
0.5970

(0.0038)
0.7890

(0.0099)
0.8052

(0.0164)
0.5691

(0.0716)
0.5055

(0.0194)

r500 c20 d40
0.4639

(0.0046)
0.4488

(0.0094)
0.4913

(0.0135)
0.5750

(0.0020)
0.8240

(0.0053)
0.8346

(0.0173)
0.9826

(0.0803)
0.4979

(0.0195)

r800 c10 d20
0.4375

(0.0052)
0.4216

(0.0111)
0.5044

(0.0176)
0.5707

(0.0028)
0.8691

(0.0104)
0.8775

(0.0129)
0.9069

(0.1025)
0.4587

(0.0238)

r800 c10 d40
0.3935

(0.0093)
0.3769

(0.0053)
0.4015

(0.0082)
0.5465

(0.0018)
0.8965

(0.0073)
0.8905

(0.0076)
1.3624

(0.0372)
0.4731

(0.0168)

r800 c20 d20
0.4400

(0.0046)
0.4199

(0.0117)
0.4804

(0.0120)
0.5734

(0.0029)
0.8661

(0.0055)
0.8781

(0.0093)
1.0316

(0.0743)
0.4664

(0.0225)

r800 c20 d40
0.3841

(0.0237)
0.3783

(0.0042)
0.4065

(0.0056)
0.5441

(0.0029)
0.9004

(0.0178)
0.8870

(0.0090)
1.3593

(0.0374)
0.4593

(0.0292)

To give a clear idea of the behaviour of the algorithms, in all the Figures we
are considering instance r800 c20 d40, which is the largest one that was used in
the experiments.
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Table 2. Hypervolume and Spread - MoCell(mean, (standard deviation))
Hypervolume Spread

Instance MoCell (RS)MoCell (VS)
EXT +
MoCell

EPR +
MoCell

MoCell (RS)MoCell (VS)
EXT +
MoCell

EPR +
MoCell

r200 c10 d20
0.6043

(0.0054)
0,6083

(0,0067)
0.1194

(0.00003)
0.6326

(0.0015)
0.5186

(0.0171)
0,5109

(0,0194)
0.8620

(0.0022)
0.4407

(0.0187)

r200 c10 d40
0.5601

(0.0096)
0,5761

(0,0042)
0.1135

(0.00007)
0.6031

(0.0026)
0.5541

(0.0262)
0,5310

(0,0234)
0.8675

(0.0038)
0.4127

(0.0223)

r200 c20 d20
0.5843

(0.0056)
0,5949

(0,0053)
0.2142

(0.00017)
0.6222

(0.0008)
0.5476

(0.0198)
0,5324

(0,0129)
0.8427

(0.0036)
0.3984

(0.0055)

r200 c20 d40
0.5740

(0.0060)
0,5807

(0,0105)
0.2270

(0.00074)
0.6114

(0.0018)
0.5584

(0.0174)
0,5407

(0,0238)
0.8472

(0.0043)
0.4072

(0.0199)

r500 c10 d20
0.4985

(0.0055)
0,5045

(0,0072)
0.1717

(0.00080)
0.5662

(0.0034)
0.7837

(0.0092)
0,7815

(0,0106)
0.7856

(0.0080)
0.5260

(0.0237)

r500 c10 d40
0.4849

(0.0079)
0,4764

(0,0054)
0.2342

(0.00128)
0.5552

(0.0036)
0.8022

(0.0157)
0,8102

(0,0158)
0.8396

(0.0319)
0.4989

(0.0232)

r500 c20 d20
0.5084

(0.0042)
0,5133

(0,0055)
0.4992

(0.00203)
0.5731

(0.0038)
0.7829

(0.0094)
0,7764

(0,0109)
0.6636

(0.0303)
0.5225

(0.0294)

r500 c20 d40
0.4788

(0.0067)
0,4678

(0,0080)
0.4075

(0.00261)
0.5494

(0.0052)
0.8013

(0.0102)
0,8187

(0,0219)
0.8400

(0.0439)
0.5085

(0.0255)

r800 c10 d20
0.4473

(0.0273)
0,4454

(0,0078)
0.1248

(0.00203)
0.5306

(0.0045)
0.8622

(0.0185)
0,8601

(0,0089)
0.8452

(0.0328)
0.5839

(0.0232)

r800 c10 d40
0.4293

(0.0078)
0,3936

(0,0061)
0.2572

(0.00271)
0.5137

(0.0022)
0.8717

(0.0085)
0,8883

(0,0146)
1.1296

(0.0201)
0.5275

(0.0162)

r800 c20 d20
0.4586

(0.0047)
0,4415

(0,0063)
0.4393

(0.00938)
0.5322

(0.0038)
0.8561

(0.0083)
0,8617

(0,0113)
0.8330

(0.0833)
0.5806

(0.0180)

r800 c20 d40
0.4142

(0.0286)
0,4037

(0,0084)
0.4420

(0.00592)
0.5108

(0.0039)
0.8782

(0.0176)
0,8741

(0,0089)
1.1635

(0.0334)
0.5523

(0.0110)

In Figure 1 we can see the difference between initial populations. Where the
path relinking was not used, most of the solutions are generated at random and
stay in the center of the search space. In contrast, the use of extreme solutions
combined with path relinking provided a initial population that represented the
search space in a much better way.

The Figure 2a presents the evolution of the spread of the fronts obtained
by NSGA-II with the initialization procedures. A higher number of function
evaluations was considered. We used 1000000 function evaluations, in order to
study the behaviour of the algorithms for a large number of function evaluations.
The Spread of the algorithms with the EPR initialization method is remarkably
smaller than the other ones already in the early generations. The same can be
said about the HV indicator, as can be seen in Figure 2b.

The Figure 2c presents the evolution of the spread of the fronts obtained
by MoCell with the initialization procedures. Again, we used 1000000 function
evaluations and chose the largest instance. The Spread of the algorithms with
the EPR initialization method is remarkably smaller than the other ones already
in the early generations. The same can be said about the HV indicator, as can
be seen in Figure 2d.

Statistical evaluation of the results used the two-sample t-test with a sig-
nificance level equal to 2%. The null hypothesis for both algorithms is that
the Spread or Hypervolume distributions are independent random samples from
normal distributions with equal means and equal but unknown variances. The
alternative hypothesis is that the means are not equal. Tables 3 and 4 presents
the results for each metric to both algorithms, NSGA-II and MoCell. Each table
entry shows three values: the mean, the standard deviation and the p-value (To
values below 1e-10 we used the zero value.) obtained with the t-test. For all tests
the reference sample is that one achieved by algorithm with random initializa-
tion i.e., the t-test of each column always matches with the random initialization



34 T. Gomes Nepomuceno Da Silva, L.S. Rocha, and J.E.B. Maia

(a) Spread Convergence Curve to NSGA-II

(b) Hypervolume Convergence Curve to NSGA-II

(c) Spread Convergence Curve to MoCell

(d) Hypervolume Convergence Curve to MoCell

Fig. 2. Convergence Curves
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Table 3. Hypervolume Statistics(mean, standard deviation, p-value)

NSGA-II
EPR +
NSGA-II

[402]

EPR +
NSGA-II
[1024]

MoCell
EPR +

MoCell [402]

EPR +
MoCell
[1024]

Mutation: 1/N
Crossover: 0.2

0.5327 0.587 0.592 0.535 0.5287 0.5389
0.032 0.06 0.13 0.023 0.04 0.024

✗(1.42e-5) ✗(9.19e-3) �(0.197) �(0.190)

Mutation: 1/N
Crossover: 0.5

0.5163 0.5969 0.5934 0.5296 0.5433 0.551
0.019 0.11 0.15 0.036 0.034 0.027

✗(1.92e-4) ✗(4.33e-3) ✗(1.76e-2) ✗(7.86e-5)

Mutation: 1/N
Crossover: 0.8

0.4884 0.5973 0.5875 0.5034 0.5523 0.5537
0.042 0.24 0.35 0.002 0.052 0.035

✗(9.47e-3) 6.58e-2 ✗(8.34e-6) ✗(5.55e-9)

Mutation: 3/N
Crossover: 0.2

0.5556 0.5929 0.6013 0.5363 0.5448 0.5462
0.028 0.03 0.07 0.02 0.021 0.017

✗(8.86e-8) ✗(6.24e-4) ✗(1.73e-2) ✗(1.70e-3)

Mutation: 3/N
Crossover: 0.5

0.5362 0.5983 0.5989 0.534 0.556 0.5557
0.0027 0.07 0.14 0.032 0.022 0.014

✗(1.87e-5) ✗(1.02e-2) ✗(3.36e-6) ✗(1.17e-9)

Mutation: 3/N
Crossover: 0.8

0.501 0.5977 0.5902 0.5102 0.5624 0.5594
0.0054 0.019 0.022 0.0034 0.027 0.029

✗(0) ✗(0) ✗(0) ✗(1.697e-10)

Mutation: 5/N
Crossover: 0.2

0.5472 0.5929 0.5981 0.5163 0.545 0.5437
0.004 0.005 0.006 0.0019 0.015 0.01

✗(0) ✗(0) ✗(0) ✗(0)

Mutation: 5/N
Crossover: 0.5

0.5285 0.5958 0.5943 0.5148 0.5553 0.5518
0.0027 0.001 0.005 0.0035 0.017 0.015

✗(0) ✗(0) ✗(0) ✗(0)

Mutation: 5/N
Crossover: 0.8

0.4984 0.5956 0.5856 0.5021 0.5606 0.5573
0.0038 0.011 0.016 0.0023 0.023 0.019

✗(0) ✗(0) ✗(0) ✗(0)

Table 4. Spread Statistics(mean, standard deviation, p-value)

NSGA-II
EPR +
NSGA-II

[402]

EPR +
NSGA-II
[1024]

MoCell
EPR +

MoCell [402]

EPR +
MoCell
[1024]

Mutation: 1/N
Crossover: 0.2

0.7489 0.4169 0.3959 0.6135 0.2633 0.4962
0.0823 0.736 0.38 0.0102 0.136 0.21

✗(9.80e-3) ✗(9.92e-6) ✗(0) ✗(2.36e-3)

Mutation: 1/N
Crossover: 0.5

0.7935 0.3866 0.3885 0.6579 0.2456 0.4977
0.0761 0.711 0.906 0.0128 0.17 0.21

✗(1.95e-3) ✗(1.03e-2) ✗(0) ✗(1.23e-4)

Mutation: 1/N
Crossover: 0.8

0.8735 0.3725 0.4026 0.7446 0.2226 0.5204
0.0892 0.492 0.671 0.0124 0.104 0.249

✗(2.55e-6) ✗(3.05e-4) ✗(0) ✗(1.53e-5)

Mutation: 3/N
Crossover: 0.2

0.6451 0.3777 0.3427 0.6116 0.1889 0.4673
0.0481 0.294 0.472 0.0128 0.127 0.19

✗(1.33e-5) ✗(7.44e-4) ✗(0) ✗(1.29e-4)

Mutation: 3/N
Crossover: 0.5

0.74 0.3502 0.3571 0.6595 0.2001 0.4869
0.0618 0.21 0.462 0.0137 0.129 0.202

✗(0) ✗(4.55e-5) ✗(0) ✗(3.08e-5)

Mutation: 3/N
Crossover: 0.8

0.8536 0.3293 0.377 0.7435 0.2107 0.5123
0.0876 0.187 0.367 0.0116 0.135 0.162

✗(0) ✗(3.96e-8) ✗(0) ✗(6.38e-9)

Mutation: 5/N
Crossover: 0.2

0.6821 0.3306 0.3193 0.6618 0.1867 0.4739
0.0431 0.15 0.231 0.0118 0.16 0.161

✗(0) ✗(8.93e-10) ✗(0) ✗(2.73e-7)

Mutation: 5/N
Crossover: 0.5

0.7791 0.3133 0.3288 0.7059 0.1897 0.4982
0.0766 0.095 0.206 0.0115 0.162 0.135

✗(0) ✗(0) ✗(0) ✗(1.37e-9)

Mutation: 5/N
Crossover: 0.8

0.8219 0.2858 0.4026 0.7573 0.2072 0.5153
0.0581 0.085 0.262 0.01 0.097 0.151

✗(0) ✗(5.99e-10) ✗(0) ✗(5.81e-10)

algorithm result. In order to facilitate the tables comprehension, each table cell
indicates, using a symbol, if the hypothesis has been rejected ( ✗) or not ( �).

The Table 3 shows the statistics analise to Hypervolume metric where the null
hypothesis is not rejected in only one case. In all other cases ERP is superior
when applied to MoCell and NSGA-II, in both the configurations of population
1024 or 402 chromosomes. Also note in Table 4 for the Spread results in which
the null hypothesis is rejected in all cases tested.

In this experiment 30 different initial populations randomly chosen with the
configuration r800 c20 d40 were used.
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4 Conclusions

In this paper we face the problem of solving the Multi-Objective Next Release
Problem via evolutionary algorithms. Three objectives are to be sought by MO-
GAs: achieve good convergence, maintain the diversity of the population and
reducing the computational effort. The achievement of these goals is strongly
dependent on the initial population, with our experiments showing that for large
instances of the problem, evolutionary algorithms such as NSGA-II and MoCell
with random initialization do not give good results even with long processing
times, as shown in Figure 2 and 3.

We propose to use Extreme solutions and Path Relinking (EPR) to obtain a
set of interpolated solutions in the initial population. This work showed that the
proposed method has a big impact on the three above-mentioned goals, where
we used hypervolume and spread as measures for diversity and convergence.

In any future attempts to solve MONRP with this formulation, the possibility
of inserting extreme solutions should be taken into account. In case one needs to
solve complex instances, with a big quantity of requirements and dependencies,
using the EPR method should be a good choice, since it presents the best Spread
and Hypervolume in all tested instances, with little impact on the total running
time of the algorithms.
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Abstract. This work proposes a new technique for the treatment of
Multi-objective Optimization Problems (MOPs), based on the exten-
sion of a socio-cultural algorithm, the Method of Musical Composition
(MMC). The MMC uses a society of agents, called composers, who have
their own creative ability, maintain a memory of their previous artwork
and are also able to exchange information.

According to this analogy, a decomposition approach implemented
through a Tchebycheff function is adapted, assigning each composer to
the solution of a particular scalar sub-problem. Agents with similar pa-
rameterization of the original MOP may share their solutions. Further-
more, the generation of new tunes was modified, using the Differential
Evolution mutation operator. Computational experiments performed on
the ZDT and DTLZ test suite highlight the promising performances ob-
tained by the resulting MO-MMC algorithm, when compared with the
NSGA-II, MOEA/D and two swarm intelligence based techniques.

1 Introduction

The treatment of Multi-objective Optimization Problems (MOPs) has become,
in the two last decades, a main research area, particulary in Evolutionary Com-
putation. A MOP accounts for the simultaneous optimization (without lack of
generality, we will assume minimization in the remainder of this paper) of m
objectives: min {f1(x), . . . , fm(x)}. The aim is therefore to determine an approx-
imation of the set P∗ of Pareto (or non-dominated) solutions, which represent a
trade-off between the m objectives: P∗ = {x ∈ F| 
 ∃x′ ∈ F : x′ ≺ x}, where F is
the set of feasible solutions of the tackled problem and x′ ≺ x (x′ dominates x)
means that ∀i ∈ {1, . . . ,m} , fi(x′) ≤ fi(x) and ∃j ∈ {1, . . . ,m} : fj(x

′) < fj(x).
The representation of P∗ in the objective space is commonly denoted as the
Pareto front PF∗. In practice, not all the Pareto-optimal set is usually desir-
able. The aim is rather to obtain a limited number of solutions, as close as
possible and well (uniformly) distributed along the Pareto front PF∗.

Redefining optimality in those terms has involved the design of adapted op-
timization methods. Furthermore, the need to obtain, in a single run, a set of

A. Gelbukh et al. (Eds.): MICAI 2014, Part II, LNAI 8857, pp. 38–49, 2014.
c© Springer International Publishing Switzerland 2014
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non-dominated solutions, led to the use of population-based techniques, partic-
ularly Evolutionary Algorithms (EAs). The integration of non-dominance and
elitism concepts, as well as the design of refined techniques for diversity preserva-
tion, allowed significant advances, illustrated by the development of state-of-the
art techniques whose results are still currently reported in many applications
(see for instance the SPEA2 [1]) and NSGA-II [2] algorithms).

More recently, the weakness of dominance-based methods for solving
many-objectives problems has attracted the interest of researchers on alternative
techniques. First, the decomposition approach, introduced in the MOEA/D [3],
consists in dividing a MOP into a set of scalar subproblems, each one being
associated with a specific parameterization of the original MOP. On the other
hand, the design of different measures assessing the algorithmic performances
led to the idea of optimizing these metrics instead of directly minimizing the
problem objectives (see for instance the SMS-EMOA [4]). Finally, the extension
of other metaheuristics has also constituted a promising research line, like for
example the Particle Swarm Optimization (MOPSO, [5]).

Following these guidelines, the present work proposes the extension of a novel
socio-cultural algorithm for the solution of MOPs, namely the Method of Musi-
cal Composition (MMC, [6]). Regarding the remainder of this paper, Section 2
proposes a short outline on multi-objective socially-motivated algorithms. In
section 3, the Method of Musical Composition is briefly described, while the
proposed modifications for dealing with MOPs are provided in section 4. Com-
putational experiments and numerical results are discussed in section 5 and some
conclusions are drawn in section 6.

2 Multi-objective Socially-Motivated Algorithms

As above-mentioned, a great amount of research effort was carried out for the
extension of different kinds of metaheuristics to the treatment of MOPs. Because
of their conceptual similarity with the MMC (defined as a socio-cultutural op-
timization algorithm), the so-called “socially-motivated” techniques are of par-
ticular interest in the framework of this study: Particle Swarm Optimization
(PSO), Ant Colony Optimization (ACO) and Cultural Algorithms (CAs).

Many multi-objective PSO implementations have been proposed since 1999
(see [7] for a complete overview on this topic). Among these techniques, which are
mainly based on the Pareto dominance strategy, the most quoted one is MOPSO,
introduced in [5]. MOPSO maintains an external archive of non-dominated so-
lutions used to guide the particles’ flight, and includes a mutation operator to
promote exploration.

Also, some works based on the decomposition approach introduced in [3] were
proposed more recently. For instance, dMOPSO [8] builds a set of global best par-
ticles according to the decomposition approach and uses it to update particles’
position. Furthermore, a memory reinitialization is carried out to provide diver-
sity to the swarm. [9] and [10] are other illustrations applying decomposition and
combining it with either a crowding distance or the creation of sub-swarms in
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order to promote diversity. Note that the two former works use a Penalty Bound-
ary Intersection decomposition scheme for decomposition, while the latter one
is based on Tchebycheff approach. However, in [11], the authors propose a min-
max strategy for decomposition and a local best solution updating performed for
each sub-region associated to each sub-problem. This approach seems to clearly
outperform the dominance-based MOPSO [5] for several 2 and 3-objective con-
tinuous test functions.

Regarding multi-objective implementations of ACO, only a few approaches use
the Pareto dominance concept while a great majority rely on the metaheuristic
specific features (using, for instance, several ant colonies, or different pheromone
or heuristic matrices). Besides, due to the nature of the metaheuristic, a great
majority of studies deal with combinatorial optimization problems. However, two
recent works are based on a decomposition approach, such as [12] and [13] that
showed good performances on several instances of the multi-objective knapsack
and TSP problems.

Finally, very few multi-objective implementations of Cultural Algorithms are
reported in the specialized literature. The most relevant one is based on Evo-
lutionary Programming, uses Pareto ranking and enforces elitism through an
external archive storing the non-dominated solutions [14]. Evaluated on some
test functions, this technique is successfully compared with NSGA-II [2]. Apart
from this proposal, other works [15,16] exclusively present qualitative studies
of the CAs’ internal features. None of them propose any consistent results on
classical benchmarks. In this sense, the extension of MMC, as a socio-cultural
algorithm, is part of the contribution of the present work.

3 Description of the MMC

The MMC [6] is an algorithm based on a multiagent model that mimics a creativ-
ity system, such as musical composition. The MMC considers a social network,
composed of Nc agents, called composers, and a set E of edges, that represent
relationships between composers. Note that this society is dynamic: at the end
of each iteration, the social network is updated in such a way that some edges
may be probabilistically created or removed from the associated graph.

According to the MMC model, each composer has his/her own artwork, i.e.
a set of Ns “tunes” (solutions) that he/she previously created. Moreover, any
agent is able to learn tunes from other agents he/she shares a link with, within
the previously defined social network. All these tunes are stored in a matrix
denoted as the acquired knowledge. Both personal and acquired knowledge may
be used by each agent to create new tunes, by performing a crossover/mutation-
like technique. However, composers also have creative abilities, allowing them to
invent new tunes (complete solutions) or tune fragments (partial solutions) in a
completely random way.

Summarizing for a n-dimension search space, the social network is first ran-
domly initialized and a set ofNc artworks is created. Each composer stores his/her
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personal knowledge in the corresponding scorematrix,Pi,�,� (i = 1, . . . , Nc). Then,
a complete cycle of the MMC algorithm is as follows:

1. Each composer i receives information from all the composers j he/she is
connected with.

2. Composer i accepts or rejects a tune randomly selected from composer j ’s
artwork, in order to build his/her acquired knowledge matrix ISCi,�,�: the
selected tune Pj,sel,� is accepted if composer j ’s worst tune Pj,worst,� is better
than composer i ’s worst tune Pi,worst,�.

3. Each composer i builds his/her background knowledge matrix by concate-
nating personal and acquired knowledges: KMi,�,� = Pi,�,� ∪ ISCi,�,�.

4. Each composer i probabilistically decides whether generating a new tune on
the basis of the background knowledge matrix, or in a random way (com-
poser’s inspiration).

5. If the tune is created from the background knowledge, crossover is applied
to three tunes selected from composer i ’s matrix KMi,�,�. A normal pertur-
bation is subsequently added to the resulting child.

6. Composer i accepts the new tune if it is better than Pi,worst,�.
7. The social network is updated: every edge in E (respectively in E) is prob-

abilistically removed from (resp. added to) the social network.

This operation cycle is repeated until the stopping criterion is met, e.g. when
a maximum number of iterations have been computed. The MMC has been
evaluated on various test function benchmarks, including unrestricted [6] and
restricted [17] problems. The promising results reached by this novel optimiza-
tion technique make it a very effective socially motivated algorithm.

In the general framework of population-based search techniques, the MMC
can be related to Evolutionary Algorithms and Particle Swarm Optimization.
However, the fact that each agent represents a set of solutions (which can be seen
as an extended memory) and the dynamically updated topology of the artificial
society constitute its main differences with the above-mentioned algorithms.

4 A Multi-objective MMC

The MO-MMC algorithm proposed in this paper is based on the decomposition
approach, which appears as one of the best performing. This strategy involved
the design of new selection mechanisms and acceptance functions. Furthermore,
since MMC can be considered as a cultural algorithm, it has been necessary to
deal with multiple interactions between agents to update their knowledge about
the problem (as a population) and also to use information collected from the
population (as individuals).

4.1 Decomposition Approach

In this first implementation of the MO-MMC, the Tchebycheff approach was
selected for the decomposition of the global MOP into several parameterized



42 J.R. Méndez Rosiles et al.

scalar subproblems, which are in the form:

minimize gte(x|λ, z∗) = max
1≤j≤m

{λj |fj(x)− z∗j |} (1)

where z∗ = (z∗1 , . . . , z
∗
m)

T
= min {fj(x)|x ∈ Ω} is the ideal vector, λ = (λ1, . . . ,

λm)T is a weight vector and Ω is the variable decision space. For every Pareto
optimal point x∗, there exists a weight vector λ such that x∗ is an optimal solu-
tion. In the proposed algorithm, every composer has a weight vector λ assigned,
meaning that every composer solves a specific scalar problem and searches a sub-
region of the Pareto front. A consequence of this operating mode is that solutions
fromdifferent composers cannot be easily compared, since their fitness gte(x|λ, z∗)
is computed according to different weights. Note that previous MOCAs usually
rely on Pareto dominance schemes to evaluate solutions, so that the MO-MMC
represents the first decomposition-based Multi-Objective Cultural Algorithm.

4.2 Initialization

The initialization phase of the algorithm consists of building the social network
and creating a personal artwork for each composer. In this first implementation,
it has been considered (as in the MOEA/D [3]) that collaboration between com-
posers having very different weight vectors might not be useful since they are
respectively optimizing very different scalar sub-problems. Since each composer’s
weight vector is constant, the society is static and not dynamically updated as
in the original MMC. Therefore, Nc weight vectors are generated uniformly over
the search direction space and assigned to the Nc composers. A link between
two composers is then created only if their weight vectors are significantly close.
This configuration does not change during a run.

Besides, every composer’s artwork, consisting of Ns tunes, is initialized, mean-
ing that Nc × Ns solutions should be generated. However, only one solution is
randomly created for each composer and Ns copies of this solution are assigned
to him/her. Preliminary experiments proved that this allows a slight reduction
of the number of objective evaluations, without deteriorating the technique’s
performance. These solutions are subsequently evaluated for each objective, al-
lowing the computation of a first estimation of the ideal vector: ∀j ∈ {1, . . . ,m},
z∗j = min{fj(x)|x = Pi,k,�, i = 1, . . . , Nc, k = 1, . . . , Ns}. The tunes can then be
evaluated according to the composer’s weight vectors in gte(x|λ, z∗).

4.3 Main Cycle

The main cycle consists of four steps performed by each composer.
(i) Updating the Acquired Knowledge Matrix

Each composer randomly selects exactly one tune from each of his/her neighbors
and includes it to his/her acquired knowledge matrix ISCi,�,�, whatever its
associated value of the Tchebycheff function.

(ii) Creating a New Tune
As in the original MMC, each composer can generate new tunes according to
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either his/her personal knowledge, the knowledge acquired from other agents
or his/her own inspiration (a flash of genius). Thus, with probability cfg, each
variable of the new solution is randomly set within its bound. Otherwise, it
is built from solutions drawn from the composer’s background knowledge (in-
cluding both personal and acquired knowledges, see section 3). In this second
case, the variable value is not computed, as in the initial MMC, through a three
parent-crossover, but rather through the classical Differential Evolution muta-
tion operator:

yk = xa
k + F · (xb

k − xc
k) (2)

where yk is the kth variable of the mutant solution and xa
k, x

b
k, x

c
k are drawn

from KMi,�,k, e.g. the kth variable of three solutions of composer i ’s back-
ground knowledge. In any case, xa is selected from composer i ’s personal artwork
through a tournament technique. This tournament involves a random number
of solutions from Pi,�,� and the winner is the solution with the best value of the
Tchebycheff fitness function. Regarding xb and xc, with probability ifg, these lat-
ter are randomly chosen from Pi,�,�; otherwise, they are randomly chosen from
ISCi,�,�, e.g. composer i ’s acquired knowledge. If the resulting variable value
lies outside its bounds, it is randomly reset inside them.

(iii) Sharing the New Tune
The tune just created by composer i is subsequently proposed to his/her neigh-
bors (composers having a similar weight vector). In order to avoid convergence
to a single point, the new tune can be accepted by only one composer, in addition
to the one who created it. The new solution should logically be assigned to the
composer whose search is focused on the corresponding sub-region of the Pareto
front, i.e. the composer that most benefits him/herself from this tune. This means
that composer i and his/her neighbors first re-calculate the Tchebycheff fitness
function according to their own weight vector and normalized objective values.
The composer with the lowest resulting gte(x|λ, z∗) value can accept the new
tune. If he/she rejects it, the tune is then proposed to the composer with the
second lowest gte(x|λ, z∗) value, who may accept it, and so on. If no composer
accepts the new tune, this one is thrown away.

(iv) Accepting the New Tune
Every time a recently created tune is proposed to a composer, this latter can
accept o reject it. The acceptance criterion is performed with respect to his/her
personal artwork. If the Tchebycheff fitness function of the new tune is lower
than that of the composer’s worst tune, Pi,worst,�, then the new tune replaces
Pi,worst,� in the composer’s artwork. Otherwise, the tune is either proposed to
another neighboring composer or thrown away.

The above-described instructions are repeated until a user-defined number of
iterations is reached. When concluding, the final number of solutions in the soci-
ety is still Nc×Ns. This number must be reduced to Nc in order to produce only
one solution for each search direction (weight vector). Therefore, the fast Pareto
sorting procedure from the NSGA-II technique [2] is applied. If the resulting
number of non-dominated solutions is still higher than Nc, it is further reduced
through a clustering procedure similar to that introduced in [1].
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Note that, in contrast with a great majority of state-of-the-art techniques,
no diversity preservation technique is included in the MO-MMC since it appears
that the weight-based decomposition approach provides by itself means for diver-
sifying the search. In the same way, no external archive maintenance nor Pareto
sorting procedure are carried out during the search process, but at the end of the
execution, which just involves a marginal increase in the run time. However, as
previously mentioned, the proposed MO-MMC represents a first version, which
might be improved including the above mentioned features if necessary.

4.4 Algorithm

Summarizing, the MO-MMC algorithm can be stated as follows:

Step 1. Initialization.
1.1 Create a set of Nc uniformly distributed weight vectors,

{
λ1, . . . , λN

}
.

1.2 Create an artificial society of Nc composers and assign a weight vector
λi to each composer i.

1.3 Create the social network as undirected links between each composer
and the Nc × cfla composers with closest weight vectors.

1.4 For each composer i, randomly initialize one tune within the bounds of
each variable of the considered n-dimensional MOP. Store Ns copies of
this tune in Pi,�,�. Compute objective functions of the created tunes.

1.5 Initialize z∗ = (z∗1 , . . . , z
∗
m)

T
and the iteration counter t = 0.

Step 2. Main cycle. While t < tmax, do for each composer i :
2.1 Update the acquired knowledge matrix ISCi,�,� by randomly selecting

one tune of each of composer i ’s neighbors.
2.2 Select tune xa from Pi,�,� through a random size tournament using the

Tchebycheff function as a criterion.
2.3 If rnd < ifg, randomly select xb and xc in Pi,�,�; otherwise, randomly

select xb and xc in ISCi,�,�.
2.4 For each variable k = 1, . . . , n, if rnd < cfg create randomly a new

variable yk; otherwise, compute yk from equation 2.
2.5 Compute objective functions of the new tune and possibly update z∗.
2.6 Composer i accepts the new tune if it is better that the worst one of

his/her artwork, Pi,worst,�, in terms of the Tchebycheff function.

2.7 For each composer i’ neighbor of i, compute gte(y|λi′ , z∗).
2.8 Propose the new tune to composer i’ in increasing order of gte(y|λi′ , z∗):

- if gte(y|λi′ , z∗) < gte(Pi′,worst,�|λi′ , z∗) then y replaces Pi′,worst,�.
- otherwise, either propose y to another neighbor or throw it away.

2.9 Increment the iteration counter t ← t+ 1.

Step 3. Conclusion.
3.1 Apply the fast Pareto sorting procedure to the Nc ×Ns final solutions

to obtain the approximated Pareto set P .
3.2 If the number of non-dominated solutions is higher than Nc, apply clus-

tering to P . Output P .

In the previous description, rnd is a uniform random number generated in [0,1].
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5 Computational Experiments

In order to assess the performance of the proposed MO-MMC, it is evaluated
on several test-suites commonly used in the specialized literature: five of the
two-objective ZDT test functions from [18] (ZDT5 is not considered since it is a
binary problem) and the three-objective DTLZ2 function from [19]. 30 decision
variables were used for ZDT1, ZDT2 and ZDT3, while ZDT4, ZDT6 and DTLZ2
were tested using 10 decision variables. The MO-MMC performance level is sub-
sequently compared with other techniques whose results are available in the
specialized literature. Two state-of-the-art MOEAs, namely NSGA-II [2] and
MOEA/D [3] were considered, as well as two multi-objective PSO implemen-
tations, MOPSO [5] and MOPSO-PD [11]. Note that these techniques include
different paradigms (EA and PSO), as well as different approaches for dealing
with MOPs (dominance and decomposition).

In order to compare the above-mentioned algorithms, the Inverted Genera-
tional Distance (IGD) is used in this study. The advantage of this metric is that
it does not only account for convergence to the real Pareto front PF∗ but also
for the even distribution of the approximated front PFap when a uniform sample
of PF∗ is known.

5.1 Experimental Settings

For each test function, 30 independent runs were performed with each algorithm.
The parameters used in MO-MMC are summarized in Table 1. In addition to
these parameters, the maximum iteration number was set in order to provide a
fair number of objective evaluations, regarding the algorithms MO-MMC is com-
pared with. Thus, 250 (resp. 500) iterations were used when comparing with the
EAs for two-objective (resp. three-objective) test functions, while 200 iterations
were used when comparing with the MOPSOs.

Regarding the EAs, they use a population size of 100 (resp. 300) solutions for
two-objective test instances (resp. three-objective test instances). They report
a 100 (resp. 300) for points approximate Pareto front after 250 generations,
therefore using 25,000 (resp. 75,000) objective evaluations [3]. Both EAs use
SBX crossover and polynomial mutation. The IGD metric is computed with 500
points in PF∗ for 2-objective functions and 990 points for 3-objective functions.

With respect to the two PSO-based algorithms, the results in [11] were re-
ported for swarm sizes of 100 particles. The global archive contains 100 solutions,
obtained after 20,000 objective evaluations. However in this case, the authors do
not indicate the number of points in PF∗ used to compute the IGD metric, so
the results reported here for the MO-MMC are for 100 points (which looked like
the most difficult conditions).

5.2 Results and Discussion

Figure 1 shows the final Pareto fronts obtained by the MO-MMC algorithm
for the tackled test functions. These plots show the final set of non-dominated
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Table 1. Parameters for MO-MMC

Parameter Value

N Number of composers and weight vectors 100 (2-obj.) or 150 (3-obj.)
Ns Tunes in artwork 3
ifg Factor for creating tunes based on own artwork 0.35
cfg Factor for creating random tunes (genius) 0.01
cfla Proportion of neighbors in artificial society 0.1
F Parameter for DE mutation operator 0.5

solutions found for a random run out of the 30 performed for each problem. In
addition, the results obtained for the IGD metric, compared with those of the
above-mentioned challenging algorithms, are presented in tables 2 and 3. In both
tables, the reported data are the mean value and, in parentheses, the standard
deviation, computed over the 30 runs.

From table 2, MO-MMC clearly outperforms the NSGA-II and the MOEA/D
for all test functions but ZDT3, for which the NSGA-II obtains the best re-
sults. However on this problem, the MO-MMC still provides a better IGD value
than MOEA/D. Regarding standard deviation, the very low values of MO-MMC
confirm the robustness of the proposed algorithm.

Table 2. MO-MMC IGD values compared with EAs

Instance NSGA-II MOEA/D MO-MMC

ZDT1
0.0050 0.0055 0.0040
(0.0002) (0.0039) (0.0000)

ZDT2
0.0049 0.0079 0.0038
(0.0002) (0.0109) (0.0000)

ZDT3
0.0065 0.0143 0.0103
(0.0054) (0.0091) (0.0001)

ZDT4
0.0182 0.0076 0.0041
(0.0237) (0.0023) (0.0001)

ZDT6
0.0169 0.0042 0.0032
(0.0028) (0.0003) (0.0000)

DTLZ2
0.0417 0.0389 0.0373
(0.0013) (0.0001) (0.0011)

Concerning the comparison with the two PSO-based techniques, MOPSO is
clearly outperformed for all test problems. MOPSO-PD obtains the best results
for ZDT3 and ZDT4 functions, although with a very marginal difference with
MO-MMC. This latter outperforms MOPSO-PD for all the remaining instances,
in some cases with a significant difference (particularly for ZDT2 and ZDT6). So,
the conclusions of the computational experiments are clearly in favor of the MO-
MMC algorithm. The IGD metric confirms the quality of the proposed approach,
as well as the graphs of the obtained Pareto fronts showed in figure 1. In all cases,
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Fig. 1. Pareto fronts obtained by the MO-MMC

Table 3. MO-MMC IGD values compared with MOPSOs

Instance MOPSO-PD MOPSO MO-MMC

ZDT1
0.0053 0.1248 0.0039

– – (0.0001)

ZDT2
0.2782 0.5530 0.0041

– – (0.0000)

ZDT3
0.0099 0.5524 0.0100

– – (0.0001)

ZDT4
0.0040 0.0775 0.0045

– – (0.0004)

ZDT6
0.0459 0.0534 0.0031

– – (0.0001)

DTLZ2
0.0717 0.4079 0.0569

– – (0.0040)
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the convergence to the real Pareto front seems excellent and dispersion is also
satisfactory, although it might be improved for the three-objective test function.

6 Conclusions

An extension of a recent socio-cultural algorithm, the Method of Musical Com-
position, has been proposed in this work. The MMC is an algorithm based on
both creativity and social interaction concepts, whose main internal procedures
had to be modified for the solution of MOPs. The resulting MO-MMC was able
to outperform several state-of-the-art MOEAs and MOPSOs, in most of the
test problems considered, for the IGD metric. It is worth recalling that, given
a uniformly distributed sample of the real Pareto front, this metric provides an
assessment for both convergence and uniform distribution of the points in the ap-
proximated Pareto front, justifying that it was the only one required for the MO
competition of the 2009 Congress on Evolutionary Computation. As perspective
of future works, however, additional performance metrics (such as the Pareto
compliant hypervolume) should be considered. Besides, as mentioned in this pa-
per, the present MO-MMC is the first adaptation of the MMC for solving MOPs,
and the technique might be improved considering the following guidelines: (i)
the decomposition approach might be changed to a Penalty Boundary Intersec-
tion strategy, (ii) some technique promoting the search diversification should
be integrated in order to improve results for three-objective test functions, and
(iii) more exhaustive computational experimentation should be carried out, for
instance with small populations to study regularities in the approximated front.
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Abstract. A framework for time series forecasting that integrates k-
Nearest-Neighbors (kNN) and Differential Evolution (DE) is proposed.
The methodology called NNDEF (Nearest Neighbor - Differential Evo-
lution Forecasting) is based on knowledge shared from nearest neighbors
with previous similar behaviour, which are then taken into account to
forecast. NNDEF relies on the assumption that observations in the past
similar to the present ones are also likely to have similar outcomes. The
main advantages of NNDEF are the ability to predict complex nonlinear
behavior and handling large amounts of data. Experiments have shown
that DE can optimize the parameters of kNN and improve the accuracy
of the predictions.

Keywords: Time Series Forecasting, Prediction, k-Nearest-Neighbor,
Differential Evolution.

1 Introduction

A time series is defined as a set of quantitative observations arranged in chrono-
logical order [9], where we generally assume that time is a discrete variable.
Examples of time series are commonly found in the fields of engineering, science,
sociology, and economics, among others [3]; time series are analysed to under-
stand the past and to predict the future [5]. This forecast must be as accurate
as possible, since it can be linked to activities involving marketing decisions,
product sales, stock market indices, and electricity load demand, among others.

In many occasions, it is fairly simple and straightforward to forecast the next
value of the time series. But the further we delve into the future, the more
uncertain we are and the bigger forecast errors we get.

Some statistical models such as autoregressive models [20] can be used for
time series modelling and forecasting. These traditional forecasting techniques
are based on linear models, however many of the time series encountered in
practice exhibit characteristics not shown by linear processes. If the time series is
confirmed to be nonlinear, very rich dynamic possibilities can emerge, including
sensibility to initial conditions, known as chaotic behaviour [13].

A. Gelbukh et al. (Eds.): MICAI 2014, Part II, LNAI 8857, pp. 50–60, 2014.
c© Springer International Publishing Switzerland 2014



k-Nearest-Neighbor by Differential Evolution for Time Series Forecasting 51

In the past, several methods have been proposed to predict chaotic time se-
ries. One of the first methods proposed was the modeling of the system using
Nonlinear Models (NLM) [8], but the main problems of this approach are proper
model selection and data-dependency.

Another approach to solve the time series forecasting problem is Artificial
Neural Networks (ANNs) [15]. The ANNs are trained to learn the relationships
between the input variables and historical patterns, however the main disadvan-
tage of ANNs is the required learning procedure.

More recently, classification techniques based on the nearest neighbours have
been successfully applied in different areas from the traditional pattern recogni-
tion. The k-Nearest-Neighbors (kNN) [4] is an algorithm that can be employed
in time series forecasting due to its simplicity and intuitiveness. kNN searches
for similar instances recovering them from large dimensional feature spaces and
incomplete data [8]. The kNN algorithm assumes that subsequences of the time
series that emerged in the past are likely to have a resemblance to the future
subsequences and can be used for generating kNN-based forecasts.

One significant drawback of the kNN forecasting method is the sensitivity to
changes in the input parameters, (i.e the number of nearest neighbors and the
embedding dimension). If the input parameters are not selected appropriately,
it could decrease the accuracy of the forecasts.

One way to select the best posible input parameters for the kNN method is
using an algorithm of the Evolutionary Computation (EC) family [16]. EC is a
computational technology made up of a collection of randomized global search
paradigms for finding the optimal solutions to a given problem. In particular,
Differential Evolution (DE) is a population-based search strategy that has re-
cently proven to be a valuable method for optimizing real valued multi-modal
objective functions [19,22]. It is a parallel direct search method having good
convergence properties and simplicity in implementation.

In this work, we propose a combination of two techniques: kNN, applied to
time series forecasting and DE for parameter optimization. The rest of the work
is organized as follows: a brief introduction to the kNN forecasting methods is
described in Section 2. The proposed technique is discussed in Section 3. Section
4 contains the explanation of the datasets used in this work and discusses the
results obtained using the proposed approach. Finally, Section 5 presents the
conclusions of the proposed methods and experiments.

2 k-Nearest-Neighbors Forecast

The kNN approximation method is a very simple, but powerful one. It has been
used in many different applications and particularly in classification tasks [21].
For this purpose, kNN uses the average of the forecast of the k objects, with-
out taking into account assumptions on the distribution of predicting variables
during the learning process.

The key idea behind the kNN is that similar training samples most likely
will have similar output values. One has to look for a certain number of nearest
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neighbors, according to some distance. The distance usually used to determine
the similarity metric between the objects is the Euclidean distance. However,
the method also permits the use of other distance measures like Chebyshev,
Manhattan, and Mahalanobis [1]. Once we find the neighbors, we compute an
estimation of the output simply by using the average of the outputs of the
neighbors in the neighborhood.

In contrast to statistical methods that try to identify a model from the avail-
able data, the kNN method uses the training set as the model [14]. The main
advantage of kNN is the effectiveness in situations where the training dataset is
large and contains deterministic structures.

2.1 One-Step-Ahead Forecasting

Let S = {s1, s2, . . . , st . . . , sN} be a time series, where st is the recorded value of
variable s at time t. The forecasting problem targets the estimation of Δn con-
secutive future values, i.e. {sN+1, sN+2, . . . sN+Δn}, using any of the currently
available observations from S [7].

If we choose a delay time τ and an embedding dimension m, it is possible
to construct delay vectors of the form St = [st−(m−1)τ , st−(m−2)τ , . . . , st−τ , st],
where m > 0 and t > 0. The time series is then organized in a training set by
running a sliding window SN of size m along each delay vector. To retrieve the
k nearest neighbors of SN we choose the parameter ε and calculate the distance
to every delay vector St, where t = (m− 1)τ + 1, (m− 1)τ + 2, . . . , N − 1.

For all the k vectors St that satisfy Equation (1) we look up the individual
values st+Δn.

|SN − St| ≤ ε (1)

The forecast is then the average of all these individual values, expressed by
Equation (2),

ŝN+Δn =
1

k

k∑
j=1

st+Δn (2)

where ŝN+Δn is the forecasted value at time N .
In the case where we do not find any neighbors, we just pick the closest vector

to SN . In order to forecast a sequence of future values we use real data as input,
that is, FS(st) = ŝt+Δn, where FS is the one-step-ahead forecasting function.

Note that when Δn = 1, Equation (2) produces only one forecast, however in
many occasions, it is neccesary to forecast more than one value at the time. For
this purpose, two strategies have been used in the past, the iterative or recursive
scheme and the simultaneous or direct scheme [21].

2.2 Iterative Forecasting

In the iterative forecasting strategy, a single point is predicted at a time and it
is afterwards appended to S for subsequent forecasts. Iterative forecasting can
be computed by Equation (3).
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FS(ṡt) = st+kΔn k ∈ [1, . . . ,m]

where ṡt

{
st if t ≤ N
ŝt otherwise

(3)

This process is repeated until the number of forecasts is reached. In this way,
we are applying a one-step-ahead forecast many times, iteratively. This scheme
presents a caveat: if the errors are non-zero and the forecasts are used as inputs
repeatedly, a cumulative prediction error is included in the forecasts. Iterative
predictions are more accurate for short horizons, but since the prediction error
accumulates, this method is not recommended for long horizons.

2.3 Simultaneous Forecasting

Compared to the iterative strategy, it is possible to forecast Δn from the same
input data as can be seen from Equation (4).

ŝN+rΔn =
1

k

k∑
j=1

st+rΔn r ∈ [1, . . . ,m] (4)

The simultaneous strategy always uses the real measured data as inputs. No fore-
casts are introduced to S, also, there is no cumulative error introduced through
the inputs, because only original data values are used in the forecast of future
values. Each time step only the normal prediction error is present and there is
no cumulative prediction errors.

2.4 Forecast Model Accuracy

A measure of forecast accuracy must always be evaluated as part of a model
validation effort. To evaluate the forecast performance we measure the mean
absolute percentage error (MAPE) between the real and the forecasted value.
The usage of MAPE is to measure the derivation between the predicted and
actual values, the smaller values of MAPE, the closer the predicted and real
values are. See [6] for more details.

3 Optimizing kNN with DE

As mentioned before, in order to generate an accurate output, it is necessary to
optimize the value of the parameters of kNN (m, τ, and ε). For this purpose, we
use DE to minimize the prediction error on the training set.

DE was developed by Storn and Price [19,22] around 1995 as an efficient and
robust meta-heuristic to optimize functions of arbitrary complexity. Like most
algorithms in EC, DE is a population-based optimizer. Most of these methods
produce new individuals, by different heuristic techniques, as perturbations of
old ones. In this work, we focus on the classical version of DE, which applies the
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simple arithmetic operations: mutation, crossover, and selection to evolve the
population.

The kNN parameters [m, τ ] ∈ Z
+, while ε ∈ R

+. When using DE as an
optimizer, there are two considerations about these parameters: parameter types
and boundary constraints.

The optimization task of the kNN parameters is a mixed-variable problem,
because it contains both continuous and discrete parameters. DE handles this
kind of problems by representing all parameters internally as real values and
quantizing the discrete parameters values to the nearest allowed point [12]. For
m and τ we use the quantizing function round i.e. �
 to transform their contin-
uous values to discrete values [18]. When working with discrete parameters, the
objective function is evaluated once DE’s continuous parameters values are quan-
tized to (but not overwritten by) their nearest allowed discrete values. Equation
(5) shows how the evaluation function of a kNN-DE vector is proposed,

f(x(g,i)) = kNN(�m
, �τ
, ε) (5)

where x(g,i) is the i-th individual of generation g.
In particular, we are trying to find x(g,i) = [x1, x2, . . . , xD]T , where x(g,i) ∈

R
D, to minimize the outcome of Equation (5) subject to xL

j ≤ x
(g,i)
j ≤ xU

j , where
L is the set that contains the lower bounds of the parameters and U is the set that
contains the upper bounds of the parameters. However, to satisfy the boundary
constraints of the kNN parameters we have to take a look at DE’s mutation
scheme. In DE, each population vector is crossed with a randomly generated
mutant vector. The mutation process is computed using Equation (6),

v(g,i) = x(g,r0) + F (x(g,r1) − x(g,r2)) (6)

∀i ∈ [1, Npop]

where r0, r1 and r3 are randomly chosen vectors, F is a positive real number that
controls the rate at which the population evolves, and Npop is the population
size.

Since the current population of vectors already satisfies all boundary con-
straints, only contributions from mutant vectors may violate the parameter lim-
its. Consequently, bounds need to be checked only when a mutant parameter is
selected for the trial vector.

A resseting method known as bounce-back [19], replaces a vector that has
exceeded one or more of its bounds by a valid vector that satisfies all boundary
constraints. The bounce-back strategy takes the progress toward the optimum
into account by selecting a parameter value that lies between the base parameter
value and the bound being violated.

When a mutant vector violates the parameter limits, Equations (7) and (8)
replace those parameters to satisfy both upper and lower parameter bounds
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v
(g,i)
j = x

(g,r0)
j + w(xL

j − x
(g,r0)
j ) (7)

v
(g,i)
j = x

(g,r0)
j + w(xU

j − x
(g,r0)
j ) (8)

where w ∼ U(0, 1).
As the population moves towards its bounds, the bounce-back method gener-

ates vectors that will be located even closer to the bounds.

4 Results

This section describes the experimental results and performance evaluation of
the proposed framework. For every experiment, each time series is divided into
training and validation sets. The optimization model scheme described in Section
3 is used on the training set to obtain the best kNN parameter combination for
every dataset. Once this parameters are obtained, we use the kNN forecasting
methods described in Section 2 to produce 50 forecasts.

A comparison is made against AutoRegressive Integrated Moving Average
(ARIMA) [6], using the same conditions. Comparisons with ARIMA models
used to be problematic because some authors did not have sufficient expertise to
fit a good ARIMA model, and so comparisons were sometimes made, for exam-
ple, against a non-seasonal AR model when the data were obviously seasonal.

Table 1. ARIMA models and kNN parameters of the synthetic chaotic time series

Time series Length ARIMA kNN-Parameters
model (p,d,q) (m,τ ,ε)

Logistic map 50000 [0, 0, 0] [1, 1, 3.55 x 10−6]
Henon map 50000 [4, 0, 5] [2, 1, 3.12 x 10−4]
Rossler attractor 50000 [0, 0, 0] [2, 1, 5.38 x 10−4]
Lorenz attractor 50000 [4, 1, 4] [2, 1, 4.87 x 10−4]
Mackey Glass 50000 [1, 0, 4] [3, 1, 9.47 x 10−4]

Table 2. MAPE results for the synthetic chaotic time series

Time series ARIMA kNN ARIMA kNN kNN
One-step-ahead One-step-ahead Iterative Simultaneous

Logistic map 1426.5830 0.0138 1426.5830 280.6294 197.7657
Henon map 88.6130 0.0726 90.3512 111.0744 109.6362
Rossler 141.2604 5.4727 141.2604 75.3095 75.3095
Lorenz attractor 0.0007 0.3161 18.4772 1.9910 1.9910
Mackey Glass 0.0621 0.0711 17.4304 0.4734 0.1233
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This should no longer be a problem as there are now good automatic ARIMA
algorithms such as auto.arima() in the forecast package for the R language [2].

The experiments were performed in several datasets divided in two categories:
Synthetic chaotic functions and the Santa Fe competition [23]. NNDEF has been
tested with about twenty time series; we are reporting only ten of them in this
paper for conciseness.

4.1 Synthetic Chaotic Time Series

Five synthetic chaotic time series were assessed, including the logistic map, the
Henon map, the Rossler attractor, the Lorenz attractor, and the Mackey-Glass

Fig. 1. Henon map time series. Real data and forecast data using one-step-ahead kNN
and ARIMA

Fig. 2. Henon map time series. Prediction error versus prediction horizon
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Table 3. ARIMA models and kNN parameters of the Santa Fe competition

Time series Length ARIMA kNN-Parameters
model (p,d,q) (m,τ ,ε)

Laser 1000 [4, 0, 2] [8, 1, 8.49 x 10−4]
Blood Oxigen 17000 [4, 1, 4] [1, 6, 3.42 x 10−5]
Exchange Rate 15000 [1, 1, 0] [3, 2, 2.72 x 10−4]
Particle 50000 [5, 0, 4] [4, 1, 5.64 x 10−4]
Astrophysical 27204 [4, 0, 5] [1, 3, 2.11 x 10−4]

Table 4. MAPE results of the Santa Fe competition

Time series ARIMA kNN ARIMA kNN kNN
One-step-ahead One-step-ahead Iterative Simultaneous

Laser 15.6203 6.3895 46.8827 18.1955 18.1955
Blood Oxigen 0.4903 0.5587 3.8206 3.6817 3.2346
Exchange rate 0.0298 0.0319 0.1065 0.0751 0.2293
Particle 6.4407 7.6367 38.8431 49.9560 49.9560
Astrophysical 176.7445 159.6290 137.5924 134.2523 117.2364

Fig. 3. Blood oxigen time series. Real data and forecast data using one-step-ahead
kNN and ARIMA

delay differential equation [8,10,11,17]. The time series information (name and
length), the ARIMA models and the kNN parameters obtained by DE are shown
in Table 1. The results for one-step-ahead, iterative and simultaneous using
ARIMA and kNN are shown in Table 2, where the lowest MAPE has been
highlighted in bold. As expected, the deterministic structures found in the syn-
tethic chaotic time series can be exploited by kNN, obtaining better results than
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Fig. 4. Blood oxigen time series. Prediction error versus prediction horizon

ARIMA in three out of five time series for the one-step-ahead scheme and in four
out of five time series for the iterative and simultaneous schemes. Finally, due
to space constraints, we only present the real and forecasted values using the
one-step-ahead scheme. Figure 1 shows the forecasting results for the Henon map
data. The continuous, dotted and dashed lines represent the validation set and
forecasts produced by the kNN and ARIMA methods, respectively. Note that,
the kNN forecasts are closer to the real values than the ARIMA ones. Figure 2
shows the prediction error versus prediction horizon using the iterative and si-
multaneous schemes for the Henon map data. For this particular time series, both
kNN iterative and simultaneous outperformed ARIMA when Δn = 1, . . . , 48.

4.2 Santa Fe Competition

Five time series were selected from this competition: From the dataset A, the
laser oscillation data, from the dataset B, the blood oxigen concentration (col-
lected from physiological data), from the dataset C, the currency exchange rate
data, from the dataset D, the damped particle data, and from the dataset E, the
astrophysical data [23]. The time series information (name and length), ARIMA
models and the kNN parameters obtained by DE are shown in Table 3. Table
4 shows the results for one-step-ahead, iterative, and simultaneous forecasting
using kNN and ARIMA, where the lowest MAPE has been highlighted in bold.
Although ARIMA performed better in three of five time series for the one-step-
ahead scheme, the difference between those errors are insignificant. On the other
hand, for the iterative and simultaneous schemes, kNN outperformed ARIMA in
four out of five time series. Figure 3 shows the real and forecasted values using
the one-step-ahead scheme. The continuous, dotted and dashed lines represent
the validation set and forecasts produced by the kNN and ARIMA methods,
respectively. Figure 4 shows the prediction error versus prediction horizon using
the iterative and simultaneous schemes for the blood oxigen concentration data.
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For this particular time series, kNN performs as good as ARIMA in the one-
step-ahead, iterative and simultaneous schemes. It wins more time than looses
although the difference is not as much as for synthetic time series.

5 Conclusions

Time series forecasting is useful in many research areas. In this paper, we pre-
sented the solution to three time series forecasting problems: one-step-ahead, it-
erative, and simultaneous forecasting. The proposed methods to deal with these
forecasting problems are based on a combination between kNN and DE. kNN
is used to forecast values and DE is used to optimize kNN’s parameters. The
results in all three problems proved our approach to be more accurate when
implemented with DE, because we found the best parameter combination for
every time series.

All the time series used were large datasets with complex data that it becomes
dificult to process using traditional methods, however, the kNN forecasting meth-
ods proved to be efficient and consistent in their predictions, furthermore, they
only need data to work with and do not require the selection of a proper model.

The experiments results showed that for the one-step-ahead forecasting prob-
lem, kNN is more reliable than ARIMA because for some instances of time series,
ARIMA was not even capable of producing a model. On the other hand, for the
iterative and simultaneous forecasting problem, kNN outperforms ARIMA in
most cases. kNN can be very effective, especially when the prediction horizon
ranges from short to moderate.
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Abstract. This paper introduces an adaptive Binary Differential Evo-
lution (aBDE) that self adjusts two parameters of the algorithm: per-
turbation and mutation rates. The well-known 0-1 Multiple Knapsack
Problem (MKP) is addressed to validate the performance of the method.
The MKP is a NP-hard optimization problem and the aim is to maxi-
mize the total profit subjected to the total weight in each knapsack that
must be less than or equal to a given limit. Results were obtained using
11 instances of the problem with different degrees of complexity. The
results were compared using aBDE, BDE, a standard Genetic Algorithm
(GA), and its adaptive version (aGA). The results show that aBDE ob-
tained better results than the other algorithms. This indicates that the
proposed approach is an interesting and promising strategy for control
of parameters and for optimization of complex problems.

Keywords: Adaptive Parameter Control, Binary Differential Evolution,
Multiple Knapsack Problem, Evolutionary Computation.

1 Introduction

The optimization of resource allocation is one major concern in several areas of
logistics, transportation and production [8]. A well-known problem of this class
is the 0-1 Multiple Knapsack Problem (MKP). The MKP is a binary NP-hard
combinatorial optimization problem that consists in given a set of items and a
set of knapsacks, each item with a mass and a value, determine which item to
include in which knapsack. The aim is to maximize the total profit subjected
to the total weight in each knapsack that must be less than or equal to a given
limit.

Different variants of the MKP can be easily adapted to real problems, such as,
capital budgeting, cargo loading and others [15]. Hence, the search for efficient
methods to achieve such optimization aims to increase profits and reduce the
use of raw materials.
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According to the size of an instance (number of items and number of knap-
sacks) of the MKP, the search space can become too large to apply exact meth-
ods. Hence, a large number of heuristics and metaheuristics have been applied
to the MKP. Some examples are the modified binary particle swarm optimiza-
tion [4], the binary artificial fish swarm algorithm [3], and the binary fruit fly
optimization algorithm [16]. In this work, is investigated the performance of
a Differential Evolution algorithm designed for binary problems with adaptive
parameters.

The Differential Evolution (DE) algorithm is an EvolutionaryAlgorithmwhich
is inspired by the laws of Darwin where stronger and adapted individuals have
greater chances to survive and evolve [13]. In this analogy, the individuals are can-
didate solutions to optimize a given problem and the environment is the search
space. Evolutionary Algorithms simulate the evolution of individuals through the
selection, reproduction, crossover and mutation methods, stochastically produc-
ing better solutions at each generation [5]. It is well documented in the literature
that DE has a huge ability to perform well in continuous-valued search spaces [17].
However, for discrete or binary search spaces some adaptations are required [11].
Hence, this paper applies a Binary Differential Evolution (BDE) algorithm that is
able to handle binary problems, in particular the 0-1 MKP. The BDE algorithm
was first applied in [12] for the 0-1 MKP and the results obtained were promis-
ing. BDE consists in applying simple operators (crossover and bit-flip mutation)
in candidate solutions represented as binary strings. In this work several different
instances are approached.

As most metaheuristic algorithms, DE also has some control parameters to
be adjusted. It is known that the optimum values of the control parameters can
change over the optimization process, directly influencing the efficiency of the
method [6]. The parameters of an algorithm can be adjusted using one of two
approaches: on-line or off-line. The off-line control, or parameter tuning, is per-
formed prior to the execution of the algorithm. In this approach several tests are
performed with different parameter settings in order to find good configurations
for the parameters. In the on-line control, or parameter control, the values for
the parameters change throughout the execution of the algorithm. The control
of parameters during the optimization process has been used consistently by sev-
eral optimization algorithms and applied in different problem domains [2] [14]
[7] [1] [10]. In this way, a method to adapt the control parameters (crossover and
mutation rates) of DE is applied. The aim is to explore how effective the on-line
control strategy is in solving the MKP.

This paper is structured as follows. Section 2 provides an overview of the
Multiple Knapsack Problem. The Binary Differential Evolution algorithm is pre-
sented in Section 3. The adaptive control parameter mechanism is presented in
Section 3.1. The experiments and results are presented in Sections 4 and 5,
respectively. Section 6 concludes the paper with final remarks and future re-
search.
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2 Multiple Knapsack Problem

The 0-1 Multiple Knapsack Problem (MKP) is a well-known NP-hard combi-
natorial optimisation problem and its goal is to maximize the profit of items
chosen to fulfil a set of knapsacks, subjected to constraints of capacity [8]. The
MKP consists of m knapsacks of capacities C1, C2, ...Cm, and a set of n items
I = {I1, I2, ...In}. The binary variables Xi(i = 1, ..., n) represent selected items
to be carried in m knapsacks. The Xi assumes 1 if item i is in the knapsack and
0 otherwise. Each item Ii has an associated profit Pi ≥ 0 and weight Wij ≥ 0 for
each knapsack j. The goal is to find the best combination of n items by maximiz-
ing the sum of profits Pi multiplied by the binary variable Xi, mathematically
represented by Equation 1. Their constraints are the capacity Cj ≥ 0 of each
knapsack. Therefore, the sum of the values of Xi multiplied by Wij must be less
than or equal to Cj , represented mathematically by Equation 2.

max

(
n∑

i=1

(Pi ×Xi)

)
(1)

m∑
j=1

(Wij ×Xi) ≤ Cj (2)

The MKP search space depends directly on the values of n and m. A binary
exponential function with exponent n assembles all possibilities for n items re-
specting the capacity of each knapsackm. Therefore, to find the optimal solution
should be tested all 2n possibilities for each knapsackm, i.e., m×2n possibilities.
Thus, depending on the instance, the search space can become intractable by
exact methods. In such cases, metaheuristic algorithms are indicated. Hence, the
Binary Differential Evolution is an interesting algorithm to be applied to solve
the MKP. The algorithm was designed for binary optimization and is shown in
next section.

3 Binary Differential Evolution

The Binary Differential Evolution (BDE) [12] is a population-based metaheuris-
tic inspired by the canonical Differential Evolution (DE) [13] and is adapted to
handle binary problems. Specifically, the BDE approach is a modification of the
DE/rand/1/bin variant.

In BDE, a population of binary encoded candidate solutions with size POP
interact with each other. Each binary vector −→x i = [xi1, xi2...xiDIM , ] of dimen-
sionDIM is a candidate solution of the problem and is evaluated by an objective
function f(−→x i) with i = [1, ..., POP ]. As well as the canonical DE, BDE com-
bines each solution of the current population with a randomly chosen solution
through the crossover operator. However, the main modification to the canoni-
cal DE, besides the binary representation, is the insertion of a bit-flip mutation
operator. This modification adds to the algorithm the capacity to improve its
global search ability, enabling diversity.
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The pseudo-code of BDE is presented in Algorithm 1. The control parameters:
the number of dimensions (DIM), the population size (POP ), the maximum
number of generations or iterations (ITER), the perturbation rate (PR) and the
mutation rate (MUT )(line 1). The algorithm begins creating a random initial
population (line 2) where each individual represents a point in the search space
and is a possible solution to the problem. The individuals are binary vectors that
are evaluated by a fitness function (line 3). An evolutive loop is performed until a
termination criteria is met (line 4). The termination criteria can be to reach the
maximum number of iterations ITER. The evolutive loop consists in creating
new individuals through the processes of perturbation (mutation and crossover)
(lines 6-17), evaluation of the objective function (line 18), and a greedy selection
(lines 19-21).

Algorithm 1. Binary Differential Evolution (BDE)

1: Parameters : DIM,POP, ITER,PR,MUT
2: Generate initial population randomly: −→x i ∈ {0, 1}DIM

3: Evaluate initial population with the fitness function f(−→x i)
4: while termination criteria not met do
5: for i = 1 to POP do
6: Select a random individual: k ← random integer(1, POP ), with k �= i
7: Select a random dimension: jrand ← random integer(1,DIM)
8: −→y ← −→x i

9: for j = 1 to DIM do
10: if (random double(0, 100) < PR) or (j == jrand) then
11: if (random double(0, 100) < MUT ) then
12: BitFlip(yj) {Mutation}
13: else
14: yj ← xkj {Crossover}
15: end if
16: end if
17: end for
18: Evaluate f(−→y )
19: if (f(−→y ) > f(−→x i)) then {Greedy Selection}
20: −→x i ← −→y
21: end if
22: end for
23: Find current best solution −→x ∗

24: end while
25: Report results

Inside the evolutive loop, two random indexes k and jrand are selected at each
generation. k represents the index of an individual in the population and must
be different from the current index of individual i (line 6). jrand represents the
index of any dimension of the problem (line 7).

In line 8, the individual −→x i is copied to a trial individual −→y . Each dimension
of the trial individual is perturbed (or modified) accordingly to the perturbation
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rate or if the index j is equal to index jrand (line 10). The equality ensures that
at least one dimension will be perturbed. The perturbation is carried out by the
bit-flip mutation using its probability (line 11-12) or by the crossover operator
(line 14).

From the new population of individuals the best solution −→x ∗ is found (line 23)
and a new generation starts. Algorithm 1 terminates reporting the best solution
obtained −→x ∗ (line 25).

3.1 Adaptive Binary Differential Evolution

The Adaptive Binary Differential Evolution (aBDE) algorithm aims to control
two parameters: perturbation (PR) and mutation (MUT ) rates. To achieve that,
a set of discrete values is introduced for each of parameter. Once defined a set of
values for each parameter, a single value is chosen at each generation through a
roulette wheel selection strategy. The probability of choosing a value is initially
defined equally which is subsequently adapted based on a criteria of success.
If a selected value for a parameter yielded at least one individual in generation
t+1 better than the best fitted individual from generation t, then the parameter
value has a mark of success. Hence, if at the end of generation t+1 the parameter
value was successful, its probability is increased with an α value, otherwise, it
remains the same. The α is calculated by a linear increase as shows Equation 3.

α = min+

(
max−min

ITER
× i

)
(3)

Where ITER is the number of iterations, i is the current iteration, max is the
maximum value of α and min is the minimum value of α. After adjusting the
probabilities, the values are normalized between 0 and 1. To ensure a minimum
of chance for each value of parameters, a β value is established.

4 Computational Experiments

The algorithms were developed using ANSI C language and the experiments
were run on a AMD Phenom II X4 (2.80GHz) with 4GB RAM, under Linux
operating system. For the experiments, 11 instances for the MKP were used1.
Table 1 shows the optimum value, the number of knapsacks, and the number of
items (or dimensions), respectively, for each instance.

For each instance, 100 independent runs were performed with randomly initial-
ized populations. The parameters used for the BDE algorithm are: population
size (POP = 100), number of iterations (ITER = 1, 000), perturbation rate
(PR = 50%), mutation rate (MUT = 5%).

A simple Genetic Algorithm (GA) was also developed for the sake of com-
parison [5]. It uses tournament selection, uniform crossover and elitism of one

1 Available at: www.cs.nott.ac.uk/~jqd/mkp/index.html
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Table 1. Benchmark Instances for the MKP

Instance Optimum Value Knapsacks Items

PB1 3090 4 27
PB2 3186 4 34
PB4 95168 2 29
PB5 2139 10 20
PB6 776 30 40
PB7 1035 30 37
PET7 16537 5 50
SENTO1 7772 30 60
SENTO2 8722 30 60
WEING8 624319 2 105
WEISHI30 11191 5 90

individual. The parameters for the GA are: population size (POP = 100), num-
ber of iterations (ITER = 1, 000), tournament size (T = 3), crossover rate
(CR = 80%), mutation rate (MUT = 5%), and elitism of one individual.

The strategy to adapt parameters is applied in both algorithms, BDE and GA,
leading to its adaptive versions aBDE and aGA, respectively. The parameters
adjusted are PR and MUT for aBDE, and CR and MUT for aGA. Thus, the
set of values for PR was defined as {20, 30, 40, 50, 60} to aBDE, and the set of
values for CR was defined as {50, 60, 70, 80, 90} to aGA. MUT was defined as
{1, 3, 5, 10, 15} in both algorithms. A range of [0.01, 0.1] was chosen for α and
the β parameter was set to 0.01. The number of function evaluations is the same
in all algorithms, resulting in a maximum of 100,000 function evaluations. All
choices for the values of parameters were made empirically.

In all approaches, infeasible individuals in the population are fixed by drop-
ping random items from the knapsack until feasibility is obtained. Feasibility of
individual is verified inside the objective function as proposed in [9].

5 Results and Analysis

Table 2 presents the average and the standard deviation of the best result
(Avg±Std) obtained in all runs for each algorithm, the average number of ob-
jective function evaluations (Eval) required to achieve the optimum value, the
success rate (Success) calculated as the percentage that the algorithm reached
the optimum value, and the dominance information (P ) indicating which algo-
rithms are better than the others concerning both the average best result and the
average number of function evaluations. If more than one algorithm is marked
in the same benchmark means that they are non-dominated (neither of them
are better than the other in both criteria). Also, for each algorithm, the last line
(Average) shows the average of evaluations and the average of success rate for
all benchmarks. Best results are highlighted in bold.

Analyzing the results obtained by BDE and GA we can notice that BDE
achieved better results (success rate) in all instances, except for PB2 and PB5.
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Table 2. Results obtained by all algorithms for each instance

Benchmark GA aGA
Avg±Std Eval Success P Avg±Std Eval Success P

PB1 3085.26±10.78 34995.18 82.00% 3086.98±8.17 45491.35 86.00%
PB2 3131.08±40.44 89051.75 17.00% 3142.10±32.96 91786.79 15.00%
PB4 95071.01±551.51 9251.30 97.00% 94956.92±769.63 21115.21 91.00%
PB5 2138.15±3.71 29852.48 95.00% x 2136.62±5.90 33728.52 86.00%
PB6 769.57±10.49 51759.22 68.00% 770.64±10.04 46877.06 72.00%
PB7 1026.34±6.92 92079.76 17.00% 1024.34±7.98 92400.93 12.00%
PET7 16428.88±47.93 100100.00 0.00% 16451.34±50.91 98634.27 6.00%
SENTO1 7640.90±50.75 100100.00 0.00% 7678.39±80.06 95481.81 14.00%
SENTO2 8620.05±37.74 100100.00 0.00% 8649.13±50.80 99942.68 1.00%
WEING8 566282.95±12678.93 100100.00 0.00% 583830.05±20597.21 100100.00 0.00%
WEISHI30 10824.70±92.10 100100.00 0.00% 10962.33±189.93 99851.97 3.00%
Average 73408.15 34.18% 75037.32 35.09%

Benchmark BDE aBDE
Avg±Std Eval Sucess P Avg±Std Eval Sucess P

PB1 3089.07±4.96 14104.50 96.00% 3089.54±3.52 13074.74 98.00% x
PB2 3144.55±28.43 91164.94 14.00% 3165.17±24.20 78323.80 40.00% x
PB4 95168.00±0.00 4672.21 100.00% x 95168.00±0.00 5584.56 100.00% x
PB5 2135.60±6.80 32052.98 80.00% 2136.79±5.72 26676.96 87.00% x
PB6 775.86±1.39 7200.84 99.00% 776.00±0.00 6865.16 100.00% x
PB7 1034.12±2.57 35502.17 77.00% 1034.47±1.89 33620.13 82.00% x
PET7 16524.58±19.07 65795.81 56.00% 16529.52±15.30 64335.20 71.00% x
SENTO1 7771.44±3.53 17091.08 97.00% x 7770.66±4.61 25110.83 91.00%
SENTO2 8720.37±3.49 50493.94 67.00% 8721.17±2.37 42285.83 78.00% x
WEING8 624062.37±770.56 55705.08 86.00% 624241.30±457.11 34517.30 95.00% x
WEISHI30 11191.00±0.00 33645.37 100.00% x 11190.84±0.78 26192.99 96.00% x
Average 37038.99 79.27% 32417.04 85.27%

In fact, the average success rate of BDE is more than two times better than
the average success rate of GA. This relation is almost the same for the average
number of function evaluations. This can be explained by the diversification
power that BDE employs in its operators.

Comparing the results obtained by BDE and its adaptive version, aBDE, we
can notice that the results (success rate) were even better when using the adap-
tive parameter control strategy for almost all instances except for SENTO1 and
WEISHI30 and equal for PB4. Also, the average number of function evalua-
tions decreased when using the parameter control strategy. This improvement
can be explained by the adaptive choices for the values of parameters during the
optimization process.

Analyzing the effectiveness of the adaptive parameter control strategy, it is
possible to notice that aBDE and aGA obtained better success rates for the ma-
jority of the instances when compared to its non-adaptive versions. The improve-
ment is boosted in aBDE which has a differentiated diversification mechanism.

Using the dominance information (P ) from Table 2, it is possible to notice that
the Differential Evolution algorithm with adaptive parameter control, aBDE, is
present in the non-dominated set in 10 out of 11 instances. This indicates that
aBDE is robust concerning both criteria. The aBDE algorithm is dominated in
only one instance (SENTO1) by BDE algorithm.

In order to illustrate the behavior of the adaptive control strategy, Figures 1
and 2 show the adaptation of values for the mutation and perturbation rates,
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Fig. 2. Adaptive probabilities for perturbation rate

respectively. Also, a convergence plot is show in Figure 3. All three figures were
acquired during a successful run of aBDE algorithm using instance PET 7. For
other instances, the behavior observed was similar.

In the first generation of the algorithm, all possibilities for the values of pa-
rameters have the same probabilities to be chosen. Through generations, these
probabilities can change according to their success of creating better solutions,
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Fig. 3. Convergence graph for instance PET7

as explained in Section 3.1. From Figures 1 and 2 it is possible to notice that,
in earlier generations, the probabilities of the values for each parameter change
most often than in latter generations. This is explained by the diversity loss that
occurs during the optimization process, as can be seen in the convergence plot
(Figure 3). The adaptive method is able to better explore the values of parame-
ters in the beginning of the optimization process, favoring the best values until
its end.

6 Conclusion

In this work, a Binary Differential Evolution algorithm with adaptive parame-
ters was applied to the well-known 0-1 MKP. The Adaptive Binary Differential
Evolution (aBDE) algorithm aims to control two parameters: perturbation (PR)
and mutation (MUT ) rates. To achieve that, a set of discrete values is intro-
duced for each of parameter and it is updated based on a criteria of success.
If a selected value for a parameter yielded at least one individual in generation
t+1 better than the best fitted individual from generation t, then the parameter
value has a mark of success. Hence, if at the end of generation t+1 the parameter
value was successful, its probability is increased, otherwise, it remains the same.

Results obtained using 11 instances of the problem strongly suggest that the
adaptive selection strategy has advantages when compared with fixed values.
This advantages can be seen in the results (average success rate and average
number of function evaluations) when comparing aBDE with the other algo-
rithms. This indicates that the proposed approach is an interesting and promis-
ing strategy for optimization of complex problems.
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As future work, we intend to apply the adaptive method in other metaheuris-
tics. Also, it is planed to investigate the performance of the aBDE in other
real-world problems.
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Abstract. When designing neural networks (NNs) one has to consider the ease 
to determine the best architecture under the selected paradigm. One possible 
choice is the so-called multi-layer perceptron network (MLP). MLPs have been 
theoretically proven to be universal approximators. However, a central issue is 
that the architecture of the MLPs, in general, is not known and has to be 
determined heuristically. In the past, several such approaches have been taken 
but none has been shown to be applicable in general, while others depend on 
complex parameter selection and fine-tuning. In this paper we present a method 
which allows us to determine the said architecture from basic theoretical 
considerations: namely, the information content of the sample and the number 
of variables. From these we derive a closed analytic formulation. We discuss 
the theory behind our formula and illustrate its application by solving a set of 
problems (both for classification and regression) from the University of 
California at Irvine (UCI) data base repository. 

Keywords: Neural Networks, Perceptrons, Information Theory, Genetic 
Algorithms. 

1 Introduction 

In the original formulation of a NN a neuron gave rise to a simple analogy 
corresponding to a perceptron, shown in Figure 1. In this perceptron

( )∑ =
= Om

j jxijwiy
0

ϕ ; where x0=1; wi0=bi. The weights (wij) employed here define the 

coupling strength of the respective connections and are established via a learning 
process, in the course of which they are modified according to given patterns and a 
learning rule. Originally, the process of learning was attempted by applying individual 
perceptrons but it was shown [1] that, as individual units, they may only classify 
linearly separable sets. It was later shown [2] that a feed-forward network of strongly 
interconnected perceptrons may arbitrarily approximate any continuous function.  

In view of this, training the neuron ensemble becomes a major issue regarding  
the practical implementation of NNs. Much of the success or failure of a particular  
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Fig. 1. A Perceptron 

sort of NN depends on the training algorithm. In the case of MLPs its popularity was 
boosted by the discovery of the back-propagation learning rule [3]. It is a simple and 
efficient iterative algorithm which, by requiring a differentiable activation function, 
radically speeds up and simplifies the training process. The theoretical formalization 
of these basic concepts may be traced back to the original proof [4] of the Universal 
Approximation Theorem (UAT) which may be stated as follows: 

“Let )(⋅ϕ  be a nonconstant, bounded, and monotonically-increasing continuous 

function. Let Imo denote the mO-dimensional unit hypercube [0,1]mO. The space of 
continuous  functions  on   Imo  is  denoted by  C(Imo). Then, given  any  function  and  
f∈ ( Imo) and ε > 0, there exist an integer M and sets of real constants αi, βi, wij, where  
i=1,2,…,mI and j=1,2,…,mO such that we may define:  
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as an approximate realization of the function f(.
), that is, 

ε<− |),...,1(),...,1(|
Omxxf

OmxxF                                  (2) 

for all x1,…,xmO in the input space.”  □ 

The UAT is directly applicable to multilayer perceptron networks [5] and states that a 
single hidden layer is sufficient for a multilayer perceptron to compute a uniform ε  
approximation to a given training set of pairs represented by a) The set of inputs 
x1,…,xmO  and b) A desired (target) output f(x1,…,xmO).  

To take practical advantage of the UAT, data must be mapped into the [0,1] 
interval. If the data set does not represent a continuous function, though, the UAT 
does not generally hold. This is the main reason to include a second hidden layer. This 
second layer has the purpose of mapping the original discontinuous data to a higher 
dimensional space where the discontinuities are no longer present [6].  

However, it is always possible to replace the original discontinuous data by a 
continuous approximation with the use of a natural spline (NS) [7]. By properly using 
a NS, the user may get rid of the necessity of a second hidden layer and the UAT 
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becomes truly universal. A discontinuous function interpolated with NS is shown in 
figure 2. On the left, an original set of 16 points; on the right 100 equi-distant 
interpolated points. Notice that all the original points are preserved and the unknown 
interval has been filled up with data which guarantees the minimum curvature for the 
ensemble. A similar effect is achieved by including a second hidden layer in a NN. 
What we are doing is relieving the network from this tacit interpolating task. 

 
  

 

Fig. 2. Use of a Natural Spline to avoid discontinuities 

Later studies led to alternative approaches where the architecture is rendered by the 
paradigm. Among them we find the Radial-Basis Function Networks (RBFN) [8] and 
the Support Vector Machines (SVM) [9]. Graphical representations of both paradigms 
are shown in Figure 3. Notice that MLPs may have several output neurons.  
 

 

Fig. 3. Basic architecture of a Neural Network 

RBFNs and SVMs are well understood and have been applied in a large number of 
cases. They, nonetheless, exhibit some practical limitations [10]. For example, as 
opposed to MLPs, RBFNs need unsupervised training of the centers; while SVMs are 
unable to directly find more than two classes. For this reason, among others, MLPs 
continue to be frequently used and reported in the literature. 

The architecture of a MLP is completely determined by a) mO (the input neurons), 
b) mI (the hidden neurons), c) φ(·) (the activation function) and d) the wij’s. With the 
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exception of mI, all the values of the architecture may be readily found. mI remains to 
be determined in every case and is not, in general, simple to assess. It determines 1) 
The complexity of the network and, more importantly, 2) Its learning capability. The 
proper and closed determination of mI is the central topic of this work. The rest of the 
paper is organized as follows. In part 2 we derive a closed formulation for the lower 
bound on the value of mI. In part 3 we present some experimental results. In part 4 we 
present our conclusions. 

2 Determination of a Lower Bound on mI 

There have been several previous approaches to determine the value of mI.  A 
dynamic node creation algorithm for MLPs is proposed by Ash in [11], which is 
different from some deterministic process. In this algorithm, a critical value is chosen 
arbitrarily first. The final structure is built up through the iteration in which a new 
node is created in the hidden layer when the training error is below a critical value. 
On the other hand, Hirose et al in [12] propose an approach which is similar to Ash 
[11] but removes nodes when small error values are reached. In [13], a model 
selection procedure for neural networks based on least squares estimation and 
statistical tests is developed. In [14] Yao suggests an evolutionary programming 
approach where the architecture of a MLP is evolved and the actual connections may 
be optimized along with the number of hidden neurons. The Bayesian Ying-Yang 
learning criteria [15, 16] put forward an approach for selecting the best number of 
hidden units. Their experimental studies show that the approach is able to determine 
its best number with minimized generalization error, and that it outperforms the cross 
validation approach in selecting the appropriate number for both clustering and 
function approximation. In [17] an algorithm is developed to optimize the number of 
hidden nodes by minimizing the mean-squared errors over noisy training data. In [18] 
Fahlmann  proposes a method dynamically increasing the number of neurons in the 
hidden layer while Reed [19] reduces the number of the connections between the 
neurons from a large a network and removes such connections which seem to have no 
significant effect on the network's functioning. In [20] Xu and Chen propose an 
approach for determining an optimal number of the hidden layer neurons for MLPs 
starting from previous work by Barron [21], who reports that, using MLPs for 
function approximation, the rooted mean squared (RMS) error between the well-
trained neural network and a target function f is bounded by 

( ) ( )NlogN
O

m
I

mO
I

mfCO )/(/2 +                                          (3) 

where N is the number of training pairs, and Cf is the first absolute moment of the 
Fourier-magnitude distribution of the target function f.  Barron then mathematically 
proves that, with mI ~ Cf (N/(mO log N))1/2 nodes, the order of the bound on the RMS 
error is optimized to be O(Cf ((mO /N) log N)1/2). We can then conclude that if the 
target function f is known then the best (leading to a minimum RMS error) value of mI  
is  

mI = Cf (N/(mO log N))1/2                                                      (4) 
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However, even though f were assumed unknown, from the UAT, we know it may be 
approached with ε  0.  In this case, Xu and Chen [20] use a complexity 
regularization approach to determine the constant C in   

mI = C (N/(mO log N))1/2                                                     (5) 
 

by trying an increasing sequence of C to obtain different values of mI, train a MLP for 
each mI and then observe the mI which generates the smallest RMS error (and note the 
value of the C). Notice that Cf depends on an unknown target function f, whereas C is 
a constant which does not. 

2.1 Statistical Estimation of mI’s Lower Value 

Instead of performing a costly series of case-by-case trial and error tests to target on 
the value of mI as in [20] our aim is to obtain an algebraic expression yielding mI’s 
lower bound from 
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where d1 and d2 are selected a priori and the Kij are to be adequately determined for a 
predefined range of values of mO and N. That is, we aim at having a simple algebraic 
expression which will allow us to establish the minimum architecture of a NN given 
the number of input variables and the number of training pairs. The values of mI 
depend on N, mO and C. Even though are several possible values of C for every pair 
(mO, N) an appropriate value of the lower bound value of C may be set by considering 
values for C in a plausible range and calculating the mean (μC) and standard deviation 
(σC) for every pair (mO, N). The upper value of the range of interest is given by the 
fact that the maximum of mI is N/mO;. the lower value of the range is, simply, 1. Thus, 
we may find a statistically significant lower value of C (denoted by Cmin) and the 
corresponding lower value of mI from Chebyshev’s theorem [22] which says that 

21/k1)CσkCμCCσkCP(μ −>+≤≤−                                  (7) 

and makes no assumption on the form of the pdf of C. If, however, we consider that 

C’s pdf is symmetric we have that P(C > μC- 5 σC) ≥ 0.9. A very reliable and general 
value of Cmin is, therefore, given by 

Cmin = μC- 5 σC                                                      (8) 

Now we propose to analyze all combinations of mO and N in a range of interest and 
obtain the best regressive polynomial from these combinations. We considered the 
range of mO between 2 and 82 (i.e. up to 82 input variables); likewise, we considered 
N between 100 and 25,000. That is we consider up to 25,000 effective objects in the 
training set. By effective we mean that they correspond to a sample devoid of 
unnecessarily redundant data, as will be discussed in the sequel. The number of 
combinations in this range is 81 x 25,000 (or 2,025,000 triples), which would have 
demanded us to find an algebraic expression for these many objects. To reduce the 
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data set to more manageable proportions we sampled the combinations of mO and N  
by increasing the values of mO in steps of 5, while increasing those of N in steps of 
100. The number of objects in the sample reduced to 4,250. The general procedure is 
as follows: 

(a) Select lower and upper experimental values of mO and N which we denote with 
mL, NL, mH and NH. These are set to 2, 100, 82 and 25,000, respectively. 

(b) Define step sizes Dm and DN  (these were set to 5 and 100, respectively) which 
determine the values between two consecutive (mO, N) pairs. That is, mO will take 
consecutive values mL, mL+Dm, , . . . , mH. Likewise, N will take consecutive values 
NL, NL+DN,…, NH.  

(c) Obtain the values for all combinations of mO and N in the range between (mL, 
NL) and (mH ,NH ), i.e. (mL,NL), (mL,NL+DN),…,(mH,NH). 

(d) For every pair (mO, N) calculate μC and σC.  Then obtain Cmin from equation (8). 
(e) For every pair (mO, N) obtain mI = Cmin (N/(mO log N))1/2. 
The maximum and minimum values for (mO, N, mI) are shown in Table 1.  

 
Table 1. Values of (mO,N,mI) in the range of interest 

 
 mO N mI 

Max 82 25,000 549 
Min 2 100 0 

 
(f) Store every triple (mO, N, mI) in a table T. 
Once steps (c) to (f) have been taken, we have spanned the combinations of all 

triples (mO, N, mI) in the interval of interest. 
(f) From T get a numerical approximation as per equation (6), which will be 

described in what follows. 
The triples (mO, N, mI) were mapped into the interval [0,1]. The corresponding 

scaled values are denoted with (mO*, N*, mI*). 
Therefore, 

mO*=(mO-mL)/(mH-mL)   m* = (mO -2)/80 
N* =(N-NL)/(NH-NL)   N* = (N – 100)/24900 
mI* = (mI-mmin)/(mmax-mmin)  mI*=mI  /549 

 
From the 4,250 scaled vectors we obtained the purported polynomial expression 
mI*=f(mO*,N*) with d1=d2=7, thus: 
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12|| =ϑ                                                                 (10) 

Where Kij denotes a coefficient and ijϑ  is an associated constant which can take only 

the values 0 or 1. Only 12 of the possible 64 combinations of (i, j) are allowed. This 
number was arrived at by trying several different values and calculating the associated 
RMS error, as shown in table 2.  
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Table 2. Best values of RMS for different number of terms 

 
 

The best RMS error corresponds to 18|| =ϑ ; however, the simpler approximation 

when 12|| =ϑ  is only marginally inferior (2%) and, for simplicity, we decided to 
remain with it. The final 12 coefficients are shown in table 3. 

Table 3. Coefficients for  

 
 
The subindices denote the powers of the associated variables. Therefore, we have that  
 

mI*=K01N*+K12mO*(N*)2+K13mO*(N*)3+K15mO*(N*)5+K22(mO*)2(N*)2+ 
               K24(mO*)2(N*)4+K32(mO*)3(N*)2+K35(mO*)3(N*)5+K42(mO*)4(N*)2+ 

     K45(mO*)4(N*)5+K52(mO*)5(N*)2+K63(mO*)6(N*)3                                   (12) 
 

Finally,  

 mI = (mL – mH)/mI*+mL           mI = 549m*I                               (13) 

 
According to these results Kij=0 except for the combinations of (i,j) shown in table 3. 
Two views of equation (12) are shown in Figure 4. 

How were the coefficients of (12) found? As follows: we define a priori the 
number ||ϑ  of desired monomials of the approximant and then select which of the p 
possible ones these will be. There are C(p, ||ϑ ) combinations of monomials and  
 

Fig. 4. Graphical representations of equation (13) 

12|| =ϑ
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even for modest values of p and  an exhaustive search is out of the question. This 
is an optimization problem which we tackled using the genetic algorithm (EGA) 
discussed in [23] [24]. 

2.1.1 Determination of the Coefficients of the Approximant 
Consider an approximant of the form 

∑
=

∑
=

=
nd

0ni
ni

nv...1i
1v

n...i1i
C

1d

01i
...)n,...v1f(v                              (14) 

There are p = (d1+1)x…x(dn+1) possible monomials. We associate to this polynomial 
a chromosome which is a binary string of size p. Every bit represents a monomial 
ordered as per the sequence of the consecutive powers of the variables. If the bit is ‘1’ 
it means that the corresponding monomial is retained while if it is a ‘0’ it is discarded. 
One has to ensure that the number of 1’s is equal to ||ϑ . Because of this, the 
population of the EGA consists of a set of binary strings of length p having only ||ϑ  
1’s. For example, if y=f(v1, v2, v3) and d1=1, d2=d3=2 the powers assigned to the 

18332 =××  positions of the genome are 000, 001, 002, 010, 011, 012, 020, 021, 
022, 100, 101, 102, 110, 111, 112, 120, 121, 122. Taking ||ϑ =6 the chromosome 
110000101010000001 would correspond to P(v1,v2,v3) = k000+ k001v3+ k020v2

2+ 
k022v2

2v3
2+ k101v1v3+ k122v1v2

2v3
2  For every genome the monomials (corresponding to 

the 1’s) are determined by EGA. Then the so-called Ascent Algorithm (“AA”; 
discussed at length in [25]) is applied to every individual’s polynomial’s form and 

yields the set of ||ϑ  coefficients which minimize εMAX i|)iyifmax(| ∀−= . For 

this set of coefficients the mean squared error εRMS is calculated. This is the fitness 
function of EGA. The EGA’s 25 individuals are selected, crossed over and mutated 
for 200 generations. In the end, we retain the individual whose coefficients minimize 
εRMS out of those which best minimize εMAX (from the AA).  From this procedure we 
derived the coefficients of table 3. 

2.2 Considerations on the Size of the Training Data 

We have successfully derived an algebraic formulation of the most probable lower 
bound of mI as a function of mO and N.  The issue we want to discuss here is how to 
determine the effective size of the training data N so as to find the best architecture. 

Intuitively, the patterns that are present in the data and which the MLP 
“remembers” once it has been trained are stored in the connections. In principle we 
would like to have enough connections for the MLP to have sufficient storage space 
for the discovered patterns; but not too much lest the network “memorize” the data 
and lose its generalization capability. It is for this obvious relation between the 
learning capability of the MLP and the size of the training data that equation (13) was 
formulated. A formalization of these concepts was developed by Vapnik and co-
workers [26] and forms the basis of what is now known as statistical learning theory. 

|| ϑ
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Here we wish to stress the fact that the formula of (13) tacitly (but now we make it 
explicit) assumes that the data is rich in information. By this we mean that it has been 
expressed in the most possible compact form. 

Interestingly, none of the references we surveyed ([11], [12], [13], [14], [15, 16], 
[17], [18], [19], [20], [21]) makes an explicit consideration of the role that the 
information in the data plays when determining mI. In the SVM paradigm, for 
example, this issue is considered when determining the number of support vectors and 
the so-called regularization parameter which reflects a tradeoff between the 
performance of the trained SVM and its allowed level of misclassification [10]. We 
know that the number of weights (connections) | w | in the MLP directly depends on 
the number of hidden neurons, thus 

1I2mImOm|w| ++=                                          (15) 

But it is easy to see that even large amounts of data may be poor in information. 
The true amount of information in a data set is exactly expressible by the Kolmogorov 
Complexity (KC) which corresponds to the most compact representation of the set 
under scrutiny. Unfortunately, the KC is known to be incomputable [27]. Given this 
we have chosen the PPM (Prediction by Partial Matching) algorithm [28] as our 
compression standard because it is considered to be the state of the art in lossless data 
compression; i.e. the best practical approximation to KC. Therefore, we will assume 
that the training data has been properly expressed by first finding its most compact 
form. Once having done so, we are able to estimate the effective value of N. 
Otherwise, (13) may yield unnecessarily high values for mI . 

To illustrate this fact consider the file F1 comprised of 5,000 equal records 
consisting of the next three values: “3.14159 <tab> 2.71828 <tab> 1.61803” separated 
by the ASCII codes for <cr><lf>. That is, mO=3; N=5,000. This yields 125,000 bytes 
in 5,000 objects. A naïve approach would lead us to solve equation (13) yielding mI = 
97. However, when compressed with the PPM2 (PPM algorithm of order 2) the same 
data may be expressed with 49 bytes, for a compression ratio of 2,551:1. That is, 
every bit in the original file conveys less than 1/2,551 (i.e. ≈.00039) bits of 
information. Thus the true value of N is, roughly, 2; for which mI=1. On the other 
hand, a file F2 consisting of 5,000 lines of randomly generated bytes (the same 
number of bytes as the preceding example), when compressed with the same PPM2 
algorithm yields a compressed file of 123,038 bytes; a 1:1.02 ratio. Hence, from (13),  
mI = 97.  Therefore, for (13) to be applied it is important to, first, estimate the 
effective (in the sense that it is rich in information) size of N. 

3 Experiments 

Now we want to ascertain that the values obtained from (13) do indeed correspond to 
the lowest number of needed neurons in the hidden layer of a MLP. To exemplify this 
we analyze three data sets. Two of them are from UCI’s repository. The third regards 
the determination of a MLP approximating the data of Figure 3. For every one we 
determine the value of mI and show that it is the one resulting in the most efficient 
architecture.  



 

 

Problem 1 [29] is a regress
learning curves using mI=2
smaller mI the RMS error is
larger. 

 mI = 2; RMS error: 0.068

Fig. 5. Le

Problem 2 [30] is a classifi
using mI=1 and mI=2 are s
problem into a regression o
every class. In this case the
0.5 and 1. Therefore, a ma
to guarantee that all classes
(13) is 2. If we use a sma
0.2289. The case where M
Figure 7, where horizontal
poorly identified when mI

classes and 100% classifica

Problem 3 has to do with 
which equation (12) was 
architecture of the best MLP
a 4:1 ratio between raw and
for which mI = 20. Training
absolute error of 0.02943 a
larger corresponding errors
0.03527 and 0.002488. In
number of HNs for this prob

 
 

The Best Neural Network Architecture 

sion problem with mO=6, N=209. In Figure 5 we show 
2 and mI=3. The value of mI from eq. (13) is 3. If we us
s 4 times larger and the maximum absolute error is 6 tim

 
811; max.: .8740 mI = 3; RMS error: 0.0197; max.: .149

earning curve for problem 1 (mI=2 and mI=3) 

ication problem with mO=13, N=168. The learning cur
shown in Figure 6. It is trivial to transform a classificat
one by assigning like values of the dependent variable
e classes 1, 2 and 3 were identified by the scaled value
ximum absolute error (MAE) smaller than 0.25 is enou
s will be successfully identified. The value of  mI from 
aller mI the MAE is 0.6154. If we use mI=2 the MAE

MAE>0.25 (mI=1) and MAE<0.25 (mI=2) are illustrated
l lines correspond to the 3 classes. As shown, these w
=1. The case mI=2 leads to correct identification of 

ation accuracy. 

the approximation of the 4,250 triples (mO, N, mI) fr
derived (see Figure 4). We used it to determine 

P which approximates these data. PPM2 compression fi
d compressed data. Hence, the effective value of N is 1,0
g the MLP for 20 hidden neurons (HN) yields a maxim
and an RMS error of 0.002163; doing it for 19 HNs yie
s of 0.03975 and 0.002493. If we go on to 21 HNs we 
n other words, “20” corresponds to the lowest effect
blem. 

81 

the 
se a 
mes 

9 

 

rves  
tion 
e to 

es 0, 
ugh 
eq. 

E is 
d in 

were 
the 

rom 
the 

inds 
060, 

mum 
elds 
get 

tive 



82 A.F. Kuri-Morales 

 

 
 

 mI = 1; RMS error: 0.2783; max.: 0 .6154 mI = 2; RMS error: 0.0411; max.: 0 .2289 

Fig. 6. Learning curve for problem 2 (mI=1 and mI=2) 

 

Fig. 7. Effective classification in problem 2 (mI=1 and mI=2) 

4 Conclusions 

We discussed the problem of finding the adequate number of neurons (mI) in the 
hidden layer of a MLP network. We argued that MLPs offer advantages over 
alternative paradigms if data is continuous and scaled into [0, 1]. We have seen that 
approximate continuity of the training data is enough to render more than one hidden 
layer unnecessary and that such characteristic may be attained in practice by using 
natural splines to enrich the data. Hence, the conclusions derived from the UAT are 
directly applicable to any MLP network. Furthermore, we pointed out that the correct 
assessment of mI depends on the determination of the effective size of the training 
data (N). The actual algorithmic information of N is incomputable but it may be 
approximated by considering the data after PPM2 compaction. Thus, we have shown 
that it is possible to determine a lower practical bound on the number of neurons in 
the hidden layer (mI) of a MLP with only one such layer. We also showed how to 
obtain a closed and compact algebraic expression from the partial enumeration of the 
possible values of (mO, N and mI) based on the theoretical work of Barron [21]. To do 
this, we used a GA which selects the elements of an approximation polynomial. From 
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experimental runs we determined that no more than 12 terms are needed for an 
adequate RMS error ( 3.40%≈ ). The approximation polynomial directly delivers the 
smallest expected value of mI with 90% reliability in the range (2≤mO≤82) and 
(100≤N≤25,000). Finally, we offered a few experimental examples in which the 
correctness of the lower bound on mI is clearly exhibited. The purpose of the 
experiments was to offer a practical illustration of the conclusions drawn from 
theoretical considerations. Similar results will be obtained for any data set which 
complies with the stipulated pre-conditioning. We finish our conclusions by pointing 
out that the purported algebraic expression mI = f(mO, N) might have been replaced 
(as shown in experiment 3) by a properly trained MLP. The corresponding minimum 
MLP has 81 connections as opposed to only 12 coefficients of equation (12). An 
explicit algebraic expression is to be preferred if, as shown, it is accurate enough. As 
opposed to the “black box” nature of a MLP, it allows us to explore the relation 
between the input variables (mO and N) and the dependent variable mI. For instance, a 
combination of variables mO*, N* of degree 9 [(mO*)6(N*)3] is enough for our 
approximation. Therefore, by allowing a direct determination of mI the only practical 
inconvenience of the MLP paradigm has been superseded and the best architecture is 
reachable without the need to resort to heuristics. 
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Abstract. The dynamics of a two neuron artificial recurrent neural network de-
pends on six parameters: four synaptic weights and two external inputs. There 
are complicated relationships between these parameters and the behavior of the 
system. The full parameter space has not been studied yet and has been limited 
to detect behaviors for specific configurations, i.e., when some parameters are 
pre-set, either for two or three neurons. In this study we analyze the nature of 
the fixed point at the origin in a two-neuron discrete recurrent neural network 
by plotting the bifurcation manifolds in the full weights space which is a 4-
dimensinal one that gives a clear view of what the dynamics of the system can 
be around this fixed point, which is a very influent point in the global dynamics 
of the system. The possible bifurcations at the origin are Saddle, Period Doubl-
ing and Neimark-Sacker. We found, among other results, that the Neimark-
Sacker bifurcation is only possible when the synaptic connections between neu-
rons are one excitatory and one inhibitory.  

Keywords: Discrete-time recurrent neural network dynamics, Bifurcation dia-
grams, Weight Space Structure. 

1 Introduction 

There is not yet a theory that fully explains the behavior of recurrent neural networks. 
A general theory of neural networks dynamics would allow the classification of the 
different network configurations so that it would not be necessary to make a compre-
hensive dynamic behavior analysis for each of the networks [Beer, 2006]. The dy-
namic analysis of Recurrent Neural Networks (RNN) helps in this general theory 
construction because it allows determining the network behavior for each of the re-
gions in the parameter space (the connection weights and external inputs). Even small 
RNN may present all kinds of dynamic behaviors with a complexity that is accen-
tuated as the number of neurons grows [Haschke & Steil, 2005].  

Assuming that the same dynamical properties (and possibly more) will be present 
in more complex neural networks, we analyzed the dynamic behavior of a discrete-
time RNN with two neurons. The two-neuron RNN dynamics is quite complex, and to 
our best knowledge, its entire parameter space structure has not yet been determined. 
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Up to date, the analysis has been limited to detect behaviors for specific configura-
tions, in which some parameters are set (see section 2). 

The study of the stability and bifurcations in the space of the connection weights is an 
important approach for the understanding of the complex dynamical behavior of an 
RNN. “The knowledge of the bifurcation manifolds on the one hand deepens the under-
standing of RNNs and on the other hand allows to directly choose parameter sets which 
cause a specific dynamical behavior” [Haschke & Steil, 2005]. This is why in this study 
we analyze all the existing bifurcations for one fixed point (at the origin) in a discrete-
time RNN with two neurons for the full weights space. Knowing how the weights' varia-
tions affect the system, we can determine exactly how the neural network will behave 
(locally) when the weights vary slightly in any direction. This is valuable information for 
the configuration and training of RNN by means of evolutionary algorithms for instance. 
This can be linked to the study of the existence of multiple local optima in the search 
space of evolutionary algorithms when used to train an RNN.  

It is worth mentioning that while the system dynamics do depend on the nature of 
the fixed point at the origin studied here, it also depends on the existence of other 
fixed points somewhere else. The scope of this study does not include this analysis 
and is left for future research. 

The rest of this paper is organized as follows: Section 2 resumes related work 
showing how this work contributes to the existing literature. Section 3 provides the 
main bifurcation analysis. Section 4 has our conclusions. 

2 Background 

A considerable number of mathematical analyses have been done by examining vari-
ous aspects of RNN dynamics. He & Cao (2007), Haschke & Steil  (2005) and Haji-
hosseini et al. (2011) made a detailed reference to these investigations. In none of 
these works has yet been done an analysis in which the nature of the fixed points is 
displayed throughout the full connection weights space. 

Beer (2006) made a study of the local and global bifurcation manifolds in Conti-
nuous-Time Recurrent Neural Networks (CTRNN). This study was conducted in a 
three-neuron CTRNN completely interconnected using a symmetric weights matrix in 
order to analyze the input space bifurcations. This analysis found that the effective di-
mension of the system dynamics depends on the number of neurons that are saturated, 
and that these saturation states almost completely dominate the input space. When the 
number of neurons increases, the probability of finding circuits of saturated neurons is 
much greater than the probability of finding circuits where all neurons are dynamically 
active. It is also intuitive from there that the bifurcation manifolds shift and bend as the 
weight matrix becomes less regular. This study was carried out in the inputs domain, 
with a fixed symmetric weights matrix and with a slightly modified one. CTRNN are 
commonly used in neuroscience for the modeling of biological neurons. Neurons com-
monly used in artificial intelligence work in discrete time. In this paper we study a dis-
crete-time RNN in the weights space and fixing external inputs to zero. 
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Haschke & Steil (2005) derived analytical expressions for bifurcation manifolds in 
a Discrete-Time Recurrent Neural Network (DTRNN) using three neurons fully con-
nected in the inputs space. They obtained analytical expressions of the varieties in 
which bifurcations occur at fixed points in codimension-1. These varieties divide the 
input space into intricate regions and, each region has a different dynamic behaviour. 
The complex partitioning that was obtained makes its practical interpretation difficult. 
By practical we mean to translate this knowledge into an intuitive guide for the crea-
tion of learning algorithms for artificial RNNs. However this gave information that 
lets them choose the input values so that they can control the frequency and amplitude 
of the universal oscillator set by these three neurons. As in [Beer, 2006], the analysis 
was made on the input space and not on the interconnection weights space. 

Passeman (2002) studied chaotic neuromodules which consist of two or three neu-
rons with feedback, in discrete time. He analysed some sections of the parameter 
space in order to display areas where chaotic behaviour is present. In these sections 
some parameters were fixed with constant values, for example, the self connection 
weight of one neuron is set to zero. The full weight space was not covered. 

Hajihosseini et al. (2011) proposed a two-neuron RNN in continuous time and 
showed that for a given weights configuration, there are codimension-2 bifurcations 
which make the network able to learn a wider range of periodic signals. They left for 
future work the study of the different qualitative system behaviours in the regions of 
the full parameter space. 

Haschke & Steil (2005) proposed to investigate how the bifurcation curves of the 
input space are related to the weight matrix. In this direction, Cervantes et al. (2013) 
analysed the behaviour of a single neuron according to its feedback weight and its 
external input. They derived an analytic function of the values of the external input 
range for which the system exhibits hysteresis or oscillations, depending on the feed-
back weight. The next step would be the analysis of a two-neuron RNN, for wich this 
function would have 4 weights and 2 inputs, i.e., a space of dimension 6 which is 
impossible to plot. If the inputs are set to zero, the bifurcation manifolds in the 
weights space for each fixed point have dimension 4, so some strategy is needed to 
visualize and understand the structure of bifurcations in each fixed point. In this paper 
we provide part of this analysis by studying the full weight space bifurcation mani-
folds for the fixed point that exists in the origin whenever the inputs are zero. The 
influence of the inputs is left for further study. 

3 Weight Space Bifurcations for the Fixed Point at the Origin  

We did the dynamic analysis of a discrete-time RNN with two neurons configured in 
the following way (see Fig. 1): the output x1 of neuron 1 is connected to itself with a 
weight a, and also to neuron 2 with a weight c. The output x2 of neuron 2 is connected 
to itself with a weight d, and also to neuron 1 with a weight b, u1 and u2 are the exter-
nal inputs of each neuron respectively. So, for two neurons, the evolution equation is 
then given by: 
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2.- For Period Doubling: detሺܬ଴ ൅ 1ሻ ൌ 0, at least one eigenvalue is -1. And the  
equation for the bifurcation manifold is:  1 ൅ ܽ ൅ ݀ ൅ ܽ݀ െ ܾܿ ൌ 0                                            (4) 

3.- For Neimark-Sacker: detሺܬ଴ሻ െ 1 ൌ 0 the product of the eigenvalues is 1. And the 
equation for the bifurcation manifold is:  ܽ݀ െ ܾܿ െ 1 ൌ 0                                                  (5) 

3.2 Bifurcations at the Origin  

As it is shown in equations (3), (4) and (5) the bifurcation manifolds at the origin 
depend on a, d and the products ad and bc. Since the weights b and c do not act inde-
pendently, we can plot the bifurcation manifolds in three dimensions (a, d, bc). Fig. 2, 
shows the Saddle bifurcation in red, the Period Doubling in blue and the Neimark-
Sacker bifurcation in green. All of them have the form of a hyperbolic paraboloid 
with different coordinates of its vertex. The first one has its vertex at (1, 1, 0), the 
second one at (-1, -1, 0) and the third one at (0, 0, -1). All of them have the same 
scale, i.e., if they are transported towards the same vertex they coincide in all their 
points.  

 
Fig. 2. Bifurcation manifolds for the fixed point (x*, y*) = (0,0) in the space (a,d,bc): Saddle 
(red), Period Doubling (blue) and Neimark-Sacker (green). The plane bc=0 is in transparent 
dark grey. 

In order to start analyzing these bifurcations we begin with the simplest case, 
where b = c = 0. This is the case in which both neurons work independently. In this 
case, the system behavior is simply the superposition of the individual behaviors of 
each neuron. 
 



90 J. Cervantes-Ojeda and M. del Carmen Gómez-Fuentes 

 

Fig. 3. Section of the Saddle and Period Doubling bifurcation curves of the fixed point (x*, y*) 
= (0,0) at bc = 0 and the corresponding phase space behavior of the system for each of the 
different regions showing two particular trajectories 

Fig. 3 (center) shows a plane cut of Fig. 2 where bc = 0, i.e., when at least one of 
the two neurons has no dependency on the other one. The Neimark-Sacker bifurcation 
manifold is not displayed here for clarity. The horizontal axis a, represents the feed-
back weight form neuron 1 to itself, and the vertical axis d, is the feedback weight 
from neuron 2 to itself. Fig. 3 also shows examples of phase diagrams for each region 
in the central graph (except region α), each with the following parts: two trajectories 
(green/grey and red/black) one starting at the top left and the other at the bottom left; 
two null-change lines one for neuron x1 (red) and one for neuron x2 (blue); and the 
field of state differences of period 2 (grey arrows). In this case, the Jacobian of the 
evolution function at the origin is a diagonal matrix whose eigenvalues λ1 and λ2 
match the values of a and d respectively.  
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In the central region (α), the fixed point at the origin presents stability since both 
eigenvalues of J0 are between -1 and 1. This means that the origin is attractive in both 
directions of the eigenvectors of J0. In region β, one of the eigenvalues of J0 is less 
than -1, and the other is between -1 and 1, so the origin is attractive in one direction 
and (period-2) repulsive in the other. In region γ both eigenvalues are less than -1 so 
the origin is (period-2) repulsive in both directions. Fig 2 shows that in γ both neurons 
remain oscillating, either in phase (red / black) or out of phase (green / grey) while in 
β only one of the neurons remains oscillating. 

In region δ, one of the eigenvalues is greater than 1 while the other is between -1 
and 1 which means the fixed point at the origin is (period-1) repulsive in one direction 
and attractive in the other, i.e., an unstable fixed point. In this case one of the neurons 
converges to zero and the other exhibits hysteresis with respect to its external input, 
that is, it presents two (period-1) attractive fixed points when the external input is 
close to zero and one of these points disappears for sufficiently positive input and the 
other one disappears for sufficiently negative input. In region ε both eigenvalues are 
greater than 1, so both neurons present hysteresis and there are four stable fixed points 
of period 1 (for null inputs) in the phase space while the origin is repulsive in both 
directions of the eigenvectors of J0. Finally in region ζ, one eigenvalue is greater than 
1 while the other is below -1. In ζ there is a combination of hysteresis in one neuron 
and oscillation in the other. The information above is summarized in Table 1.  

Table 1. Behavior around the origin when bc = 0  

Region a b Behavior 
Α -1 < a < 1 -1 < b < 1 Stability 

Β 
-1 < a < 1 b < -1 

Oscillations 
a < -1 -1 < b < 1 

Γ a < -1 b < -1 Double Oscillations 

Δ 
-1 < a < 1 1 < b 

Hysteresis  
1 < a -1 < b < 1 

Ε 1 < a 1 <  b Double Hysteresis 

Ζ 
1 < a b < -1 

Hysteresis and Oscillations 
a < -1 1 < b 

 
Now we turn our attention to the next case where only one of the neurons is con-

nected with the other one with a synaptic weight different from zero. For example, if 
b = 0 and c ≠ 0, then x1 is independent of x2 and neuron 2 receives as external input 
the output of neuron 1 with weight c. This external input may be constant or oscillato-
ry depending on the configuration of the independent neuron taking into account its 
current external input, and it can be of any magnitude depending on the weight c. If 
this input is constant and large enough (see Cervantes et al (2013)) the dependent 
neuron can enter in a regime in which there is only one stable fixed point even when 
the neuron’s self-feedback weight is set to oscillations or hysteresis. If the input is 
oscillatory the dependent neuron will also oscillate even when it is not configured to 
oscillate. In any case, this kind of configurations can be seen as a chain of single neu-
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rons receiving an external input, so the system's behaviour is similar to the case where 
neurons are independent. The complexity of the system starts when both neurons are 
interconnected which we analyze next. 

3.3 Bifurcations When bc is Not Zero 

The product bc can be seen as a measure of the weight for the period-2 feedback that 
a neuron receives via its influence on the other neuron combined with the influence 
from the other neuron. So the sign of this feedback weight determines the nature of 
the influence it has on both neurons either excitatory or inhibitory. Now we will see 
what happens when the product bc is close to zero meaning that its influence is mi-
nimal, first when it is positive and then negative. 

 
                                           a)                                                                 b) 

Fig. 4. Bifurcations in the space (a,d) with a) bc = 0 and b) bc = 0.1 

Fig. 4a) shows the same graph section of Figure 2 (center) at bc = 0 (but including 
the Neimark-Sacker bifurcation manifold in green) just as a reference to be compared 
with  Fig. 4b) that shows how these curves change when bc > 0 but close to zero 
(bc=0.1). The existing regions in the case bc = 0 are still there but now their bounda-
ries have moved a little. As one can see, the α region (see Fig. 2 for reference) is now 
smaller. Now, if a and d are smaller than, but close, to 1, it is possible to reach region 
δ, where hysteresis is present. Similarly, if a and d are greater than but close to -1 it is 
possible to reach region β, where oscillations are present. This makes the stability of 
the fixed point at the origin be less probable than when bc= 0. It can also be seen that 
although a and d are greater than 1, if they are close to 1, one may still be in region δ. 
This means that, in order to reach region ε, it is necessary for a and d to take greater 
values than when bc = 0. Something similar happens when a and d are close but lower 
than -1 with β and γ regions respectively.  

If the value of bc becomes even greater, the distance between the vertices of the 
hyperbolas seen in Figure 4b) is even greater. When bc is greater than 1, the α region 
disappears completely, which implies that the origin is always unstable. 
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Fig. 5a) shows bifurcations in the space (a,d) when bc is negative and close to zero 
(bc = -0.1). In this case there are the same regions that for the case bc = 0 plus a new 
region enclosed by two gray diagonal lines. In this region the eigenvalues of the Jaco-
bian of f  at the origin are complex conjugates and therefore the state of the system 
follows a rotational path around the fixed point at the origin. In turn, this region is cut 
by the green curves, which show the Neimark-Sacker bifurcation, dividing it in three 
parts. In the part that includes the origin (a, d) = (0,0), the rotational path is a spiral 
towards the fixed point which is an attractor. in the other two parts the rotational path 
gets away from the fixed point which is a repulsor. 

 

    a)     b) 

Fig. 5. Bifurcations in the (a,d) space a) with bc = -0.1 and b) with bc = -1.1 

In Figure 5b) we have the case where bc = -1.1. The difference with the previous 
case is that the lines defining the region of the complex conjugate eigenvalues are 
further apart from each other and that  the green curves are in quadrants II and IV. In 
this case the origin (a, d) = (0,0) is in the region where the fixed point is a repulsor. 
The region where the fixed point is attractor is separated here into two regions (deli-
mited by the red, blue and green curves) in quadrants II and IV. As the value of bc 
becomes more negative, this stability regions of the fixed point at origin are further 
apart from the origin and are smaller but never disappear.  

4 Conclusions 

It is clear from the results presented in this work that the behaviour of two discrete 
time neurons is affected whenever they are interconnected. The higher the weight of 
these interconnections is the higher the influence they have. The origin is a fixed point 
whenever the external input of the neurons is null. This fixed point can be rotationally 
attractive or repulsive for specific conditions of the neuron's interconnection weights. 
Precisely, these conditions are that one of the connection weights between the neurons 
is positive (excitatory) and the other negative (inhibitory). The nature of this fixed 

 

 

 

 

 

 

 



94 J. Cervantes-Ojeda and M. del Carmen Gómez-Fuentes 

point determines the local behaviour of the system around it but it is also very influent 
on the global behaviour of the system. In the next phase of this analysis, we will work 
on the analysis of entire phase space to find the existing bifurcations for all fixed 
points of a DTRNN with two neurons and thus be able to characterize the global be-
haviour of the system in the full weight space. This study should show how a varia-
tion in the connection weights in a particular direction affects the system dynamics, 
which would be very useful for the design of learning algorithms. 
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Abstract. This article presents the theorems and lemmas of stability, based on 
Lyapunov stability theory, for Modular Recurrent Trainable Neural Networks 
that have been widely used by the authors for the identification and control of 
mechanical systems. 
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bility of Recurrent Neural Networks, Mechanical Systems. 

1 Introduction 

In the last decade, the Computational Intelligence tools (CI), including Artificial 
Neural Networks (ANN), became universal means for many applications. Because of 
their approximation and learning capabilities, [1], the ANNs have been widely em-
ployed for dynamic process modeling, identification, prediction and control [2]. 
Among several possible neural network architectures the ones most widely used are 
the Feedforward NN (FFNN) and the Recurrent NN (RNN).The main NN property 
namely the ability to approximate complex non-linear relationships without prior 
knowledge of the model structure makes them a very attractive alternative to the clas-
sical modeling and control techniques. This property has been proved for both types 
of NNs by the universal approximation theorem, [1]. 

The authors have proposed a novel recurrent neural network topology, called Mod-
ular Recurrent Trainable Neural Network (MRTNN), consisting of a modular network 
which has two modules: The first module identifies the exponential part of the un-
known plant and the second one identifies the oscillatory part of the plant. The correct 
operation of this topology has been successfully tested in the identification and con-
trol (direct [3] and indirect [4]), of several oscillatory plants. 

Nevertheless the application of the MRTNN were successful, there is no formal 
proof of stability of this MRTNN topology. This paper introduces the theorems and 
lemmas of MRTNN’s stability, and performs an identification of an oscillatory plant 
to show the effectiveness of this topology and its BP learning. 
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2 Recurrent Trainable Neural Networks 

The Recurrent Trainable Neural Network (RTNN) topology, depicted on Fig. 1, is a 
hybrid one. It has one recurrent hidden layer and one feedforward output layer. This 
topology is inspired from the Jordan canonical form of the state-space representation 
of linear dynamic systems adding activation functions to the state and the output va-
riables, [5]. 

 

Fig. 1. Block-diagram of RTNN 

The RTNN topology and its Backpropagation (BP) learning algorithm are de-
scribed in vector-matrix form as: 

X(k+1) = A(k)X(k) + B(k)U(k);  Z(k) = G[X(k)]              (1) 

V(k) = C(k)Z(k);   Y(k) = F[V(k)]                        (2) 

A(k)=ێێۏ
a1(k)ۍێ 0 … 0 0

ڭ0
0

ڰ
aj(k) ڰ ڭ0

0
0 0 … 0 an(k)ۑۑے

ېۑ
;    |aj(k) |<1;   j=1,2,…N;      (3) 

W (k+1) = W (k) +ηΔW (k) + αΔW (k-1)                (4) 

E(k) = T(k)-Y(k);E1(k) = F’[Y(k)]E(k)                 (5) 

ΔC(k) = E1(k)ZT(k)                         (6) 

E3(k) = G’[Z(k)]E2(k);  E2(k) = CT(k)E1(k)              (7) 

ΔB(k) = E3(k) UT(k)                        (8) 

ΔA(k) = E3(k)XT(k)                        (9) 

ΔA(k) = diag(E3(k)XT(k))                     (10) 
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where X, Y, U  are  state, output, and input vectors with dimensions N, L, M, re-
spectively; Z is N-dimensional output of the hidden layer; V is L-dimensional post-
synaptic activity of the output layer; T is L-dimensional target vector, considered as a 
reference for identification; A is (NxN) state weight matrix; B and C are (NXM) and 
(LXN) input and output weight matrices; F[.], G[.] are vector-valued activation func-
tions; F’[.], G’[.] are the derivatives of these functions. The matrix W is a general 
weight, denoting each weight matrix (C, A, B) to be updated; ΔW (ΔC, ΔA, ΔB), is the 
weight correction of W; η and α are learning rate parameters; for the update ΔA, there 
exists two possible cases, one in which A is complete matrix, given by (9), and the 
other in which A is diagonal matrix (10). 

3 Modular Recurrent Trainable Neural Networks 

The RTNN topology is completely parallel with respect to its states and completely 
interconnected with respect to its inputs and outputs. This feature reflects on its state 
feedback weight matrix which was defined as block- diagonal, having some peculiari-
ty in the case of exponential and oscillatory reaction of the RTNN output, which per-
mits to separate both parts. 

The modular RTNN topology is depicted in Fig. 2. The first module represents the 
real (exponential) part of the RTNN through a diagonal state weight matrix A1. The 
second module represents the complex (oscillatory) part of the RTNN through a com-
plete state weight matrix A2. 

 

Fig. 2. Block-diagram of the MRTNN 

The equations of the MRTNN and its BP learning algorithm include the equations 
(1) - (10) plus the following equations: 

X(k) = [X1(k) X2(k)]T ; Z(k) = [Z1(k) Z2(k)]T; V(k) = [V1(k) V2(k)]T        (11) 

Y(k) = [Y1(k) Y2(k)]T ; B(k) = [B1(k) B2(k)] T; C(k) = [C1(k) C2(k)]       (12) 
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A(k)=൤A1(k) 0
0 A2(k)൨                      (13) 

A1(k)=቎a11(k) 0 0
0 ڰ 0
0 0 a1j(k)

቏;    |a1j(k) |<1;   j=1,2,…n-2;        (14) 

A2(k)=൤a21(k) a22(k)
a23(k) a24(k)

൨                      (15) 

E1(k) = [E11(k)  E12(k)]T;  E2(k) = [E21(k)  E22(k)]T            (16) 

E3(k) = [E31(k)  E32(k)]T                      (17) 

The diagonal blocks of the state matrix A corresponds to the exponential (A1) and the 
oscillatory (A2) modules of the RTNN. The state dimensions of both exponential and 
oscillatory RTNN modules are N-2 for A1 and 2 for A2.The vectors X, Y, Z, V, have 
two sub-vectors with appropriate dimensions, corresponding to the of the exponential 
and oscillatory RTNN modules. In the same way also the A, B, C, matrices are com-
posed of sub matrices associated with the oscillatory and exponential modules. The 
error vectors E, E1, E2, E3, have appropriate dimensions.  

4 Stability of MRTNN 

The MRTNN stability will be tested through a lemma which is consequence of the 
stability theorem of RTNN. So first the stability theorem of RTNN is presented  
below. 

4.1 Stability Theorem of RTNN 

Consider the RTNN, given by equations (1)-(10), for identification of a discrete non-
linear plant, as follows 

[ ]
[ ]

( 1) ( ), ( )

( ) ( )

x k f x k u k

y k h x k

+ =

=
                          (18) 

Where x(k), y(k) and u(k), are vector variables with dimensions N, L, M, respectively; 
f(.) and h(.) are nonlinear vector functions with suitable dimensions. This plant’s 
model provided the input–output data for identification. Now consider a Lyapunov 
function candidate as follows 

1( ) ( ) ( )EV k V k V k= +                            (19) 
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where 

21( ) ( )2EV k E k=                               (20) 

T T T
1 ( ) tr ( ) ( ) tr ( ) ( ) tr ( ) ( )V k A k A k B k B k C k C k⎡ ⎤ ⎡ ⎤⎡ ⎤= + +⎣ ⎦⎣ ⎦ ⎣ ⎦

� � � �� �         (21) 

Where E(k) is the instantaneous identification error between the plant’s output and the 
RTNN´s output. Also are considered the parametric identification errors of the weights of 
RTNN. 

*

*

*

ˆ( ) ( )

ˆ( ) ( )

ˆ( ) ( )

A k A k A

B k B k B

C k C k C

= −

= −

= −

�

�

�

                              (22) 

Where ( *A , *B , *C ) are the ideal weights of RTNN identifier; ( ˆ ( )A k , ˆ( )B k , ˆ ( )C k ) and 

are the weight estimation of RTNN at k instant. Then, deriving in discrete time the 
Lyapunov function candidate (19), is obtained  

( 1) ( 1) ( )V k V k V kΔ + = + −                        (23) 

1( 1) ( 1) ( 1)EV k V k V kΔ + = Δ + + Δ +                    (24) 

Where the condition for ΔVE(k+1)<0 is that: 

max2 2
max max

1 11 1
2 2η

ψ ψ

⎛ ⎞ ⎛ ⎞− +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠< <                       (25) 

and for ΔV1(k+1) it result: 

2 2

1 max max 1( 1) ( 1) ( ) ( 1)V k E k E k kη α βΔ + < − + − + +            (26) 

Where all the unmodelled dynamics, the approximation errors and the perturbations, 
are represented by the term 

1( 1)kβ + . For more details, the complete proof of this 

theorem is given in [6]. 

4.2 Stability Lemma of MRTNN 

Given the above theorem, the MRTNN can be seen as two RTNN, one associated to 
exponential behaviour (A1, B1, C1) and the other associated to oscillatory behavior(A2, 
B2, C2). In the same way as the RTNN, consider the Modular-RTNN for identification 
of the discrete nonlinear plant (18). Now consider a Lyapunov function candidate as 
follow: 

1 2( ) ( ) ( ) ( )EV k V k V k V k= + +                         (27) 
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Where 

21( ) ( )2EV k E k=                              (28) 

T T T
1 1 1 1 1 1 1( ) tr ( ) ( ) tr ( ) ( ) tr ( ) ( )V k A k A k B k B k C k C k⎡ ⎤ ⎡ ⎤⎡ ⎤= + +⎣ ⎦⎣ ⎦ ⎣ ⎦

� � � �� �        (29) 

T T T
2 2 2 2 2 2 2( ) tr ( ) ( ) tr ( ) ( ) tr ( ) ( )V k A k A k B k B k C k C k⎡ ⎤ ⎡ ⎤⎡ ⎤= + +⎣ ⎦⎣ ⎦ ⎣ ⎦

� � � �� �       (30) 

Where E(k) is the instantaneous identification error between the plant’s output and the 
M-RTNN´s output. Also are considered the parametric identification error of the 
weights of MRTNN. 

* *
1 1 1 2 2 2

* *
1 1 1 2 2 2

* *
1 1 1 2 2 2

ˆ ˆ( ) ( ) ( ) ( )

ˆ ˆ( ) ( ) ( ) ( )

ˆ ˆ( ) ( ) ( ) ( )

A k A k A A k A k A

B k B k B B k B k B

C k C k C C k C k C

= − = −

= − = −

= − = −

� �

� �

� �
                

(31) 

Where ( *
1A , *

1B , *
1C ) and ( *

2A , *
2B , *

2C ) are the ideal weights of M-RTNN identifier; 

(
1

ˆ ( )A k ,
1

ˆ ( )B k ,
1

ˆ ( )C k ) and (
2

ˆ ( )A k ,
2

ˆ ( )B k ,
2

ˆ ( )C k ) are the weight estimation of MRTNN 

at k instant. Then, deriving in discrete time, the Lyapunov function candidate is ob-
tained  

( 1) ( 1) ( )V k V k V kΔ + = + −                         (32) 

 
1 2( 1) ( 1) ( 1) ( 1)EV k V k V k V kΔ + = Δ + + Δ + + Δ +  (33) 

Where the condition for ΔVE(k+1)<0 is that: 

 
max2 2

max max

1 11 1
2 2η

ψ ψ

⎛ ⎞ ⎛ ⎞− +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠< <  (34) 

and for ΔV1(k+1),  ΔV2(k+1) result: 

 
2 2

1 max max 1

2 2

2 max max 2

( 1) ( 1) ( ) ( 1)

( 1) ( 1) ( ) ( 1)

V k E k E k k

V k E k E k k

η α β

η α β

Δ + < − + − + +

Δ + < − + − + +
 (35) 

Where 
1( 1)kβ +  and 

2 ( 1)kβ +  represent unmodelled dynamics, approximation 

errors and perturbations of A1, B1, C1 and A2, B2, C2 respectively, in the same way as 
the previous theorem. 
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5 Simulation Results 

In this section some identification results of an oscillatory plant with MRTNN are 
presented. The purpose here is to show the good performance of the MRTNN and its 
BP algorithm. So, first the input-output model of the plant for identification is pre-
sented below. 

5.1 Analytical Model of an Nonlinear Oscillatory Plant 

An oscillatory plant, known as Flexible Joint Mechanism-FJM [7], was used as nonli-
near plant for system identification. This plant is shown in Fig.3 with parameters giv-
en on Table 1. It consists of an actuator connected to a load through a torsional spring, 
which represents the joint flexibility. 

 

Fig. 3. Sketch of the flexible joint mechanism 

This mechanical system is modeled by the next equations: 

 
( )
( )

1 1 1 1 2

2 2 2 1 2 0

f

f

J q F k q q u

J q F k q q

+ + − =

+ − − =

��

��
 (36) 

 ( )/sign( ) sign( ) 1, 2i sq
fi c i v s iF f q f q f q e iη−= + + =�� � �  (37) 

Where q1 is the actuator rotor angle, q2 is the load angle; J1, J2  are the rotor and the 
load inertia; Ff1 y Ff2 are the load friction composed of coulomb friction and viscose 
friction static friction; and u is the input torque applied to the motor shaft. 

Table 1. Summary of constants in the plant model 

Parameter Units Value 
J2, J2 
fc 
fv 
fs 
ηs 
k 

Nms2/rad 
Nm 
Nms/rad 
Nm 
rad/s 
Nm/rad 

0.016 
0.006 
0.003 
0.002 
0.005 
5 
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5.2 System Identification Results 

The system identification was performed by a MRTNN. The topology of the MRTNN 
is (1, 2, 1) and (1, 2, 1) for the first and the second module, respectively. The activa-
tion functions are tanh(.) for both layers and both modules. The learning rate parame-
ters for the BP algorithm of learning are α=0, η=0.01. The input excitation signal was 
a train pulses as shown in Fig. 4. The angular velocity of load inertia, ݍሶଶ ൌ ߱ଶ from 
(36), was used as plant’s output. 

 

Fig. 4. Input excitation signal 

 

Fig. 5. Graphical results for the first moments of the plant identification. The solid line corres-
pond to plant's output and the dotted line corresponds to MTRNN's output. 
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Fig. 6. Graphical results for the complete identification. The solid line correspond to plant's 
output and the dotted line corresponds to MTRNN's output. 

The first moments of identification and the complete identification, during 20 s, are 
shown in Fig. 5 and Fig. 6, respectively. In these figures can be seen that the output of 
MRTNN follows the plant’s output. The final Means Square Error MSE after 20 sec. 
of identification using the MRTNN is 0.0037.  

6 Conclusion 

This article presents the theorem and lemma for stability of Modular Recurrent Train-
able Neural Networks. This is presented as an extension of the theorem of stability of 
RTNN. Also some simulation results for the identification of an oscillating mechani-
cal plant are presented. The obtained MSE of identification is 0.0037, which is very 
small, confirms the good BP learning of the MRTNN. The obtained good graphical 
results support the effectiveness of MRTNN architecture and the BP learning algo-
rithm for identification of nonlinear systems.  
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Abstract. In this paper, two intelligent direct torque control strategies are com-
pared with the classical direct torque control (C-DTC) scheme, namely neural 
network control (NNC) and neuro-fuzzy control (NFC) are introduced to re-
place the hysteresis comparators and lookup table of the C-DTC for pulse 
width-modulation-inverter-fed induction motor drive, to solve the problems of 
torque ripple and inconstant switch frequency of inverter in the conventional di-
rect torque control. These intelligent approaches are characterized by very fast 
torque and flux response, very-low-speed operation, the switching frequency of 
the inverter is constant and simple tuning capability. The proposed techniques 
are verified by simulation study of the whole drive system and results are com-
pared with conventional direct torque control method. 

Keywords: Neural network controller, neuro-fuzzy controller, direct torque 
control, induction motor. 

1 Introduction 

The C-DTC employs two hysteresis controllers to regulate stator flux and developed 
torque respectively, to obtain approximately decoupling of the flux and torque con-
trol. The key issue of design of the C-DTC is the strategy of how to select the proper 
stator voltage vector to force stator flux and developed torque into their prescribed 
band. The hysteresis controller is usually a two-value bang-bang controller, which 
results in taking the same action for the big torque error and small torque error. So it 
may produce big torque ripple [1], [2]. To improve the performance of the C-DTC it 
is natural to divide torque error into several intervals, on which different control ac-
tion is; taken. As the C-DTC control strategy is not based on a motor mathematical 
model, it is not easy to give an apparent boundary to the division of torque error [3], 
[4], [5]. The above explained C-DTC limitations involve plenty of nonlinear functions 
Therefore, Artificial Intelligence is suggested to overcome the C-DTC limitations.  

An artificial neural network (ANN) is essentially a way to learn the relationship 
between a set of input data and the corresponding output data [6]. That is, it can me-
morize data, generalize this information when given new input data, and adjust when 
the relationship changes. The training is normally done with input-output examples. 



106 M.R. Douiri et al. 

 

After training, ANNs have the capability of generalization [7]. That is, given pre-
viously unseen input data, they can interpolate from the previous training data [7], [8]. 
Inspired by the functioning of biological neurons, ANN became popular in the re-
search community when architectures were found to enable the learning of nonlinear 
functions and patterns [6], [9]. 

The concept of a NFC has emerged in recent years, as researchers have tried to com-
bine the advantages of both FLC and artificial neural networks (ANNs). The NFC utiliz-
es the transparent linguistic representation of a fuzzy system with the learning ability of 
ANNs [10], [13].  In [11], [12], a large number of membership functions and rules are 
used for designing the controller; these cause high computational burden for the conven-
tional NFC, which is the major limitation for practical industrial applications.  

This paper is organized as follows: The principle of C-DTC is presented in the 
second part, the NN-DTC is developed in the third section, section four presents a 
NF-DTC, and the fifth part is devoted to illustrate the simulation performance of this 
control strategy, a conclusion and reference list at the end. 

2 Classical Direct Torque Control (C-DTC) 

In a C-DTC motor drive, the machine torque and flux linkage are controlled directly 
without a current control. The vector expressions of the machine in the frame of refer-
ence linked to the stator were used: 
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The electromagnetic torque is proportional to the vectorial product between the stator 
and rotor flux vector: 
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where α is the angle between the stator and rotor flux linkage vectors. The derivative 
of (2) can be represented approximately as: 
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The machine voltage equation can be represented and approximated in a short in-
terval of Δt as: 

  implying  s
s s s s s s
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The magnitude of stator flux can be estimated by 

s s s s s s s s

0 0

( )d and ( )d .
t t

d d d q q qv R i t v R i tλ λ= − = −∫ ∫               (5) 

The torque can be calculated using the components of the estimated flux and meas-
ured currents: 

e p s s s s( ).d q q dT n i iλ λ= −                            (6) 

List of Symbols 

Rs , Rr     stator and rotor resistance [Ω] 
isd , isq      stator current dq axis [A] 
vsd , vsq     stator voltage dq axis [V] 
Ls , Lr      stator and rotor self inductance [H] 
Lm  mutual inductance [H] 
λsd,  λsq dq stator flux [Wb] 
λrd, λrq dq rotor flux [Wb] 
Te electromagnetic torque [N.m] 
ETe electromagnetic torque error [N.m] 
Eλs stator flux error [Wb] 
φs stator flux angle [rad] 
ωr rotor speed [rad/sec] 
J inertia moment [Kg.m2] 
np pole pairs 
σ leakage coefficient 

3 Neural Network Based Direct Torque Control 

This section presents the outline of neural networks to emulate the table of inverter 
switching states of DTC. The input signals of the table are the errors of electromagnetic 
torque, stator flux and the position vector of flux. The output signals are the inverter 
switching states na, nb and nc. As the switching table depends only on the electromagnetic 
torque error, stator flux angle and sector where the flux is located, and induction motor 
parameters, this neural network can be trained independently of the set. With the changes 
in the switching table reduces the training patterns and increases the execution speed of 
training process. This has been achieved by reducing the table to convert input analog 
signals to a digital bit for the flux error, two bits for the torque error and three bits for the 
flux position, which has a total of six inputs and three outputs, and only sixty-four train-
ing patterns. With these modifications, the network used to simulate has the advantage 
that it is independent of parameter variation of induction motor. This allows applying to 
any induction motor irrespective of its power. 
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From the flux space vectors λds and λqs we can calculate the flux angle φ and flux 
magnitude λୱ. The coding of the flux angle is given by ߦଵ, ߦଶ and ߦଷ according to 
following equations: 
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The network structure used, as shown in Fig. 1 has an input layer with five neurons, a 
first hidden layer with six neurons, a second hidden layer with five neurons and an 
output layer with three neurons. After training satisfactory, taking the weights and 
thresholds calculated and placed into the neural network prototype replacing the 
switching table. This network is incorporated as a part of the DTC. 
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Fig. 1. Neural-network implementation of DTC 
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4 Neuro-Fuzzy Direct Torque Control 

In this section, the Neuro-Fuzzy (NF) model is built using the multilayer fuzzy neural 
network shown in Fig.2. The controller has a total of five layers as proposed by Lin 
and Lee [13], with two inputs (stator flux error Eψs, electromagnetic torque error ETe) 
and a single output (voltage space vector) is considered here for convenience. Conse-
quently, there are two nodes in layer 1 and one node in layer 5. Nodes in layer 1 are 
input nodes that directly transmit input signals to the next layer. The layer 5 is the 
output layer. The nodes in layers 2 and 4 are “term nodes” and they act as member-
ship functions to express the input/output fuzzy linguistic variables. A bell-shaped 
function is adopted to represent a membership function, in which the mean value p 
and the variance χ are adjusted through the learning process. The two fuzzy sets of the 
first and the second input variables consist of k1 and k2 linguistic terms, respectively. 
The linguistic terms are numbered in descending order in the term nodes; hence, kl+k2 
nodes and n3 nodes are included in layers 2 and 4, respectively, to indicate the in-
put/output Linguistic variables. 

Layer 1. Each node in this layer performs a MF: 
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where xi is the input of node i, Ai is linguistic label associated with this node and (ai, 
bi, ci) is the parameter set of the bell-shaped MF. yi

1 specifies the degree to which the 
given input belongs to the linguistic label Ai, with maximum equal 1 and minimum 
equal to 0. As the values of these parameters change, the bell-shaped function varies 
accordingly, thus exhibiting various forms of membership functions. In fact, any con-
tinuous and piecewise differentiable functions, such as trapezoidal or triangular mem-
bership functions, are also qualified candidates for node functions in this layer. 

Layer 2. Every node in this layer represents the firing strength of the rule. Hence, 
the nodes perform the fuzzy AND operation: 

 ( )2 min ( ), ( ), ( )
s s e e si i A BT T C sy w E Eλ λ ϕμ μ μ ϕ= =  (12) 

Layer 3. The nodes of this layer calculate the normalized firing strength of each rule: 
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Layer 4. Output of each node in this layer is the weighted consequent part of the 
rule table: 

 ( )4
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where iw  is the output of layer 3, and {pi, qi, mi, ni} is the parameter set. Which 

determine the ith component of vector desired voltage. By multiplying weight yi by 
voltage continuous V side of the inverter according to (15): 

 *
iV y V=  (15) 

Layer 5. The single node in this layer computes the overall output as the summa-
tion of all incoming signals: 
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Which determine the vector reference voltage vs
* (see Fig. 4), from (17): 
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The angle ξ is obtained from the actual angle of stator flux φs and angle increment 
dφi given by this (18): 

 i s idξ ϕ ϕ= +  (18) 

yi (i = 1..9) are the output signals order i of the third layer respectively. 
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Fig. 2. Topology of the neuro-fuzzy model used 
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Fig. 3. Triangular membership function sets 

Table 1 represents the angle increment λi of reference voltage vector, where the 
torque and flux errors are represented by three subsystems: value, positive (P), zero 
(Z), negative (N) (Fig. 3). 

Table 1. Angle increment of the reference voltage vector 

 Eλs 
P Z N 

ETe P Z N P Z N P Z N 

Δλ π/3 0 
－π/3 π/2 π/2 

－π/2 2π/3 π 2π/3 

 

The model setting is listed in Table 2. 
 

Table 2. Parameters setting for ANFIS model 

ANFIS Setting Details 
Input variables Electromagnetic torque error, and  stator flux error 
Output response Space voltage vector 
Type of input MFs Generalized Bell MF 
Number of MFs 2,3, 4 and 5 
Type of output MFs Linear and constant 
Type inference Linear Sugeno 
Optimization Method Hybrid of the least-squares and the back propagation gradient 

descent method. 
Number of data 520 
Epochs 1000 

 
To compare and verify the proposed techniques in this paper, a digital simulation 

based on Matlab/Simulink program with a Neural Network Toolbox and ANFIS 
Toolbox is used to simulate the NN-DTC and NF-DTC, as shown in Fig. 5 and Fig. 6.  
The block diagram of a C-DTC/FL-DTC/NN-DTC controlled induction motor drive 
fed by a 2-level inverter is shown in Fig. 4.   
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Fig. 4. General configuration of C-DTC/NN-DTC/NF-DTC scheme 

The induction motor used for the simulation studies has the following parameters:  
Rated power = 7.5kW, Rated voltage = 220V, Rated frequency = 60Hz, Rr = 

0.17Ω, Rs = 0.15Ω, Lr = 0.035H, Ls = 0.035H, Lm = 0.0338H, J = 0.14kg.m2. 
Fig. 5 shows the starting transient performance response of electromagnetic torque 

for the four control strategies: C-DTC, NN-DTC and NF-DTC. The NF-DTC has the 
best transient response where the motor torque is approximately built up in less than 
0.0074 s. 

Figs. 6(a), 6(b) and 6(c) show the torque response of the C-DTC, NN-DTC and 
NF-DTC respectively with a torque reference of [20-10-15]Nm. While Figs. 6(a’), 
6(b’) and 6(c’) show the flux response of the C-DTC, NN-DTC and NF-DTC respec-
tively with a stator flux reference of 1Wb.  

 

Fig. 5. Starting transient performance of electromagnetic torque according different control 
strategies 
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                           (a)                                                (a') 

 
                        (b)                                                (b') 

 
                        (c)                                                  (c') 

Fig. 6. (a), (b) and (c) torque response of C-DTC, NN-DTC and NF-DTC respectively, (a’), 
(b’) and (c’) Stator flux trajectory response of C-DTC, NN-DTC and NF-DTC respectively 

Table 3. Comparative study of C-DTC, FL-DTC and NF-DTC 

Control strategies Torque ripple 
(%) 

Flux ripple 
(%) 

Rise time 
(sec) 

Setting time 
(sec) 

C-DTC 10.6 2.3 0.009 0.01 
NN-DTC 2.9 1.6 0.006 0.0082 
NF-DTC 2.4 1.3 0.004 0.0074 

 
The minimum ripple for both electromagnetic torque and stator flux is obtained us-

ing NF-DTC, where the torque ripple percentage is approximately 2.4%, and 1.3% for 
the flux ripple percentage, while the NN-DTC and C-DTC have a relatively large 
ripple, where the torque ripple percentage was approximately 2.9%, and 10.6% re-
spectively, and approximately 1.6% and 2.3% respectively for the flux ripple percen-
tage. Further, the NF-DTC has the best transient response for the torque, where the 
rise time is 0.004 s, and the setting time 0.0074 s, faster than NN-DTC and C-DTC, 
where the rise time is approximately 0.006 s and 0.009 s respectively, and approx-
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imately 0.0082 s and 0.1 s respectively for the setting time. Table 3 represents the 
results of this comparative study. It can be concluded that NF-DTC is more accurate 
than NN-DTC and C-DTC, and promises to be the future choice for application in 
industrial drives. 

5 Conclusions 

Two various intelligent torque control schemes worth knowing neural network direct 
torque control, and neuro-fuzzy direct torque control have been evaluated for induction 
motor control and which have been compared with the conventional direct torque control 
technique. A better precision in the torque and flux responses was achieved with the NF-
DTC method with greatly reduces the execution time of the controller; hence the steady-
state control error is almost eliminated. The application of neural network techniques 
simplifies hardware implementation of direct torque control and it is envisaged that NF-
DTC induction motor drives will gain wider acceptance in future. 
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Abstract. In this paper, a new adaptive network based fuzzy-inference system 
(ANFIS) architecture is proposed for rotor position and speed estimation over 
wide range of speed operation for indirect field orientation controlled induction 
motor drive. This intelligent approach controller incorporates Sugeno model 
based fuzzy logic laws with a five-layer artificial neural networks (ANNs) 
scheme.  Moreover, for the proposed neuro-fuzzy controller (NFC) an im-
proved self-tuning method is developed based on the induction motor theory 
and its high performance requirements. The principal task of the tuning method 
is to adjust the parameters of the fuzzy logic controller (FLC) in order to mi-
nimize the square of the error between actual and reference output. The conver-
gence/divergence of the weights is discussed and investigated by simulation.  

Keywords: Adaptive network based fuzzy-inference system, indirect field 
oriented control, induction motor, self-tuning, speed control. 

1 Introduction 

The continuous information of rotor position and speed is essentially required for 
vector control of induction motor to have optimal torque control. For this purpose, 
generally shaft mounted speed sensors are used, resulting into additional cost and 
complexity of the system. To avoid the additional sensor cost, complexity and the 
other associated problems, there has been significant interest in the sensorless control 
of IM [1], [2]. Moreover, the elimination of these sensors and their connecting leads 
increases the mechanical robustness and reliability of overall system. All these factors 
have made the sensorless control of IM more attractive. But the rotor speed and posi-
tion estimation typically requires the accurate knowledge of motor parameters, which 
may not be easily available or difficult to obtain, especially under varying operating 
conditions [3], [4].  This method works satisfactorily at higher speeds. However, the 
speed estimation becomes very difficult at lower speeds. Some state observer methods 
based on Extended Kalman Filter (EKF) [5], [6], Extended Luenberger Observer 
(ELO) [7], [8], and Sliding Mode Observer (SMO) [9] etc., have also been reported. 
Most of them suffer due to complex computation, sensitivity to parameter variation 
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and need of accurate initial conditions. However, the EKF has the advantage of esti-
mating the parameters and speed simultaneously by considering them as state, but at 
the increased cost of computational burden. The sliding mode observer is simple and 
offers a limited robustness against the parameter variation. However, sliding mode, 
being a discontinuous control with variable switching characteristics, has chattering 
problems, which may affect the control accuracy. Recently, some more advanced 
adaptive estimation techniques based on Artificial Neural Network (ANN) [10], [11], 
[12] and Fuzzy Logic Control (FLC) [13], [14] have also been reported. However, the 
estimation accuracy depends on number of neurons and number of fuzzy membership 
functions used for rule base. 

To overcome these problems, a novel ANFIS based rotor speed estimator of indi-
rect vector controlled induction motor has been proposed for wide range of speed 
operation. The ANFIS architecture has well known advantages of modeling a highly 
non-linear system, as it combines the capability of fuzzy reasoning in handling uncer-
tainties and capability of ANN in learning from processes. Thus, the ANFIS is used to 
develop an adaptive model of variable speed IM under highly uncertain operating 
conditions, which also automatically compensates any variation in parameters such as 
inductance, resistance etc. An error gradient based dynamic back-propagation [15], 
[16] method has been used for the online tuning of ANFIS architecture. 

Nomenclature 

d,q direct and quadrature components 
Rs , Rr      stator and rotor resistance [Ω] 
ids , iqs      stator current d-q axis [A] 
idr , iqr       rotor current d-q axis [A] 
Ls, Lr, Lm    stator, rotor and mutual inductance [H] 
λdr, λqr d-q rotor fluxes [Wb] 
Tem electromagnetic torque [N.m] 
ωr, ωe, ωsl rotor speed, synchronous and slip frequency [rad/s] 
τr rotor time constant [s] 
J inertia moment [Kg.m2] 
np motor pole number 

2 Induction Motor Model for Indirect Field Oriented Control 

Field oriented control provides a method of decoupling the two components of stator 
currents; one producing the air gap flux and the other producing the torque. Therefore, 
independent control of torque and flux, which is similar to a separately excited direct 
current motor, can be achieved. The magnitude and phase of the stator currents are 
controlled in such a way that flux and torque components of current remain decoupled 
during transient and steady-state conditions. Since the d-q frame has been defined as 
rotating with the same angular velocity as the vector quantities of the motor, any one 
of these vectors can be used as a reference with which the d-q frame is to be aligned 
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in order to further simplify the torque. In classical approach the d-q frame is aligned 
with rotor flux vector λr. This leads to: 

0.qrλ =                                     (1) 

Then the torque equation becomes: 

 
2 2

  where    .
3 3

p pm m
em qs dr T dr qs T

r r r r

n nL L
T i C i C

R R
λ λ

τ τ
= = =  (2) 

Hence, when  λqr = Constant there is a linear relationship between current iqs and 
torque. Indirect field oriented control avoids the requirement of flux estimation by 
computing the appropriate motor slip frequency ωsl to obtain the desired flux posi-
tion θe: 

 ( )   where  .m r
e r sl sl qs

r rcommand

L R
dt i

L
θ ω ω ω

λ
= + =∫  (3) 

The rotor flux magnitude is related to the direct axis stator current by a first-order 
differential equation; thus, it can be controlled by controlling the direct axis stator 
current: 

 .r m dsL iλ =  (4) 

Indirect vector control can be calculated as follow: 
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3 Self-adaptive ANFIS Speed Controller for Induction Motor 

3.1 Design of the ANFIS Speed Controller 

In this paper, the neuro-fuzzy (NF) model is built using the multilayer fuzzy neural 
network. The system has a total of five layers. A model with one input and a single 
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output is considered here for convenience. Accordingly, there are one node in layer 1 
and one node in layer 5. Node in layer 1 is input node that directly transmits input 
signals to the next layer. Nodes in layers 2 and 4 are “term nodes” and they act as 
membership functions to express the input/output fuzzy linguistic variables. The two 
fuzzy sets of the first and the second input variables consist of n1 and n2 linguistic 
terms, respectively. The linguistic terms, such as positive big (PB), positive medium 
(PM), positive small (PS), approximate zero (AZ), negative small (NS), negative me-
dium (NM), negative big (NB), are numbered in descending order in the term nodes, 
Hence, n1+n2 nodes and n3 nodes are included in layers 2 and 4, respectively, to indi-
cate the input/output Linguistic variables [17]. 

Each node of layer 3 is a “rule node” and represents a single fuzzy control rule. In 
total, there are n1×n2 nodes in layer 3 to form a fuzzy rule base for two linguistic input 
variables. The links of layers 3 and 4 define the preconditions and consequences of 
the rule nodes, respectively [17]. For each rule node, there are two fixed links from 
the input term nodes. Layer 4 links, are adjusted in response to varying control situa-
tions. By contrast, the links of layers 2 and 5 remain fixed between the input/output 
nodes and their corresponding tem nodes. The NF model can adjust the fuzzy rules 
and their membership functions by modifying layer 4 links and the parameters that 
represent the membership functions for each node in layers 2 and 4.  

An ANFIS based on Takagi-Sugeno-Kang (TSK) [18] method having 

1→6→3→3→1 architecture with one input (difference between reference speed *
rω

and actual speed ωr) and one outputs ( *
emT ) is used to develop the dynamic model of 

induction motor. The errors between the reference and actual speed *
r re ω ω= − are 

used to tune the precondition and consequent parameters.  
The node functions of each layer in ANFIS architecture are as described below: 
Layer 1: This layer is also known as fuzzification layer where each node is 

represented by square. Here, three membership functions are assigned to each input. 
The trapezoidal and triangular membership functions are used to reduce the computa-
tion burden, and their corresponding node equations are as given below [19]: 
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where the value of parameters (ai, bi) changes with the change in error and according-
ly generates the linguistic value of each membership function. Parameters in this layer 
are referred as premise parameters or precondition parameters. 

Layer 2: Every node in this layer is a circle labeled as П which multiplies the in-
coming signals and forwards it to next layer [19]. 

 1 2( ). ( )...,       1,2,3.
i ii A Ae e iμ μ μ= =  (12) 

But in our case there is only one input, so this layer can be ignored and the output of 
first layer will directly pass to the third layer. Here, the output of each node represents 
the firing strength of a rule. 

Layer 3: Every node in this layer is represented as circle. This layer calculates the 
normalized firing strength of each rule as given below [19]: 

 
1 2 3

     1, 2,3.i
i i

μμ
μ μ μ

= =
+ +

 (13) 

Layer 4: Every node in this layer is a square node with a node function [19]: 

 ( )0 1.      1, 2,3.i i
i i i iO f a a e iμ μ= = + =  (14) 

where the parameters ( )0 1,i ia a are tuned as the function of input (e). The parameters 

in this layer are also referred as consequent parameters. 
Layer 5: This layer is also called output layer which computes the output as given 

below [19]: 

 1 1 2 2 3 3. . . .Y f f fμ μ μ= + +  (15) 

The output from this layer is multiplied with the normalizing factor to obtain the ref-

erence electromagnetic torque ( *
emT ). 

4 Training of ANFIS Architecture 

To minimize the error, the ANFIS structure is tuned with gradient descent technique 
(usually a cost function given by the squared error) where the weights are iterated by 
propagating the error from output layer to input layer. The “back-propagation” [16] is 
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qualified for such a calculation. The on-line training algorithm is completed in two 
stages, known as precondition parameter tuning and consequent parameter tuning, 
where the objective function to be minimized is defined as: 

 ( )22 * .r re ω ω= −  (16) 

The fuzzy membership functions are required to update by the precondition parame-
ters as discussed in previous section for layer 1. The change in each precondition 
parameter must be proportional to the rate of change of the error function with respect 
to that particular precondition parameter to minimize the error function by gradient 
descent method, i.e.: 

 
2

    1,2,3.
i

i

A
A

e
a i

a
η ∂Δ = − =
∂

 (17) 

η is the constant of proportionality defined as the learning rate. Therefore, the new 
value of the consequent parameter is given as: 
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Now the partial derivative term in (19) can be found by the chain rule of differentia-
tion as follows: 
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J is Jacobean matrix, which can be taken as constant being single input single output 
ANFIS architecture and can be included in learning rate. On computing all the terms 

of (20) and putting in (21), we can find the updated value of parameter 
1Aa as fol-

lows: 
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Similarly 
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In the same manner, the precondition parameters for the remaining fuzzy membership 
functions can be derived as follows: 
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To tune the consequent parameters as discussed in layer 4, the following updated laws 
are developed: 
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ηc is the learning rate for consequent parameters. The derivative terms in (31) and (32) 
can be found by the chain rule as already discussed in case of precondition parameters 
as follows: 
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In the above (33) and (34), the first two terms are already known and the last two 
terms can be derived as: 
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On substituting the terms derived in (35) and (37) in to the (33) and (34), the updated 
value of consequent parameters can be derived as follows: 
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The effectiveness of the proposed simplified ANFIS based IM drive is investigated 
extensively at first in simulation. The initial values of precondition and consequent 
parameters used in the simulation model are a1=0, a3=0, b1=0.1, b2=0.007, b3=0.5, and 

1
0 0,a =  1

1 3,a =  2
0 0,a =  2

0 0,a =  3
0 0,a =  3

1 3.a = The values of tuning rate of 

precondition and consequent parameters are 2e-8 and 0.09 respectively. 
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The performance of the proposed ANFIS is compared to conventional tuned PI 
controller. The proportional gain kp is set as 0.9303, and the integral gain ki is set as 
0.04. The parameters of the IM utilized for simulations are listed as follows: 

Pn=3Kw, Vn=230V, Rs=2.89Ω, Rr=2.39Ω, Ls=0.225H, Lr=0.220H, Lm=0.214H, 
J=0.2Kg.m², np=2. 

Figure 1 shows the simulated rotor speed of the proposed ANFIS and conventional 
PI controller for IM drive, which are verified on loading and unloading. The drive is 
accelerated to 200rad/s and full load is applied at 0.2s; then, the load completely at 
0.4s. Later, after speed reversal, full load is applied at 0.8s, and, the load is fully re-
moved at 1s. It is shown from this figure that the performance for the proposed 
ANFIS controller is fast and smooth, the drive can follow the command speed without 
overshoot or undershoot and less settling time compared to PI controller. 

 

Fig. 1. Acceleration and reversal rotor speed for proposed ANFIS compared to PI controller 

 

Fig. 2. Speed starting transient performance for proposed ANFIS compared to PI controller 
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Fig. 3. Speed disturbance rejection property for proposed ANFIS compared to PI controller 

 

Fig. 4. Single-phase stator current ia for proposed ANFIS compared to PI controller 

 

Fig. 5. Electromagnetic torque for proposed ANFIS strategy compared to PI controller 
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Figure 2 shows the simulated starting rotor speed response of the proposed ANFIS 
and conventional PI controller for IM drive at full load. It is shown from this figure 
that the performance for the proposed ANFIS controller is fast and smooth, the drive 
can follow the command speed without overshoot or undershoot and less settling time 
compared to PI controller. 

The proposed ANFIS has the best transient response where the motor speed is ap-
proximately built up in less than 0.045s without overshoot. PI has a speed overshoot 
of 5% and motor speed builds in 0.6s. 

Figure 3 show the zoom rotor speed when loading and unloading is applied at 0.2s 
and 0.4s respectively. The rotor speed with the ANFIS strategy drops to 99.95rad/s at 
0.1ms and then is adjusted back to its demanded value in 0.2s, with a steady state 
error of 0.01%. This is due to the variation of the operating conditions from those 
used during the off-line tuning process. While the PI controllers show speed drops to 
96.36rad/s at 0.2s, and rises to 103.65rad/s at   0.4 s, but is corrected back after 0.1s, 
with a steady state error of 0.03%. Due to their adaptive features, the ANFIS control 
strategy show fast disturbance rejection. 

Figure 4 shows the corresponding stator currents of the drive, the starting stator 
current for PI controller is higher as compared to ANFIS, and the current responses 
for ANFIS are sinusoidal and balanced, and its distortion is small compared with that 
obtained by PI controller. 

Figure 5 shows the corresponding electromagnetic torque responses of the drive. 
Obviously, the PI controller needs more torque and hence more current to start the 
motor. The electromagnetic torque of ANFIS reaches steady-state in a very short 
amount of time (less than 0.03ms) compared to PI controller. 

5 Conclusions 

A novel ANFIS controller based indirect vector controlled induction motor drive has 
been presented in this paper, and compared to a conventional well-tuned PI controller. 
The comparisons results are the following: ANFIS performs better than PI controller 
during a load torque disturbance. Has better robustness against motor parameter varia-
tion as well as better steady state performance. ANFIS also has better steady-state 
performance compared to PI controller which is affected by the chattering in the 
steady state. ANFIS has a better disturbance rejection capability compared to PI con-
troller and a better transient response during starting. It does require on-line tuning of 
its parameters: scaling factors, membership functions and rules during drive operation 
to form an adaptive fuzzy logic controller to improve its steady-state performance. 
This will increase the scheme complexity and computational effort. Results obtained 
from ANFIS look promising. 
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Abstract. The voting algorithms model (AlVot) allows building super-
vised classification methods based in partial analogies. These algorithms
use a collection of features subsets as support to classify a new object,
which is called support set system. Each support set consists of selected
features that are intended to discriminate the class of each object in the
learning matrix. In this paper, a new model called AlVot By Class (AlVot
BC) is proposed. It is aimed to build a support set system by class, so
that each class-specific support set provides evidence of the membership
of an object to the class represented by that support set. The classi-
fication performance of the proposed algorithm is evaluated on seven
databases from the UCI Machine Learning Repository. The results show
a clear improvement over its analogous algorithm based on AlVot.

1 Introduction

In a supervised classification environment, AlVot [1] is a model to build classi-
fiers where a collection of support sets votes on the membership of a new object
in each class. Votes are then summarized and the object class is predicted. The
features of each support set are selected in a way that they are able to differen-
tiate objects of different classes in the learning matrix (LM). Thus, this support
set is expected to provide helpful evidence on the class to which a new object
belongs. However, this general criterion could select unnecessary features to dis-
tinguish objects from a specific class. For example, Fig. 1(a) shows a LM with
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six objects, each one of them belonging to a particular class. They are described
by 25 features (see Fig. 1(b)), which should be able to separate objects of dif-
ferent classes. But, to distinguish the object Φ from the rest, features x3 and x8

are sufficient (see Fig. 1(d)), as it is illustrated in Fig. 1(c).

Fig. 1. a) Learning matrix of characters. b) Features that describe the characters in
(a). c) Learning matrix of characters using features to discriminate the character Φ. d)
Features that describe the characters in (c).

The idea of working with class-specific features has been present since the
90’s decade. In [2,3] the use of class-specific features to estimate probability
density functions in a Bayesian classifier is proposed. The class-specific feature
selection can be strongly linked to a particular classifier. For example, in [4] the
authors presented a method for class-specific feature selection in a hyperspher
net. Nevertheless, in [5] a framework to use any traditional feature selector to
obtain class-specific features is proposed, disregarding the classifier used.

AlVot, as known so far, builds a support set system using a traditional feature
selection method. In this paper we propose a modification of AlVot considering
a class-specific feature selection scheme to generate support set systems. From
now on, the original method will also be referred to as the classic AlVot, while
the modified version proposed in this paper will be called AlVot By Class (AlVot
BC). AlVot BC is based on class-dependent collections of feature subsets used
as support set systems by class. Experiments show a clear improvement in the
classification performance yielded by AlVot BC over that produced by the classic
AlVot.

The rest of the paper is organized as follows. Section 2 summarizes the related
work, in particular the proposal presented in [5]. In Section 3, classic AlVot as
primary background is presented, Section 4 defines rigorously AlVot BC, while
Section 5 describes a proposed algorithm based on AlVot BC. Section 6 shows
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and discusses classification results. Finally, conclusions and promising directions
for future research are given in Section 7.

2 Related Work

A classification problem requires features able to encode low intra-class differ-
ence, but also high inter-class difference. In this regard, most known classifiers
assume that features can discriminate objects in any class. However, a feature
useful to a particular class could not be suitable enough for another class. It
thus makes sense to build models by classes using different sets of features for
different classes. For instance, a method to estimate class-conditional probabil-
ity density functions (pdf) based on class-specific sets of features is proposed in
[2,3].

Another related work is the one introduced in [4], where a classifier based on
a hypersphere net is built, each hypersphere being defined on a particular feature
subspace. The selected features in each hypersphere are those thatmaximize a sep-
arability index, which is calculated as the ratio of inter-class distances to intra-class
distances. The radius of each hypersphere is determined as the distance between its
center and the farthest training object of the same class that belongs to this hyper-
sphere. The classification of a new object involves its projection on all hypersphere
subspaces, and to check whether the object lies within any hypersphere. If so, the
object is assigned to the class associated to the “winning” hypersphere. Otherwise,
the nearest neighbor rule is used with respect to the hypersphere centers.

Class-specific feature sets were also obtained in [5], by a framework based
on applying any traditional feature selector separately on each one-against-all
binary problem. This framework consists of the following four stages:

Class binarization. A classification problem of m classes is divided into m one-
against-all binary problems [6]. Figure 2 illustrates this practice.

Fig. 2. Example of the one-against-all binarization strategy in a three-class problem
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Class Balancing. In case of unbalanced binary problems, where the isolated class
is the minority one, authors proposed to oversample it by repeating its objects
until the balance is achieved.

Class-specific Feature Selection. It consists in eliciting features for each binary
problem, by using any traditional feature selector. Then, features selected from
a particular binary problem determined by the class ci are attached to this class.

Classification. Once features of the class ci are selected, a class-dependent clas-
sifier ei performs on the LM corresponding to the original m-class problem, but
only considering those features associated to the i-th class. To predict a class
label for a given new object Onew , each classifier ei produces a classification hy-
pothesis. Authors propose a decision rule based on the following criteria, which
are listed in order of use:

1. If only one classifier ei supports its associated class ci, then ci is given as
the predicted class.

2. If two or more classifiers ei support their associated classes ci, then the class
most voted by the rest of classifiers, among those supported, is given as the
predicted class.

3. When no classifier ei supports its associated class, the class most voted by
all classifiers is given as the predicted class.

4. When there is no winning class according to the above criteria (a tie), the
majority class is given as the predicted class.

3 AlVot

This section presents the classic AlVot, which is the primary foundation of the
method proposed in this paper (AlVot By Class).

The classic AlVot can be defined in terms of the six stages explained be-
low. However, to ease the method definition, a number of notations should be
previously stated:

– A, algorithm based in classic AlVot.
– ΩA, support set system to A.
– n, number of features for objects in LM .
– R = {x1, x2, ..., xn}, feature set to describe objects in the LM .
– Ωk = {xp1 , xp2 , ..., xpsk

}, k-th support set, sk ≤ n, Ωk ⊆ R and Ωk ∈ ΩA.
– Xj , full description vector of the object Oj , according to R.
– Xk

j , partial description vector of the object Oj , according to Ωk.

– xj
p, value of the feature xp in the object Oj .

– m, number of classes in LM .
– C = {c1, ..., cm}, set of class labels.
– yj , class value of the object Oj , yj ∈ C.
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AlVot’s stages can be summarized as follows:

1. Support Set System. The first stage consists in building each support set
Ωk. It is expected that features in each support set can be able to discrimi-
nate to which class each object in LM belongs.

2. Partial Similarity Function. This function allows comparing object pairs
based on partial description vectors. An example could be:
– β(Xk

i , X
k
j ) = |{xt ∈ Ωk|xi

t = xj
t}|. This function computes the number

of features where the compared objects Oi and Oj agree.
3. Partial Evaluation Function for a Fixed Support Set at Object

Level. Each support set is used to compute similarities between the new
object Onew and the objects in LM . These values may be considered as the
primary votes. Each object in LM votes as many times as there are support
sets. Each vote is obtained considering only features in the current support
set. An example could be:
– Γk(X

k
i , X

k
new) = ρ(Ωk)β(X

k
i , X

k
new), where ρ(Ωk) weights the relevance

of the support set Ωk.
4. Partial Evaluation Function for a Fixed Support Set at Class Level.

This function summarizes the votes given to a new objectOnew by the objects
of some class, given a particular support set. An example could be:

– Γ j
k (Onew) =

1
nj

nj∑
t=1

Γk(X
k
t , X

k
new), where nj denotes the amount of ob-

jects in the class cj .
5. Total Evaluation Function for all Support Sets at Class Level. This

function summarizes the votes given to a new object Onew by the objects of
some class, considering all support sets. An example could be:
– Φj(Onew) =

1
|ΩA|

∑
Ωk∈ΩA

Γ j
k (Onew).

6. Decision Rule. This rule determines to which class Onew belongs. For
instance, Onew can be classified in the class ci if
– Φi(Onew) > Φj(Onew) ∀j = 1, ...,m, j 
= i.

Figure 3 depicts an example of classifying a new object Onew by a method
A based on AlVot in a context of a three-class problem. The example shows
four support sets, ΩA = {Ω1, Ω2, Ω3, Ω4}, while Γ j

k (Onew) denotes the average
similarity between Onew and all objects in the class cj , given the support set
Ωk. Finally, Φj(Onew) summarizes the votes given to Onew by the class cj over
the whole support set system.

4 AlVot By Class

This section introduces the main contribution of this paper, which consists in
an AlVot scheme based on class-specific support sets (AlVot By Class).

Unlike the classic AlVot, the new model considers a support set system where
each support set is intended to discriminate objects of a particular class. To
this end, we propose to turn the original m-class problem into m one-against-all
binary problems, and to build an independent support set system for each binary
problem. To better describe the new strategy, the notations introduced in the
previous section need to be suited as follows:
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Fig. 3. Example of classifying a new object Onew in a problem of 3 classes with an
algorithm A based in classic AlVot

– A, algorithm based in AlVot BC.
– ΩA

i , support set system corresponding to the i-th class.
– Ωi

k = {xp1 , xp2 , ..., xpsik
}, k-th support set linked to the i-th class, sik ≤ n,

Ωi
k ⊆ R and Ωi

k ∈ ΩA
i .

– X ik
j , partial description vector of the object Oj , according to Ωi

k.
– C′ = {c′1, ..., c′m}, complementary class labels obtained from the one-against-

all transformation, where c′i represents the union of all classes except ci.

The methodology of the classic AlVot also needs to be tailored to fit the require-
ments of AlVot BC. As a result, a procedure based on seven stages is shown
below:

1. Support Set Systems by Classes. An independent support set system
ΩA

i is built for each class ci. It is expected that each support set in ΩA
i be

able to discriminate objects of ci from objects of c′i.
2. Partial Similarity Function. No change with regard to the classic AlVot.
3. Partial Evaluation Function for a Fixed Support Set at Object

Level. No change with regard to the classic AlVot.
4. Partial Evaluation Function for a Fixed Support Set at Class Level

and at its Complement Level. Given a class cj , its complement c′j , and a

class-specific support set Ωj
k, this function summarizes the votes given to a

new object Onew by the objects in cj , as well as by the objects in c′j according
to Ωj

k. For example:

– Γ j
k (Onew) =

1
nj

nj∑
i=1

Γjk(X
jk
i , Xjk

new), where nj denotes the size of cj .
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– Γ ′j
k(Onew) =

1
n′
j

n′
j∑

i=1

Γjk(X
jk
i , Xjk

new), where n′
j denotes the size of c′j .

5. Total Evaluation Function for a Class-specific Support Set System
at Class and its Complement Level. Given a class cj , its complement c′j ,
and a support set system ΩA

j , this function summarizes the total votes given
to a new object Onew separately by the objects in cj and c′j , considering all

support sets in ΩA
j . For example:

– Φj(Onew) =
1

|ΩA
j |

∑
Ωj

k∈ΩA
j

Γ j
k (Onew).

– Φ′
j(Onew) =

1
|ΩA

j |
∑

Ωj
k∈ΩA

j

Γ ′j
k(Onew).

6. Total Evaluation Function for a Class-specific Support Set System
at Class Level. Given a class cj, its complement c′j , and a support set

system ΩA
j , this function combines the total votes given to a new object

Onew in terms of Φj(Onew) and Φ′
j(Onew), so that the belonging of Onew to

cj can be suitably measured. For example:
– λj(Onew) = Φj(Onew)− Φ′

j(Onew)
7. Decision Rule. No change with regard to the classic AlVot.

This process is illustrated in Fig. 4. Note that an independent support set sys-
tem ΩA

j is available for each class cj , and that the complement c′j is also added.

All things considered, Γ j
k (Onew) and Γ ′j

k(Onew) denote the partial similarities

over Ωj
k between Onew and objects in cj and c′j , respectively, while Φj(Onew)

and Φ′
j(Onew) summarize the total votes given to Onew by cj and c′j , respec-

tively, over the class-condicional ΩA
j . Finally, λj(Onew) estimates the overall

membership degree of Onew to the class cj .

5 Algorithm Based in AlVot BC with Typical Testors
as Support Sets Systems

In this section, an algorithm based on AlVot BC is presented, with the main
characteristic being the use of testors as support sets. The testor concept first
appeared in works on electrical circuits [7], but since the 60’s decade it was
related to classification problems and, specifically, to feature selection tasks [8].
The simplest way of defining a testor is as a subset of features that are able to
distinguish any pair of objects from different classes in a LM . A LM can have
one or more testors. A testor T for LM is called typical if there is no T ′ ⊂ T ,
such that T ′ is also a testor.

The algorithm described in this section uses class-specific typical testors as
support sets, which are drawn from the binary problems built from the one-
against-all decomposition of the original problem. The algorithm is based on the
seven steps defined for AlVot BC, as it is described next:
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Fig. 4. Example of classifying a new object Onew in a problem of 3 classes with an
algorithm A based in AlVot BC.

1. Support Set System by Classes

– ΩA
j contains the typical testors elicited from LMj.

2. Partial Similarity Function
– β(Xjk

i , Xjk
new) = 1−HEOM(Xjk

i , Xjk
new)

where:
– HEOM(Xjk

i , Xjk
new) =

√ ∑
xp∈Ωj

k

d(xi
p, x

new
p )2

– d(xi
p, x

new
p ) =

⎧⎪⎨
⎪⎩

1 if xi
p ∨ xnew

p is missing

overlap(xi
p, x

new
p ) if xp is nominal

rn diff(xi
p, x

new
p ) if xp is numerical

– overlap(xi
p, x

new
p ) =

{
0 if xi

p = xnew
p

1 in other case.

– rn diff(xi
p, x

new
p ) =

|xi
p−xnew

p |
range(xp)

– range(xp) = max(xp)−min(xp)
3. Partial Evaluation Function for a Fixed Support Set at Object

Level
– Γjk(X

jk
i , Xjk

new) = β(Xjk
i , Xjk

new)
4. Partial Evaluation Function for a Fixed Support Set at Class Level

and at its Complement Level

– Γ j
k (Onew) =

1
5

5∑
i=1

Γjk(X
jk
i , Xjk

new), where i runs over the indexes of the

5 objects in class cj most similar to Onew as regards Ωj
k.
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– Γ ′j
k(Onew) =

1
5

5∑
i=1

Γjk(X
jk
i , Xjk

new), where i runs over the indexes of the

5 objects in class c′j most similar to Onew as regards Ωj
k.

5. Total Evaluation Function for a Class-Specific Support Set System
at Class Level and at Its Complement Level
– Φj(Onew) =

1
|ΩA

j |
∑

Ωj
k∈ΩA

j

Γ j
k (Onew).

– Φ′
j(Onew) =

1
|ΩA

j |
∑

Ωj
k∈ΩA

j

Γ ′j
k(Onew).

6. Total Evaluation Function for a Class-Specific Support Set System
at Class Level
– λj(Onew) = Φj(Onew) + (1 − Φ′

j(Onew))
7. Decision Rule

– To assign Onew to ci if λi(Onew) > λj(Onew), ∀j = 1, . . . ,m, j 
= i.

The pseudocode of the algorithm is shown in the Fig. 5.

Algorithm 1. Pseudocode of the proposed algorithm based on AlVot BC

Ensure: Onew , MA
1: for all ci in MA do
2: Φi(Onew) = Φ′

i(Onew) = 0
3: MAi = getBinaryProblem(i)
4: ΩA

i = getTypicalTestors(MAi)
5: for all Ωi

j in ΩA
i do

6: for all Ok in MAi do
7: if yk = ci then
8: vote(i)(j)(k) = 1−HOEM(Onew,Ok)
9: else
10: vote′(i)(j)(k) = 1−HOEM(Onew,Ok)
11: end if
12: end for
13: Γ i

j (Onew) = getAverageOfBiggest5(vote(i)(j))

14: Γ ′i
j(Onew) = getAverageOfBiggest5(vote′(i)(j))

15: Φi(Onew) = Φi(Onew) + Γ i
j (Onew)

16: Φ′
i(Onew) = Φ′

i(Onew) + Γ ′i
j(Onew)

17: end for
18: Φi(Onew) = Φi(Onew)/|ΩA

i |
19: Φ′

i(Onew) = Φ′
i(Onew)/|ΩA

i |
20: λi(Onew) = Φi(Onew) + (1− Φ′

i(Onew))
21: end for
22: win = argmaxi λi(Onew), ∀ i = 1, . . . ,m
23: return cwin

Fig. 5. Classification algorithm based on AlVot BC that uses typical testors by class
as class-dependent support sets
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6 Results

In this section, we present experiments to compare the classification performance
and the number of features used by the proposed algorithm, with regard to those
from its base algorithm (classic AlVot) and also from other methods frequently
used in the literature.

Experiments involve several data sets from the well-known UCI Machine
Learning repository [9]. They are briefly described in the Tab. 1.

Table 1. UCI data sets used in the experiments

Number of Number of Number of Features Missing
Data set features classes objects type values
Zoo 16 7 101 Nominal No
Wine 13 3 178 Numerical No
Iris 4 3 150 Numerical No
Yeast 8 10 1484 Numerical No
Glass 9 6 214 Numerical No
Vehicle 18 4 846 Numerical No
Anneal 38 5 898 Mixed Yes

6.1 Classification Performance

Table 2 shows the average performances achieved by the proposed algorithm
and by the classic AlVot over all data sets, using a 5×10-fold cross-validation
process. The best result for each data set (row) is indicated by a ‘*’.

Table 2. Classification performances of the algorithms based on AlVot BC and classic
AlVot, by averaging independent results from a 5×10-fold CV

Data set Classic AlVot AlVot BC
Zoo 93.86 94.06*
Wine 97.30 97.86*
Iris 95.47 95.73*
Yeast 59.58* 59.07
Glass 69.09 70.36*
Vehicle 70.50 70.97*
Anneal 97.88 98.02*

To get insight into the generalization capabilities of the proposed algorithm, it
was also compared to three widely-used classifiers: k-Nearest Neighbors (k-NN,
with k = 3 and k = 5), C4.5 and Naive Bayes (NB), using their implementations
available in the WEKA library [10]. Table 3 shows the average performances
achieved by the proposed algorithm and by the three aforementioned classifiers
over all data sets, using the same performance estimation technique. The best
result for each data set (row) is indicated by a ‘*’.
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Table 3. Classification performances of the algorithm based on AlVot BC and three
well-known classifiers, by averaging independent results from a 5×10-fold CV

3-NN 5-NN C4.5 NB AlVot BC
Data sets (%) (%) (%) (%) (%)
Zoo 92.47 94.65 92.28 95.05* 94.06
Wine 96.07 96.07 92.81 97.19 97.86*
Iris 95.33 95.73* 94.67 95.60 95.73*
Yeast 55.43 56.97 56.23 57.91 59.07*
Glass 70.47* 66.73 68.50 48.13 70.36
Vehicle 70.21 70.31 72.91 44.85 70.97*
Anneal 97.30 97.37 98.71* 86.55 98.02

6.2 Number of Features

Figure 6 shows the mode of the number of features obtained for each classifier
in each data set, using a 10-fold cross-validation scheme. It is important to note
that classic AlVot has the same mode value in all the classes, because it has a
single support set system which is common to all classes.

Fig. 6. Mode of the number of features in the support sets for each class, obtained by
the algorithms based on the classic AlVot and AlVot BC
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7 Conclusions

Experimental results show that the algorithm based on AlVot By Class is able
to achieve high classification accuracies with a small number of features by class.
According to these two criteria, this method clearly overcomes the algorithm de-
termined by the classic AlVot and three well-known classifiers in most data sets.
Therefore, the proposed algorithm empirically proved to be competitive against
methods that can be considered as de facto standards to deal with classification
problems. This suggests that global features could be unsuitable for some classes,
thus they might introduce noise in the classification process.

It is worth noting that this paper proposes and assesses a particular algo-
rithm designed to fit AlVot BC, which can be considered a general voting model
based on class-conditional feature subsets. As suggested above, future work may
comprehend new ways of developing the seven stages of AlVot BC. For example,
the support set systems could be built by using different feature selectors, while
the similarity functions could admit feature weighting. In addition, it could also
be possible to learn how to weight the relevance of each support set within a
voting scheme. In summary, the main focus would be to learn how to get the
model as close as possible to reality.
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Abstract. To learn any problem, many classifiers have been introduced so far. 
Each of these classifiers has many strengths (positive aspects) and weaknesses 
(negative aspects) that make it suitable for some specific problems. But there is no 
powerful solution to indicate which classifier is the best classifier (or at least a good 
one) for a special problem. Fortunately the ensemble learning provides us with a 
powerful approach to prepare a near-to-optimum classifying system for any given 
problem. How to create a suitable ensemble of base classifiers is the most 
challenging problem in classifier ensemble. An ensemble vitally needs diversity. It 
means that if a pool of classifiers wants to be successful as an ensemble, they must 
be diverse enough to cover the errors of each other. So during creation of an 
ensemble, we need a mechanism to guarantee the ensemble classifiers are diversity. 
Sometimes this mechanism is to select/remove a subset of the produced base 
classifiers with the aim of maintaining the diversity among the ensemble. This 
paper proposes an innovative ensemble creation named the Classifier Selection 
Based on Clustering (CSBC). The CSBC guarantees the necessary diversity among 
ensemble classifiers, using the clustering of classifiers technique. It uses bagging as 
generator of the base classifiers. After producing a large number of the base 
classifiers, CSBC partitions them using a clustering algorithm. After that by 
selecting one classifier from each cluster, CSBC produces the final ensemble. The 
weighted majority vote method is taken as aggregator function of the ensemble. 
Here it is probed how the cluster number affects the performance of the CSBC 
method and how we can choose a good approximate value for cluster number in 
any dataset adaptively. We expand our studies on a large number of real datasets of 
UCI repository to reach a decisive conclusion.  

Keywords: Classifier Ensembles, Bagging, AdaBoosting. 

1 Introduction 

In general, it is an ever-true sentence that combining diverse classifiers usually results in 
a better classification [6]. The diversity is essentially important for an ensemble to be 
succeeded. The diversity among the base classifiers of an ensemble assures the 
undependability of those base classifiers; it means that the misclassifications of the 
classifiers don't occur simultaneously. It has been shown that the ensemble of a number 
of base classifiers can always reach a better performance (even can reach a perfect 
accuracy) as the number of classifiers becomes greater, provided that they are 
independent (diverse) [7], [14]. It has been shown that the ensemble philosophy is also 
successfully applicable to Bayesian Networks [15]. 
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The only challenge in the creation of a classifier ensemble is to provide a general 
approach to guarantee the diversity that is vital and necessary for an ensemble, can be 
achieved. It means that if a pool of classifiers wants to be successful as an ensemble, 
they should be diverse enough to cover the errors of each other. This is a challenging 
problem how to create a number of classifiers diverse enough to be suitable to 
participate in an ensemble. To reach a satisfactory diversity in an ensemble there are a 
very large variety of approaches. Kuncheva proposes an approach based on the 
metrics that represents the amount of similarities or differences of classifier outputs. 
He has proposed a series of methods for creation of an ensemble based on the 
mentioned metrics [18]. 

Clustering is the task of assigning a set of objects into groups (also called clusters) 
so that the objects in the same group are more similar (in some sense) to each other 
than to those in other groups. It has widely employed in data mining applications such 
as information retrieval, text categorization and text ranking [10-13]. 

Giacinto and Roli propose a clustering and selection method to present a method 
that produces a host of classifiers with a high degree of diversity [5]. They first 
produce a large number of artificial neural network classifiers [16-17] by different 
initializations of their parameters. After that they select a subset of them according to 
their distances in their output space. 

Parvin et al. inspired from the clustering and selection method propose a new 
clustering and selection method to deal with the drawbacks of the simple ensemble 
methods in generating diversity [9]. In spite of Giacinto and Roli's method they take 
into consideration how the base classifiers are created. In their work it is explored that 
usage of Bagging [2] and Boosting [4] as the sources of generators of diversity how 
can affect on Giacinto and Roli's method. They first train a large number of classifiers 
using Bagging and Boosting methods, after that they partition the classifiers using 
their outputs over the training set. Finally a random classifier from each cluster is 
selected and is inserted into the ensemble. The weighted majority voting mechanism 
is taken as the consensus function of the ensemble. 

Decision Tree (DT) is one of the most versatile classifiers in the machine learning 
field. DT is considered as one of the unstable classifiers that can produce different 
results in its successive trainings on the same condition. It uses a tree-like graph or 
model of decisions. The kind of representation is appropriate for experts to understand 
what classifier does [10]. Its intrinsic instability can be employed as a source of 
diversity in classifier ensemble. The ensemble of a number of DTs is a well-known 
algorithm called Random Forest (RF) which is one of the most powerful ensemble 
algorithms. The algorithm of Random Forest was first developed by Breiman [2]. In 
this paper, DT is totally used as one of the base classifiers. 

2 Related Work 

Generally, there are two important challenging approaches to combine a number of 
classifiers that use different training sets. They are Bagging and Boosting. Both of 
them are considered as two methods that are sources of diversity generation. Indeed 
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they are considered as the best ensemble methods and still the most challenging meta-
learners to any new classifier ensemble method. 

First assume that training set is denoted by TS. Also let's denote the ith dataitem in 
TS by oi. Let's m be the number of dataitems in TS. Fig. 1 generally depicts the 
training phase of CSBC by the modified Bagging method as the generator of the base 
classifiers in the ensemble. 

The term Bagging is first used by Breiman [2] abbreviating for Bootstrap 
AGGregatING. The idea of Bagging is simple and interesting: the ensemble is made 
of classifiers built on bootstrap copies of the training set. Using different training sets, 
the necessary diversity for ensemble is obtained. It is worthy to be mentioned that 
Bagging does not assure that the necessary diversity is met.  

Breiman [3] proposes a variant of Bagging that it is called Random Forest. 
Random Forest is a general class of ensemble building methods using a decision tree 
as the base classifier. To be labeled a “Random Forest”, an ensemble of decision trees 
should be built by generating independent identically distributed random vectors and 
should use each vector to grow a decision tree. Like Bagging, Random Forest also 
does not assure that the ensemble classifiers are sufficiently diverse. 

In this paper Random Forest algorithm that is one of the most well-known versions 
of Bagging classifier [7] is implemented and compared with the proposed method. It 
is worthy to be mentioned that Random Forest is first modified a little before usage. 

Boosting is inspired by an online learning algorithm called Hedge(β) [4]. This 
algorithm allocates weights to a set of strategies used to predict the outcome of a 
certain event. At this point we shall relate Hedge(β) to the classifier combination 
problem. Boosting is defined in [4] as related to the “general problem of producing a 
very accurate prediction rule by combining rough and moderately inaccurate rules of 
thumb.” The main boosting idea is to develop the classifier team D incrementally, 
adding one classifier at a time. The classifier that joins the ensemble at step k is 
trained on a dataset selectively sampled from the train dataset Z. The sampling 
distribution starts from uniform, and progresses towards increasing the likelihood of 
“difficult” data points. Thus the distribution is updated at each step, increasing the 
likelihood of the objects misclassified at step k-1. Here the correspondence with 
Hedge(β) is transposed. The classifiers in D are the trials or events, and the data 
points in Z are the strategies whose probability distribution we update at each step. 
The algorithm is called AdaBoost which comes from ADAptive BOOSTing. Another 
version of these algorithms is arc-x4 which performs as another version of recently 
ADAboost [7]. 

Giacinto and Roli propose a clustering and selection method [5]. They first 
produce a large number of MLP classifiers with different initializations. After that 
they partition them by a clustering method over their outputs. They select one 
classifier from each cluster of the classifiers. Finally they consider the selected 
classifiers as an ensemble. Majority voting is considered as their aggregator. 

Parvin et al. propose a framework for development of combinational classifiers. In 
their framework, a number of train data-bags are first bootstrapped from train dataset. 
Then a pool of weak base classifiers is created; each classifier is trained on one 
distinct data-bag. After that to get rid of similar base classifiers in the ensemble and 
select a diverse subset of classifiers, the classifiers are partitioned using a clustering 
algorithm. The partitioning is done considering the outputs of classifiers on training 
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dataset as new feature space. In each cluster, one random classifier is selected to 
participate in final ensemble. Then, to produce consensus vote, different votes (or 
outputs) are gathered out of ensemble. After that the weighted majority voting 
mechanism is applied as their aggregator. The weights are determined using the 
accuracies of the base classifiers on training dataset [9]. 

 

Fig. 1. Training phase of CSBC by modified Bagging method as generator of base classifiers 

3 Classifier Selection by Clustering 

The main idea behind the CSBS approach is to use the most diverse subset of the base 
classifiers obtained by Bagging or Boosting methods. Indeed a number of base 
classifiers are first generated by the two well-known ensemble creation mechanisms: 
Bagging or Boosting. After that the produced classifiers are partitioned according 
their outputs over training set. Then a random base classifier is selected from each 
cluster. Since each cluster is produced according to classifiers' outputs, it is highly 
likely that selecting one classifier from each cluster, and considering them as an 
ensemble can produce a diverse ensemble that outperforms the traditional Bagging 
and Boosting, i.e. usage of all base classifiers as an ensemble without selection phase. 
It is also more likely that selecting the nearest classifier to the head of each produced 
cluster produces an ensemble with a higher diversity than the ensemble of those 
classifiers any of that is randomly extracted out of each cluster. The algorithm for 
training phase of CSBC approach by the modified Bagging method as the generator of 
the base classifiers for the ensemble is depicted in Fig. 1 schematically. 

 

As it is obvious from Fig. 1, n subsets of TS are firstly bootstrapped with b percent 
of the training dataset. The ith dataset (subset) that is bootstrapped with b percent of 
the training dataset is named ith data bag; it is denoted by DBi. It is clear that the 
cardinality of DBi is m*b/100. Then a base classifier is trained on each of DBi. Let's 
denote the base classifier trained on DBi by Ci. After that the classifier Ci is tested 
over the whole of training dataset and its accuracy is calculated. The output of ith 
classifier over jth dataitem in TS will be a vector denoted by Oij. It means Oij

k stands 

Training 
Dataset 

train 

Data Bag 1

Data Bag 2

C1, P1, O1 

C2, P2, O2 

b% 
bootstrap 
selection 

Data Bag n-1 

Data Bag n

Cn-1, Pn-1, On-1 

Cn, Pn, On 

P1, O1 

P2, O2 

Pn-1, On-1 

Pn, On 

Ci stands for ith classifier 
Pi is the accuracy of ith classifier 
Oi is the output of ith classifier over train dataset 
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for the ith base classifier confidence in belonging dataitem oj to class k. The output of 
ith classifier over total training dataset is also denoted by Oi and its accuracy is 
denoted by Pi. The only difference between the approach of generation of the base 
classifiers in the proposed method (depicted by Fig. 1), and in the Bagging method 
comes from sampling ratio b. In the Bagging method, b is 100 during generation of all 
base classifiers, while in the proposed method b is a value in range [30-100] for 
generation of all them. 

Like Fig. 1, the training phase of CSBC approach when the modified Boosting 
method is used as the generator of the base classifiers in the ensemble, a subset 
containing b percent of the training dataset is first selected. Then the first base 
classifier is trained on this subset. After that the first base classifier is tested on the 
whole training dataset which results in producing the O1 and P1. Using O1, the next 
subset of b percent of the training dataset is obtained. The mechanism is continued in 
such a way that obtaining ith subset of b percent of the training dataset is produced 
considering the O1, O2, …, Oi-1. The only difference between the approach of 
generation of the base classifiers in the proposed method, and in the Boosting method 
again comes from sampling ratio b. In the Boosting method, b is 100 during 
generation of all base classifiers, while in the proposed method b is a value in range 
[30-100] for generation of all them. For more information about the mechanism of 
Boosting, the reader can be referred to [7].  

This framework is also generally illustrated in Fig. 3. In the CSBC framework a 
dataset of classifiers denoted by DC is firstly produced. The DC whose ith dataitem is 
denoted by Xi has f features. pth feature of ith dataitem in DC denoted by Xip is 
obtained by equation 1. 

k
ijip OX =

                                                         (1) 
where j and k are obtained by equation 2 and 3 respectively. 

⎡ ⎤cpj /=                                                         (2) 
where c is the number of classes. 

cjpk *−=                                                       (3) 
Features of the DC dataset are opinions of different base classifiers Ci over real 

data items of under-leaning dataset. So a new dataset having n dataitems, where any 
of them stands for a base classifier, and f features, where f=m*c, is available. 
Parameter n is a predefined value showing the number of classifiers produced by 
Bagging or Boosting. To better clarify the DC dataset consider Fig. 2.  
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Fig. 2. The Classifier Selection Based on Clustering framework 

In Fig. 2, we assume that there are two classes, i.e. m=2. After producing the 
mentioned DC dataset, it is partitioned by use of a clustering algorithm that results in 
producing some clusters of classifiers. We denote the number of clusters by r. Each of 
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the classifiers falling into a cluster has similar outputs on the train dataset; it means 
these classifiers have low diversities, so it is better to use one of them in the final 
ensemble rather than all of them. For escaping from outlier classifiers, the clusters 
which contain number of classifiers smaller than a predefined threshold are ignored. 

 
Input: 
    E: Ensemble of Classifiers 
    P: Accuracies of Classifiers 
    O: Outputs of Classifiers 
    th: Threshold of Selectin a Classifier 
Output: 
    SC: Ensemble of Classifiers 
    SP: Accuracies of Classifiers 
[n m] = size (O) 
C = K-means (O, r) 
Cluster_of_Classifiers (1 : r) = {} 
For i = 1 : n 
      CC (i) = CC (i)∪{C(i)} 
      Acc_C(i) = Acc_C (i)∪{P(i)} 
End 
j=0 
For i = 1 : r 
    SizeOfCluster = | CC (i) | 
    If (SizeOfCluster > th) 
        j=j+1 
        tmp = RandomSelect (1 : SizeOfCluster) 
        SC (j) = CC (tmp) 
        SP (j) = Acc_C (tmp) 
    End 
End 

Fig. 3. Pseudo-code of the Classifier Selection Based on Clustering framework 

Let us assume that E is the ensemble of n classifiers {C1, C2, C3 …Cn}. Also 
assume that there are c classes in the case. Next, assume applying the ensemble over 
data sample oj results in a Dj matrix like equation 4. 
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Now the ensemble decides the data sample oj to belong to class q according to 
equation 5. 

∑
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*maxarg                                            (5) 

where wj is the effect weight of classifier j which is obtained optimally [7] according 
to equation 6. 
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Fig. 4. The performance of CSBC by the modified boosting (UP) and the Gianito’s method 
(MIDDLE) the modified bagging (DOWN) ensemble over some datasets with n=151 and 
different r and MLP (LEFT) and DT (RIGHT) as base classifier 

where pj is accuracy of classifier j over total TS. Note that a tie breaks randomly in 
equation 5. For dataitem oj consider a vector Lj. Lj

q is one if dataitem oj belongs to 
class q otherwise it is zero. Now the accuracy of classifier Ck over TS is obtained 
using equation 7. 
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4 Experimental Study 

The accuracy is taken as the evaluation metric throughout all the paper. All the 
experiments are done using 4-fold cross validation. The results obtained by 4-fold 
cross validation are also repeated as many as 10 independent runs. It means that to 
reach the accuracy of any method on a dataset ,e.g. Iris, the accuracy of the method is 
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computed by 4-fold cross validation and it is denoted by acc1. Repeating the same 
scenario again we reach acc2. After repeating the scenario as many as 10 times, we 
reach acci where }10,...,2,1{∈i . The averaged accuracies acci over the 10 

independent runs are reported as the accuracy of the method over Iris dataset.  
The proposed method is examined over 13 different standard datasets and also one 

artificial one. It is tried for datasets to be diverse in their number of true classes, 
features and samples. A large variety in used datasets can more validate the obtained 
results and makes the conclusions more decisive. These real datasets are available at 
UCI repository [1]. The details of HalfRing dataset can be available in [8].  

The measure of decision for each employed decision tree is taken as Gini measure. 
The threshold of pruning is also set to 2. Also the classifiers' parameters are fixed in 
all of their usages. All MLPs which are used in the experiments have two hidden 
layers including 10 and 5 neurons respectively in the first and second hidden layers. 
All them are permitted to be trained in 100 epochs. In all experiments the default 
value for parameters n, b and threshold of accepting a cluster are set to 151, 30 and 2 
(i.e. only the clusters with one classifier is dropped down) respectively. All the 
experiments are done using 4-fold cross validation. Clustering is done by k-means 
clustering algorithm with different k parameters. 

 

 

 

Fig. 5. The performance of CSBC methods averaged over 14 used datasets with n=151 and 
different r and MLP (UP LEFT), DT (UP RIGHT) as base classifier. The performance of 
proposed CSBC methods averaged over 14 used datasets with n=151 and different r=33 and 
different b (DOWN). 

 
To see how the parameter r affects over the performance of classification over 

CSBC methods (by bagging, boosting and Gianito [18]) with two base classifiers 
(MLP, DT [2,10]), take a look at Fig. 4. 

These figures depict the accuracies of different methods by 4-fold cross validation 
on some benchmarks. As it can be inferred from these figures, increasing the cluster 
number parameter r is not always resulted in the improvement in the performance. 



148 M. Iman Jamnejad et al. 

 

Indeed an r=15 is a well choice for all of the datasets. It means that if the classifier 
number parameter, n, is 151 then r=15 is a good value for the cluster number 
parameter. In other words, using 10 percent of the base classifiers in the final 
ensemble can be considered as a good option. Indeed in this option, a classifier is 
selected from each cluster of classifiers that contains about 10 classifiers, so it gives 
the method the ability to select each classifier from a good coverage of classifiers. 

The performances of CSC by boosting over some dataset with n=151 and different 
r are depicted in Fig 5 while MLP and DT are used as base classifier. The same 
results are depicted in the same figure for CSC by Gianito's method respectively while 
the same classifiers are used as base classifier. Fig 5 also represents the performances 
of CSC by bagging method respectively while the same classifiers are used as base 
classifier. 

Table 1. Comparison between the results obtained by applying different ensemble methods 
considering DT and MLP as the base classifiers. * indicates the dataset is normalized. 4 fold 
cross validation` is taken for performance evaluation. ** indicates that the train and test sets are 
predefined and averaged over 10 independent runs is reported. Note that X-Y indicates X is 
accuracy of DT as the base classifiers and Y is accuracy of MLP as the base classifiers. 

 AdaBoost Arc-X4 Random 
Forest 

Classifier 
Selection By 

RF 

Classifier 
Selection By 

Arc-X4 

Cluster and 
Selection 

Breast Cancer* 96.19-96.49 95.74-97.06 96.32-96.91 96.47-96.91 95.05-96.47 93.68-96.19 

Balance Scale* 91.52-93.12 94.44-93.27 93.6-91.99 94.72-91.35 94.24-92.95 94.44-95.75 

Bupa* 66.96-68.41 70.64-70.06 72.09-71.22 72.97-72.09 66.28-68.02 64.53-71.98 

Glass* 70.09-66.36 65.04-66.04 70.28-66.98 70.28-67.45 62.26-66.04 60.85-67.05 

Galaxy* 71.83-85.14 70.59-87 73.07-85.62 72.45-85.62 70.28-84.52 70.94-87 

Half-Ring* 97.25-97.25 97.25-97.25 95.75-95.75 97.25-97.25 95.75-97.25 95.75-97.25 

SAHeart* 67.32-69.48 70-73.04 71.3-72.39 72.61-71.52 69.7-71.09 68.04-70.18 

Ionosphere* 91.17-89.17 90.31-90.03 92.31-88.51 91.45-90.31 89.74-87.64 87.64-88.51 

Iris* 94.67-94.67 96.62-96.62 95.27-96.62 96.62-97.97 95.95-97.33 94.59-93.33 

Monk problem1** 98.03-98.99 98.11-98.06 97.49-92.23 98.76-98.43 97.37-97.87 98.34-98.34 

Monk problem2** 91.65-87.48 97.01-87.35 86.64-85.68 97.62-87.41 86.73-87.23 97.14-87.21 

Monk problem3** 95.51-96.84 87.29-97.09 96.92-95.87 96.97-97.33 96.34-96.99 87.31-96.77 

Wine* 96.63-94.38 96.07-96.59 97.19-96.06 97.19-97.19 95.51-95.51 92.61-95.23 

Yeast* 54.78-59.5 53.17-60.85 53.98-61.19 53.98-61.19 52.09-60.85 54.51-60.56 

Average 84.54-85.52 84.45-86.45 85.16-85.5 86.38-86.57 83.38-85.7 82.88-86.1 

 
Fig. 5 depicts averaged accuracies over all 14 different datasets. Fig. 5 reports 

performances of the proposed framework by using MLP as base classifier. As it is 
illustrated in Fig. 5, the usage of bagging as generator of base classifiers for CSBC 
method is better than Boosting and Giacinto and Roli's ensemble methods. Also it is 
concluded that using r=33 instead of r=15 is a better choice for all of 14 datasets. In 
other words, using 22 percent of the base classifiers in the final ensemble can be a 
better option. Comparing figures of Fig. 5 one can find out that the usage of decision 
tree as base classifier increases the gap between the three approaches in generating an 
ensemble of the base classifiers. It is due to special feature of the decision tree. 
Because it is very sensitive to its training set, the usage of decision tree as the base 
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classifier is very consistent with the Bagging mechanism. Fig. 5 also shows the effect 
of sampling rate over the performance of two different proposed methods. The base 
classifier used to reach the results reported in the figure is decision tree. As it is 
obvious if a very low value is chosen for b, the performance is very weak. Also the 
higher values for b in the proposed method can't monotonically improve the 
performance. It even causes to decrease the performance for values after 40%. 

Table 1 shows the accuracies obtained by applying different ensemble methods 
considering DT as the base classifiers. Table 1 also shows the accuracies obtained by 
applying the same ensemble methods presented in Table 1 considering MLP as the 
base classifiers. The parameter r is set to 33 to reach the results of Table 1. 

While we choose only at most 22 percent of the base classifiers produced by 
modified Bagging, the accuracy of their ensemble outperforms their full ensemble, i.e. 
Bagging Method. Also it outperforms Boosting method and proposed method based 
on Boosting method. 

Because the classifiers selected in this manner (by Bagging along with clustering), 
have different outputs, i.e. they are as diverse as possible, they are more suitable than 
ensemble of all them. It is worthy to mention that the Boosting is inherently diverse 
enough to be an ensemble totally; and the reduction of ensemble size by clustering 
destructs their Boosting effect. Take it in the consideration that in Boosting ensemble, 
each member covers the drawbacks of the previous ones. 

Table 2. Effect of usage of the new methods based on that a classifier is selected from a cluster. 
RS stands for "random selection"; TMAS stands for "the most accurate selection"; TNTCCS 
stands for "the nearest-to-cluster-center selection". 

 CSBC By 
Bagging and 

RS 

CSBC By 
Bagging and 

TMAS 

CSBC By Bagging 
and TNTCCS 

Breast Cancer* 96.91 95.73 97.36 
Balance Scale* 91.35 91.51 91.98 

Bupa* 72.09 71.87 71.21 
Glass* 67.45 65.98 68.67 

Galaxy* 85.62 85.34 84.51 
Half-Ring* 97.25 97.72 97.18 
SAHeart* 71.52 71.49 72.13 

Ionosphere* 90.31 91.07 90.01 
Iris* 97.97 96.06 98.21 

  Monk problem1** 98.43 100.00 100.00 
  Monk problem2** 87.41 86.83 87.89 
  Monk problem3** 97.33 98.10 98.18 

Wine* 97.19 98.21 98.55 
Yeast* 61.19 60.91 61.62 

Average 86.57 86.49 86.96 

The method based on that a classifier is selected from a cluster in CSBC 
framework has been based on random selection so far. It means a random classifier is 
selected from each partition. Table 2 depicts the performance for three methods for 
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selecting a representative classifier from any partition. The three methods for 
selecting a representative classifier from any partition are RS, TMAS and TNTCCS. 
RS stands for "random selection". TMAS stands for "the most accurate selection". In 
TMAS the most accurate classifier in any cluster is selected as the representative 
classifier of the cluster; it means that in any cluster, the most accurate classifier is 
selected for the representative classifier of the cluster. The accuracy of the classifier is 
achieved by testing the classifier over all training dataset. TNTCCS stands for "the 
nearest-to-cluster-center selection". In TNTCCS the nearest classifier to cluster center 
in any cluster is selected as the representative classifier of the cluster. The measure of 
distance is the same measure used for partitioning algorithm. 

As it is completely understandable from Table 2, the method TNTCCS for 
classifier selection method is the most dominant one among the three methods. The 
RS is surprisingly the second one. Although it may be expected that TMAS is the best 
one among the three methods at first, the experimentations show it is the worst one.  

5 Conclusions 

In this paper, we have proposed a new approach to improve the performance of 
classification. The proposed method uses a modified version of bagging ensemble as 
the generator of the base classifiers of the ensemble. After that using k-means we 
partition the base classifiers. Then a random classifier is selected from each cluster. 
The selected classifiers are jointly considered as the proposed ensemble. Since each 
cluster is produced according to classifiers' outputs, it is highly likely that selecting 
one classifier from each cluster, and using them as an ensemble can produce a diverse 
ensemble that outperforms the traditional Bagging and Boosting, i.e. usage of all 
classifiers as an ensemble. It is also more likely that selecting the nearest classifier to 
the head of each produced cluster produces an ensemble with a higher diversity than 
the ensemble of those classifiers any of that is randomly extracted out of each cluster. 
This can also be worked as another investigation. 

. There is a clear difference between our method and bagging and boosting, since 
they are classifier generation procedures but ours involves in both classifier 
generation and classifier selection. Our method, only in the first phase (i.e. classifier 
generation phase) uses bagging (or boosting) procedure. But due to the lack of 
flexibility in the original bagging (or boosting) procedure, it uses a modified version.  

Using the decision tree as base classifier increases the gap between the three 
approaches in generating an ensemble of the base classifiers. It is due to special 
feature of the decision tree. Because it is very sensitive to its train set, the use of 
decision tree as base classifier is very consistent with the Bagging mechanism.  

While we choose only at most 22 percent of the base classifiers of Bagging, the 
accuracy of their ensemble outperforms their full ensemble. Also it outperforms 
Boosting. Therefore it is concluded that using 22 percent of the base classifiers in the 
final ensemble can be a well option generally.  

Although tuning parameters is also an aim of the paper, mostly paper says that (1) 
clustering of classifier is better to be done on an ensemble produced by bagging or 
boosting and (2) clustering classifier works well by bagging, not boosting. 
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As a future work, one can turn to research on the variance of the method. Since it is 
said about Bagging can reduce variance and Boosting can simultaneously reduce 
variance and error rate. 
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Abstract. In this work a polynomial-time reduction to the NP-complete subset 
sum problem is followed in order to prove the complexity of Multiple Kernel 
Support Vector Machine decision problem. The Lagrangian function of the 
standard Support Vector Machine in its dual form was considered to derive the 
proof. Results of this derivation allow researchers to properly justify the use of 
approximate methods, such as heuristics and metaheuristics, when working with 
multiple kernel learning algorithms. 

Keywords: Support Vector Machine, Complexity, Multiple Kernels, Subset 
sum Problem, NP-completeness. 

1 Introduction 

Support Vector Machines (SVMs) have been widely studied. Key design aspects for 
achieving high performance rates involve: selection of the quadratic programming 
solver, kernel selection and kernel parameter tuning [1,2]. 

Selection of the quadratic programming (QP) solver is essential when working 
with large datasets. In this case, the density of the Gram matrix becomes a technical 
obstacle. To solve this issue, a whole family of algorithms called decomposition me-
thods has been developed. Some representative algorithms of this family are the Se-
quential Minimal Optimization (SMO) type methods [4]. 

Basically, decomposition methods partition the original problem into subproblems 
which are iteratively improved. In each iteration, the variable indices are split into two 
parts, a working set and a set with remaining variables. The objective is to find a 
working set that best approximates the original one. The decision problem of deter-
mining if such a working set exists has been proved to be NP–complete [10]. 

The NP-completeness of the working set selection problem allows researchers to 
justify the use of approximate methods in order to find the best possible solution, 

                                                           
* Corresponding author. 
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since a NP-complete problem indicates that there not exists a deterministic (exact) 
algorithm that can solve it in polynomial time. 

On the other hand, kernel selection has been traditionally done by trial-and-error 
method. This is because there is not an efficient way of finding the best kernel for a 
specific application [3]. Using more than one single kernel in order to improve per-
formance in learning tasks is a recent approach known as Multiple Kernel Learning 
(MKL). 

MKL algorithms are proposed to combine kernels in order to obtain a better simi-
larity measure or to integrate feature representations coming from different data 
sources. Several MKL methods of different nature, together with its algorithmic com-
plexity, have been surveyed and classified in [6].  

Combining kernels has been done by a wide range of techniques, from linear com-
binations to evolutionary methods [7]. A taxonomy of methods for evolving multiple 
kernels is provided in [2]. The objective of these techniques is to find a multiple ker-
nel that helps to reach better performance than single kernels. 

In contrast with working set selection, the multiple-kernel selection problem re-
mains unclassified into a complexity category. In consequence, the use of approx-
imate methods, such as evolutionary ones, is not formal justified. Our objective is to 
demonstrate the complexity of MK-SVM to fill this technical gap.  

A brief introduction to SVM and the concept of multiple kernels are provided in 
section 2. The process of proving the complexity of MK-SVM is derived in section 3. 
A discussion of the implications on the result of the proof is on section 4.  

2 Support Vector Machines and Multiple Kernels 

SVMs are non-probabilistic binary classifiers that can be used to construct a hyper-
plane to separate data into one of two classes. Its formulation is as follows [9][12]: 

Given a training dataset ܦ ൌ ሼݔ୧, ୧ሽ௜ୀଵ௠ݕ  where ݔ୧ ∈ Ըௗ, ୧ݕ  ∈ ሼ൅1, െ1ሽ , SVM 
classifies with an optimal separating hyperplane, which is given by: 

ሻݔሺܦ  ൌ ݔTݓ ൅ ܾ  (1) 

When working with data non-linearly separable, this hyperplane is obtained by 
solving the following quadratic programming problem: 

 Min ଵଶ ݓTݓ ൅ ܥ ∑ ୧୫୧ୀଵߦ  

 s. t.  ݕ୧ሺݓTݔ୧ ൅ ܾሻ ൒ 1 െ ,୧ߦ ୧ߦ   ൐ ݅   ݎ݋݂   0 ൌ 1, … , m (2) 

Introducing the nonnegative Lagrange multipliers α and β and following the KKT 
conditions: 

ܮ୵׏   ൌ ݓ െ ∑ ୧୫୧ୀଵݔ୧ݕ୧ߙ ൌ 0 

ܮୠ׏  ൌ െ ∑ ୧୫୧ୀଵݕ୧ߙ ൌ 0 

ܮஞ౤׏   ൌ ܥ െ ୧ߙ െ ௜ߚ ൌ 0  (3) 
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The problem (2) is equivalent to the following dual problem 

 Max ܮሺߙሻ ൌ ∑ ୧M୧ୀଵߙ െ ଵଶ ∑ ∑ ,୧ݔ୨݇ሺߙ୧ߙ୨ݕ୧ݕ ୨ሻ୫୨ୀଵ୫୧ୀଵݔ  

   s. t.  ܥ ൒ ୧ߙ ൒ i׊ 0 ൌ 1, … , m    
 and ∑ ୧୫୧ୀଵݕ୧ߙ ൌ 0  (4) 

This expression is considered the standard C-SVM. Nowadays there exist several 
variants of this classifiers, namely, nu-SMV, least-squares SMV, linear programming 
SVM, among others [9]. However, for the sake of our proof it is enough to consider 
the function ܮሺߙሻ as expressed in (4). 

A kernel is generally a non-linear function that maps the original input space into a 
high-dimensional dot-product feature space in order to enhance linear separability. 
Table 1 illustrates some common kernel functions [1]. 

Table 1. Some common kernel functions 

Kernel ܭ൫ݔ, ୨൯ݔ ൌ Kernel ܭ൫ݔ, ୨൯ݔ ൌ 
    

Lineal ݔTݔ୨ Powered െฮݔ െ ୨ฮఉݔ 0 ൏ ߚ ൑ 1 

Polynomial ሺܽ ൈ ୨ݔ்ݔ ൅ ܾሻௗ Log െ ݃݋݈ ቀ1 ൅ ฮݔ െ ୨ฮఉቁݔ 0 ൏ ߚ ൑ 1 

RBF ݁ሺି ฮ௫ି௫ౠฮమఙమ ሻ
 

Generalized 
Gaussian 

݁ି ሺ௫ି௫ౠሻTAሺ௫ି௫ౠሻ  
where A is a symmetric PD matrix 

Sigmoid tanhሺݔߪTݔ୨ ൅ ି݁ ሻ Hybridݎ ฮ௫ି௫ౠฮమఙమ ൈ ሺ߬ ൅  ୨ሻௗݔTݔ

 
To implement a multiple kernel in a SVM, the requirement is that this kernel ful-

fills the Mercer condition [1]:  

,ݔ൫ܭ  ୨൯ݔ ൌ ∑ ܽ୧߮୧ሺݔሻ߮୧൫ݔ୨൯, ܽ୧ ൐ 0ஶ୧  
׭  ,ݔ൫ܭ ୨൯ݔ ݃ሺݔሻ݃൫ݔ୨൯dݔdݔ୨ ൐ 0 (5) 

Linear combinations of kernels also satisfy Mercer’s condition. Let ܭଵ൫ݔ, ,ݔଶ൫ܭ ୨൯ andݔ ,୨൯ be Mercer kernels, and ܿଵݔ ܿଶ ൒ 0, then: 

,ݔ൫ܭ  ୨൯ݔ ൌ ܿଵܭଵ൫ݔ, ୨൯ݔ ൅ ܿଶܭଶ൫ݔ,  ୨൯ (6)ݔ

is also a Mercer kernel. This property of linear combinations will be fundamental in 
proving the complexity of Multiple Kernel Learning. 

3 Multiple Kernel Support Vector Problem and Its Complexity 

In this section, a four-step process is followed in order to prove the complexity of 
MK-SVM problem. This problem will be denoted by ࣊. The four steps are: (1) 
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Showing that ࣊  is in NP. (2) Selecting a known NP-complete problem ࣊Ԣ . (3)  
Constructing a transformation ࢌ  from ࣊Ԣ  to ࣊ and (4) Proving that ࢌ  is a poly-
nomial transformation [5]. 

3.1 MK-SVM Problem ሺ࣊ሻ 

Given a finite set of Mercer kernels ܣ ൌ ሼ݇ଵ, … , ݇୬ሽ, a dataset of labeled input pat-
terns ܦ ؿ ܺ ൈ  ܻ, such that ܺ ؿ Ըୢ,  ܻ ൌ ሼ൅1, െ1ሽ; a set of Lagrange Multipliers ܸ ൌ ሼߙଵ, … ,  ܣ ୫ሽ and an optimal objective function value in terms of a kernel inߙ
expressed as a positive integer ܤ; find the subset ܣᇱ ⊆  that ݍ of maximum size ܣ
minimizes the cost:  

ᇱሻܣሺܥ  ൌ ൤∑ ቀଵ୯ ቂ∑ ୧୫୧ୀଵߙ െ ଵଶ୯మ ∑ ∑ ,୧ݔ୨݇൫ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ ቃቁଶ െ୩∈஺ᇲ ൨ଶܤ
 (7) 

Seen as a decision problem, the question is if there exists such a subset ܣᇱ. 
The cost function ܥሺܣᇱሻ depends upon the objective function to be maximized in 

the dual form of a standard SVM (4). Function cost basically expresses the idea of 
reaching a bound ܤ  by means of a set of kernels, a fixed dataset and a SVM 
represented by its support vectors.  

3.2 MK–SVM is in NP 

For MK–SMV to be in NP it is enough to show that an instance (ܣᇱ) of the problem 
can be guessed and that this instance can be verified to solve or not to solve the prob-
lem in polynomial time. 

Let ܴ be a random function that accepts ݍ ∈ Ժା and returns the ݍ indexes of the 
Mercer kernels selected from a list with ݊ ∈ Ժା kernels, ܴ: Ը ՜  .ܴ Ԣ can be easily generated byܣ Ԣ, then the instanceܣ

To show that the instance ܣԢ can be verified in polynomial time, the equation (7) 
should be analyzed. As ܸ, ݍ ,ܦ and ܤ are a priori known, the only computations in 
the verification stage lies in evaluating ݉ ൈ ݉ kernels. And due to the fact that all 
kernel evaluations mainly consists in dot products or differences among d-
dimensional vectors, the ݉ ൈ ݉ evaluations of the kernels remains polynomial in 
time, thus, MK-SVM is in NP. 

3.3 Selecting a Known NP-Complete Problem  

The known problem ሺߨᇱሻ selected for this proof is the subset sum, whose definition 
is as follows [5]: 

Given a finite set ܣ, a size ݏሺܽሻ ∈  Ժା for each ܽ ∈   .ܤ and a positive integer ܣ
Is there an ܣᇱ ⊆  ?ܤ Ԣ is exactlyܣ such that the sum of the sizes of the elements in ܣ
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3.4 Constructing a Transformation ࢌ from ࣊ᇱ to ࣊ 

The transformation ࢌ should map every instance ሺܫሻ in ߨԢ to ߨ in such a way that 
every instance with answer “yes” in ߨ  is an instance with answer “yes” in ߨԢ, and 
analogously with instances with answer “no”. For doing this mapping its necessary to 
show how the form of ܣ, ,ᇱܣ  will be transform from MK-SVM to Subset ܤ ሺܽሻ, andݏ
sum. 

First, ܣ stands for any finite set, so we consider a finite set of ݊ Mercer kernels ܣ ൌ ሼ݇ଵ, … , ݇୬ሽ. ܣԢ is simply a subset of ܣ.  
Then, to compute ܤ the following procedure should be followed: 

1. Solve a standard SVM for each ݇ ∈  ܦ and with the same input dataset ܣ
2. Take the kernel ݇כ൫ݔ୧, ܸ ୨൯ and the Lagrange multipliersݔ ൌ ሼߙଵ,  … ,  ୫ሽ of theߙ 

SVM that reaches the best classification performance in step 1. For example, by 
using cross-fold validation and taking the accuracy index. Denote כܯ ൌ ሺܸכ,  ሻכ݇
as the optimal SVM. 

3. Calculate 

ܤ  ൌ ቂ∑ ୧୫୧ୀଵߙ െ ଵଶ ∑ ∑ ,୧ݔ൫כ୨݇ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ ቃଶ
  (8) 

That represents the maximum value of the dual-form objective function for the op-
timal SVM. 

Finally, the size ݏሺܽሻ ൌ ሺ݇ݏ ∈  ܦ and the dataset כܸ ሻ will be computed usingܣ
to calculate 

ሺ݇ሻݏ  ൌ ቒቀଵ୯ ∑ ୧୫୧ୀଵߙ െ ଵଶ୯మ ∑ ∑ ,୧ݔ୨݇൫ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ ቁቓଶ
  (9) 

Where ݍ ൌ  ᇱ| is added to eliminate bias in the measurement by distributing theܣ|
weight of ߙ’s  among the number of kernels to combine. The ݏሺ݇ሻ measurement 
represents the value of the objective function for the dual form of the optimal SMV, 
which works with a kernel not necessarily being ݇כ൫ݔ୧,   .୨൯ݔ

Now it is proved that using the measurement ݏሺ݇ሻ and the bound ܤ above de-

fined, the sum ∑ ሺ݇ሻݏ ൌ ´௞∈஺ ܤ  only when ݇כ൫ݔ୧, ୨൯ݔ ൌ ଵ୯మ ∑ ݇൫ݔ୧, ´୨൯௞∈஺ݔ .  

First, ∑ ሺ݇ሻݏ ൌ ´௞∈஺ ܤ is expressed in its extended form 

 ቂ∑ ቀଵ୯ ∑ ୧୫୧ୀଵߙ െ ଵଶ୯మ ∑ ∑ ,୧ݔ୨݇൫ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ ቁ௞∈஺ᇲ ቃଶ ൌ 

 ቂ∑ ୧୫୧ୀଵߙ െ ଵଶ ∑ ∑ ,୧ݔ൫כ୨݇ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ ቃଶ
 (10) 

Taking the root squared of both members 

 ∑ ቀଵ୯ ∑ ୧୫୧ୀଵߙ െ ଵଶ୯మ ∑ ∑ ,୧ݔ୨݇൫ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ ቁ௞∈஺ᇲ ൌ 

 ∑ ୧୫୧ୀଵߙ െ ଵଶ ∑ ∑ ,୧ݔ൫כ୨݇ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ   (11) 
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Applying summation properties to the left member 

 ∑ ቀଵ୯ ∑ ୧୫୧ୀଵߙ ቁ௞∈஺ᇲ ൅ ∑ ቂെ ଵଶ୯మ ∑ ∑ ,୧ݔ୨݇൫ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ ቃ௞∈஺ᇲ ൌ 

 ∑ ୧୫୧ୀଵߙ െ ଵଶ ∑ ∑ ,୧ݔ൫כ୨݇ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ   (12) 

Simplifying terms 

 ∑ ቂെ ଵଶ୯మ ∑ ∑ ,୧ݔ୨݇൫ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ ቃ௞∈஺ᇲ ൌ െ ଵଶ ∑ ∑ ,୧ݔ൫כ୨݇ݕ୧ݕ ୨୫୨ୀଵ୫୧ୀଵߙ୧ߙ୨൯ݔ   (13) 

Multiplying by (-2) both members 

 ∑ ቂ ଵ௤మ ∑ ∑ ,௜ݔ௝݇൫ݕ௜ݕ ௝௠௝ୀଵ௠௜ୀଵߙ௜ߙ௝൯ݔ ቃ௞∈஺ᇲ ൌ ∑ ∑ ,௜ݔ൫כ௝݇ݕ௜ݕ ௝௠௝ୀଵ௠௜ୀଵߙ௜ߙ௝൯ݔ   (14) 

Making ߂୧,୨ ൌ  ୨ to simplify notationߙ୧ߙ୨ݕ୧ݕ

 ∑ ቂ ଵ୯మ ∑ ∑ ,୧ݔ୧,୨݇൫߂ ୨൯୫୨ୀଵ୫୧ୀଵݔ ቃ௞∈஺ᇲ ൌ ∑ ∑ ,୧ݔ൫כ୧,୨݇߂ ୨൯୫୨ୀଵ୫୧ୀଵݔ   (15) 

Taking an equivalent form of the left member in (15) 

 ∑ ∑ ୧,୨߂ ଵ୯మ ∑ ݇൫ݔ୧, ୨൯௞∈஺´୫୨ୀଵ୫୧ୀଵݔ ൌ ∑ ∑ ,୧ݔ൫כ୧,୨݇߂ ୨൯୫୨ୀଵ୫୧ୀଵݔ  (16) 

Which indicates that 

 
ଵ୯మ ∑ ݇൫ݔ୧, ´୨൯௞∈஺ݔ ൌ ,୧ݔ൫כ݇  ୨൯ (17)ݔ

And thus 

 ∑ ሺ݇ሻݏ ൌ ՞ ܤ ,୧ݔ൫כ݇ ୨൯ݔ ൌ ଵ୯మ ∑ ݇൫ݔ୧, ´୨൯௞∈஺´௞∈஺ݔ   (18) 

This implies that the problem of finding a subset of measurements such that the sum 
is equals to a positive integer could be transformed to the problem of finding a subset 
of kernels which, in combination, are equivalent to an optimal kernel. Therefore, 
every instance ሺܫሻ of the subset sum problem whose answer is “yes” can be mapped 
into an instance ሺܫԢሻ of the MK-SMV whose answer is also “yes”. In summary, Sub-
set Sum problem can be transformed into MK-SVM problem. 

3.5 Proving that ࢌ is a Polynomial Transformation 

The last part of this proof consists in showing ࢌ is polynomial. To prove this, consid-
er the most expensive step in computational terms that the function ࢌ does, compu-
ting ܤ, i.e., solving ݊ Support Vector Machines for a given dataset ܦ. 

The problem of training a SVM reduces to solve a quadratic programming problem 
(QP). When QP is viewed as a decision problem, it is NP-complete by itself. Howev-
er, when working with SVM, QP is convex. And there exist methods like Ellipsoid or 
Interior Point algorithms that solve convex QP in polynomial time [13]. 
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Not only the convex QP is solvable in polynomial time, but also it is known that 
training a standard SVM has a complexity of ࡻሺ࢓૜ሻ where ࢓ is the number of 
input vectors. [11].  

Furthermore, it is ࢓ what determines the required algorithm to solve the SVM. 
According to [8], for small and moderately sized problems (less than 5000 examples), 
interior point algorithms are reliable and accurate methods to choose. And that for 
large-scale problems, methods that exploit the sparsity of the dual variables must be 
adopted; furthermore, if limitations on the storage is required, compact representation 
should be considered, for example, using an approximation to the kernel matrix.  

In conclusion, solving a standard SVM is done in polynomial time, and thus, sub-
sequent operations in ࢌ remains polynomial. Consequently, ࢌ is a polynomial trans-
formation. 

4 Discussion 

In this paper it was shown that MK-SVM is in NP and that it is possible to make a 
polynomial reduction to the NP-complete subset sum problem. Therefore, MK-SVM 
viewed as a decision problem is NP-complete. 

This result has an impact in the Multiple Kernel Learning area because the com-
plexity of the problem justifies the use of approximate methods when trying to find an 
optimal solution. 

To our knowledge, this is the first work that put the focus on the complexity of 
Multiple Kernel Learning as a decision problem. Previous reviews such as that of [6] 
are concerned to computational complexity and talks about heuristic methods for 
combining kernels; however, omit the essential proof that makes the use of this ap-
proach justifiable, the NP-completeness of MK-SVM.  

Recently, studies have been done by using metaheuristics for evolving multiple 
kernels, see for example, [2] or [7]. These proposals establish frameworks for obtain-
ing kernel expressions automatically. However, they also assume, without any refer-
ence, that the Genetic Programming techniques are properly justified for that com-
mitment. 

This proof is then a fundamental and complementary building block for those 
works dealing with Multiple Kernels. As future work it is visualized to include the 
result of this proof as a reference to justify the application of metaheuristics in mul-
tiple kernel learning tasks. 
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Abstract. This paper shows a preliminary study to perform a pattern recogni-
tion process for seismic events of the Llaima volcano, one of the most active 
volcanoes in South America. 1622 classified events registered from the Llaima 
volcano were considered in this study, taken from 2009 to 2011. The events 
were divided in four classes: TREMOR (TR), LONG-PERIOD (LP), 
VOLCANO-TECTONICS (VT) and OTHERS (OT). All of them correspond to 
specific activities. TR and LP events, are related to magmatic fluid through the 
ducts: continuous flux correspond to TR and discrete flux to LP. VT events oc-
curs when excess of the magmatic pressure provides enough energy for rock 
failure. The group of OT contains events not related to the three first volcanic 
classes. Many features extracted from de amplitude, the frequency and the 
phase of the events were used to characterize the different classes. A classifier 
step based on Support Vector Machines was implemented to evaluate the con-
tribution of each feature to the classification. The paper shows the results of this 
process and gives insights for future works. 

Keywords: Volcanic Seismicity, Pattern Recognition, SVM. 

1 Volcanic Seismology and Pattern Recognition 

Because of its geographical location, Chile has about one hundred volcanoes consi-
dered active. At latitude of 38.4 S is the volcano Llaima, located in the Araucanía 
Region (38 º 41'S - 71 ° 44'W). The “Observatorio Vulcanológico de los Andes Sur” 
(OVDAS) is the state agency responsible for establishing systems to continuously 
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monitor and record over forty active Chilean volcanoes. This monitoring is mainly of 
seismological type. Volcanic seismicity has a prominent role in monitoring volcanoes 
[1]. Today Llaima volcano is monitored through twelve seismic stations, located at 
different parts of its external structure. The seismic signals suggest internal processes 
that are occurring inside the volcano structure [2, 3]. The challenge of monitoring 
volcanoes includes the need to incorporate tools that automate the identification of its 
activity. Tools from the area of signal processing and pattern recognition are used. 
Within seismic signal processing, the problem is generally tackled in two stages, fea-
ture extraction and classification. The feature extraction stage defines what informa-
tion (i.e., features) will be used for facilitating the classification. The classification 
stage performs the discrimination of the events. Literature tackles these two stages 
with many different tools. 

From the perspective of the features, Langer et al. [4] used autocorrelation func-
tions, obtained by the fast Fourier transform (FFT) to represent the spectral content of 
the seismic signals. They applied an amplitude ratio to distinguish between signal 
peaks and long duration, with similar frequency content. Other widely used methods 
are the wavelet transform [5, 6, 7] and cross-correlation methods [8] to denoise the 
seismic events. In [9] the feature vector is composed of a set of data related to the 
statistical distribution of the spectral characteristics of the signal, 13 cepstral coeffi-
cients and their time evolution along the signal. In [10], short-time Fourier transform 
(STFT) was applied to identify changes in the activity of Etna volcano tremor through 
the variations in its features. In [11], the authors used amplitude statistics (mean, 
standard deviation, skewness and kurtosis), and incorporated statistical wavelet  
decomposition phase and power to detect seismic events in southern India. They pro-
posed a system to detect small earthquakes, distinguishing between seismic and non-
seismic sources. Volcanoes of the Araucanía Region of Chile have also been studied, 
in particular the Villarrica and Llaima volcanoes [12]. In [13] a feature selection 
process showed that the mean, median, maximum amplitude, the energy in the fre-
quency band [1.5625 – 3.125] Hz, and the peak frequency were dominant signal de-
scriptors. In [14], 893 signals were used to classify different events of the Llaima 
volcano, considering three classes on segmented windows of one minute length. This 
work applied circular statistics, specifically the first circular moment was used to-
gether with the wavelet energy in the [1.5625 – 3.125] Hz sub-band. All these works 
reached classifying performances superior to 80%. 

The classification step was also implemented using many tools for the design of 
the classifier. In [9] the authors worked with Hidden Markov Models to model and 
identify different patterns online. In [13] a multilayer Perceptron was used to classify 
different events from the Villarrica Volcano, in Chile. In [14] a linear discriminator 
was used with a very high performance to discriminate between the three considered 
classes. In [11] the authors compared various types of classifiers and reported that 
support vector machine (SVM) provided the best performance with an accuracy of 
94%. This conclusion supported the results of [15] and [16] that also reached the best 
results with a SVM classifier. In [17] the authors presented a comparative study of 
two supervised methods, which are SVM and Radial Basis Analysis (RBA), and two 
unsupervised methods which are cluster analysis and self-organizing maps. The SVM 
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gave superior results (>90%) compared to the RBA (> 80%). The clustering methods 
allowed identifying the characteristics of the tremor changes over time.  

The literature shows that the application of pattern recognition tools to seismic sig-
nals analysis of volcanoes has led to an intense research effort. This paper focuses on 
the automatic classification of events of the Llaima volcano and its aim is to investi-
gate which are the most useful features to discriminate the seismic events of this vol-
cano. Thus, the main motivation of the paper is to improve the discrimination capacity 
of the classifying step. This is why a wide feature extraction was performed to eva-
luate which are the best descriptors per class. 

2 Material and Methods 

2.1 Data Description 

OVDAS analysts defined three stations to provide the seismic signals for the study. 
Their different distances from the crater ensures an adequate variability of the records. 
Only the Z component is considered in this work. The records belong to the post-
eruptive period from 2009 to 2011. The analysts classified all the events and stored 
them in files with variable length, according to the duration of the events. The events 
considered were of type LP, TR and VT. A fourth group was created, termed as “oth-
er” type (OT) that contains the signals which do not correspond to any of the three 
listed above (like tectonic earthquakes, noise, ice breakdown, etc.). The purpose of 
creating the OT class of signals is to be enable the classifier recognizing signals that 
do not correspond to any of the others. It is important to highlight that the length of 
the events stored in the database is variable. The whole database was divided into 
three sets, defining the training, validation and test sets that will be used for the im-
plementation of the classifiers. Table 1 gives the breakdown of signals used in this 
work. 

Table 1. Seismic events used to train and validate the classifier. 

Class Training set Validation set Test set Complete Data set 
TR 176 163 161 500 
VT 57 42 49 148 
LP 156 182 161 499 
OT 156 158 161 475 
TOTAL 545 545 532 1622 

2.2 Feature Extraction 

Signals prior to 2011 were sampled at 50 Hz and after that at 100Hz. Since the inter-
esting information lies below 25Hz [3], signals of 100Hz were down-sampled to 
50Hz. All the signals were then filtered with a band-pass filter of type Butterworth 
with order 8 between [0.5-15] Hz. 
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The feature extraction step considered many features obtained from literature. Un-
like most of previous works, in this work the features are calculated from variable 
length windows that covers the entire events. However, the segments do not exactly 
match the events, because some background signals remained at the beginning and the 
end. This arbitrary segmentation error was considered to simulate the error of an au-
tomatic segmentation algorithm that detects the beginning and the end of the events. 
This algorithm is being developed in another work, and presumably, it will imply that 
the segmentation of the signals will not be as exact as the segmentation performed by 
an expert, manually. Therefore, the classifiers have to be adapted to these situations. 
All the extracted features were linearly normalized between [-1, 1] and stored in a 
matrix of 1622 rows (all the events) and 22 columns, each one is a specific feature, 
according to the order presented in table 2. Each feature is explained next. 

Table 2. Overview of the features extracted from each volcano’s event  

Column Feature Name Column Feature Name 

1 Moment 1 M1 12 Energy 0-50 Hz Es 

2 Moment 2 M2 13 5 bands energy sum Ex 

3 Moment 3 M3 14 Max, amplitude AMAX 

4 Variance var 15 Mean MEAN 

5 Asymmetry y1 16 Median MDN 

6 Elevation y2 17 5 freq. peaks mean Propf 

7 Energy 0.1-1,5 Hz Ea4 18 LTA/STA LTA/STA 

8 Energy 1,5-3,1 Hz Ed4 19 Log of the variance Lvar 

9 Energy 3,1-6,3 Hz Ed3 20 Skewness SKW 

10 Energy 6,3-15,5 Hz Ed2 21 Kurtosis KURT 

11 Energy 12,5-25 Hz Ed1 22 Pitch PITCH 

Circular Moment Statistics 

The circular moments reflects the behavior of the phase part of the volcanic signals. 
The phase is obtained using the Hilbert transform in the range of [0 2π). Afterwards, 
circular statistics are applied to obtain the statistical properties of this phase. As in the 
case of statistical linear dispersion measures, and sharpness symmetry, underlying 
probability distribution can be defined from trigonometric moments. Several circular 
statistics were analyzed i.e. mean, variance, skewness and kurtosis. The pth order of 
the circular moment is obtained using equation 1: ߤ௣ ൌ ଵே ∑ exp ሺ݆ߠ݌௣ሻே௡ୀଵ                             (1) 

where n=1,…, N is the number of samples and θ={θp} is the set of values in the  
circular range [0 2π) of the instantaneous phase of a random variable. This complex 
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number can be interpreted as the vector resulting from the sum of n unit vectors with 
angles given by θ. The resulting vector has magnitude || μp|| =1 and angle ߤס௣, called 
direction, in the complex plane. 

Variance 

The circular variance quantifies the data dispersion, obtained from the first order cir-
cular moment, as shown in equation 2: 

σଶ ൌ 1 െ  ଵ|                                (2)ߤ|

where σଶ is the variance, and |µଵ| is the first circular moment obtained from equation 1. 

Asymmetry and Elevation 

These features are obtained from the circular statistics of the signals. The asymmetry 
is obtained by equation 3 and Elevation by equation 4.  ݕଵ ൌ |ఓమ|௦௜௡൫עሺఓమሻିଶעሺఓభሻ൯ሺσሻయమ                             (3) 

ଶݕ ൌ |ఓమ|௖௢௦൫עሺఓమሻିଶעሺఓభሻି|ఓమ|మ൯ሺσሻమ                          (4) 

Energy of the Wavelet Band 

To obtain the relative energy per band the signal is decomposed using the wavelet trans-
form. A Daubechies mother wavelet type five with a decomposition level equal to four 
was used. The percentage of energy was calculated using the following formula ܺܧ௡ ൌ ாாೢೣ כ 100                                 (5) 

where Ew is the sum of the components of one wavelet band (ED1..ED4, EA4), and Ex 
is the sum of all bands wavelet components. Relative energy of all bands was tested.  

Maximum Amplitude, Mean and Median 

Some characteristics are extracted from the amplitude of the signal, like maximum 
amplitude that identifies the maximum value of the segmented event. The mean value 
performs the mean of all the signals of the event. The median calculates the median of 
the samples of the event.  

Mean of the 5 Frequency Peaks 

The signals are transformed using the FFT and the 5 highest peaks are detected and 
their mean is calculated to obtain this feature. 
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LTA/STA Ratio 

The short-time-average/long-time-average (STA/LTA) continuously calculates the 
average values of the absolute amplitude of the seismic signal in two consecutive 
moving-time windows: a short time window (STA) and a long time window (LTA). 
Usually when the ratio of both times exceeds a predefined value, an event is detected. 
In this work, the ratio is used to discriminate the 3 kind of events to classify. The 
equation 6 and 7 show how it is calculated.  ܵܶܣ ൌ ଵ௡௦ ∑ ௝௜௝ୀ௜ି௡௦ܨܥ ܣܶܮ (6)                             ൌ ଵ௡௟ ∑ ௝௜௝ୀ௜ି௡௟ܨܥ                              (7) 

where: ns and nl represent the number of samples used by each STA and LTA win-
dow, and CFj are the values of the samples. 

Variance, Skewness and Kurtosis  

The Lvar feature is computed as the logarithm of the statistical variance of the sam-
ples of the seismic event.  

Skewness is a statistical parameter that measures the assimetry of a distribution, in 
this case, the seismic event, thus measures the shape of the event. This feature is cal-
culated using equation 8: ܥ ൌ ଵே ∑ ቀ௑ሺ௜ሻି௑തఙ ቁଷே௜ୀଵ                             (8) 

where തܺ, ߪ and N are the mean, the standard deviation and the number of samples of 
the event, respectively. 

Kurtosis is a statistical parameter that measures the sharpness of a distribution, in 
this case the seismic event, this is why it is also a shape attribute of the signal. It can 
be calculated using equation 9: ܦ ൌ ଵே ∑ ቀ௑ሺ௜ሻି௑തఙ ቁସே௜ୀଵ െ 3                          (9) 

where തܺ, ߪ and N are the mean, the standard deviation and the number of samples of 
the event, respectively. 

Pitch 

This feature is mainly used in speech processing and is related to the fundamental 
frequency of a signal. In this work pitch has been defined by the auto correlation of 
the signal. The expression for its calculation is shown in equation 10: ܴሺ݉ሻ ൌ ଵே ∑ ሺ݊ݔሺ݊ሻݔ ൅ ݉ሻ, 0 ൑ ݉ ൑ ଴ேିଵି௠௡ୀ଴ܯ                (10) 

where x(n) are the samples of the signal, m is the delay of the auto-correlation. The 
pitch is the delay value that maximizes the function presented in equation 10. 
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2.3 Classification 

Support vector machine tackles classification problems by nonlinearly mapping input 
data into high-dimensional feature spaces, wherein a linear decision hyperplane sepa-
rates two classes, as described in figure 1 (a and b) [18]. 

 

a)   b) 

Fig. 1. Linear decision hyperplane of two classes: a) maximum margin b) soft margin 

The decision hyperplane parameters (w,b) are obtained by an optimization algo-
rithm that finds the largest distance (margin) to the nearest training data points of any 
class, called the support vectors [19, 20]. They define the supporting hyperplanes 
shown in figure 1a). Meanwhile, figure 1b) shows the soft margin situation, when 
some points are allowed to cross the supporting hyperplanes. Slack variables ξ are 
error terms that measure how far a particular point lies on the wrong side of its re-
spective supporting hyperplane. To solve nonlinear problems it is necessary to trans-
form the input space where the data is not linearly separable into a higher-dimensional 
space called a feature space where the data is linearly separable. The transformation 
function ϕ maps the input space into the feature space, as shown in figure 2. 

 

 

Fig. 2. Effect of mapping the input space into a higher dimensional feature space, where a 
linear separation plane is possible 

Some of these functions called kernels allow computing the inner product between 

two independent original variables ji xx
GG

• in the input space as if it was in the feature 
space, making it unnecessary to fully evaluate the transformation. Equation 11 shows 
the most generally used RBF Kernel. 

݇൫ݔԦ௜, Ԧ௝൯ݔ ൌ Ԧ௜ݔ · Ԧ௝ݔ ൌ ߮ሺݔԦ௜ሻ · ߮൫ݔԦ௝൯ ൌ ௘షቛሬೣሬԦ೔షሬೣሬԦೕቛమ
ଶఙమ                 (11) 
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The optimization problem is then expressed as shown in equation 12.   min௪,௕,క ቀଵଶ ݓ்ݓ ൅ ܿ ∑ ௞ே௞ୀଵߦ ቁ .ݏ  ௞ݔ்ݓ௞ሾݕ   .ݐ ൅ ܾሿ ൒ 1 െ ௞ߦ௞ߦ ൒ 0,   ݇ ൌ 1, . . , ܰ           (12) 

where c is a hyperparameter determining the trade-off between the complexity of the 
model, expressed by w

G
, and the points that remain in the wrong side of the decision 

hyperplane, expressed by the slack variablesξ. The solution of this minimization prob-
lem for obtaining the weight vectors is found by the standard optimization procedure 
for a problem with inequality restrictions when applying the conditions of Karush-
Kuhn-Tucker to the dual problem. 

In classification tasks with RBK kernel, SVM has two hyperparameters to adjust: 
the RBF parameter (σ) and the penalty parameter (c).  

2.4 Performance Indices  

To evaluate the performance of each classifier in the classifying structure, the contin-
gency table was built considering the “one versus all” structure, which is considering 
the events of one class as positive and all the others as negative. Four statistical indic-
es measure the performance of the individual classifiers: sensitivity (Se), specificity 
(Sp), exactitude (Ex) and error (Er), as calculated in the following relations. ܵ݁ ൌ ்௉்௉ାிே (13);    ܵ݌ ൌ ்ே்ேାி௉ (14);   ݔܧ ൌ ்௉ା்ே௡ ݎܧ15    ;(15) ൌ ி௉ାிே௡   (16) 

where TP (true positives) is the number of events correctly classified as being of the 
positive class; TN (true negatives) is the number of events correctly classified as be-
ing of the negative class; FP (false positives) and FN (false negatives) is the number 
of events classified erroneously and n is the total number of events.TP, TN, FP and 
FN were extracted from the contingency table. The statistical indices are calculated 
for each model in all simulations.  

3 Simulation and Results 

The simulations were carried out with Matlab of Mathworks, in an Intel Core™ i5 
CPU with 3 GHz and 8 GB RAM. As SVM perform two-class classification a “one 
versus all” configuration was necessary. The same single input was presented to all 
the classifiers. For each feature, four classifiers had to be trained, each one for TR, 
VT, LP and OT events. For each feature the resulting classifying structure is shown in 
figure 3. The output of the whole classification system was coded as shown in table 3.  

The results are presented in the next tables. Table 4 shows the performance of the 
best classifiers for each class. All the indices were calculated on the test set. Table 5 
presents the best sigma and c values of the classifiers, for each situation presented in 
table 4. Table 6 presents the whole simulating process, with the performance of the 
best classifiers, designed with a single variable. The best values shown in table 6 are 
underlined in dark gray and light gray. It can be seen that some classes reach the best 
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performance (test exactitude) with different features (e.g. Ed3 and Propf, for TR 
class). Table 6 presents the features that better described each class, thus they are the 
best candidates to be studied, as will be discussed in the 4th section. 

 

Fig. 3. Classifying Structure: “one versus all” structure of the classifiers 

Table 3. Codification of the outputs 

 Classifier 
Class 1 2 3 4 
TR 1 0 0 0 
VT 0 1 0 0 
LP 0 0 1 0 
OT 0 0 0 1 

Table 4. Performance Indices for the best classifiers of each class 

Class Feature Sensitivity Specificity Exactitude Error 

TR 
MDN 0.75 0.84 0.81 0.19 

Ed2 0.63 0.89 0.81 0.19 

VT 

Lvar 0.73 1.00 0.97 0.03 

MDN 0.67 1.00 0.97 0.03 

MEAN 0.67 1.00 0.97 0.03 

AMAX 0.71 1.00 0.97 0.03 

LP Propf 0.88 0.56 0.65 0.35 

OT Ed3 0.63 0.90 0.82 0.18 

Table 5. Best values of c and sigma for the best classifiers of each class 

Class c sigma 

TR 
-3 -3 
-3 1 

VT 

1 1 
-2 0 
5 -2 
-3 -3 

LP -2 -3 
OT 0 -1 
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Table 6. Exactitude for the test set for all the classifiers of each class. The best values are in 
dark gray while other interesting performance values are underlined in light gray. 

 Feature TR VT LP OT 

1 M1 0.68 0.94 0.69 0.69

2 M2 0.53 0.86 0.65 0.71

3 M3 0.6 0.86 0.68 0.71

4 var 0.65 0.8 0.65 0.69

5 y1 0.57 0.92 0.68 0.69

6 y2 0.57 0.9 0.68 0.7 

7 Ea4 0.74 0.94 0.66 0.68

8 Ed4 0.77 0.72 0.87 0.73

9 Ed3 0.81 0.94 0.75 0.73

10 Ed2 0.77 0.9 0.89 0.74

11 Ed1 0.6 0.87 0.65 0.77

12 Es 0.61 0.91 0.63 0.77

13 Ex 0.64 0.72 0.67 0.5 

14 AMAX 0.78 0.97 0.85 0.81

15 MEAN 0.77 0.97 0.85 0.81

16 MDN 0.76 0.97 0.85 0.82

17 Propf 0.81 0.96 0.87 0.79

18 LTA/STA 0.74 0.91 0.77 0.71

19 Lvar 0.77 0.97 0.86 0.81

20 SKW 0.63 0.92 0.67 0.7 

21 KURT 0.65 0.89 0.69 0.76

22 PITCH 0.7 0.91 0.86 0.65

4 Discussion and Conclusions 

In a previous work [21], the authors demonstrated that the features selected for the 
classification of the seismic events of the Villarrica volcano, also performed well for 
the Llaima volcano. These are neighbor volcanoes with similar composition. Howev-
er, the mean of the exactitude was superior to 90% for the Villarrica volcano, while it 
was superior to 80% for the Llaima volcano. One possible reason for this exactitude 
decrease is that other features of the Llaima events are needed to improve classifica-
tion. This is why this paper shows a preliminary study on new characteristics  
extracted from literature that may improve the discrimination performance of a classi-
fying structure.   
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One of the most important results is included in table 4 where the exactitude of the 
identification of each class with only one feature is high. However, sensitivity for TR, 
VT and OT is low. For all classes, there are less true positives than true negatives, due 
to the “one vs. all” configuration. This is critical for the VT class, for which there are 
only 49 true positives against 483 true negatives (see table 1). This makes the error 
very low, even with a low sensitivity. In addition LP class is also difficult to classify 
because its specificity is very low. In conclusion, even with good exactitude, the indi-
vidual features are not good discriminators for the four classes. 

Table 6 shows that some features like those extracted from the amplitude (AMAX, 
MEAN, MDN), the one extracted from its spectrum (Propf) and Lvar are the best 
discriminators for all classes. This is an interesting result as all of them, with the ex-
ception of Lvar, were considered in previous works [13, 21] as good discriminators.  

The SVM technique used to design the classification step gave robustness to the 
feature analysis process. Artificial Neural Networks are difficult to train most of all, 
because of the high number of weights’ initialization needed to find the best model, 
avoiding over fitting. SVM are better when the number of models is high -like in this 
work- as one model for each class and for each feature had to be trained.  

The main contribution of this paper is to quantify how well each feature performs 
for each class. As shown in table 6, the exactitude may be high for one class but not 
for another. Thus, in future works, combinations of these features will be tested and 
their impact in the classification performance will be evaluated. 
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Abstract. Nowadays, video games conforms a huge industry that is
always developing new technology. In particular, artificial intelligence
techniques have been used broadly in the well-known non-player charac-
ters (NPC) given the opportunity to users to feel video games more real.
This paper proposes the usage of the MaxQ-Q hierarchical reinforcement
learning algorithm in non-player characters in order to increase the ex-
perience of the user in terms of naturalness. A case study of an NPC
with the proposed artificial intelligence based algorithm in a first per-
sonal shooter video game was developed. Experimental results show that
this implementation improves naturalness from the user’s point of view.
In addition, the proposed MaxQ-Q based algorithm in NPCs allow to
programmers a robust way to give artificial intelligence to them.

Keywords: Hierarchical reinforcement learning, non-player characters,
naturalness, human assessment, video games.

1 Introduction

Nowadays, video games conforms a huge industry that is always developing new
technology. In particular, artificial intelligence techniques have been used broadly
in the well-known non-player characters (NPC) given the opportunity to users
to feel video games more real [1]. Specially for artificial intelligence scientists,
video games have proved to be a test bed for different artificial intelligence
(AI) techniques because they can be designed and manipulated in a computer
framework, making it easy to measure and control them. Thus, a video game is
an easy environment to access for any artificial intelligence technique [1,9,13].

Games can be used to simulate real situations with no risk and cost (the cost
of experimenting with real environment), but they are mostly used to entertain
the users. In that way, video games have been changing in order to create a
more entertaining and realistic world, to make the users feel more immersed
in the game [13,9,1]. This is mostly achieved by improving graphics and game
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performance [13]. Improving the performance of the game requires to program
NPCs to make the user feel connected by making the agents interact with their
environment according to the current situation of a game. To implement the
latter, artificial intelligence in video games is applied at NPC-level [1]; given
to NPCs the look and feel of intelligent agents, and a more natural humanness
assessment [8]. It is remarkable to say that, in this work, natural humanness
assessment is related to the ability of an agent to be unpredictable as possible,
and to learn and adapt from changes of the environment.

The problem to improve an intelligent decision in NPCs is that the response of
this decision has to be in real-time, such that, the performance of the game does
not be affected. In that sense, the decision-making process of NPCs has been
previously coded (reactive approach), resulting in an easier but non-intelligent
agent performance [9,6]. For example, graph trees have been widely used as an
AI technique of NPCs [6]. In time processing, this approach is excellent; but
when NPCs are tried to be more natural and more human-like agents, then this
approach fails [9]; for example, NPCs become more predictable for users. A delib-
erative approach has to be more effective; however, time consuming and memory
consuming (data related to the training step) should be another problem.

To this end, reinforcement learning techniques should tackle the decision-
making process with a trade-off between reactive and deliberative approaches.
In that sense, the training step of reinforcement learning allows an agent to learn
from the environment (e.g. a more natural humanness assessment) while the
implementation step allows an agent to act reactively (e.g. reducing online time
consuming) [3]. However, curse of dimensionality is a weakness of reinforcement
learning; but, it can be improved by using hierarchical reinforcement learning,
as shown in [3].

In that sense, this work proposes an alternative solution based on a hierarchi-
cal reinforcement learning approach in order to reduce predictability of NPCs,
make them adapt from changes of the environment, and act as a human-like
agent as possible, to provide a more enjoyable game experience for players.

The rest of the paper is organized as follows: Sect. 2 presents the related work
of this approach, Sect. 3 briefly describes the MaxQ-Q hierarchical reinforce-
ment learning algorithm used in this approach, Sect. 4 describes the proposal
of the work, Sect. 5 presents results and discussion of the proposal, and Sect. 6
concludes the paper.

2 Related Work

Artificial intelligence in video games has pushed this industry farther because of
the quality that provides to the games and how it affects users in their in-game
decisions. The main purpose of artificial intelligence in video games is to control
the behavior of NPCs in the game [9]. The latter makes the role of artificial
intelligence in NPCs crucial for having a good gameplay and satisfying the player.
The behavior of NPCs employs different techniques as described below, making
them more deliberative and not a mere reactive agent in an environment.
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2.1 AI-Based Video Games Techniques

One of the most famous AI-based video games techniques is finite state machines
(FSM) that represents behavior in a very straightforward way. It is very easy to
program and design. FSM has some drawbacks like less scalability and usability,
lacking a dynamic way of sharing tasks or auto-generate decisions [13].

For instance, Halo brought the idea of behavioral trees within its NPC’s arti-
ficial intelligence. Halo team generates decision-making processes for groups of
NPCs that work together. In that sense, NPCs started at the top of the tree
and headed down at the same time to fulfill the most important tasks of the
moment [6]. Every task in the tree has constrains and a heuristic cost function,
in order to achieve a good behavior. This technique allows the environment be
scalable, making really easy to deal with, and tasks can be shared between NPCs
with no problems. However, behavioral trees have to be completely designed and
scripted, thus NPCs cannot evolve from the initial behavior established [6].

Another artificial intelligence based game is F. E. A. R. [13]. It uses a simple
finite state machine that has only three states, but the transitions are not hard-
coded. Instead, it decides when to move to other states, in real-time. The way
the actions are accomplished is similar to STRIPS methodology [14]: accord-
ing to some pre-conditions, actions are performed in a different way. Accord-
ing to the set of actions, an NPC tries to reach its goal. This behavior allows
reacting differently to the environment, increasing the intelligence of the NPC.
For planning purposes (i.e. choose the order of actions), the A* algorithm is used
to get the lowest cost of a set of actions [13].

In addition, Forza Motorsport is a game that introduces machine learning to
create avatars that learn adaptively from racers using supervised learning [5].
This avatar learns from the player and imitates its movements, that changes
while the player continues playing and it evolves into the game. This technique
actually imitates human behavior and arises more natural opponents in races
because they will be other player’s avatars, known as drivatars [5].

2.2 Reinforcement Learning Mechanisms

Indeed, machine learning gives to NPCs the ability of adaption to the envi-
ronment by creating their own plans of action [13,14,8,5]. This characteristic
produces more believable characters in the game (i.e. more natural humanness
assessment) [8]. However, if NPCs are trained based on human behavior (e.g.
drivatars), then it produces human behavior imitation; but quite predictable.
To this end, this work uses reinforcement learning because its main source of
knowledge is experience, not imitation. In addition, behavioral approaches of
NPCs will be less dependant to the programmers who determine off-line plan-
ning actions of agents (e.g. at the implementation stage of the video game). How-
ever, an illness of reinforcement learning is the curse of dimensionality that can
be explained as the exponential behavior of a learning algorithm when dealing
with high dimensional states and a large set of actions. Moreover, reinforcement
learning tends to consume large amounts of time and memory space [10].
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To solve the above problems, hierarchical reinforcement learning (HRL) is
proposed as a technique that divides the overall state of environment - modeled as
a decision-making process based on Markov Decision Processes (MDP), or Semi-
Markov Decision Processes (SMDP) when dealing with time - as a set of subtasks
becoming in a set of SMDPs with their local policies [3,13]; and, each subtask
is formed with an initiation set and a termination set. In fact, this approach
allows HRL fighting against to dimensionality problems. In addition, some HRL
techniques can abstract features from states in certain subtasks, making it even
simpler [3]. There are several hierarchical reinforcement learning techniques, like:
Options [12], hierarchical abstract machines (HAM) [11], and MaxQ [3].

3 MaxQ-Q Algorithm

MaxQ is a hierarchical reinforcement learning method that provides a hierarchi-
cal decomposition of the problem into a set of sub-problems [3]. Since, the main
problem is divided into subtasks, the value function (a state reward) is also di-
vided into a set of functions for each subtask, this also means each sub-problem
has its own policy. Every subtask is independent, and if any other problem has
a subtask identical to any other problem, it can be reused.

Since, each subtask is a little part of the overall problem, it only needs to use a
subset of features to learn. Thus, MaxQ is a faster learning method than simple
reinforcement learning. This reduction of features in a subtask is also known as
state abstraction [3].

Formally, a subtask is defined as {Ti, Ai, R̂i}; where, Ti is a predicate that
defines terminal states of the subtask, Ai is a set of actions that can be performed
in the subtask to achieve the goal, and R̂i is the pseudo-reward function that
tells how well the terminal state is. In fact, when solving the decision-making
process, the method has to return the set of actions that an agent must follow
to end the subtask, also known as a policy πi(s) of subtask i in state s. The set
of all policies in the graph is known as hierarchical policy [3].

At last, MaxQ requires a hierarchy of the problem defined with a set of nodes
[3]: Max nodes (representing primitive actions or subtasks), and Q nodes (actions
of subtasks). In particular, Max nodes store V values that represent state re-
wards, and Q nodes store completion functions Cπ(i, s, a) that represent the
cumulative reward of completing subtask i after invoking action a ∈ Ai in state
s. The graphical representation of the hierarchy is called MaxQ-graph [3].

An implementation of MaxQ method is the so-called MaxQ-Q algorithm that
works with arbitrary R̂i functions. In [3], it is shown that R̂i functions con-
taminate completion functions Cπ. To solve this problem, MaxQ-Q uses two
completion functions: the contaminated Ĉi function using R̂i, and the clean Ci

function without using R̂i. Algorithm 1 shows MaxQ-Q originally introduced by
Dietterich in [3].
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Algorithm 1. MaxQ-Q algorithm [3]. γ < 1 represents the discount factor, and
α is the learning rate that should be gradually decreased to zero in the limit.
function MaxQ-Q(MaxNode i, State s)

let seq = 0 sequence of states visited while executing i
if i is a primitive MaxNode

execute i, receive r , observe result state s’
Vt+1(i, s) = (1 − αt(i)) · Vt(i, s) + αt(i) · rt
push s onto the beginning of seq

else
let count = 0
while Ti(s) is false do

choose an action a according to the current exploration policy πx(i, s)
let childSeq = MaxQ-Q(a, s)
observe result state s′

let a∗ = argmaxa′ [Ĉt(i, s
′, a′) + Vt(a

′, s′)]
let N = 1
for each s in childSeq do

Ĉt+1(i, s, a) = (1 − αt(i)) · Ĉt(i, s, a) + αt(i) · γN [R̂i(s
′) + Ĉt(i, s

′, a∗) + Vt(a
∗, s)]

Ct+1(i, s, a) = (1 − αt(i)) · Ct(i, s, a) + αt(i) · γN [Ct(i, s
′, a∗) + Vt(a

∗, s′)]
N = N + 1
end

append childSeq onto the front of seq
s = s′

end
end

return seq
end MaxQ-Q

4 Description of the Proposal

In order to reduce predictability in NPCs, making them more adaptable to the
environment, and improving their human-like behavior; this work proposes to
use MaxQ-Q algorithm as a decision-making process in NPCs. In particular,
MaxQ method meets three favorable characteristics [3] that this work exploits
for improving natural humanness assessment in NPCs:

– temporal abstraction (it takes several steps to accomplish)
– state abstraction (relevant features are used for each subtask)
– task sharing (one task can be shared with several subtasks, if needed)

This section presents the proposal as follows: firstly, a description of the architec-
ture of an NPC; then, the computational implementation of NPCs in a strategic
game; later on, the experiment design, and lastly, the metrics of evaluation.

4.1 Architecture of an NPC

In order to implement the MaxQ-Q algorithm in NPCs for video games, the
proposal defines two entities: agents and the environment.

On one hand, the environment is defined as the game with all its components
included (other NPCs, players, obstacles, etc.). Note that the game changes every
time agents act upon it. On the other hand, agents are defined as NPCs that
perceive current states and perform actions over the environment. In fact, agents
receive feedback (i.e. rewards) that tells them how good or bad the action was
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in contrast to their objectives. Figure 1 shows the interaction agent-environment
and the proposed architecture of an NPC.

As shown in Fig. 1, the architecture of an NPC consists of two components:
the knowledge base, and the deliberation procedure. The knowledge base stores
information provided by the rewards obtained from the reinforcement procedure.
In this particular case, an agent performs a MaxQ value decomposition in which
the Max node, invoked by the action, updates its values. After this information is
updated, the MaxQ-Q algorithm learns the policies of the hierarchy based on the
knowledge base. Thus, these values help the MaxQ-Q algorithm to deliberate the
next action to take and to perform it upon the environment. To this end, this
cycle continues until an episode is over (e.g. each event game), and then it resets
itself. It is remarkable to say that knowledge base has not be reset because it
simulates human-like learning by experience.

In a nutshell, the NPC will receive rewards from the environment for every
action it does. Then, this reward will be kept in a knowledge base (MaxQ)
and the decision-making process (hierarchical policy) will be performed at the
deliberative (MaxQ-Q) layer of the NPC.

NPC
(agent)

MaxQ
(knowledge base)

MaxQ-Q
(deliberation)

game
(environment)

rewards

updates

decision-making
(policy)

knowledge information
for policy learning

actions

Fig. 1. Proposed architecture of an NPC

4.2 Implementation

A simple case study was designed to test and validate the proposal NPC based
on MaxQ-Q algorithm. In particular, the case study consisted on a strategic
game called Capture the Flag (CTF) with a first person shooter (FPS) player
and an NPC enemy. The objective of CTF is to reach a flag and return to the
base before the other player finds it first.
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The NPC enemy was automated with the MaxQ-Q algorithm as its artificial
intelligence decision-making process. For simplicity, the NPC was restricted in its
movements, containing just five actions: move to the front, move back, move to
the left, move to the right, and stay stopped. In addition, the implementation of
the NPC based on MaxQ-Q algorithm was programmed in a middleware called
Pogamut that allows interaction with the game “Unreal Tournament 2004” using
Java in the IDE Netbeans [4]. Figure 2 shows a first person view of the game.

4.3 Experiment Design

In order to measure the performance of the NPC based on MaxQ-Q algorithm,
two experiments were designed. The first experiment considered to expose the
CTF strategic game to twelve1 different young people (ages from 18 to 25 years
old) randomly selected from a pool of people previously experienced in FPS
games (at least two years of playing), in order to avoid inexperienced performance
and time lagging, and to obtain high qualitative information. Then, the game was
played seven times for each user, assuming that players understand well the
overall game after these trials. In addition, a post-survey was applied to them.

On the other hand, the second experiment was run in order to obtain a pre-
dictability measurement of NPCs based on MaxQ-Q algorithm. To make a com-
parison, two different NPCs were developed: using the MaxQ-Q algorithm, and
using finite state machines (FSM). The latter was chosen since it is the most
preferred and implemented AI-based video game technique [13].

In both experiments, NPCs were previously trained with 50% of artificial
(preprogrammed) data, and later on they were trained with 20% of human data.
In addition, NPCs were continuously trained while users played the game.

4.4 Metrics

Two metrics were selected to evaluate the performance of NPCs based on the
MaxQ-Q algorithm: predictability (quantitative) and human-like behavior (qual-
itative).

On one hand, predictability P was measured using a metric based on the ratio
of the expected loss of a short-run forecast to the expected loss of a long-run
forecast, reported in [2], and it is expressed as (1); where, L is a loss function,
Ω is the data set used for the measurement, E represents the expected function
over the loss function, j is the starting forecast boundary, k is the second forecast
boundary with k > j, all at time t.

P (L,Ω, j, k) = 1− E (Lt+j,t)

E (Lt+k,t)
(1)

Translating (1) into the MaxQ-Q predictability measurement, the absolute
value function V can be seen as the expected loss function E(Lt+j,t) because
it considers the probability of an action to happen weighted by its own cost
1 Sample size was selected using the methodology reported in [7].
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Fig. 2. Example of a first person view of the CTF strategic game for the case study

(reward). Similarly, the absolute value function V of taken actions in finite state
machines can be seen as E(Lt+k,t). Then, the predictability of the selected hier-
archical policy of an NPC based on MaxQ-Q algorithm will be measured from
0.0 (predictable) to 1.0 (unpredictable), in comparison to the selected policy of
an NPC based on FSM. To this end, data series were obtained from the NPCs
based on MaxQ-Q at the last user’s trial, and from NPCs based on FSM at the
first user’s trial. Notice that the NPC based on FSM did not be displayed to the
user.

On the other hand, human-like behavior was measured qualitatively using
post-surveys applied to the users when finished seven trials of the game. This
methodology was based on the work of [7]. For instance, surveys asked to the
users in two dimensions: entertainment and naturalness. Entertainment dimen-
sion measured the user experience of the game in terms of: enjoyable, challenging
and non-boring. Naturalness dimension measured the impression of the user over
NPCs in terms of: subjective predictability, randomized actions, non-adaptation
to users’ gameplay, humanness assessment, and hardness of beating.

5 Results and Discussion

The case study about the CTF strategic game was run using the methodology
presented above. Following, quantitative and qualitative results are reported, as
well as the discussion about them.
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5.1 Predictability

Unpredictability of an artificial agent is expected when simulating a human-like
behavior. Table 1 summarizes the predictability measurements calculated after
each player finished the game.

As seen in Table 1, NPCs based on MaxQ-Q algorithm are 47.5% predicatable,
in average, in comparison with NPCs based on FSM. It is important to note that
predictable values vary with a standard deviation of 29.61% (47.5±29.61%); thus,
results should be treated carefully and they do not have to be overestimated.
In that sense, if assuming that finite state machines is the most preferred and
implemented AI-based video game technique [13]; then, NPCs based on the
MaxQ-Q algorithm are 52.5% more unpredictable, in average, than the most
NPCs developed in video games, so far.

In addition, 75% of predictability values are concentrated below 61.4% which
means that three-quarters of unpredictable values are enclosed under 38.6%.
Roughly speaking, the latter represents a strong evidence that NPCs based on
MaxQ-Q challenge to users with unthinkable actions.

Table 1. Predictability measurements of NPCs based on MaxQ-Q in comparison with
NPCs based on FSM

Player P

1 0.5910
2 0.5909
3 0.4090
4 0.6363
5 0.2413
6 0.5909
7 0.9091
8 0.5455
9 0.0909
10 0.9091
11 0.1851
12 0.0001
μ 0.4749

It is remarkable to say that predictability, empirically, is expected to be 50.0%
in average because it has to reflect that an NPC maintains its AI-based ability
to solve the game, but it also has to challenge to the user with this unpredictable
capability. To this end, remember that unpredictability is measured relative to
FSM-based actions. This means that, from the classical point of view of AI-
based NPCs, MaxQ-Q algorithm adds a new feature to NPCs without devaluing
intelligence.
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5.2 Natural Humanness Assessment

As said, natural humanness assessment of NPCs was measured with surveys
applied to users after the game finished. Figure 3 shows the survey questions and
Fig. 4 shows the results obtained. Each question was presented in a Likert scale
from −2 to 2 without a neutral option (0) in order to polarize results and make
them more decisive at the final conclusion: −2 (totally disagree), −1 (disagree),
1 (agree), and 2 (totally agree). In addition, Fig. 4 presents the expected value
representing a reference of comparison.

Entertainment:
Q1 - is the game enjoyable?
Q2 - the game does not prove to be challenging
Q3 - the game is boring

Naturalness:
Q4 - is the NPC predictable?
Q5 - NPC seems to have random actions
Q6 - NPC does not adapt to my gameplay
Q7 - NPC seems like a human
Q8 - NPC is hard to beat

Fig. 3. Survey questions about the natural humanness assessment perception of users
in NPCs based on MaxQ-Q

For instance, the entertainment dimension was definetely accepted by users
(see Fig. 4). It means that players perceive NPCs based on MaxQ-Q enjoyable,
challenging and non-boring. These positive results motivates users to play the
game and to keep them playing it.

In addition, the naturalness dimension was also positive (see Fig. 4). In terms
of subjective predictability, users were disagreed that NPCs are predicatable, in
average, 22% less than the expected answer. These qualitative result reinforces
previous quantitative results of P . Notice that the expected answer is not totally
disagree (−1.5 out of −2.0). In terms of randomness of actions, users thought
that NPCs do not act randomly which means that users perceives that NPCs
have plans (they differ 6% relative to the expected answer). On the other hand,
users reported that NPCs did not adapt to their gameplays (1.5 out of 2.0
expected). However, users expected much more human-like behavior in NPCs
(25% less than expected) than they actually do. Finally, users experienced that
NPCs were too much hard to beat (2 out of 1 expected). The latter can be
explained with the training level of NPCs.

To this end, the usage of the MaxQ-Q algorithm in NPCs shows that it im-
proves the natural human-like behavior of them, giving unpredictable and hu-
manness assessment characteristics, in contrast with the well-known performance
of NPCs based on finite state machines.
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Answer
Expected

0.0%

0.0%

0.0%

22.0%

6.0%

25.0%

25.0%

50.0%

Fig. 4. Chart of results summarizing the natural humanness assessment perception of
users in NPCs based on MaxQ-Q. Right numbers represent the relative error of an
answer value in contrast with the expected value.

6 Conclusions

This work proposes the implementation of the hierarchical reinforcement learning
MaxQ-Q algorithm in order to improve the natural humanness assessment of
non-player characters in video games, because artificial intelligence algorithms
used in the state-of-the-art are mostly reactive, and with scripted actions. The
latter presents drawbacks in user experience, mainly on the perception of human-
like behavior in NPCs that the current work improves.

Experimental results were done over a simple case study using an implemen-
tation of the Capture the Flag strategic game. In particular, quantitative pre-
dictability was measured between NPCs based on the MaxQ-Q algorithm and
NPCs based on finite state machines. In fact, results revealed that NPCs based
on MaxQ-Q are 52.5% more unpredictable, in average, than NPCs based on
FSM. Moreover, qualitative results showed that users experimented this unpre-
dictable behavior. Furthermore, user experience results showed that NPCs based
on MaxQ-Q also fulfill non-randomization of actions (i.e. they use plans), non-
adaptation to users’ gameplay, and improve hardness of beating and humanness
assessment.

Concluding, the usage of the MaxQ-Q algorithm as an artificial intelligence
basis of decision-making process in NPCs improves their natural human-like be-
havior, giving unpredictable and natural humanness assessment characteristics,
in contrast with the performance of NPCs based on finite state machines. In ad-
dition, this work formally introduces a measurement of predictability in NPCs
of video games.

Future work considers enlarging the sample size in the case study, covering a
wide range of gamers. Also, other quantitative metrics have to be evaluated in
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the case study, such as: online time processing, memory usage, and the Turing
test. Additionally, incorporating automated generation of the state abstraction
in MaxQ technique has been considering, too.
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Abstract. This paper presents the development of a novel dynamic
Bayesian network (DBN) model devoted to wind forecasting. An original
procedure was developed to approximate this model, based on historical
information in the form of time series. The DBN structure and param-
eters are learned from historical data, and this methodology can be ap-
plied to any prediction problem. In contrast to previous approaches, the
proposed model considers all the relevant variables in the domain and
produces a probability distribution for the predictions; providing im-
portant additional information to the decision makers. The method was
evaluated experimentally with real data from a wind farm in Mexico for
a time horizon of 5 hours, showing superior performance to traditional
time-series prediction techniques.

1 Introduction

Due to the cleanness and low-cost of wind energy, wind farms (an array of wind
turbines) are designed to produce as much energy as possible. However, the
production of electricity using such energy is affected by external atmospheric
parameters such as wind speed and direction, temperature, humidity and pres-
sure; and internal factors like maintenance schedules and design restrictions.

A wind turbine is designed according to the historical atmospheric condi-
tions of the site and it is described by its nominal power. Intrinsically, the wind
farm energy production can be expressed as a joint nominal power, which is a
monotonic submodular function of the array of wind turbine’s nominal power
(typically around 0.6 to 3 MW). A typical prediction of the electric power pro-
duced by a wind farm is computed using a fixed weighted measure of the wind
farm’s nominal power [7], with the weight computed using historical data of at-
mospheric conditions. As a result, this approximation will not match with the
actual farm production curves [2]. These (inaccurate) predictions will become
a potential point of failure when scheduling generation units on/off cycles (i.e.
what wind turbines to switch on/off and at what time) to satisfy a demand of
energy.
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Given this background, it is desirable to develop methods that allow adjusting
the offer of a wind farm based on the prediction of wind conditions. These predic-
tions should have such prediction horizon to help computing the power produc-
tion that fits better with the real demand curves. The current wind forecasting
models such as ALEASOFT, AEOLIS,CASANDRA, CENER, GARRAD HAS-
SAN, METEOROLOGICA, METEOSIM or METEOTEMP [6], that are based
on the predictions of atmospheric changes coming from certain numerical mod-
els, do not have enough precision to forecast wind speed for horizons of more
than 5 hours. Alternative techniques based on statistical models or neural net-
works, usually do not taken into account other relevant variables and produce
single value predictions.

The aim of this work is to develop novel techniques that allow predicting a
wind farm electric power production based on wind forecasting with more than
5 hours in advance. We have developed a tool for learning Dynamic Bayesian
Networks (DBNs) [15] from data, which identifies the relevant factors for wind
forecasting.

We learned the prediction models for wind speed and direction using two year
historical data from a wind power experimental station at La Ventosa in Oaxaca,
Mexico. In order to evaluate the quality of our proposed solution, we used the
mean absolute error of the wind speed. Compared with classical forecasting
methods, the experiments show satisfactory results in the sense that, the average
error is acceptable and better than using other techniques.

This paper is organized as follows. The next section reviews alternative forms
to forecast wind power in the literature. Section 3 describes the application do-
main, namely the wind and power forecasting. Section 4 presents our proposed
approach using dynamic Bayesian networks. In Section 5, we show some experi-
ments performed and preliminary results. Finally, Section 6 concludes the paper
and suggests future work.

2 Related Work

Among the most popular techniques for very short-time wind speed forecasting
some authors report the use of Neural Networks (NN) and Time Series based
on ARIMA models. Maqsood et al. [12] presented the idea of using more than
one model to forecast three meteorological variables (including wind speed) for
a 24-hour-ahead interval. Four different types of NNs are considered: the mul-
tilayer perceptron (MLP), the recurrent neural network of Elman, the radial
basis function (RBF), and the Hopfield neural networks. A NN of each type
was trained for each season of the year. The best result was the one obtained
with the RBF neural network, but accuracy increases when all of the models are
combined (i.e., into an ensemble of models). Kavasseri et al. [10] presented the
fractional-ARIMA (f-ARIMA) model to forecast the wind speed day-ahead and
two-days-ahead. The forecasted wind speed is then converted into wind power
by using a manufacturers power curve. The main weaknesses of these methods
are that they are deterministic, sometimes univariate, and predict a value per
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time step and not a probability distribution. One alternative to overcome these
lacks is the usage of probabilistic methods which exhibit more flexibility.

Bossanyi [3] was one of the pioneers on using probabilistic methods for short-
term wind prediction. In that work, a Kalman filter used the last six measured
values as inputs to forecast wind speed for the following minutes. The results
are good when compared with the persistence for time horizons below 10 min-
utes of averaged data. The improvement was poorer in longer averages and was
nonexistent for 1-hour averages.

Miranda et. al. [13] focused on one-hour-ahead wind speed prediction using
a Bayesian approach to characterize the wind resource. In that work, Markov
Chain Monte Carlo (MCMC) simulation was used to estimate the model pa-
rameters, which can be used to predict wind speeds at future time-steps. The
results obtained indicate that Bayesian inference can be a useful tool in wind
speed/power prediction.

MingYang et. al. [20] showed a practical approach for probabilistic short-term
generation forecast of a wind farm. The proposed approach is based on Sparse
Bayesian Learning (SBL) algorithm. Since the wind generation time series ex-
hibits strong non-stationary property, a componential forecast strategy was used
to improve the forecast accuracy. According to the strategy, the wind genera-
tion series is decomposed into several more predictable series by discrete wavelet
transform (DWT), and then the resulted series are forecasted using SBL algo-
rithm respectively. To fulfill multi-look-ahead wind generation forecast, a multi-
SBL forecast model is constructed in the context. Tests on a 74-MW wind farm
located in southwest Oklahoma demonstrated the effectiveness of the proposed
approach.

Jursa [9] compared different techniques for wind power forecasts, such as a
classical MLP NN, mixture of experts [19], Support Vector Machine (SVM), and
nearest neighbor search with a Particle Swarm Optimization (PSO) algorithm
for feature selection of the input of several locations in a spread area [8]. The
author additionally combines different models by averaging the model outputs.
The results for 10 wind farms located in Germany were compared, and Numerical
Weather Prediction (NWPs) were available for each wind farm. The best model
was the ensemble with three different models (i.e., mixture of experts, nearest
neighbor, and SVM), with a 15% improvement over an NN. The best individual
model was the mixture-of-experts model, which achieved an 8.8% improvement
over the NN. The results of the SVM are always better when compared with the
neural network results. The nearest-neighbor model was better than the NN in
some wind farms. However, in others, the NN performed better.

In this work the development of a dynamic Bayesian network (DBN) model
devoted to wind forecasting is presented. Intrinsically, it profits the conditional
dependence among meteorological variables to better deal with the uncertain
nature of wind behavior. This method combines expert knowledge and knowl-
edge discovery from data. The resulting model provides a probability distribution
around a point-value. Throughout a learning algorithm the model considers con-
ditional dependences among variables so that it automatically selects attributes.
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3 Wind Power Forecasting

Weather conditions are different according to physical conditions like solar radi-
ation, latitude, altitude, atmospheric pressure, and temperature. Any change on
these conditions produces weather changes which result in air movement. These
changes can exhibit some periodicity in days, months, seasons or years. Wind
occurs on a range of scales, from thunderstorm flows lasting for few minutes to
hurricane.

Wind is also a free renewable energy source that brings some electric power
per unit of time. Wind energy is converted into mechanical- rotational energy
by the wind turbine rotor. Unfortunately, according to Betz [2] the available
wind energy cannot be extracted completely by a wind turbine. The theoretical
maximum power that can be extracted from wind is 59%.

In order to forecast the power generation in wind power farms it is required
to know the weather conditions that influence the wind and, in consequence, the
power generation capability. The time horizon for prediction of wind speed and
direction (minutes, hours, etc.) determines the prediction time horizon of energy
generated.

The wind power is directly related to the wind speed and it is represented in
a graph called “the power curve” [2] (shown in Fig. 1). The curve indicates the
energy that will be generated for different wind speeds. It is obtained empirically
and is delivered by the turbine manufacturer. The generation is null up to a boot
speed (3 m/sec. in the figure) and from it grows rapidly to a nominal speed where
control mechanisms act to maintain a constant power. If the wind reaches a stop
speed (25 m/sec. in the figure), the power output decreases and the wind turbine
protection mechanisms stops the turbine for protection.

Fig. 1. Power wind curve: power against wind speed. The dotted line represents the
speed of wind for re-start after stop for protection.
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4 Dynamic Bayesian Network Model

Bayesian Networks [17] are directed acyclic graphs that provide a compact rep-
resentation of a probability distribution, in which nodes represent propositional
variables and arcs probabilistic dependencies. Dynamic Bayesian Networks [15]
represent temporal process by replicating each variable for every time instant in
the temporal range of interest, including dependency relations within and be-
tween temporal intervals (time is usually discretized according to fixed temporal
intervals). In general, DBNs follow two basic assumptions:

Markovian process, so each variable only depends on variables from the pre-
vious and current time steps,

Stationary process, so the structure and parameters of the model remain the
same for all time steps.

According to these assumptions, the dynamic Bayesian model developed con-
sidered in this project is inspired on the DBN definition presented by Mur-
phy [15]. The DBN is formed by certain initial conditions and by a two-slice
temporal Bayes net which defines P (Xt | Xt−1) for all t in the process. This is
called the transition model.

For instance, the transition model of the wind prediction DBNs developed in
this study is shown in Figure 2. The variables included in the model are defined
in Section 5.

Notice that there exist relations between variables intra time slice and other
relations inter time slices. For example, relative humidity (HR) influences the
temperature (Temp) and solar radiation (RS) at certain time t, and it maintains
an influence with these same variables at time t + 1 for all t. The model was
learned using the PC algorithm[18] included in the Hugin package[1].

The complete forecast model is obtained by unrolling the two slice model in
the number of time slices that are required in the wind forecast. For example, if
we define an hourly time slice and we need five hours in advance, then the DBN
is unrolled to complete six slices. Figure 3 shows the resultant six slices dynamic
model.

An important decision is how to initialize the model. First, we need to define
the size of the time slice (T ) to consider. This depends on the data obtained
and the forecast required. In this project, we use time slices of one hour, even
if we have data obtained every 10 minutes. Since the initial time slice is formed
by the same variables, and since we assume access to all the values, then the
initial slice is only useful for entering the values of variables at time t. Thus, the
propagation in the network shown in Fig. 3 produces a probability distribution
of the forecasted value of wind velocity five hours ahead (V elV5). This is the
second parameter considered in this application, namely the forecast horizon
(N). In the network shown in Fig. 3, N = 5.

Section 5 shows the results for wind forecasting in experiments conducted in
the models described above.
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Fig. 2. An example of one of the transition model learned for wind forecasting. (See
Section 5 for the nomenclature of the variables.)

Based on the previous considerations, the procedure for learning a DBN
model, according to parameters T and N , can be summarized as follows:

1. Separate the database in a file for training and a file for testing. Notice that
each file must be continuous in time, since that data are time series of the
meteorological variables.

2. If the time between data registers in the data set are lower than T , then
average the measures of all variables and obtain registers every T time.

3. Discretize the training set using a uniform partition.
4. Duplicate the training dataset with the double of columns to include the

registers of (Xt, Xt−1). We use the PC learning algorithm [18] available in
Hugin package [1] to construct the transition network as in Fig. 2.

5. Unroll the transition model to the required N time slices. This is, replicate
the t+ 1 slice of transition network, N times to form the dynamic network
of Fig. 3.

6. Utilize EM algorithm [11] to learn the parameters of the complete unrolled
model of Fig. 3.

We designed a software tool that automates the whole procedure for learn-
ing DBNs. The next section describes the experiments conducted to test the
performance of the different tested models.

5 Experiments and Discussion

5.1 Wind Farm

The Regional Wind Technology Center (CERTE) of the Electric Research In-
stitute (IIE) is located in the area of La Ventosa, in Oaxaca, Mexico. This in-
frastructure is sized to install up to 5 MW wind power, which can be integrated
with wind turbines of different capacities and models.
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Fig. 3. A wind forecasting DBN unrolled for 5 time slices

The CERTE sells electric energy produced by the Japanese wind turbine
Komai 300 kW that was donated to IIE by the Global Environment Facility
(GEF), through the United Nations Development Program (UNDP).

The historical data of the wind and other meteorological variables obtained
from this center, consists on time series with date and time stamp, during more
than two years. The information collected includes the following data: ambient
temperature (Temp), relative humidity (HR), solar radiation (RS), wind direc-
tion (DirV) and wind speed (VelV) in two heights and two different altitudes,
date and time. The data registers were taken every ten minutes. We used data
from 2012 and 2013 for training and the remaining January and February 2014
for testing.

5.2 Experiments

The wind power prediction system consists in a program that executes the fol-
lowing procedures:

1. Reads the model of Fig. 3,
2. Reads a data file with the testing values of the variables (January and Febru-

ary 2014 in this experiment),
3. Loads one by one, the hourly registers into the network, instantiating the

nodes of the first slice,
4. Propagates probabilities in the dynamic network and obtains a posterior

probability vector of the wind velocity (see Fig. 6),
5. Calculates the expected value in that vector for generating a point velocity

value. We refer this value as Forecast in the graphs below,
6. Calculates the uncertainty of the forecast and the error obtained between

the real and forecasted value,
7. Repeats for all data registers in the testing file.
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Fig. 4. Partial graph with the results of the experiments from 0 to 5 am. The Measured
line represents the real value, the Forecast represents the forecasted and the Error line
is the measured error. Vertical axis is in m/sec. for lines Measured and Forecast, and
% of error for Error line.

Fig. 5. Partial graph with the results of the experiments from 12 to 17 hours

As mentioned above, the model was learned using meteorological data from
CERTE on the periods of January 2012 to December 2013. The model is shown in
Fig. 3. The experiments were executed with hourly data from January-February
2014. In order to revise the performance of the forecast system according to
specific meteorological conditions, we run experiments loading current conditions
at specific hours. For example, we load evidence from 0:00 hours (midnight) and
compare the forecast at 5:00 am. We analyze in this paper the experiments
from 0 to 5 hours, and from 12 to 17 hours (midday). These two periods have
important differences like solar radiation and temperature. Figures 4 and 5 show
a portion of the results in the experiments. The Measured line represents the real
value, the Forecast represents the forecasted and the Error line is the measured
instrumentists error. This measure is explained below.

Notice that the horizontal axis represents the 5 am wind speed from all days
of February and March 2014. It is not an every hour continuous forecast.
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Figures 4 and 5 show a section of the results of February forecasts. The real
value and the forecasted value are depicted together with the error measure. The
error in Figures 4 and 5 are calculated with the following equation:

EInst =
(V elVreal − V elVforecast)

(Vmax − Vmin)
× 100 (1)

This mechanism is used by instrumentist engineers when evaluate instruments.
This consists in the comparison of the difference between real and forecasted
values, divided by the complete range of the instrument. In this project, we
assume Vmax = 25 m/sec., and Vmin = 0. Figures 4 and 5 show the behavior
of the forecasted signal compared with the real value and the resulting error.
Vertical axis represents the wind speed in m/sec. This axis also represents the
percentage of error in the Error line. The scales of both units coincide in this
axis. The horizontal axis represents the instances of the experiments. One per
one hour of each day.

According to the literature, the results obtained look promising. The velocity
of the wind is a very difficult variable to forecast given its uncertain and volatile
nature. The experiments of 0 to 5 hours produce an average error of 8.21%, while
the experiments of 12 to 17 hours produce 5.67%. For example, in Fig. 4, the
highest error is above 19% while the lowest is practically 0. Most of the errors
are below 5%.

Literature recommends not only to measure the error in a single point fore-
cast, but in the uncertainty of the probabilistic forecast [21,14]. These reports
establishes the necessity of calculating a probabilistic model, given a numerical
weather prediction (NWP). The fact is that our prediction mechanism is indeed
probabilistic. We obtain a probability distribution of the wind velocity 5 hours
ahead, given the meteorological conditions at this time. Figure 6 shows an exam-
ple of our prediction system output. We take this vector and calculate a NWP
using the expected value of the probability, i.e.,

Vest =
∑
n

V elViPi (2)

where V elVi is the central value of the interval i, and Pi is the corresponding
probability of this interval. VelV = 3.84 m/sec. in the example in Fig. 6.

The uncertainty estimation of our wind forecast is calculated with the
quantiles mechanism [5]. Given a probability distribution of the wind veloc-
ity Pt+k, where t is the current time and k is the forecast horizon (number of
time steps ahead), the quantile qαt+k with proportion α ∈ [0, 1] is uniquely defined
as the value x such that prob(Pt+k < x) = α.

Figures 7 and 8 show the results of the same experiment that Figs. 4 and
5 with the two quantiles at 20% and 80%, forming a confidence interval with
probability 60%.

This mechanism establishes that the expected power generation for a given
horizon is between 1 and 1.6 MW for example, with 60% probability.
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Fig. 6. Probability distribution of the forecast of wind velocity in 5 hours. The velocity
variable has been discretized in 20 intervals.

Fig. 7. Experimental results with defined uncertainty. The region shown represents
60% probability.

Fig. 8. Experimental results with defined uncertainty. The region shown represents
60% probability.

To complete the experiments evaluation, Table 1 shows different measures of
errors [16] of the two experiments described above.
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Table 1. Results errors in the experiments

Type of Error Experiment 0-5h. Experiment 12-17h.

Percent EInst -4.40 -2.3
Percent Absolute EInst 8.21 5.67
Minimum EInst 0.17 0.18
Maximum EInst 19.4 17.36
Root mean square error 9.84 7.28

The root mean square error (rms) is defined as [16]:

rms =

[
1

n

n∑
i=1

(EInst)
2

] 1
2

(3)

The errors reported in Table 1 are obtained when running experiments corre-
sponding to 30 instances of data from 0 hours (or 12 hours), i.e., one month. In ev-
ery experiment, a real value is compared with the punctual estimated value. The
errors are calculated using Equations 1 and 3. Negative numbers in the first row
represent that the estimated value was higher than the real value. The absolute
EInst is obtained with the absolute value of the difference between the values. The
minimum and maximum refers to those values in the set of experiments.

In order to contrast our results against the forecast using the traditional meth-
ods of time series statistics, we show in table 2 the numerical results obtained
from a set of experiments with these methods for the same scenarios and same
data sets.

Table 2. Resulted errors in experiments using traditional methods

Model AR Order MA Order MAPE DA

AR 44 0 0.235171 45
ARMA 12 30 0.271023 52.5
ARIMA (a) 6 27 0.365057 27.5
ARIMA (b) 6 27 0.280259 35

(a) with adjustment to the mean
(b) without adjustment to the mean

The first column indicates the experimented models. AR is the autorregresive
model order 44. ARMA is the autoregresive (AR) moving average (MA) of order
12 for AR and 30 for MA. The last two models are AR integrated MA with
order 6 and 27 for AR and MA respectively [4]. The difference between these
two is that in the pre-processing of data, the media is subtracted to every value to
provide invariance respect to time (adjustment to the mean). The fourth and fifth
columns are the MAPE (Mean Absolute Percentage Error) y DA (Directional
Accuracy). MAPE measures the precision or accuracy of the model to predict
the future, and DA measures the model capability to predict changes in the
direction of the predicted variable. Both metrics are expressed in percentage.
Ideally, a model obtains a low MAPE and a high DA. Figure 9 shows a small
section of the experiments results using time series statistics.
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Comparing the results using DBN (Figures 4 and 5) with the results using time
series methods (Figure 9), it can be noticed that the multivariable characteristic,
and the dynamic representation of the Bayesian networks produces better results.

Fig. 9. Partial graph with the results of the experiments using ARMA and ARIMA
methods. The marked line represents the real value and the solid line represents the
forecasted value.

6 Conclusions and Future Work

This paper describes a novel dynamic Bayesian models for wind velocity predic-
tion. This new approach considers that all the variables are known at the initial
step (so no special structure for the initial step is required), and considers that
all time series are stationary (so the transition model is unrolled the steps that
the horizon requires).

The time step and the forecast horizon can be combined to construct models
for different forecasting needs. This paper has shown the initial experiments
considering hourly steps and a short term forecast of five hours. Alternative
techniques based on statistical models or neural networks, usually do not taken
into account other relevant variables and produce single value predictions.

The experiments show promising results for wind velocity forecasting. How-
ever, the ultimate objective will be the power forecasting in one turbine or in a
complete wind farm. Moreover, the final user of this forecast system will be the
energy control centers that control the energy generation, and dispatched energy
to consumers. Thus, uncertainty measures of the forecast are essential to take
the proper decisions in the energy market.

Several additional developments are necessary to increase the performance of
the wind forecasting. For example:

– Consider other meteorological variables like the difference of temperatures
from yesterday to today.

– Investigate about semi-stationary characteristics of the time series. For ex-
ample, to learn one model for day and other for night, or one for summer
and other for winter.
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– Identify the optimal number of intervals in the discretization of the meteo-
rological variables, and trying different learning algorithms.

The next step in this project is the integration of our forecasting system with
a wind farm model that receives the wind velocity and direction as input, and
calculates the power generation by turbine and by a complete farm.
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Abstract. In this work we present the development of nonlinear autoregressive 
with exogenous inputs models to predict some relevant variables for asset man-
agement of heavy mining equipment, like Mean Time between Failures 
(MTBF), Mean Time to Repair (MTTR) and Availability is presented.  
The models were developed using support vector machine with historical data 
obtained on a daily basis during 2013 from one heavy mining equipment of an 
important copper mine site in Chile. One-step-ahead predictions of the  
predicted variables confirmed good performance of the dynamic models. 

Keywords: SVM, NARX, Mining Equipment, Asset Management, Availabili-
ty, Mean Time between Failures, Mean Time to Repair, Predictive Models. 

1 Introduction 

The fleet of heavy mining equipment corresponds to the most important asset of 
the mining industry. Maintenance budgets of these assets are relevant and contri-
bute to a large part of the cost of production. One reason is the poor precision of 
maintenance plans which today are based on a simple historical analysis. Having a 
predictive tool to forecast availability and other variables may allow improving 
those maintenance plans. Well known computing intelligence techniques, like ar-
tificial neural networks (ANN) and support vector machine (SVM), have been 
extensively used as classifiers and also as regressive models for developing ade-
quate dynamic models of complex systems. Concetti et al.  [1] developed a system 
for the management of plants in order to ensure full availability and zero failures. 
It consists of a Management Model Results of Plant and a tele-maintenance smart 
for predicting reliability and safety level of each plant and for the planning and 
scheduling of maintenance operations. They show that tele-maintenance system, 
which uses computational intelligence tools to predict the evolution of events and 
signals-is capable of learning and improving their operational efficiency being 
ANN more appropriate for these purposes. As inputs to the neural model they use 
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multiple electrical and physical variables. The outputs of the model are the index 
of plant safety and the plant reliability/plant availability index.  Oladokun et al. 
[2] show the usefulness of ANN in maintenance planning and management. A 
model based on the multilayer perceptron with three hidden layers and four 
processing elements per layer was built to predict the expected downtime as a re-
sult of a fault or a maintenance activity. The model achieves an accuracy of over 
70% in predicting. The use of SVM as a tool for the development of systems to 
support maintenance has also been reported in the literature. Zeng et al. [3] pro-
pose a method for improving SVM performance using a select feature subsets for 
training and parameter optimization of SVM based on fuzzy techniques and adap-
tive swarm of particles. Case analysis shows that this algorithm is efficient and 
adapts to predictive maintenance management for any complicated equipment. 
Ding et al. [4], investigated a methodology for application of SVM to predict the 
reliability of the computerized numerical control (CNC) machine tool manufactur-
ing digital system. Actual reliability data were used for CNC training. The SVM 
can learn the historical relationship between reliability indices and corresponding 
goals allows the prediction of future reliability or failures. Experimental results 
show that the SVM prediction model has good potential for predicting the reliabili-
ty and system failures.  

In this work SVM is used as a regressive tool for developing dynamic models for 
predicting Mean Time between Failures (MTBF), Mean Time to Repair (MTTR) and 
Availability using the Use of Physical Availability (UPA) as an exogenous input for 
both dynamic models. Prediction of those variables is a valuable tool for asset man-
agement of heavy mining equipment. 

2 Material and Methods 

2.1 Data 

Data correspond to historical information of 4 variables: Availability, MTBF, MTTR 
and UPA obtained in a daily basis during 2013 for one heavy mining equipment. The 
used methodology includes splitting the data into 3 sets: training data set (150 exam-
ples); validation data set (100 examples) and test data set (86 examples). All data 
were normalized between (0,1). 

2.2 Dynamic Models 

One commonly used dynamic model is the well known non-linear regressive model 
with exogenous input (NARX) given by equation (1) [5]: 

tmttnttt euuyyfy += −−−− ),...,...,( 11)(                  (1) 

where e (k), is the prediction error at time k and is modeled as a Gaussian white 
noise zero mean process with variance σ. It represents the model uncertainty and the 
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noise of the experimental data. The predictor associated with this type of models is 
given by equation (2) and is outlined in Figure 1, where ŷ is the prediction of the au-
toregressive variable y from previous experimental data of itself and of the exogenous 
variable u in times t-1, t-2, ... considering the nonlinear function ѱ [5]. 

),...,...,( 11)( mttnttt uuyyy −−−−=ψ�
                 (2) 

 

 

Fig. 1. Associated predictor for NARX-type models. u is the exogenous input and y the autore-
gressive variable. ŷ corresponds to the prediction of the autoregressive variable. 

From Figure 1 it can be seen that for identification of such models the simple se-
ries-parallel identification method can be used. Indeed, it is enough to provide the 
following to the chosen approximator of the prediction function -ANN or SVM in the 
case of this work. 

As input:  

• experimental data for the autoregressive variables from t-1 to t-n (n has to do with 
the order of the system model). 

• experimental data of the exogenous variables from t-1 to t-m. 

As output: 

• experimental data of autoregressive variables at a later time, t. 

In the case of ANN the required training algorithm consists of the well known back-
propagation. In the case of SVM it is enough to provide adequate input and output to 
the optimization method used to train SVM for regression [6]. 

2.3 Support Vector Machine 

In 1995 Vapnik proposed the classification technique called Support Vector Machine 
(SVM) [7]. The approach proposed for classification problems, can be adapted to 
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regression. Regression is defined as the fitting of data into a hypertube of radius ε [8], 
as shown in figure 2. The radius defines the insensitive zone, which is the zone that 
contains the data. The optimization problem is expressed as shown in equation (3). 
The constant c determines the trade off between complexity and the amount up to 
which deviations larger than ε are tolerated [6]. The kernel trick allows the applica-
tion of SVR to non linear problems.   

The process that finds the optimal hypertube requires the tuning of some parame-
ters, such as the regularization parameter c, the kernel parameter sigma and the radius 
of the hypertube ε. In this work the RBF kernel was used. The exponents of c and 
sigma parameters were increased by powers of 2. The exponents took values from -5 
to 15, with step 1. Parameter ε varied between 0 and 0.5 with a step of 0.1. The per-
formance of every combination was assessed calculating the validation error.  
The library of tools developed at INSA de Rouen, France [9] was used to implement 
the SVR models.  

 

 

Fig. 2. Optimal hypertube fitting the data and the insensitive region 
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2.4 Performance Indices 

Two indices were used to quantify the prediction performance of the models. 
The index of agreement (IA) developed by Willmott [10] as a standardized meas-

ure of the degree of model prediction error and varies between 0 and 1. A values of 1 
indicates a perfect match, and 0 indicates no agreement at all. It is a dimensionless 
statics and its value should be evaluated based on (a) the phenomenon studied, (b) 
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measurement accuracy and (c) the model employed. IA becomes intuitively meaning-
ful after repeated use in a variety of problems. (Eq. 4)  
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The index is the symmetric mean absolute percentage error (SMAPE) which is an 
average of the absolute percentage errors but these errors are computed using a deno-
minator representing the average of the forecast and observed values. SMAPE has an 
upper limit of 200% and offers a well designed range to judge the level of accuracy 
and should be influenced less by extreme values [11]. (Eq. 5). 
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3 Results 

Three dynamic models using SVR were developed. They were built as NARX models 
with MTBF (or MTTR or Availability) as the regressive variable while UPA was  
used as the exogenous input. The training data set and the validation data set were 
used for adapting SVR parameters while the test data set served for testing the elabo-
rated models in a one-step-ahead (OSA) prediction scheme. The order of the models 
was obtained in a trial and error basis. The final developed models are presented in 
Figure 3. 

All models were tested using the test data set. One Step Ahead (OSA) predictions 
for MTBF, MTTR and Availability are shown in Figure 4 where yTEST is the expe-
rimental data and yOSA the predicted values. The time was normalized between 0 
and 1. The best values for the MTBF model were obtained with two delays (2nd order 
model), for the MTTR model with three delays (3d order) while for Availability only 
one delay (1st order) was necessary. For MTBF and MTTR models the tuning process 
lead to c=211, sigma=25, ε=0.1 while for Availability they were c=2-4, sigma=20, 
ε=0.1. 

The comparison between experimental data and the predicted values, as shown in 
Figure 4 and Table 1, shows good performance of the developed models with a 
SMAPE and IA indexes of 27.96 and 0.99  for MTBF, 151.85 and  0.96 for MTTR 
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and 33.25 and 0.95 for Availability. The developed models were able to predict with 
good accuracy the three variables even though they exhibit a rather rough behaviour. 
 

     

     

 

Fig. 3. NARX SVR models for MTBF, MTTR and AVAIL (availability) variables for the test set 

 

Fig. 4. Experimental and predicted data for MTBF, MTTR and Availability variables for the 
test set 
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Fig. 4. (Continued)  

Table 1. SMAPE and IA indices for MTBF, MTTR and Availability predictions  

 SMAPE IA 

MTBF 27.96 0.99 

MTTR 151.85 0.96 

Availability 33.25 0.95 

4 Conclusions 

This paper presents three NARX SVM models for predicting variables used for asset 
management of heavy mining equipment. This can be very useful for asset manage-
ment needs. For instance the operator can use the predicted MTBF and MTTR  
variables to classify in advance an equipment into “critical”, “chronic”, “criti-
cal&chronic” and “under control” categories. Both variables required a nonlinear 
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model being MTTR more complex to model (3d order) than MTBF (2nd order). In the 
case of Availability a simpler model (1st order) was needed. Although results are 
promising this is a preliminary work that should be improved when more data and 
other relevant variables –like monitoring conditions, environmental variables, etc …- 
could be available. The goals are to improve OSA predictions and also to achieve 
good multiple step ahead predictions perhaps also exploring the use of another dy-
namic models like the nonlinear autoregressive with exogenous inputs (NARMAX) 
models. 
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tion of Universidad de La Frontera. 
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Abstract. This study contributes to formalize customer churn prediction where 
rough set theory is used as one-class classifier and multi-class classifier to in-
vestigate the trade-off in the selection of an effective classification model for 
customer churn prediction. Experiments were performed to explore the perfor-
mance of four different rule generation algorithms (i.e. exhaustive, genetic, 
covering and LEM2). It is observed that rough set as one-class classifier and 
multi-class classifier based on genetic algorithm yields more suitable perfor-
mance as compared to the other three rule generation algorithms. Furthermore, 
by applying the proposed techniques (i.e. Rough sets as one-class and multi-
class classifiers) on publicly available dataset, the results show that rough set as 
a multi - class classifier provides more accurate results for binary/multi-class 
classification problems. 

Keywords: One-Class Classification, Multi-Class Classification, Churn Predic-
tion, Rough Set theory. 

1 Introduction 

Customer churn- shifting from one service provider to next competitor in the market 
is a mounting issue for various service-based industries and particularly for telecom-
munication industry [1]. It is one of the greatest importance for project managers 
because losing a customer is a low cost opportunity for competitors to gain customer 
[2, 3]. It has been reported that the associated cost with the acquisition of new cus-
tomer is often times more as compared to retaining the existing customers [4]. Retain-
ing existing customers leads to significant increase in sales and reduced marketing 
cost. These facts ultimately focused on customer churn prediction as an indispensable 
part of telecom companies’ strategic decision making and planning process that is the 
primary objective of customer relationship management (CRM) as well. The impor-
tance of this growing issue has also led to the development of several predictive tools 
that support some vital tasks in predictive modelling and classification process. 

In recent decades, the explosion of data is a challenging task for extracting valua-
ble information that is contained in this data. On the other hand, data mining entails 
the overall process of knowledge extraction from the data bank. There are many data 
mining applications which have been successfully applied to various knowledge  
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discovery techniques [1, 5–9]  to extract hidden and meaningful relationships be-
tween entities and attributes. These facts led the competitive companies to invest in 
CRM to maintain customer information. Data is maintained in such CRM Systems 
can be converted into meaningful information to consider the mounting issue of cus-
tomer churn in order to identify the customer’s churn behavior before the customers 
are lost which increase the customer strength [2].  

Although, customer churn prediction modeling has been extensively studied in var-
ious domains such as banking, online gaming, airlines, telecommunication, financial 
services and social network services [10] using multi-classification algorithms but 
one-class classification using rough set theory has not been widely applied in predict-
ing customer churn in the telecom sector. Therefore, this study focuses over   
explore the powerful applications and trade-off in one-class and multi-class classifica-
tions using rough set theory in churn prediction by constructing predictive classifiers 
that achieve more performance to forecast churns, based on accumulated knowledge.  

The remainder of this paper is organized as follows; In Section 2, the domain of 
customer churn and churn prediction modeling is briefly described by means of broad 
literature review. The primarily study about One-Class and Multi-Class classifications 
is thoroughly explained in Section 3. In Section 4 both techniques are evaluated to 
predict customer churn, and the experimental setup followed by results of a series of 
experiments are discussed. Finally, the conclusion of the paper has been presented in 
the last section of the paper. 

2 Customer Churn and Churn Prediction Modeling  

2.1 Customer Churn 

Customer Churn is a key challenge in competitive markets and is highly observed in 
telecommunication section [8, 11]. Customer churns are those specific customers who 
have decided to leave the use of service, product, or even company and shifting to next 
competitor in the market. Literature reveals the following types of customer churns 
[12]. 

• Volunteer: When customers want to quit the contract and move to the next service 
provider.  

• Non-Volunteer: When the company quit the service to a customer.  
• Silent Churn: Those customers who discontinued the contract without prior know-

ledge of both parties (customer-company). 

The first two types of churns can be predicted easily with the help of traditional 
approaches in term of Boolean class value, but the third type of churn may exist 
which is difficult to predict because there may have such type of customers who may 
possibly churns in the near future. It should be the goal of the decision maker and 
marketers to decrease the churn ratio because it is a well-known phenomenon that 
existing customers are the most valuable assets for companies as compared to acquir-
ing new one [3]. 
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2.2 Churn Prediction Modelling 

Churn prediction has been widely studied in the past decade. Keaveney [13] in 1995 
published an early and influential study about customer churn in the service provider 
sector by conducting a survey to find out the reasons why customers switch services. 
Various techniques, methodologies and approaches have been proposed which mainly 
leverage both static and dynamic analysis. The marketing strategy within competitive 
companies has been germinating from approaching product-oriented to customer-
centric due to the advancement in the machine learning technology [3]. The database 
technologies not only provide useful information to the organization's decision mak-
ers about their past and current customer behavior but even also provide future predic-
tion with the help of predictive modelling techniques. 

Churn prediction has received a tremendous focus from both types of researchers 
(academia and industry). Similarly, the central theme of this study is also based on 
both theoretical and applied studies. The churn analysis problem is an equally high 
alarming issue for various domains such as Social Networks  [14], Banks & Financial 
Services [15], Credit cards accounts [2], Games [16], HRM [11] and Insurance & 
Subscription services [17]. Similarly, In a study [18] presented a ChurnVis system for 
visualizing the churn and subscriber actions over the time in telecommunication but 
the major attention given to social influence on churn behavior rather than the prob-
lem of predicting the churn.  

Most of the previous studies have been strongly focused on a few specific factors 
(e.g., Customer satisfaction & dissatisfaction, loyalty, social influence) pertaining to 
customer churn instead of scientifically and empirical investigation and testing of 
prediction model which encompasses relationships between different constructs such 
as important churn related variables, service usage, switching reasons, behavior and 
costs. For instance, in a study [13] classified the customers switching of service with 
eight general categories. Furthermore, survey based studies [13, 19, 20] and have used 
a small sample of customer data that may undermine the threat validity and reliability 
of outcomes. On the other hand, a proprietary dataset was investigated  [15] of an in-
house data-warehouse (DWH) in the European financial service market while the 
study [19] used survey and actual transaction data to analyze churn behavior in the 
service market. Similarly the study [21] indicated that the call quality factor is highly 
influenced on customer churn in the proprietary dataset of Korean mobile telecom-
munication service.  

The literature reveals that various machine learning techniques have been used for 
churn prediction in the telecom industry such as SVM [22], neural network [5, 12, 22, 
23],  decision tree [6, 22, 23], Regression analysis [23], Naïve Bayes and Bayesian 
Network [6] and Neuro-Fuzzy [24] but conflicts arise when studying results and com-
paring the conclusion of few of these published studies in the domain of churn predic-
tion because it is also reported that most of the studies have only evaluated a limited 
number of traditional machine learning techniques on small sample sizes [13, 19, 20] 
and have used proprietary dataset. The most important problem of classification tech-
nique that could be used to approach the churn prediction in a more appropriate fa-
shion still remains an open research problem. Some experts from research community 
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have investigated that SVM is one the state-of-the-art approaches for classification in 
machine learning due to its ability of model nonlinearities [25]. On the other hands, a 
couple of studies [12, 26] have reported that artificial neural networks can outperform 
as compared to other traditional machine learning algorithms. 

A benchmarking and empirical study is proposed with the aim to contribute further 
in customer churn prediction domain in term of not only achieving suitable accuracy 
and performance, but also investigating trade-off between one-class and multi-class 
classifiers for customer churn prediction and extraction of decision rules from hidden 
existing patterns. Based on extracted rules, decision maker can easily adopt new re-
tention policies and improve the overall performance of the organization. In this 
study, we have used rough set theory which has many advantages such as [27]; (1) 
Mathematical power to extract hidden patterns from small to large datasets, (2) Find-
ing minimal sets of reduction, (3) A straightforward generation and easy interpreta-
tion of decision rules. The primarily study about one-class, multi-class classification 
and rough set theory are explained in the next section. 

3 Primarily Study 

This section describes the primarily foundation about the following; 

3.1 Rough Set Theory (RST) 

RST was originally proposed by Pawlak [28] in 1982. The fundamental idea of rough 
set theory is to deal with the data analysis and classification of imprecise or uncertain 
information. A rough set theory has a precise concept of lower and upper approxima-
tion and the boundary region. The boundary region separates the lower approximation 
from upper approximation. Mathematically, all these concepts of rough set can be 
defined as; suppose set X ⊆ U and B is an equivalence relation in information system 
IS= (U, B). Then BL= ∪ {Y ∈ U/ B: Y ⊆ X} is lower approximation and exact mem-
ber of X while BU = ∪ {Y ∈ U/ B: Y ∩ X ≠Ø} is upper approximation which is pos-
sibly a member of X. BR = BL - BU is the boundary region. The detailed study about 
RST can be found in [27, 28]. To extract the decision rules, the following classifica-
tion algorithms (Exhaustive algorithm, Genetic Algorithm, Covering Algorithm & 
LEM2) can be used to produce sets of decision rules by matching the trainings in-
stances against the set of generating reducts.  

─ Exhaustive Algorithm: It takes subsets of features incrementally and then returns 
the reducts of required one. It needs more concentration because it may lead to ex-
tensive computations in case of complex and large decision table. It is based on a 
Boolean reasoning approach [29]. 

─ Genetic Algorithm: It is based on order-based GA coupled with heuristic and this 
evolutionary method is presented by [30], [31][31]. It is used to reduce the compu-
tational cost in large and complex decision table.  
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─ Covering Algorithm: It is customized implementation of the LEM2 idea and im-
plemented in the RSES covering method. It was introduced by Jerzy Grzymala 
[32]. 

─ LEM2 Algorithm: It is a separate-&-conquer technique paired with lower and up-
per approximation of rough set theory and it is based on local covering determina-
tion of each object from the decision class [32]. It is implementation of LEM2 [33]. 

3.2 One-Class Classifier 

The one-class classification (OCC) problem differs from the conventional multi-class 
classification (MCC) in that data from two or more classes are present in MCC while 
OCC is  concerned with information about one of the classes (target class) only [34, 
35]. It means that the description of a particular class at OCC is called target class and 
a classifier is trained from target class patterns. New patterns are classified based on 
learnt description of the target class and if the new instance, or pattern does not be-
long to target class, it is labeled as outliers [35, 36]. Mathematically a one class clas-
sifier is expressed as in (1); 

                           Target if f (x) ≤ θ   
         h(x)=                                         (1) 

                           Outlier if f (x) > θ 

Where θ is threshold that define a boundary region of the target class and accepts as 
much possible the target objects. On the other hand, it minimizes the chances of the 
accepting outlier instances [35, 36]. 

3.3 Multi-class Classifier 

In MMC classification problem, the classifier learns from the training data set of mul-
tiple classes. The decision boundary is supported by the availability of data instances 
from each class. In such classification, most of the classes are facing the problems of 
imbalanced data and does not perform well on under sampled [34, 35]. On the other 
hand, OCC constructs the boundary of one class because it has no input from the out-
lier [36] or has very few of them. Such outliers will not be considered in the classifier 
performance evaluation [37]. 

3.4 Evaluation Measures  

It is nearly impossible to build a perfect classifier or a model that could perfectly cha-
racterize all the instances of the test set [6]. To assess the classification results, we 
count the number of True Positive (TP), True Negative (TN), False Positive (FP) and 
False Negative (FN). The FN value actually belongs to Positive P (e.g. TP + FN = P) 
but wrongly classified as Negative N (e.g. TN + FP = N) while FP value actually part 
of N but wrongly classified as P. The detailed description about evaluation measures 
which are used later in this study can be found in study [38]. 



 Customer Churn Prediction in Telecommunication Industry 211 

 

4 Evaluation Setup 

In this section, an analytical environment is setup to perform the proposed technique 
using rough set explanation system (RSES) [39]. We have also evaluated four differ-
ent rules generation algorithms (i.e. exhaustive, genetic, covering, LEM2). These 
experiments were carried out to fulfill the objectives of the proposed study and to 
address the following points also;  

• P1: Which features are more indicative for churn prediction in the telecom sector? 
• P2: Can derived rules help the decision makers in strategic decision making and planning 

process? 
• P3: Which algorithm (Exhaustive, Genetic, Covering, and LEM2) is more appropriate for 

calculating rules set for rough set as a one-class and multi-class classifier in telecommuni-
cation sector? 

5 Data Preparation and Feature Selection 

Evaluation of existing data mining approaches on publicly available or open datasets 
has many benefits in term of comparability of results, ranking techniques, evaluating 
of existing methodologies with new one [40]. In this study, we have used publicly 
available dataset which can be obtained from URL [41]. Data preparation and feature 
selection are important steps in knowledge discovery process that identify those rele-
vant variables or attributes from the large number of attributes in a dataset which are 
too relevant and reduce the computational cost [30]. To make sure that only relevant 
features are included in decision table that also reduce the computational cost and 
addressed to P1 (Which features are more indicative for churn prediction in telecom 
sector?), the selection of most appropriate attributes from the dataset in hands was 
carried out using feature ranking method titled as “Information Gain Attribute Evalua-
tor”, using WEKA toolkit [42]. It evaluates the attributes worth through the informa-
tion gain measurement procedure as per the class value and diversifies the selection 
and ranking of attributes that significantly improves the computational efficiency and 
classification [43]. The dataset contains 19 conditional features, along with one 
unique identifier and a decision attribute about telecom/wireless operator. After fea-
ture ranking, it includes most relevant and ranked attributes in the decision table. The 
Table 1 describes the selected attributes. 

5.1 Preparation of Decision Tables 

The preparation of decision tables is an important stage of the proposed study for one-
class and multi-class classifiers’ training and validation sets. A decision system is any 
information system of the form S = (U, C ∪ {d}), where C is conditional attribute and 
d ∉ C is the decision attribute. The Union of C and {d} are elements of Set A. The 
decision table which consists of objects, conditional attributes and decision attribute 
are organized in Table 2. 
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Table 1. Description of attributes 

Attributes Description
Int’l Plan Whether a customer subscribed international plan or not. 
VMail Plan Whether a customer subscribed Voice Mail plan or not. 
Day Charges A continuous variable that holds day time call charges. 
Day Mins No. of minutes that a customer has used in daytime. 
CustSer Calls Total No. of calls made a customer to customer service. 
VMail Msg Indicates number of voice mail messages 
Int’l Calls Total No. of calls that used as international calls. 
Int’l Charges A continuous variable that holds international call charges 
Int’l Mins No. of minutes that used during international calls. 
Eve Charges A continuous variable that holds evening time call charges. 
Eve Mins No. of minutes that a customer has used at evening time. 
Churn? The Class label whether a customer is churn or non-churn. 

Table 2. Organization of attributes for decision table 

Sets Description 
Objects { 3333 distinct objects} 

Conditional Attributes {Intl Phan, VMail_Plan, VMailMsg, Day_Mins, Day Charges, Eve_Mins, 
Eve_Charges, Intl_Mins, Intl_Calls, Intl_Charges, CustServ_Calls} 

Decision Attribute {Churn?} 

After applying rough set theory technique to find out the lower bound, upper bound 
and boundary regions, the resultant information is presented as follows; 

Table 3. Rough set approximation boundaries 

Class No. Of Objects Lower Approximation Upper Approximation Accuracy 
NC 2850 2850 2850 1.000 
C 483 483 483 1.000 

   *NC=Non-Churn and C=Churn  

The upper and lower approximations are equivalent in the given Table 3. There-
fore, there is no uncertainty in classification of decision classes. 

 
Decision Table for OCC. According to the concept of OCC, which is discussed in 
Section 3.2, we have selected the lower approximation (exactly churn instances) as 
target class and build a decision table from these instances as well as also included 
about 17 outliner samples because OCC constructs the boundary of one class and it 
has no input from the outlier [35] or has very few of them. 

 
Decision Table for MCC. The combination of both classes NC and C instances are 
included in another decision table which is used for training the MCC classifier. 
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5.2 Cut and Discretization 

Cut and Discretization is the plausible approach to handle the large data by reducing 
the data set horizontally. It is a common approach used in rough set where the va-
riables which contains continuous values is partitioned into a finite number of inter-
vals or groups [44]. The cut and discretization process is carefully performed on the 
prepared decision table using RSES toolkits. It adds cuts in subsequent loop one by 
one for a given attribute. It considers all the objects in decision table at every iteration 
and generate less number of cuts [33]. 

5.3 Training and Validation Set 

In data mining, validation is an extremely important step to ensure that the prediction 
model is not only remembering the instances that were given during the training 
process, but it should also perform the same on unseen new instances [45]. One way 
to overcome this problem is not to use the entire dataset for classifier’s learning 
process. Some of the data are excluded from the training process as it begins, and 
when it is completed and the classifier is trained, then the excluded data can be used 
to validate the performance of the learned classifier on new data. This overall idea of 
model evaluation or classifier evaluation is called cross validation. 

In this study, hold-out cross validation (train-and-test) method [33] is used. We di-
vide the data set into two sets: training set and test set. After multiple splitting at-
tempts during the experiments, we concluded that the best performance is obtained if 
the split factor parameter is set to 0.7 using RSES toolkit that randomly splits the data 
into two disjoint sub-tables. The division of a dataset into training and validation set is 
performed multiple times irrespective of class label and noted the average perfor-
mance of the classifier to minimize the biases in the data. 

5.4 Reduct and Decision Rules Set Generation 

The decision rules can be obtained by selecting either of methods i.e. global rules or 
local rules using RSES. In proposed study, the global rule method has been selected 
which scans the training set object-by-object and generates decision rules by matching 
objects with reduct set and selecting attributes from conditional attributes in reduct 
set. However, local method, slightly faster than the global method but, it is generating 
much more cuts as compared to global method. The decision rules specify rules in the 
form of “if C then D” where C is a condition and D refers to decision attribute. For 
example:  

If Day_Mins=(108.8, 151.05) & Eve_Mins=(207.35, 227.15) &  
CustServ_Calls=(3.5, *) then Churn=(True).  

To address P2, important decision rules can be induced from the decision table by 
generating rules using four different rules generation methods (i.e. exhaustive, genet-
ic, covering and LEM2). Based on these simple and easy interpretable rules, the deci-
sion makers can easily understand the flow of customer churn behavior and they can 
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adopt suitable strategic plan to retain their churn. All the generated decision rules 
cannot be shown here due to limitation of pages. Table 4 reflects that the statistical 
information about rules induced from both decision tables (with and without outlier 
class) which are prepared for OCC and MCC. 

Table 4. Statistical Information Of Four Methods Applied on OCC and MCC To Induce 
Decision Rules 

 

Methods for Calculating Rules 

Exhaustive Genetic Covering LEM2 

Classifiers MCC OCC MCC OCC MCC OCC MCC OCC 

Total No. of Rules 4184 81 9468 80 369 1 625 11 

# of rules induced that classifying cus-

tomer as churn 
1221 67 2674 67 122 1 160 11 

# of rules induced that classifying cus-

tomers as non-churn 
2963 14 6715 13 247 0 465 4 

5.5 Predictive Performance of Classifiers 

We have evaluated four different algorithms for rules calculation with rough set based 
classification approach using RSES toolkit on both decision tables.  

In the first experiment, we have applied these algorithms on the decision table was 
prepared for MCC. The number of churns was much smaller than non-churns custom-
ers in the decision table which can provides tough time to churn prediction classifier 
during the learning process. The overall evaluation of the first experiment (MCC) is 
shown in Table 6.  

In the next experiment, we have applied the same methods on the decision table 
which was organized for OCC. Finally, we have evaluated the overall performance of 
four methods on MCC and OCC classifiers which were used in both experiments. 
Table 7 reflects the performance of OCC classifier based on discussed evaluation 
measures in Section 3.4. 

Table 5. Evaluation of Four Rules Calculating Mehtods Using Rough Set On Multi-Class 
Classification Approach 

METHODS TP FP FN TN COV PRE REC ER ACC SPEFM 

Exhaustive  98 39 35 828 1 0.72 0.74 0.074 0.926 0.96 0.726

Genetic  118 19 0 863 1 0.86 1.00 0.019 0.981 0.98 0.925

Covering  37 41 37 525 0.64 0.47 0.50 0.122 0.878 0.93 0.487

LEM2  52 26 19 571 0.668 0.67 0.73 0.067 0.993 0.96 0.698
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Table 6. Evaluation of Four Rules Calculating Mehtods Using Rough Set On One-Class 
Classification Approach 

METHODS TP FP FN TN COV PRE REC ER ACC SPE FM 

Exhaustive 142 1 3 0 1 0.979 0.99 0.023 0.973 0 0.986 

Genetic 142 1 3 0 1 0.979 0.993 0.027 0.973 0 0.986 

Covering 59 0 0 0 0.494 1 1 0.51 1 - 0 

LEM2 122 0 1 0 0.836 0.992 1 0.51 1 0 0.995 

6 Discussion 

MCC Classifier: The maximum accuracy is obtained to LEM2 which is about 0.993 
but it has 66.8% coverage of all instances (which means it has classified 66.8% cus-
tomers only while 33.2% customers were not considered). The exhaustive method has 
achieved less accuracy (0.926) than LEM2. However, exhaustive algorithm has per-
formed better as compared to LEM2 and Covering methods in term of coverage and 
overall evaluation measures given in Table 6. On the other hand, Genetic algorithm 
has shown more improved overall performance in the rough set classification process 
because it has not only covered all objects in classification process, but also obtained 
98.1% accuracy which is indicating the best approach among these four algorithms.  
 
OCC Classifier. The maximum accuracy is obtained using covering method which is 
about 100% but it has considered 49.4% objects only. Therefore, exhaustive and ge-
netic algorithms performed almost similar and these two algorithms achieve much 
better performance. 

MCC vs OCC. It is observed from experiments that the prediction of true churn cus-
tomers based on genetic algorithm in MCC have classified 86% customers and mis-
classified 14% customers. On the other hand, genetic & exhaustive algorithms in 
OCC have shown much improved performance on prediction of true churn customers, 
which is about 96% and misclassification reduced from 14% to 4% only which also 
reporting to P3.  

7 Conclusion 

Customer churn prediction is an important practice in rapidly growing and competi-
tive telecom industries. Due to the high cost associated with acquiring new customers, 
customer churn prediction has emerged as an indispensable part of strategic decision 
making and planning process in telecom sector. In this study, we have attempted to 
make use of rough set theory as one-class and multi-class classifiers and investigated 
the trade-off in the selection of an effective classification model for forecasting cus-
tomer churn in telecommunication industry. A series of experiments were performed 
and explored the performance of four different rule generation algorithms. It is ob-
served from the results shown in Table 6 and Table 7 that genetic algorithm base rules 
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generation methods perform very well for multi-class classification while exhaustive 
and genetic gives almost similar results for One-class classification. Overall genetic 
algorithm base rules generation gives best performance. It is also investigated that the 
true churn prediction rate has also improved from 86% in MCC to 96% in OCC. 

References 

1. Verbeke, W., Martens, D., Mues, C., Baesens, B.: Building comprehensible customer 
churn prediction models with advanced rule induction techniques. Expert Syst. Appl. 38, 
2354–2364 (2011) 

2. Lin, C.-S., Tzeng, G.-H., Chin, Y.-C.: Combined rough set theory and flow network graph 
to predict customer churn in credit card accounts. Expert Syst. Appl. 38, 8–15 (2011) 

3. Hadden, J., Tiwari, A., Roy, R., Ruta, D.: Computer assisted customer churn management: 
State-of-the-art and future trends. Comput. Oper. Res. 34, 2902–2917 (2007) 

4. Khan, I., Tariq Usman, G.U.R.: Intelligent Churn prediction for Telecommunication Indus-
try. Int. J. Innov. Appl. Stud. 4, 165–170 (2013) 

5. Sharma, A.: A Neural Network based Approach for Predicting Customer Churn in Cellular 
Network Services. Int. J. Comput. Appl. 27, 26–31 (2011) 

6. Kirui, C., Hong, L., Cheruiyot, W., Kirui, H.: Predicting Customer Churn in Mobile Tele-
phony Industry Using Probabilistic Classifiers in Data Mining. IJCSI Int. J. Comput. Sci. 
Issues 10, 165–172 (2013) 

7. Soeini, R.A., Rodpysh, K.V.: Applying Data Mining to Insurance Customer Churn Man-
agement 30, 82–92 (2012) 

8. Hung, S.-Y., Yen, D.C., Wang, H.-Y.: Applying data mining to telecom churn manage-
ment. Expert Syst. Appl. 31, 515–524 (2006) 

9. Huang, B., Kechadi, M.T., Buckley, B.: Customer churn prediction in telecommunications. 
Expert Syst. Appl. 39, 1414–1425 (2012) 

10. Wolniewicz, R.H., Dodier, R.: Predicting customer behavior in telecommunications. IEEE 
Intell. Syst. 19, 50–58 (2004) 

11. Saradhi, V.V., Palshikar, G.K.: Employee churn prediction. Expert Syst. Appl. 38,  
1999–2006 (2011) 

12. Lazarov, V., Capota, M.: Churn Prediction. Bus. Anal. Course. TUM Comput. Sci. 
13. Keaveney, S.M.: Customer switching behavior in service industries: An exploratory study. 

J. Mark. 59, 71–82 
14. Verbeke, W., Martens, D., Baesens, B.: Social network analysis for customer churn predic-

tion. Appl. Soft Comput. 14, 431–446 (2014) 
15. Van den Poel, D., Larivière, B.: Customer attrition analysis for financial services using 

proportional hazard models. Eur. J. Oper. Res. 157, 196–217 (2004) 
16. Suznjevic, M., Stupar, I., Matijasevic, M.: MMORPG Player Behavior Model based on 

Player Action Categories. IEEE (2011) 
17. Burez, J., Van den Poel, D.: Handling class imbalance in customer churn prediction.  

Expert Syst. Appl. 36, 4626–4636 (2009) 
18. Archambault, D., Hurley, N., Tu, C.T.: ChurnVis: Visualizing mobile telecommunications 

churn on a social network with attributes, 894–901 
19. Bolton, R.N.: A Dynamic Model of the Duration of the Customer’s Relationship with a 

Continuous Service Provider: The Role of Satisfaction. Mark. Sci. 17, 45–65 (1998) 



 Customer Churn Prediction in Telecommunication Industry 217 

 

20. Kim, M.-K., Park, M.-C., Jeong, D.-H.: The effects of customer satisfaction and switching 
barrier on customer loyalty in Korean mobile telecommunication services. Telecomm.  
Policy 28, 145–159 (2004) 

21. Ahn, J.-H., Han, S.-P., Lee, Y.-S.: Customer churn analysis: Churn determinants and med-
iation effects of partial defection in the Korean mobile telecommunications service indus-
try. Telecomm. Policy 30, 552–568 (2006) 

22. Shaaban, E., Helmy, Y., Khedr, A., Nasr, M.: A Proposed Churn Prediction Model. Int. J. 
Eng. Res. Appl. 2, 693–697 (2012) 

23. Qureshi, S.A., Rehman, A.S., Qamar, A.M., Kamal, A., Rehman, A.: Telecommunication 
subscribers’ churn prediction model using machine learning. In: Eighth International Con-
ference on Digital Information Management (ICDIM 2013), pp. 131–136. IEEE (2013) 

24. Abbasimehr, H.: A Neuro-Fuzzy Classifier for Customer Churn Prediction. Int. J. Comput. 
Appl. 19, 35–41 (2011) 

25. Farquad, M.A.H., Ravi, V., Raju, S.B.: Churn prediction using comprehensible support 
vector machine: An analytical CRM application. Appl. Soft Comput. 19, 31–40 (2014) 

26. Mozer, M.C., Wolniewicz, R., Grimes, D.B., Johnson, E., Kaushansky, H.: Predicting sub-
scriber dissatisfaction and improving retention in the wireless telecommunications indus-
try. IEEE Trans. Neural Netw. 11, 690–696 (2000) 

27. Pawlak, Z.: Rough Sets, Rough Relations and Rough Functions. Fundamenta Informaticae 
27(2-3) (1996), 
http://iospress.metapress.com/content/vr21hm11p17k3uh0/ 

28. Pawlak, Z.: Rough sets. Int. J. Comput. Inf. Sci. 11, 341–356 (1982) 
29. Nguyen, S.H., Nguyen, H.S.: Analysis of STULONG Data by Rough Set Exploration Sys-

tem ( RSES ). In: Proc. ECML/PKDD Work, pp. 71–82 (2003) 
30. Bazan, J.G., Nguyen, H.S., Nguyen, S.H., Synak, P., Wróblewski, J.: Rough set algorithms 

in classification problem, pp. 49–88 (2000) 
31. Wróblewski, J.: Genetic Algorithms in Decomposition and Classification Problems. Rough 

Sets Knowl. Discov. 2(19), 471–487 (1998) 
32. Grzymala-Busse, J.W.: A New Version of the Rule Induction System LERS. Fundam. In-

formaticae 31, 27–39 (1997) 
33. Bazan, J., Szczuka, M.S.: The Rough Set Exploration System. In: Peters, J.F., Skowron, A. 

(eds.) Transactions on Rough Sets III. LNCS, vol. 3400, pp. 37–56. Springer, Heidelberg 
(2005) 

34. Khan, S., Madden, M.: One-class classification: taxonomy of study and review of tech-
niques. Knowl. Eng. Rev. 29, 345–374 (2014) 

35. Tax, D.M.J.: One-Class Classification, Concept Learning in the Absence of Counter Ex-
amples. Ph.D. Thesis, Delft Univ. Technol. Delft, Netherl. (2001)  

36. Khan, M.A., Jan, Z., Ishtiaq, M., Asif Khan, M., Mirza, A.M.: Selection of Accurate and 
Robust Classification Model for Binary Classification Problems. Signal Process. Image 
Process. Pattern Recognit. 61, 161–168 (2009) 

37. Tax, D.M.J., Duin, R.P.W.: Uniform object generation for optimizing one-class classifiers. 
J. Mach. Learn. Res. 2, 155–173 (2002) 

38. Amin, A., Shehzad, S., Khan, C., Ali, I., Anwar, S.: Churn Prediction in Telecommunica-
tion Industry Using Rough Set Approach. In: Camacho, D., Kim, S.-W., Trawiński, B. 
(eds.) New Research in Multimedia and Internet Systems. SCI, vol. 572, pp. 83–96. Sprin-
ger, Heidelberg (2015) 

39. Lee, K.C., Chung, N., Shin, K.: An artificial intelligence-based data mining approach to 
extracting strategies for reducing the churning rate in credit card industry. J. Intell. Inf. 
Syst. 8, 15–35 (2002) 



218 A. Amin et al. 

 

40. Vandecruys, O., Martens, D., Baesens, B., Mues, C., De Backer, M., Haesen, R.: Mining 
software repositories for comprehensible software fault prediction models. J. Syst. 
Softw. 81, 823–839 (2008) 

41. Dataset Source, http://www.sgi.com/tech/mlc/db/ 
42. Holmes, G., Donkin, A., Witten, I.H.: WEKA: a machine learning workbench. In:  

Proceedings of ANZIIS 1994 - Australian New Zealnd Intelligent Information Systems 
Conference, pp. 357–361. IEEE (1994) 

43. Novakovic, J.: Using Information Gain Attribute Evaluation to Classify Sonar Targets. In: 
17th Telecommun. forum TELFOR, pp. 1351–1354 (2009) 

44. He, F., Wang, X., Liu, B.: Attack Detection by Rough Set Theory in Recommendation 
System. In: 2010 IEEE International Conference on Granular Computing, pp. 692–695. 
IEEE (2010) 

45. Bellazzi, R., Zupan, B.: Predictive data mining in clinical medicine: current issues and 
guidelines. Int. J. Med. Inform. 77, 81–97 (2008) 



A. Gelbukh et al. (Eds.): MICAI 2014, Part II, LNAI 8857, pp. 219–230, 2014. 
© Springer International Publishing Switzerland 2014 

Audio-to-Audio Alignment for Performances Tracking 

Alain Manzo-Martínez1,* and Jose Antonia Camarena-Ibarrola2 

1 Instituto Tecnológico de Morelia, Morelia, Michoacán, México 
alainmama@gmail.com 

2 Universidad Michoacana de San Nicolás de Hidalgo, Morelia, Michoacán, México 
camarena@umich.mx 

Abstract. On-line audio-to-audio alignment could be used for building 
intelligent systems that are able to follow incoming audio by content. Tracking 
of musical performances is a key concept to implement virtual teachers of 
musical instruments, automatic accompanying or virtual orchestras, and 
automatic special effects adding in live presentations. In this paper, we describe 
a new and efficient method for on-live tracking of polyphonic music. We use a 
Partially Observable Markov Process (POMP) to align sequences of feature 
vectors extracted from the audio signal. We compute the entropy per chroma of 
the audio signals of both musical renditions to extract the both sequences of 
feature vectors. In order to assess our proposal we make use of another tracking 
system that uses Hidden Markov Models (HMM). The results are encouraging, 
we managed to track live concert performances by on-line alignment with 
studio performances of the same songs. 

Keywords: Audio-to-Audio Alignment, Belief State, Chroma, Entropy, Tracking. 

1 Introduction  

Tracking a song in real time consists of setting the position of every short segment of 
the song as it is played with respect to a target audio, which is another performance of 
the same song previously recorded. Considered two different performances of a 
musical piece or song, where the audio of one of them is completely known and the 
other is acquired as it is being played, aligning these performances in real time 
becomes a complex problem.  

The renditions have slight variations in tempo, rhythm, volume, Etc., they may be 
played by different musicians and even with different musical instruments. In a 
musical performance, high level information such as structure and emotion is 
communicated by the performer through parameters such as tempo, dynamics, 
articulation and vibrato. These parameters vary within a musical piece, between 
musical pieces and between performers. Another inconvenient is the noise added to 
the audio signal of the performance played live. The noise can be formed by the 
reverberation of the place, an environmental sound, a direct sound since other 
instruments or simply the noise of the scenario (people). All these factors distort the 
audio signal captured by the microphones making difficult the matching between both 
performances. Finally, the tempo of the performance played live, the excitement of 
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the performer, the backing vocals, and possibly the incursion of new or different 
musical instruments to the used in the audio recorded in studio, they are factors that 
make both audios quite different.  

We benefit from the robustness of entropy as a perceptual feature and perform an 
analysis of eigen-values applied at the study of audio signals. We perform Audio 
tracking using a partially observable Markov process (POMP). The ability of POMPs 
to update the belief state of the system by the perceived observations about the 
environment, was what motivated us to use them in music tracking. 

2 Related Work 

Real time audio tracking systems are characterized by two aspects; the features 
extracted from the audio signal, and the technique used to align the score (target 
audio) with the performance. The first aspect is important due to it is related to the 
efficient of a system to recognize the incoming audio stream. The second aspect 
establishes the correlation between the extracted features of both performances. 

Normally a piece of music is represented or encoded in a symbolic score, as a 
matter of fact, audio tracking, may be accomplished by aligning the music with the 
symbolic score (usually referred as score following), a review of this approach can be 
found in [1], [2]. Another approach is the audio-to-audio alignment where a 
previously recorded performance of a song (i.e. played in studio) is preferred over the 
symbolic score. 

In [3], chroma-values are extracted from the audio-signal of the song to be tracked.  
MIDI data is converted into a reference audio signal using a sequencer. By generating 
the reference audio signal, the audio-to-MIDI matching problem is simplified as an 
audio-to-audio matching problem. Next, both the performance and reference audio 
signals are transformed to chromagrams. Finally, the alignment is obtained by 
Dynamic Time Warping (DTW) between the chromagrams. In [4], a unified 
methodology for the real time alignment of audio to both a symbolic score and an 
audio reference by exploiting sequential Montecarlo inference techniques is 
presented. The tempo is the explicit parameter within the stochastic framework 
defined through musical motion equations. Thus, both symbolic and audio alignment 
problems are formulated within the same framework by exploiting a continuous 
representation of the reference media. In [5] and [6] a variation of DTW, an “on-line 
time warping” was proposed as an adaptation to allow for on-line music tracking,  
onsets of tones and increases in energy in frequency bins were used as features. The 
on-line time warping algorithm attempts to predict the optimal warping path by 
partially filling the matrix of costs with windows of a fixed size.  In practice, the on-
line time warping algorithm tends to deviate from the optimal path since the error is 
cumulative, this algorithm may completely loose track of the music. In [7] a local 
non-alignment scheme was introduced, this approach is based on searching short 
segments of audio taken from the musical performance to get the k-nearest audio 
segments using a proximity index for that purpose. The current audio segment of the 
play is paired with the nearest (in time) between the k previously selected audio 
segments of the target audio. This is the first algorithm able to start up from an 
arbitrary point in the audio end, for example, if the musical performance had already 
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begun when the monitoring system just went on. This strategy is complemented 
through a simple heuristic of ignoring the candidates when they are all too far in time 
with respect to the last position reported by the system. 

The rest of this paper is organized as follows: In the next section we explain our 
method to extract audio features which let us represent the audio signal of any 
performance in a straightforward way involving both entropy and eigen-values 
analysis. In Section 4 we describe POMPs theoretically, how we model music with it 
and the procedure to obtain the observations set to train the POMP used in the audio-
to-audio alignment problem. In Section 5 we describe the database, the experiments 
and preliminaries results obtained using both Viterbi and belief path algorithms. 
Finally, we arrive to some conclusions written in Section 6 where we also propose 
some future extensions to this work. 

3 Audio Feature Extraction Method  

As we mentioned before in Section 2, any audio tracking system involves a stage 
to extract audio features from the audio signal. We will now explain how we 
process audio signals to determine our convenient audio features for the issue of 
this paper. 

3.1 Entropy-per-Chroma Feature 

In this subsection we present the Entropy-per-Chroma  (EC) as we call this new 
feature, it is intended to be more robust the popular chroma-values based feature for 
audio following  as was shown in [8]. EC is based on estimating the level of 
information content inside a chroma bin by using the entropy of a random process 
[10]. In order to extract it, bag-of-frames approach is used in [11]. EC consists of 
determining the spectrum from each frame, which is divided into octaves and, by 
using of the equal-tempered scale, lumping spectral components in chroma bins. 
Finally, we compute entropy in each chroma bin. The entropy in each chroma bin 
represents an entropy-per-chroma value (ECV). The general procedure to get these 
values is as follows: Given a number of values of entropy-per-chroma, ܾ, a low 
frequency, ଴݂ , a high frequency, ௠݂௔௫, and the sampling frequency, ௦݂, we need to 
determine the bounding frequencies by ሺ1ሻ and ሺ2ሻ. Then, we determine ܰ by ሺ3ሻ, 
corresponding to the amount of samples to be extracted off the audio-signal. ݂ሺ݇ሻ ൌ 2௞/௕ ଴݂,      ׊ ݇ ൌ 0, 1, … , ܭ െ 1                                       ሺ1ሻ 

ܭ ൌ ܾ ൈ ଶ݃݋݈ ൬ ௠݂௔௫଴݂ ൰                                                         ሺ2ሻ 

ܰ ൌ ௦݂଴݂ሺ2ଵ/௕ െ 1ሻ                                                            ሺ3ሻ 

A Hann window ܹሺ݇ሻ is applied to the audio samples denoted as ݔሺ݇ሻ, for ݇ ൌ 0, 1, … , ܰ െ 1. The product ݔሺ݇ሻܹሺ݇ሻis zero, if ݇ ∉ ሾ0, ܰ െ 1ሿ, thus, a frame 
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which is denoted as ݕሺ݊ሻ is
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For each frame, a vector with ECV is obtained. A ܾ ൈ  matrix, which we call ݐ
entropy-chromagram, can be formed by a sequence of these vectors, where ݐ denotes 
the number of frames analyzed. Fig. 1 shows the entropy-chromagram from an 
excerpt of monophonic music with length of 10s and twelve chroma bins. 

An entropy-chromagram shows the harmonic and melodic content (the darkest 
regions) along this representation. For entropy-chromagrams, these regions are the 
places where the level of information content increases with respect to each chroma 
bin. We make a procedure to the signal before extracting EC. This procedure is 
described in the next steps: 

1. Stereo signals are first converted to mono-aural by averaging both channels. 
2. A pre-emphasis filter ݄ሺ݅ሻ ൌ ሺ݅ሻݔ െ ሺ݅ݔܽ െ 1ሻis applied to the signal in order to 

highlight the energy in high frequencies. This process helps to identify better the 
harmonic and melodic content. The constantܽ is equal to 0.9.  

3. Frames are of 100ms, namely, we need set ܾ = 20 and ଴݂ = 283.568 Hz to get a 
length of ܰ = 4410 audio samples, if the sampling frequency is 44.1 KHz. 

4. The frames are overlapped 50%, therefore, in a second there are 20 frames. 
5. The highest frequency considered is 8000Hz. 

3.2 Eigenvalues Analysis 

One of the goals to find eigenvalues from a matrix is to reduce the dimensionality of a 
high-dimensional data set consisting of a large number of interrelated variables and at 
the same time retain as much as possible of the variation present in the data set. The 
eigen-values are new variables that are uncorrelated and ordered such that the first 
few retain most of the variation present in all of the original variables. In the previous 
subsection, we proposed how to form a matrix by mean of vectors of ECV called 
entropy-chromagram. To make an eigen-values analysis, we need a square matrix. To 
extract the eigen-values, it is required that ܾ ൌ  i.e., the number of ECV should be ,ݐ
equal to the number of frames. This analysis considers entropy-chromagrams of audio 
segments with length of 1s. Using frames of 100ms overlapped 50%, then we obtain a 
matrix of 20 frames (i.e columns) every second. Taking into account this number of 
frames, we must consider 20 ECV to get a square matrix. Let ࡯ be a square matrix of 
order n. A non-zero vector ࢛ ∈ ࣬௡ is named an eigen-vector of ࡯ if, for some ߣ ∈ ࣬, 
it holds: ࢛࡯ ൌ  ࢛ߣ

where ߣ is called eigen-value of ࡯. The condition for ߣ, in order to belong to the 
eigen-values of ࡯, is that the lineal and homogenous system of equations given by ሺࡵߣ െ ࢛ሻ࡯ ൌ ૙ has a non-trivial solution, namely, ࢛ ് ૙, this is equivalent to |ሺ࡯ െ |ሻࡵߣ ൌ 0 . A real matrix has not necessarily real eigen-values. Any ݊ ൈ ݊ 
matrix has exactly ݊ eigen-values counting multiplicities. An entropy-chromagram 
has both real and complex eigen-values. Inside the eigen-values set of an entropy-
chromagram we observed  ߣଵ ب ݆ ௜ for allߣ ൐ 1. This eigen-value is known in the 
literature as the dominant eigenvalue (DE) and its module represents the spectral 
radius of the matrix [12]. It is important to notice that the module of this eigen-value 
is much larger than the module of the rest of them, therefore, this eigen-value and its 
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our case one or more components of the eigen-vector associated to DE, is provided 
to the model to estimate the transition matrix ࡼ and the probability distributions of 
the observations. For this purpose the Baum Welch algorithm can be used. A POMP 
maintains a probability distribution about the belief state instead of maintaining the 
current state. The set of all the possible belief states forms the belief space. To 
update the value of the belief state ܾ௧ሺݏሻ we use (9) where ߩ is a constant of 
normalization and ߮௞௠ is the probability to observe ݋௠ ∈ Ω when the process core 
changes to state ݏ௞.  ܾ௧ሺݏ௞ሻ ൌ ௞௠߮ߩ ෍ ௝൯௦ೕ∈ௌݏ௝௞ܾ௧ିଵ൫݌                                              ሺ9ሻ 

Iterating over all possible states we get the belief path followed by the model 
through the time, we use the algorithm given in Table 1 for that purpose. 

Table 1. Algorithm to compute the belief path followed by the model ܾ଴ሺݏሻ ՚ ݊݃݅ݏݏܣ ݈ܽ݅ݐ݅݊݅ ௠݋ ׊ ݁ݐܽݐݏ ∈ Ω 
௞ݏ ׊        ∈ ܵ                  ܾ௧ሺݏ௞ሻ ൌ ௞௠߮ߩ ෍ ௝൯௦ೕ∈ௌݏ௝௞ܾ௧ିଵ൫݌  

       End 
       Path = ݉ܽݔሼܾ௧ሺݏሻሽ 
End 

4.1 Obtaining the Model 

After extracting the eigen-vector associated to DE from a sequence of entropy-
chromagrams spaced 100ms between them, we use the components of this vector to 
determine the observations sequence of the model. We use the absolute magnitudes of 
the components since it gives robustness to the observations sequence. Fig. 3 shows 
the plot of the first component of two sequences obtained from two performances  
of the song all my loving played by the Beatles. It is easy to see how both components 
are similar in behavior through time despite the different dynamic variations (tempo) 
of both performances. The magnitude of these components maintains similar 
amplitude, this method is robust to volume, noise, vibrato, articulation, and performer 
emotion. 

The proposed model considers discrete probability distributions over the 
observations set. This entails a scalar quantization of the values of the components of 
the eigen-vectors. At first we used only one of the twenty components of each eigen-
vector to form the observations sequence. 

To quantize the data of the sequence, we adequate the Gaussian mixture model for 
that matter. This procedure consists of determining the weights, means and variances 
of the k gaussian densities that best fits the distribution of the data. We use the set of 
symbols Ω ൌ ሼ1,2,3, … ሽ. When the audio tracking system gets an observation, it 
evaluates the observation over each gaussian component. The symbol assigned to the 
observation corresponds to the number of the gaussian component which emits  
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where ܰ is the number of states. To find the optimal parameters of the model, ߣ ൌ ሺࡼ, શሻ, we use the Baum Welch algorithm. For this, we need to introduce the 
probability vector of initial state, Π, which is simply initialized with probabilities of 1/ܰ, the model is trained so the probability of generating the observed sequence is 
maximized.    

5 Preliminaries Results 

5.1 Database 

The database is composed by 10 songs, for each song we have two performances 
played sometimes by different musicians and even with different musical instruments. 
The genres used in these experiments are classical crossover, rock, and pop. All of the 
songs are WAV format, PCM signals coded to 16 bits and sampled to 44100Hz. The 
names of the songs are given below in Table 2. 

5.2 Preparing the Songs 

We take each couple of performances so that one of them is the target audio and the 
other one simulates the incoming audio stream. For extracting the observations 
sequence to train the model from the target audio, we split the audio signal, into 
overlapped segments, each one of them with length of 1s. The hop used between 
segments was 100ms. To each segment corresponds a 20 ൈ 20 entropy-chromagram, 
the first component of the eigen-vector associated to DE was computed for all the 
entropy-chromagrams. To get the observations sequence from the rendition 
considered as the incoming audio stream, we followed the same procedure, but with a 
hop between segments of 1s. 

5.3 Testing the Model 

To assess the model we used sequences containing 4 symbols, i.e., Ω ൌ ሼ1,2,3,4ሽ, we 
use 4 symbols because that is the number of gaussians. The model is ergodic type 
with 4 states, i.e., ܵ ൌ ሼݏଵ, ,ଶݏ ,ଷݏ  ସሽ (The number of states was obtained product ofݏ
the experimentation). After training the model with the Baum Welch algorithm,  
we tested the model using the observations sequence from incoming audio stream. 
The goal was to obtain the decoding of the most probable sequence of states given the 
observations sequence and the model using both Viterbi and belief path algorithms. 
We use the Viterbi to obtain the real decoded sequence of states which the model 
should generate through the time while the rendition is being played live. If the path 
of the model through the belief space generated by the belief state ܾ௧ሺݏሻ equals  
the sequence of states generated by the Viterbi algorithm, then, we can assert that the 
belief path algorithm is at least as good an estimator as Viterbi of the most probable 
sequence of states. In Fig. 5, we show an example of the sequences of states generated 
by both algorithms; the continuous line is the sequence generated by the Viterbi 
algorithm and the dashed line is the sequence generated by the belief path algorithm. 
Both sequences generate similar states sequences. 
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to train the models which consist of 4 states and 4 observations for both HMM and 
POMP.  

As it was described in the previous sections, we use discrete models, namely,  
we use symbols to refer the observations set, where these observations are the 
absolute magnitudes of the first components of a sequence the eigen-vectors. Besides, 
we consider ergodic models to train the model, so, we arrive to some comments about 
our results and proposals to future work. With respect to the percent of errors showed 
in Table 2, we are sure that involving more components will let down this percentage, 
in other words, we thing that increasing the dimensionality to the problem, the belief 
path algorithm will estimate the same states that the Viterbi algorithm. Therefore, 
these results motive us, since the system was able of estimating the mostly of states 
despite using a song recorded in studio and a live recorded song where different 
factors distorts the audio-signal. Also it is necessary to know if the alignment is 
carried out correctly, so, in the future we will consider left-right models where each 
state corresponds to a time interval. Finally, we will test models with different number 
of states and continuous models over the observations set.  
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Abstract. In this paper, a new technique for automatically identifying the type 
of noise in digital images has been proposed. Our statistical features based noise 
Type identification scheme uses machine learning to distinguish different types 
of noises. Local features of 3x3 window are used to train the machine learning 
based classifier. Two types of noise (salt & peppers and random-valued) is 
catered for in this paper. Experiments show that the proposed technique gives 
promising results and can be enhanced to be a generic noise identification 
system for every type of noise.  

Keywords: Noise Type Identification, Machine Learning, Digital Image Processing. 

1 Introduction 

Noise detection and removal from digital images is very primary task in most of 
digital image processing applications. Images corrupted with noise are first analyzed 
to find the type of noise and then specific noise detection and removal algorithm is 
applied for that type of noise. Different applications assume the type of expected 
noise depending upon their environment and apply algorithm for detection and 
removal of that noise type. With the increase in digital image processing applications 
for versatile and dynamic environment, the assumption of a specific type of noise is 
no more valid. Now a days, image processing applications are used in variety of way 
and in almost every discipline of life. So images can get corrupted with different types 
of noise in different times in a dynamic environment. There is a need of some 
mechanism to automatically identify the type of noise; so that one can apply specific 
algorithm for that type of noise.  

Noise type identification is a very new topic of research and very little work has 
been done on it. In [1], Noise identification using Local Histograms method is 
proposed which consists of roughly segmenting and labeling the noisy image. The 
image of labels is then used for the selection of homogeneous regions.  

In [2], a neural network based technique for identifying the type of noise present in 
a noisy image is proposed. The proposed method exhibits fast training process and 
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does not require any assumption in the given images such as homogeneous areas etc. 
Its accuracy gets down with the increase in noise density. 

[3, 4, 5] implement statistical feature extraction for calculating the statistical 
properties and a simple pattern classification scheme is applied on the features to 
identify the noise type present in an image. This method first applies noise removal 
filters for all types of noises, subtracts the resulting image from original image to get 
noise and then tries to identify it.  

In [14], Gonzalez and woods has given some methods for noise type identification, 
which are based on histogram analysis. These methods are based on global 
perspective and can be used to get an estimate about occurrence of a noise type in an 
image. These methods have some limitations or assumptions to work e.g. they require 
imaging system to be present or location information of noise is known or a single 
type of noise present in the image [14]. 

All the techniques available in literature simply inform about presence of a certain 
type of noise in an image but can’t tell about the location of the noise. In this paper 
we have proposed a generic noise type identification method, which identifies noise 
type based of local window and thus can tell about the noise type in each corrupted 
pixel individually. Our technique not only works good for whole range of noise but 
also performs very well for mixed noise. 

2 Major Contributions 

In order to identify noise type, we have proposed a machine learning based approach 
which uses well-known statistical features to identify different types of noise. Main 
contributions of the proposed technique are: 

• Novel approach for identification of noise type using statistical features and 
machine learning algorithm. 

• Our method not only identifies the type of noise but also gives location of certain 
type of noise.  

• Our technique identifies noise type on pixel by pixel bases, so it also has the 
capability to detect multiple types of noises present at different parts in a single 
image. 

• Proposed technique identifies noise type with high accuracy without any prior 
knowledge about degradation process or original image. 

Rest of the paper is organized as follows: 
Section 3 explains the proposed technique. Section 4 discusses experimental results 

and discussions. Section 5 gives conclusion and future work. 

3 Proposed Technique 

The proposed technique uses well-known local statistical features of the images and 
utilizes Decision Tree algorithm (C4.5) [12] to solve the problem of noise type 
identification. Standard artificially generated training image [6, 7, and 13] is used to 
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train machine learning (ML) algorithm and then tested over database of images. Ten 
well-known statistical features (which are discussed below) are used for the training 
of algorithm.  

Figure 1 shows the proposed system architecture. Detailed procedure comprising 
of different steps is given below. 

 

 

Fig. 1. Proposed System Architecture 
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3.1 Training Data Generation 

Selection of a good training image is the most vital part of a trainable noise 
identification system. A synthetically created training image is used in [6, 7, and 13], 
which has more generalization capability. In Figure 2, we have shown the training and 
target images used by [6, 7, and 13]. 

The Figure 2(a) is 128x128 pixels image and consists of 4x4 pixels square boxes. 
Each square box has same gray level values of all pixels. Value of these pixels is 
chosen randomly between [0, 255].  

We add 50% impulse noise to the first image to obtain the training image Figure 2(b). 
The Figure 2(c) is the target image for our noise identification system, and contains 

white and black spots denoting the existence and absence of noise. Since the pixel 
values of the training image are chosen randomly, training a network for this training 
data provides more accurate results for all class of images. 

 

 

Fig. 2. Training Image [13] 

3.2 Feature Set 

We have used well-known statistical features in image processing for the problem of 
impulse noise detection.  

We applied 10 well-known statistical functions on the  x N considered window. 

The  x N window is converted to a single dimensional 1x N 2 vector and then these 
functions are applied on it. Here is the detail and significance of each of the statistical 
function. 

3.2.1 ROAD 
ROAD factor, which is a very valuable feature for distinguishing between noisy and 
non-noisy pixels, is proposed by [8]. The value of ROAD factor is low in case of non-
noisy pixels and high in case of noisy pixels. The ROAD factor is calculated using 
following steps: 
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First of all, absolute deleted difference is calculated among considered vector and 
the central pixel (for a 3x3 window, it consists of eight elements). dn ൌ |x െ x ቀn2ቁ | 

In the next step, this vector is sorted in increasing order. ROAD factor is the sum 
of the first four values of this sorted vector. 

ROAD value is calculated for each pixel using its  x N window. 

3.2.2 MAD 
MAD (median of absolute deviations from the median) is a robust order statistics of 
the local variance [10] calculated according to the following equation: MAD ൌ  median൫absሺx െ  medሻ൯ 

Where  is the considered vector and med is the median of the considered vector. 

MAD is a robust estimator and has the capability of accurately estimating 
distribution variance, even if the specified window has more than 50% corrupted 
samples. 

3.2.3 Standard Deviation 
Standard deviation of a vector is calculated as: 

s ൌ  ൥ 1n െ 1 ෍ሺx୧ െ xതሻଶ୬
୧ୀଵ ൩ଵଶ

 

Where  xത ൌ  1n ෍ x୧୬
୧ୀଵ  

3.2.4 Variance 
Variance is square of the standard deviation and is calculated as: v ൌ  1n െ 1 ෍ሺx୧ െ xതሻଶ୬

୧ୀଵ  

Where  xത ൌ  1n ෍ x୧୬
୧ୀଵ  
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3.2.5 Median 
Median is the value at middle index of a sorted vector and can be calculated as: med ൌ  dx ቀn2ቁ 

Where  is the size of the sorted difference vector dx, and dx is difference of the 
vector from central pixel. 

3.2.6 Mean 
Mean is calculated as: xത ൌ  1n ෍ dx୧୬

୧ୀଵ  

Where dx is the difference of the vector from central pixel. 

3.2.7 Min 
Min returns the smallest value of the difference vector dx. 

3.2.8 Max 
Max returns the largest value of the difference vector dx. 

3.2.9 Entropy 
Entropy is a statistical measure of randomness and is calculated as: entropy ൌ  െ ෍ p୩.כ log2ሺp୩ሻ୫

୩ୀଵ  

Where p୩ contains the histogram counts for k୲୦ gray level and ݉ is total number of 
gray levels in the image. 

3.2.10 Rold 
ROLD is proposed by [9] and is very good feature to detect random-valued impulse 
noise. It can be defined as: ROLD୫ሺy୧,୨ሻ ൌ  ෍ R୩ሺy୧,୨ሻ୫

୩ୀଵ  

Where R୩ is the ݇th smallest ܦ௦௧  for all ሺs, tሻ Ԗ ΩN଴  and ܦ௦௧ሺy୧,୨ሻ is defined as 
௦௧ܦ  ቀyi,jቁ ൌ  1 ൅ max ቄlog2 ቚyi൅s,j൅t െ yi,jቚ , െ5ቅ5 ,ሺs׊            tሻԖ ΩN0  
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3.3 Training of Classifiers 

We take the training image and add 50% random-valued impulse noise. 3x3 window 
is taken from start of image and is moved through the image. Feature vector of each 
of the window is calculated and is used for training. The target value or class of the 
considered feature vector is 0, if central pixel of the window is noise-free and class is 
1 for random-valued impulse noise.  

Same training image is taken again and 50% salt & peppers noise is added to it. 
Same process is repeated except class is set to 2 for salt & peppers noise. Feature 
vectors and class of both types are merged to form the training data. So now we have 
feature vectors having salt & peppers noise, having random-valued noise, and having 
noise-free pixels.  

This is a 3 class classification problem, which has been solved using machine 
learning based classifier.  

After training, classifier generates a model or set of rules to be used in future for 
the process of noise detection. In the case of C4.5 [12], a set of rules are generated 
after the completion of training. These rules are in the form of IF-THEN-ELSE and 
can be directly used in real time. To detect noise type in a given image, same set of 
features of the current window (given in section 3.2) are calculated and are passed 
through to the rule set. The central pixel of the current window will be non-noisy if 
the output is 0, will have random-valued noise, if output is 1, and will have salt & 
peppers noise, if output is 2. 

4 Experimental Results 

We have performed comprehensive experiments to show the performance of the 
proposed technique. First of all we generated training data from training image  
(Fig. 3) as discussed in section 3. Classifier is trained on this training data. For testing 
purpose, we have used standard test images. Results have been reported on 4 standard 
images i.e. Baboon, Lena, Parrots, and Peppers. All these images have totally different 
texture pattern and dynamic range. So the results reported here are representative of wide 
range of image types. 

Performance Measures used in the experiments are True Positive Rate, False Positive 
Rate, and Accuracy [11]. These measures are widely used in literature to gauge the 
performance of a classifier. Here is the description of these performance measures. 

“The True Positive (TP) rate is the proportion of examples which were classified as 
class x, among all examples which truly have class x, i.e. how much part of the class was 
captured. In the confusion matrix, this is the diagonal element divided by the sum over 
the relevant row”. [11]. 

“The False Positive (FP) rate is the proportion of examples which were classified as 
class x, but belong to a different class, among all examples which are not of class x. In 
the matrix, this is the column sum of class x minus the diagonal element, divided by the 
rows sums of all other classes”. [11] 

“Accuracy is defined as the total number of correctly classified instances for all 
classes divided by the total number of instances in the test set”[11]. 
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Table 1 shows the overall accuracy of the classifier for whole range of noise density. 
We see that overall accuracy is above 96% for the whole range and for all test images. 

Table 1. Noise Type Identification Accuracy 

Accuracy (%) 
Baboon Lena Parrots Peppers

N
oi

se
 D

en
si

ty
 

10% 97.628 96.643 97.128 96.517
20% 96.772 96.551 96.681 96.555
30% 97.043 97.118 97.121 96.969
40% 97.166 97.392 97.254 96.994
50% 97.509 97.575 97.698 97.568
60% 97.997 97.736 97.84 97.775
70% 97.682 97.446 97.547 97.488
80% 97.241 97.014 96.91 97.007
90% 97.156 97.184 96.98 96.927

 

Table 2. TP and FP Rates for Baboon Image 

  TP Rate (%) FP Rate (%) 

Non-
Noisy 

Random-
Valued 

Salt & 
Peppers 

Non-
Noisy 

Random-
Valued 

Salt & 
Peppers 

N
oi

se
 D

en
si

ty
 

10% 99.36 99.62 64.42 18.01 0.00 0.62 

20% 99.64 99.68 70.14 15.02 0.00 0.32 

30% 99.73 99.44 82.07 9.18 0.01 0.21 

40% 99.63 99.22 87.75 6.55 0.04 0.23 

50% 99.43 98.74 92.50 4.40 0.13 0.25 

60% 98.53 98.61 96.69 2.36 0.57 0.27 

70% 96.64 98.42 97.86 1.86 1.29 0.27 

80% 90.98 98.66 98.96 1.19 2.77 0.24 

90% 77.69 99.20 99.48 0.66 3.99 0.09 

 
Tables 2 and 3 show the TP and FP rates at different noise densities for the three 

classes i.e. Non-noisy, Random-valued noise, and salt & peppers noise. We see that 
TP rate for Noise-Free and random-valued class is high for whole range of noise 
density. But at 90% noise Noise-Free pixel detection performance is degraded. 
Similarly at low noise density, some salt & peppers noisy pixels are misclassified as 
Noise-Free pixels.TP and FP rates for random-valued class remain good and stable for 
whole range of noise density. 
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Table 3. TP and FP Rates for Lena Image 

  TP Rate (%) FP Rate (%) 
Non-

Noisy 
Random-

Valued 
Salt & 

Peppers 
Non-

Noisy 
Random-

Valued 
Salt & 

Peppers 

N
oi

se
 D

en
si

ty
 

10% 98.28 99.821 63.831 17.672 0.0067 1.6145 
20% 99.00 99.545 74.002 13.405 0.0035 0.8925 
30% 99.51 99.684 83.504 8.4426 0.0037 0.4043 
40% 99.58 99.265 89.15 5.8754 0.0196 0.2967 
50% 99.40 99.064 92.44 4.254 0.1594 0.2435 
60% 98.40 98.578 96.004 2.7054 0.6264 0.2877 
70% 96.06 98.217 97.874 1.9545 1.5206 0.3092 
80% 90.46 98.544 98.859 1.2989 3.0395 0.2038 
90% 78.75 99.10 99.474 0.7123 3.8295 0.1144 

Table 4. TP and FP Rates for Parrots Image 

  TP Rate (%) FP Rate (%) 

Non-
Noisy 

Random-
Valued 

Salt & 
Peppers 

Non-
Noisy 

Random-
Valued 

Salt & 
Peppers 

N
oi

se
 D

en
si

ty
 

10% 98.707 99.626 66.5 16.895 0.006634 1.2206 
20% 99.207 99.675 73.729 13.537 0.010461 0.7041 
30% 99.445 99.497 84.054 8.2116 0.007413 0.46396 
40% 99.48 99.46 88.494 6.0751 0.058937 0.33164 
50% 99.262 98.886 93.328 3.8815 0.17188 0.32659 
60% 98.375 98.607 96.348 2.5223 0.56114 0.37258 
70% 96.101 98.605 97.729 1.8325 1.4729 0.32922 
80% 90.093 98.357 98.819 1.4127 2.9418 0.33067 
90% 76.228 99.25 99.356 0.6969 4.1857 0.16036 

Table 5. TP and FP Rates for Peppers Image 

 TP Rate (%) FP Rate (%) 

Non-Noisy Random-
Valued

Salt &
Peppers

Non-
Noisy

Random-
Valued

Salt & 
Peppers

N
oi

se
 D

en
si

ty
 

10% 98.227 99.819 61.645 19.716 0.004428 1.682
20% 99.134 99.652 73.682 13.72 0.014025 0.76268

30% 99.421 99.327 83.107 8.725 0.014909 0.47151
40% 99.425 99.169 87.489 6.6695 0.063171 0.37967
50% 99.326 98.892 92.593 4.2402 0.16836 0.28519

60% 98.462 98.678 95.934 2.6941 0.60046 0.28822
70% 96.39 98.46 97.469 2.0374 1.3339 0.33784
80% 90.349 98.501 98.943 1.2793 2.9826 0.30724

90% 78.084 98.833 99.332 0.91739 3.8877 0.19153
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5 Conclusion 

We proposed a novel method for identification of noise type in digital images. 
Experiments show promising results as we have achieved minimum accuracy of 96% 
for the whole range of noise density. Further experimentation is required to make this 
scheme more generic and reliable. For future work, here are some options to explore 
more. 

• In this paper, we have taken 3x3 fixed window size. In future we can change 
window size to 5x5 or 7x7 etc. 

• We have used C4.5 (Decision Tree) for classification purpose, which is not a 
specialized classifier for multi-class problems. We can use some 
evolutionary algorithm based classifier in future, which are known to 
perform better for multi-class problems. 

Here we have considered only two types of noise. In future, we’ll add more noise 
types to make it a generic noise identification system. 
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Abstract. Recently the parametric representation using cochlea behavior has 
been used in different studies related with Automatic Speech Recognition 
(ASR). That is because this hearing organ in mammalians is the most  
important element used to make a transduction of the sound pressure that is re-
ceived by the outer ear. This paper shows how the macro and micro mechanical 
model is used in ASR tasks. The values that Neely, Elliot and Ku founded in 
their works, related with the macro and micro mechanical model such as Neely 
were used to set the central frequencies of a bank filter to obtain parameters 
from the speech in a similar form as MFCC (Mel Frequency Cepstrum Coeffi-
cients) has been constructed.  

An approach that considers a new form to distribute the bank filter in our pa-
rametric representation is proposed. Then this distribution of the bank filter to 
have a different representation of the speech in frequency domain compared 
with MFCC is applied. The response of these three values mentioned above into 
macro and micro mechanical model to create the central frequencies of the bank 
filter were used, then the Mel scale function substituted by a representation 
based in the cochlear response based on the Neely model. This model was used 
with a set of different parameters of the cochlea, used by Nelly, Elliot and Ku in 
their works, such as mass, damping and stiffness; among others. A performance 
of 98 to 100% was reached for a task that uses Spanish isolated digits pro-
nounced by 5 different speakers. Corpus SUSAS with neutral sound records 
with some advantages in comparison with MFCC was applied. 

Keywords: Speech recognition, cochlea, place theory and bank filter. 

1 Introduction 

For a long time Automatic Speech Recognition Systems (ASRs) have used parameters 
related with Cepstrum and Homomorphic Analysis of Speech [1], Linear Prediction 
Coefficient (LPC) [2], Mel Frequency Cepstrum Coefficients (MFCC) [3], and Per-
ceptual Linear Prediction (PLP) [4], these last two being the most important. In each 
of these representations, the principal objective is to have a representation to com-
press speech data without irrelevant information not pertinent to the phonetic analysis 
of the data and to enhance aspects of the signal that contribute significantly to the 
detection of phonetic differences. MFCC and PLP coefficients employ Mel and Bark 
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scales respectively. These consider perceptual aspects to obtain a set of coefficients 
that represent the speech signal. 

On the other hand, the most important organ in human hearing is the cochlea and 
various physiological models have been proposed [5] and [6]. Recently works related 
with the application of the cochlea behavior in ASR systems can be found, that is 
because in recent years the researchers have emphasized “human engineering”, that is, 
to adopt the processing strategies of the human auditory perception. The application 
of such a human perceptual feature may improve ASR performance which has been 
established in literature [7][8][9][10][11][12]. In [12] an extraordinarily precise audi-
tory model was used extracting the excitation dependent shapes of the delay trajecto-
ries and then a set of features were used without any other spectral information to 
carry out speech recognition task under different noise conditions on the TIMIT data-
base. However, average recognition rates do not reach that of the MFCC features 
(except for very low noise SNRs), but the system behaves very stable under different 
noise conditions. In [11] they proposed a feature extraction method for ASR based on 
the differential processing strategy of the AVCN, PVCN and the DCN of the nucleus 
cochlear. The method utilized a zero-crossing with peak amplitudes (ZCPA) auditory 
model as synchrony detector to discriminate the low frequency formants. They used 
HMM recognition using isolated digits that showed better recognition rates in clean 
and non- stationary noise conditions than the existing auditory model. In [10] they 
employed a counterpart of the next physiological processing step in comparison with 
frequency decomposition and compression of amplitudes concepts. A simplified 
model of short-term adaptation was incorporated into MFCC feature extraction. They 
compared the proposal mentioned above with that structurally related to RASTA, 
CMS and Wiener filtering which performs well in combination with Wiener filtering. 
Compared with the structurally related RASTA, the adaptation model provides supe-
rior performance on AURORA 2, and, if Wiener filtering is used prior to both ap-
proaches, on AURORA 3 as well. 

2 Characteristics and Generalities 

The cochlea is a long, narrow, fluid-filled tunnel which spirals through the temporal 
bone. This tunnel is divided along its length by a cochlear partition into an upper 
compartment called scala vestibuli (SV) and lower compartment called scala timpani 
(ST). At the apex of the cochlea, SV and ST are connected to each other by the heli-
cotrema [13]. A set of models to represent the operation of the cochlea has been pro-
posed [14][15][16][17]; among others. In mammals, vibrations of the stapes set up a 
wave with a particular shape on the basilar membrane. The amplitude envelope of the 
wave is first increasing and then decreasing, and the position at the peak of the 
envelope is dependent on the frequency of the stimulus [18]. The amplitude of the 
envelope is a two-dimensional function of distance from the stapes and frequency of 
stimulation. The curve shown in Fig. 1 is a cross-section of the function for fixed 
frequency. If low frequencies excite the cochlea, the envelope is nearest to the apex, 
but if high frequencies excite it the envelope is nearest to the base.  

This paper proposes an equation extracted from the fluid mechanical model to  
find a relationship between these frequencies and the place of the excitation into the 
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cochlea. With that value a new distribution of the bank filter to extract parameters for 
ASR tasks is proposed. 

In the micromechanical the anatomical structure of a radial cross-section (RCS) of 
the cochlear partition (CP) is illustrated in the following figure 2. In the model, the 
basilar membrane (BM) and tectorial membrane (TM) are each represented as a 
lumped mass with both stiffness and damping in their attachment to the surrounding 
bone. When the cochlea determines the frequency of the incoming signal from the 
place on the basilar membrane of maximum amplitude, the organ of Corti is excited, 
in conjunction with the movement of tectorial membrane; the inner and outer hair 
cells are excited obtaining an electrical pulse that travels by auditory nerve. 

 

 
 

Fig. 1. Wave displacement inside cochlea 

 
 
 

   

(a)                                                                                (b) 

Fig. 2. Anatomical structure of the cochlear partition (a). The outer hair cells, micro mechanical 
representation (b). 
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Now the modeling cochlear will be divided in two ways of study. The first is the 
hydrodynamic movement that produced a movement on the basilar membrane and the 
second is the movement of the outer hair cells. This is named as the model of Macro 
and Micro Mechanical Cochlear [17]. The equations that describe the Macro Mechan-
ical Cochlear are [17]: 

                                                                                              
(1) 

                                               
(2)

 

                                              
(3) 

The equations (1), (2) and (3) were solved by finite difference, using central differ-
ences for (1), forward differences for the (2) and backward difference for (3), generat-
ing a tri-diagonal Matrix system[16] which we solved using the Thomas algorithm. It 
represents the Micro mechanical, because it uses the organ of Corti values. 

 

 

 

 

(4) 

 
The solution for Pd obtains the maximum amplitude on the basilar membrane 

shown in Figure 3. For these experiments the cochlear distance pattern is obtained 
manually. As can be seen, to solve equation 4 a set of variables related with the phy-
siology of the cochlea is needed and some of these variables are described in table 1. 
These values are immersed into Zp and Zm; for example in [17]. 

Figures 3, and 4; show the behavior of the basilar membrane with the values shown 
in table 1. As is seen, before 300 Hz the behavior of the micro and macro mechanical 
model is not adequate, independently of the parameters used. This result is a conse-
quence of the characteristics of the model proposed by [17]. Proposing our analysis 
from this frequency to 4.5 KHz was decided. Also, the response obtained has a beha-
vior logarithmic. This is an important indication because the Mel function is related 
with a similar mathematical function. 
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Table 1. Values used in equation 

 

 

 
 

Fig. 3. Neely´s model using his parameters 
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Fig. 4. Neely´s model using Elliot parameters 

As mentioned above, the Neely model and later works have considered putting a 
number of these micro-mechanisms along the cochlea at the same distance between 
them. For that, this principle to establish the following relation between a minimal 
and maximal distance was used. 

                           (5) 

Where dmin and dmax are obtained from Figure 3 and 4, considering that Fmin=300 
Hz and Fmax=4.5 KHz. This paper proposed a space equidistant between different 
points to analyze the cochlea. After that, for each distance one specifically frequency 
of excitation to the Basilar Membrane was obtained. 

3 Experiments and Results 

From the last analysis a computational model to obtain the distance where the maxi-
mum displacement of the basilar membrane occurs to a specific excitation frequency 
of the system was developed, which depends of the physical characteristics of the 
basilar membrane. The following procedure describes the computational model of the 
cochlea using this propose [20]. It is important to mention that the maximum response 
of the pressure curve used in [19] was obtained. 
 

1. Obtain speech signal, realize preprocessing (It 
includes pre-emphasis, segmentation, window-
ing and feature extraction), for each sentence. 

2. In the feature extraction, the same procedure as 
MFCC was used but the filter bank is con-
structed following the next steps. 

2.4 Determine the frequency related with 
these distances, this represents the cen-
ter of the filter bank.  

2.5 Construct filter bank with frequency 
center obtained from the analysis of the 
Neely model using values in table 1. 
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2.1 Take the minimal and maximal frequency 
where filter bank are going to be con-
structed. 

2.2 Calculate maximal and minimal distance 
from the stapes of the cochlea, nearer to 
start implies high frequencies, farthest 
implies low frequencies. 

2.3 Determine a set of distances equally 
spaced 

3. Follow the same steps to obtain MFCC, 
multiply spectral representation from 
Fourier Transform with filter bank, calcu-
late energy by bands using logarithm, and 
finally, apply discrete cosine transform. 

4. Obtain a new set of coefficients for each 
speech signal. 

5. Train the ASR and proceed with recogni-
tion task using the new parameters.  

 

A database with 5 speakers that pronounced Spanish isolated digits, from 0 to 9  
was applied as workbench that is “cero, uno, dos, tres, cuatro, cinco, seis, siete, ocho 
and nueve”. LPC, MFCC, CLPC were used and our coefficients named EPCC (Earing 
Perception Cepstrum Coefficients) obtaining better percent correct recognition in 
some tasks using them in comparison with others representations mentioned above. 
HTK Hidden Markov Model Toolkit was used as training and recognition software; 
our new parameters were added into HSigp.c file, contained inside HTK 
http://htk.eng.cam.ac.uk, and were used in tasks of ASR employing HTK.  

 This first experimental used a database that contains only digits in the Spanish 
language and the characteristics of the samples were frequency sample 11025, 8 bits 
per sample, PCM coding, mono-stereo. The evaluation of the experiment proposed 
involved 5 people (3 men and 2 women) with 300 speech sentences to recognize for 
each one ( 100 for training task and 200 for recognition task). 1500 speech sentences 
extracted from 5 speakers individually were taken, and the Automatic Speech Recog-
nition trained using Hidden Markov Models with 6 states (4 states with information 
and 2 dummies to connection with another chain). Also, 3 Gaussian Mixture for each 
state in the Markov chain were employed. The parameters extracted from the speech 
signal were 39 (13 MFCC, 13 delta and 13 energy coefficients) when using MFCC or 
our proposal, and used to train the Hidden Markov Model. Table 1 contains results 
obtained in percentages when using LPC, CLPC, MFCC and our parametric represen-
tation to train as parameters. Table 2 shows results using Delta and Acceleration coef-
ficients. It is important to mention that HTK give us results in two forms: by sentence 
and by words http://htk.eng.cam.ac.uk. We show both for reasons of consistency. 
Table 3 contains results obtained in percentage when using LPC, CLPC and MFCC, 
DELTA, ACCELERATION AND THIRD DIFFERENTIAL.  

Table 2. LPC, CLPC and MFCC coefficients 

SENTENCES WORDS 

PARAMETERS/# 

STATES 

4 5 6 PARAMETERS/# 

STATES 

4 5 6 

LPC 87.5 94 94 LPC 87.94 94.47 94.47 

CLPC 90 97.5 98.5 CLPC 90.45 97.99 98.99 

MFCC 97.5 97 99 MFCC 97.99 97.49 99.5 

EPCC KU 98 99 99.5 EPCC KU 98.45 99.5 99.8 
EPCC ELLIOT 98.5 98.5 99 EPCC ELLIOT 98.75 98.75 99.5 
EPCC NEELY 98.7 99 99.5 EPCC NEELY 98.5 99.5 99.75 
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Table 3. LPC, CLPC, MFCC, DELTA AND ACCELERATION coefficient 

SENTENCES WORDS 

PARAMETERS/# 

STATES 

4 5 6 PARAMETERS/# 

STATES 

4 5 6 

LPC 79 90.5 91.5 LPC 79.4 99.4 91.96 

CLPC 93 99 99 CLPC 93.47 99.5 99.5 

MFCC 99 99 99 MFCC 99.5 99.5 99.5 

EPCC KU 100 100 100 EPCC KU 100 100 100 
EPCC ELLIOT 100 100 100 EPCC ELLIOT 100 100 100 
EPCC NEELY 100 100 100 EPCC NEELY 100 100 100 

 

Table 4. LPC, CLPC, MFCC AND DELTA, ACCELERATION, DELTA, AND THIRD 
DIFFERENTIAL coefficients 

SENTENCES WORDS 

PARAMETERS/# 

STATES 

4 5 6 PARAMETERS/# 

STATES 

4 5 6 

LPC 77 89.5 89 LPC 77.39 89.95 89.45 

CLPC 89.5 99 99 CLPC 89.95 99.5 99.5 

MFCC 98.5 99 99 MFCC 98.99 99.5 99.5 

EPCC KU 100 100 100 EPCC KU 100 100 100 
EPCC ELLIOT 100 100 100 EPCC ELLIOT 100 100 100 
EPCC NEELY 100 100 100 EPCC NEELY 100 100 100 

 
In the second experiment, a corpus elaborated by J. Hansen at the University of 

Colorado Boulder was used. He has constructed database SUSAS (Speech Under 
Simulated and Actual Stress) http://catalog.ldc.upenn.edu/LDC99S78.Only 9 speakers  
 

Table 5. Results obtained using HTK, SUSAS Corpus and manual labeling 

 MFCC EPCC Using 

Neely values 

EPCC Using Ku 

values 

EPCC Using 

Elliot values 

sen-

tence 

word sen-

tence 

word sen-

tence 

word sen-

tence 

word 

boston1 91.84 92.06 90.61 90.87 90.2 90.48 89.39 89.68 

boston2 95.51 95.63 93.47 93.65 93.47 93.65 93.06 93.25 

boston3 96.73 96.83 93.88 94.05 95.92 96.03 96.33 96.43 

general1 96.73 96.83 92.24 92.46 93.88 94.05 93.88 94.05 

general2 94.29 94.44 90.61 90.87 90.61 90.87 89.39 89.68 

general3 93.47 93.65 88.16 88.49 93.47 93.65 93.06 93.25 

nyc1 91.84 92.06 91.84 91.67 87.35 87.3 96.33 96.43 

nyc2 91.02 91.27 91.84 92.06 86.53 86.9 93.88 94.05 

nyc3 95.92 96.03 92.65 92.86 90.61 90.87 89.39 89.68 
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with ages ranging from 22 to 76 were used and we applied normal corpus not under 
Stress sentences contained into corpus. The words were “brake, change, degree, desti-
nation, east, eight, eighty, enter, fifty, fix, freeze, gain, go, hello, help, histogram, hot, 
mark, nav, no, oh, on, out, point, six, south, stand, steer, strafe, ten, thirty, three, 
white, wide, & zero”. A total of 4410 files of speech were processed. Finally, Tables 
4 and 5 show results when using our proposal (Earing Perceptual Cepstrum Coeffi-
cients –EPCC-) the best representations used in the state of the art and in the last 
experiment versus MFCC in SUSAS corpus. 

4 Conclusions and Future Works 

This paper describes new parameters for ASRs tasks. They employ the functionality 
of the cochlea, the most important hearing organ of humans and mammalians. At this 
moment, the parameters used for the MFCC analysis have been demonstrated to be 
the most important parameters and the most used for this task. For many years a great 
diversity of models that attempt describing the functionality of the ear have been 
proposed and are implicit that this phenomenon has been used for ASR based on 
phenomenological models. Another alternative was employed using a physiological 
model based in macro and micro mechanical proposed by Neely. This article demon-
strated that the Neely cochlea model can be used to obtain speech signal parameters 
for Automatic Speech Recognition. In conclusion, the cochlea behavior can be used to 
obtain these parameters and the results are adequate. 
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Abstract. Many pre-hispanic languages in Mexico, including the Zapotec  
language, are faced with the real possibility of extinction in the near future. 
There are many reasons for this, such as the younger indigenous populations 
who prefer to speak Spanish instead and a dwindling number of older native 
speakers. This means that often there is a loss of information about the lan-
guage's correct pronunciation. In particular, in the Choapan Zapotec variant 
there are six vowels, of which five are similar to those in Spanish; the sixth vo-
wel is /ë/, and although it is similar to the /e/ vowel, some confusion arises due 
to the previously mentioned problems. In this paper, Dynamic Time Warping 
was applied in order to determine the phonetic sound from the two most impor-
tant phonetic alphabets (IPA & SAMPA) for the /e/ vowels. Two databases of 
Choapan Zapotec were obtained and the vowel phonemes were segmented and 
their tonal characteristic prevailed for the symbol assignation in both alphabets. 
This paper aims to provide valuable information for modeling the sounds of this 
Zapotec variant, in order that it help conserve the language. 

Keywords: Sound pattern recognition, Zapotec vowels, Prehispanic languages. 

1 Introduction 

Languages are by far the most representative way of communication for human be-
ings. As a consequence of their dynamic and evolving behavior, some of them prevail 
and others disappear. The use and conservation of the essential characteristics of a 
particular language represent a critical issue towards providing a sense of identifica-
tion among the communities that speak it. The extinction of a language, due to the 
disuse, is the result of several conditions such as the preference of the new genera-
tions to speak in modern languages, the disappearance of the native old speakers or 
the migration of groups of people to other places. Spanish and English are two exam-
ples of this phenomenon in relation with the Prehispanic and Native American  
languages. In Mexico languages like Wiyot, Mascouten, Pochuteco or Mangue have 
become extinct and many others are about to if there are no concerted efforts to keep 
them alive [1]; the Zapotec language is an example of a risk extinction language, 
since it is spoken by only 425,123 inhabitants [2]. 
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A language can have variants within it, they are defined as variations around the 
standard language that identify groups of people, like families or neighbors, or even 
communities. Some of them may be so small that are hardly noticed, and the speakers 
can understand one another; some others are so huge that can prevent communication 
between speakers. The Zapotec language falls into the latter category. This language 
comes from the Southeast part of Mexico and it is spoken in the states of Oaxaca, 
Veracruz, partly in Chiapas and in a few places in Mexico City. In order to identify 
the language and its 57 variations the ISO639.3 standard assigned a three-letter code 
for each one [3], some representative examples are shown in Table 1. 

The Zapotec is one of the languages of the Oto-Mangue linguistic family, which is 
the biggest and most diverse in Mexico. It also belongs to the linguistic group of Za-
potecano that contains the macrolanguages chantino and zapoteca [1,4]. This linguis-
tic family is well known to be tonal, that is, it is based on the tones of the voiced 
sounds making possible to distinguish words by focusing in the frequency shifts of the 
vocal folds. The fact that it contains so many variants means that the Zapotec lan-
guage presents an interesting and challenging problem from a speech technologies 
point of view. Also, the fact that fewer people speak the language each year, 
represents an important problem for the preservation of the cultural heritage of these 
Prehispanic communities. 

In this paper emphasis is on the vowel sounds of the Choapan variant of Zapotec. 
A database was collected by recording utterances of a list of words by a female native 
speaker of this variant. Vowel segmentation and recognition methods were used in 
order to identify the vowel sounds from a set of sounds found in the International 
Phonetic Association (IPA) and Speech Assessment Methods Phonetic Alphabet 
(SAMPA) phonetic alphabets [5,6]. The paper is organized as follows: section 2 de-
scribes the sounds of the Choapan variant of Zapotec, section 3 presents details of the 
development of the database as well as the selected pattern recognition method,  
section 4 reports the results of the sound identification, section 5 presents a discussion 
of the results and issues found during the recording process and the experimentation, 
and section 6 gives some conclusions and mentions further work that will be  
undertaken. 

Table 1. ISO 639.3 coding for representative Zapotec variants 

Zapotec variant ISO639.3 Code 

Mixtepec zpm 
Choapan zpc 

Istmo zai 
Mitla zaw 

Ocotlán zac 
Rincón zar 

Zoogocho zpq 
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2 Sounds of the Variant of Zapotec from Choapan 

The Zapotec variant of Choapan, also known as the San Juan Comaltepec Zapotec, is 
spoken in the municipality of Choapan, which is part of the state of Oaxaca and, ac-
cording to the Summer Institute of Linguistics, also in the state of Veracruz. The rec-
orded data was obtained from a speaker who lives in Arenal Santa Ana, a community 
of 1551 inhabitants located in Veracruz [7]; although differences have been reported 
between the Zapotec spoken in Choapan and Arenal Santa Ana, it should be noted 
that due to their geographically closeness, they are highly similar. It is important to 
notice that this particular variant is classified as a moribund language by the Ex-
panded Graded Intergenerational Disruption Scale (EGIDS) [8]. According to EGIDS, 
this Zapotec variant has a very few number of fluent users, most of them are old 
people that are not able to restore the natural intergenerational transmission. The 
Choapan Zapotec alphabet consists of vowels and consonants [9], which are described 
in the following subsections. 

2.1 Vowels in Choapan Zapotec 

The number of vowels used in the alphabet of this variant of Zapotec is six, five of 
them are the same as in Spanish plus a sixth vowel, and they are spoken with three 
different kinds of pronunciation: simple, short and long, as shown in Table 2. The 
most important characteristic of the pronunciations is the vowel duration. Simple 
vowels have a duration that is between the short and the long vowels. The other two 
pronunciations use larynx modifications to produce an abrupt closure of the vocal 
cords in the case of the short vowels, and to produce a brief pause between the vowel 
sounds in the case of long vowels. 

2.2 Consonants in Choapan Zapotec 

In the Choapan Zapotec there are 23 consonants, most of them are similar to the 
Spanish sounds. The consonants are weak occlusive (b, d, g), strong occlusive (p, t, c, 
qu, k), weak affricative (dz, dy), strong affricative (tz, ch), weak fricatives (z, ž), 
strong fricatives (s, x, j), nasals (m, n), liquids (l, r) and semivowels (hu, y). The  
affricative sounds are not familiar sounds in Spanish, dz is the combination of the 
occlusive d plus the voiced z while dy sounds like a voiced ch; the consonant tz is 
produced by pronouncing the occlusive t and then a voiceless s. The weak fricative ž 
is not a Spanish sound, and is pronounced as a z but with a back position of the ton-
gue; the rest of the phonemes are pronounced as in Spanish. 
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Table 2. Vowels of Choapan Zapotec 

Pronunciations A E Ë I O U 

Simple a e ë i o u 

Short a' e' ë' i' o' u' 

Long a'a e'e ë'ë i'i o'o u'u

3 Methods 

The experimentation included the collection of a database, an automatic segmentation 
procedure and the identification of the vowel sounds by a method based on Dynamic 
Time Warping (DTW).  

3.1 Data 

A Mexican female from the community of Arenal Santa Ana, Veracruz was recorded 
uttering a list of chosen words. The list consisted of 188 words selected from the 
Swadesh list for Zapotec [10]. Swadesh, originally devised by the linguist Morris, 
contains the words that are present in almost all languages and form the basis for 
communication between humans. The selected words included nouns (numbers, col-
ors, animals, parts of the body, etc.), pronouns and verbs. Each word was pronounced 
twice and the recording process took two sessions. The words were recorded on a 
desktop PC using Speech Filing System Version 4.8 [11], and a sampling frequency 
of 16 KHz. The speaker controlled the amplitude of the signals and the recording 
sessions were performed in a quite room. The speaker used headphones with an inte-
grated microphone and repeated the word to be recorded if necessary; previously she 
checked the pronunciation of the words by asking the elder members of her family 
about the non-Spanish sounds. We also obtained a second dataset from a set of re-
cordings texts read by a male speaker in Zapotec of the Choapan District [12]. The 
texts belong to the first five chapters of the Gospel of John from the Bible; since  
the verses are of different sizes only the segments that contained 16 words at most 
were considered.  

3.2 Segmentation and Vowel Identification 

The automatic segmentation was carried out using HTK [13]. We used the SAMPA 
phonetic symbol transcription for the determination of the Choapan Zapotec sounds. 
Since in this variant there are 18 vowel sounds, three realizations per the six vowels, 
we added a "s" to the short versions and a "l" to the long ones, so for vowel /o/ it 
would be "o" for o, "os" for o' and "ol" for o'o.  

 



256 G. Oliva-Juarez et al. 

 

When dealing with a dying language is most likely to find sounds that can be con-
fusable; the vowel realizations are not easy to differentiate because they share the 
same acoustic features, for example formants, and problems on the transcription may 
arise. We used DTW to identify those vowel sounds that presented this problem [14].  

DTW is an algorithm for measuring similarity between two temporal sequences. It 
performs the comparison of the characteristics of the sequences using a measure of 
cost; this results in a cost matrix that contains the comparison results, then the trajec-
tory with the minimum cost is selected meaning that this has the highest similarity 
between two sequences. In our case, the sequences to be compared were a prototype 
vowel that consisted in the defined sound for each realization of the phoneme and 
each one of the non-clear vowel realizations found during the segmentation. The pro-
totypes were selected among those sounds that, according to the female speaker and 
the Choapan Zapotec grammar literature, were correctly pronounced.  

We also used DTW to perform the identification of the sound for the "e" vowels, 
/e/ and /ë/. These sounds are so alike that it is very confusing to acoustically differen-
tiate one another. In this case for the prototype sequence we used the sounds that were 
close to the /e/ Spanish vowel in the IPA Vowel Trapezoid (IPA_VT) [15].  

The IPA_VT is a phonetic chart where all the vowels defined by the IPA alphabets 
are located according their realization. The "e" sounds correspond to vowels that can 
be front or central, meaning that the vowel is pronounced at the front of the oral cavi-
ty or at its center respectively, close-mid or open-mid. An open vowel is performed 
when the tongue is positioned as far as possible from the roof of the mouth, a close 
vowel when the tongue is positioned as close as possible from the roof of the mouth 
and a mid vowel when the tongue is positioned mid-way between an open and a close 
vowel. The close-mid and open-mid vowels are performed when the tongue is posi-
tioned just two-thirds of the way from the close to mid or to the open to mid vowels.  

In order to obtain the prototype sequences we used the "e" sounds of the different 
languages that have an IPA alphabet and available sound realizations; those included 
English, German, Swedish, Portuguese, French, Italian and Polish. The sequence to be 
compared consisted on the set of realizations of the "e" vowels, /e/, /e'/, /e'e/, /ë/, /ë'/ 
and /ë'ë/, for the Veracruz Choapan Zapotec and the Choapan District Zapotec.  

We used two different DTW approaches to run the experiments. The first one was 
the Matlab Ellis version that calculates a similarity matrix between specgram-like 
feature matrices using the cosine distance [16]. The other approach was implemented 
in Praat [17]; it calculates distances between the Mel Frecuency Cepstral Coefficients 
of the sequences and finds the optimum path through the distance matrix using the 
Viterbi-algorithm. 

4 Results 

The sounds transcribed were those that had duration of 60 milliseconds or more to 
guarantee a vowel phoneme. Thus the number of vowel utterances for the Veracruz 
Choapan Zapotec was 491 and for the Choapan District Zapotec was 5790. The dis-
tribution of the vowel phonemes and the vowel realizations are shown in Table 3. It is 
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noticeable the low percentage of long vowel realizations in both datasets as well as 
the similar results for vowel /o/. It is also remarkable that more than half of the total 
of the sounds belong to simple realizations and that vowel /a/ has the highest number 
of examples of all. It finally draws attention to vowel /ë/ in the Veracruz dataset, the 
Swadesh word list, having more examples than the vowels /e/, /i/, /o/ and /u/.  

In order to assess the DTW performance on our data, two preliminary tests were 
conducted with known data. When applied to the Veracruz Choapan Zapotec the  
method had a 76% of correct phoneme assignation while for the Choapan District 
Zapotec it had 81.67%.  The Veracruz dataset had more undetermined vowel sounds 
because the speaker had doubts about the correct pronunciation. After applying DTW, 
the final number of vowel sounds for this Zapotec is shown in Table 4. 

Table 3. Distribution of vowel phonemes (left) and vowel phoneme realizations (right) for the 
Veracruz Choapan Zapotec (Ver zpc) and the Choapan District Zapotec (zpc) 

Vowel 
Ver_zpc 
(%) 

zpc (%) Vowel  
Realization

Ver_ zpc 
(%) 

zpc (%) 

A 34.3 41.2 Simple 69.72 76.30 

E 14.4 13.4 Short 23.64 18.76 

Ë 19.5   3.7 Long 6.632   4.94 

I 15.7 20.2  
O   5.0   5.4  
U 11.1 16.1 

Table 4. Number of Vowels extracted from the Veracruz Choapan Zapotec 

Vowel 
realization 

a a' a'a e e' e'e ë ë' ë'ë i i' i'i o o' o'o u u' u'u 

Known  
vowels 

80 17 4 27 3 3 2 6 1 36 11 2 11 0 2 30 9 0 

Unknown  
vowels 

8 8  4 1 2 0 0 2 3 8 13 0 2 0 0 9 1 0 

 
While performing DTW, emphasis was on vowels e and ë. The method was ap-

plied in order to determine the closest IPA and SAMPA sounds for these vowels. 
Table 5 shows the resulting symbols for the three realizations of the two vowels for 
the Choapan Zapotec of Veracruz using Matlab Ellis approach. In the case of the 
Choapan District Zapotec, all the vowel realizations had the IPA symbol " ɵ " and the 
SAMPA symbol " 8 " corresponding to the sound of the Swedish word Buss as shown 
in Table 6. In order to appreciate the acoustic characteristics of the found sounds we 
highlighted the IPA symbol ɵ on the IPA Vowel Trapezoid as shown in Figure 1; 
according to this, /ë/ and /e/ are central close-mid vowels.  



258 G. Oliva-Juarez et al. 

 

Table 5. Phonetic symbols (IPA and SAMPA) assigned to vowels ë and e in all their 
realizations of the Choapan Zapotec of Veracruz, Matlab results 

Vowel Symbol Word Idiom Gender 
 IPA SAMPA    

ë ɵ 8 Buss1 Swedish Feminine 

ë' ɵ 8 Buss Swedish Feminine 

ë'ë ɵ 8 Buss Swedish Feminine 

e ɔ O Ontem2 Portuguese Feminine 

e' ɵ 8 Buss Swedish Feminine 

e'e ɵ 8 Buss Swedish Feminine 

    1 Bus, 2 Yesterday 

Table 6. Phonetic symbols (IPA and SAMPA) assigned to vowels ë and e in all their 
realizations of the Choapan District Zapotec, Matlab results 

Vowel Symbol Word Idiom Gender 
 IPA SAMPA    

ë ɵ 8 Buss Swedish Feminine 

ë' ɵ 8 Buss Swedish Feminine 

ë'ë ɵ 8 Buss Swedish Feminine 

e ɵ 8 Buss Swedish Feminine 

e' ɵ 8 Buss Swedish Feminine 

e'e ɵ 8 Buss Swedish Feminine 

 
When the Praat DTW implementation was applied to the data, some differences 

were found compared to the Matlab results. Table 7 shows the resulting symbols for 
the three realizations of the two vowels for the Choapan Zapotec of Veracruz using  
 

 

Fig. 1. IPA Vowel Trapezoid, the ë and e sounds symbol is highlighted, Matlab results 
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Praat. Table 8 shows the corresponding results for the Choapan District Zapotec. As it 
can be seen, the found IPA dominant sound in both Choapan Zapotec is ɛ. Figure 2 
shows this symbol on the IPA Vowel Trapezoid; according to this, /ë/ and /e/ are 
mainly front open-mid vowels.  

Table 7. Phonetic symbols (IPA and SAMPA) assigned to vowels ë and e in all their 
realizations of the Choapan Zapotec of Veracruz, Praat results 

Vowel Symbol Word Idiom Gender 
 IPA SAMPA    

ë ɛ E Gesetz3   German Feminine 

ë' ɛ E Gesetz German Feminine 

ë'ë ɛ E Gesetz German Feminine 

e ɛ E Gesetz German Feminine 

e' ɛ E Gesetz German Feminine 

e'e ɐ 6 Besser4 German Feminine 

     3 Law, 4 Better 

Table 8. Phonetic symbols (IPA and SAMPA) assigned to vowels ë and e in all their 
realizations of the Choapan District Zapotec, Praat results 

Vowel Symbol Word Idiom Gender 
 IPA SAMPA    

ë ɛ E Gesetz German Feminine 

ë' ə @ Ce5 French Masculine 
ë'ë ɛ E Gesetz German Feminine 

e ɛ E Gesetz German Feminine 

e' ɛ E Gesetz German Feminine 

e'e ə @ Ce French Masculine 

     5 This 

 

Fig. 2. IPA Vowel Trapezoid, the ë and e sounds symbol is highlighted, Praat results 
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5 Discussion 

Zapotec is a language that has a number of variants that makes it complex to analyze. 
In the case of the Veracruz Choapan variant, the EGIDS moribund situation makes 
difficult the sound analysis due to the fact that it is not known some of the pronuncia-
tions. The DTW method allowed us to have certainty about the vowel phonemes; 
from the 18 vowel-realizations, short /o/ (o') and long /u/ (u'u) did not appear in the 
recorded database and there were a few examples of them in the Choapan District 
Zapotec records.  

In this particular Zapotec variant the problem of pronunciation is evident. We had 
problems with the spelling of the recorded words because the speaker was not sure 
about the pronunciation of certain sounds. Although a consultation with a native 
speaker was made, we had to consult with some other Zapotec variants like Zogocho 
that has a 60% of intelligibility with the Choapan variant. Since this is a tonal lan-
guage, the vowel sounds were clear to identify, but the imbalance of the number of 
examples for some of them does not allow having a complete analysis.  

IPA trapezoid located the sounds /e/ and /ë/ as central vowels with the Matlab re-
sults. This means that their pronunciation is not similar to this of the Spanish vowel 
/e/ that is a front sound. In the other hand, the IPA trapezoid located the sounds /e/ 
and /ë/ as open vowels with the Praat results. This means that their pronunciation is 
wider than this of the Spanish vowel /e/ that is a mid-close sound. During the analysis 
of the /e/ and /ë/ vowels a mimic phenomenon could be observed: the speaker tended 
to pronounce the sound much like the Spanish, not allowing the differentiation of the 
simple, short and long pronunciations of both vowels. 

The words selected for the recorded database of the Veracruz Choapan Zapotec be-
long to a generic list that was not phonetically balanced. Also the words contained in 
the Choapan District Zapotec are oriented toward the topic of the reading. This means 
that some of the phonemes have few examples, whilst others do not have any. The 
DTW results might improve with a larger number of examples for each phoneme; this 
leads to search the words that contain the phoneme required and record them. In a 
deeper study of the Choapam version of the Zapotec grammar there are few words 
that contain sounds like the short /o/ vowel (o') or the consonant ž, a careful analysis 
of the words, sentences and texts is advisable. 

It is well known the usefulness of DTW for obtaining the similarity between two 
sequences. The two methods used in this paper focused on different approaches, 
though they are based on the spectral content of the signal. The results obtained with 
both methods didn't allow differentiate the three realizations of the two kinds of "e" 
vowels; increasing the number of examples of each vowel realization and the number 
of the available vowel IPA sounds are tasks to be done in order to have improved 
elements to determine each sound as well as to compare these methods.  
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6 Conclusions 

A vowel analysis was carried out in two different databases of the Choapan Zapotec 
Variant. A Swadesh word list was recorded and some texts from the Bible were seg-
mented to obtain a set of Zapotec phonemes. The problems that were encountered 
during the speech recording dealt with the confusion on the pronunciation of some 
words by the speaker and members of her community, which is a consequence of the 
language's high risk of disappearing. The impact it had on the /ë/ and /e/ vowel pro-
nunciations lead to the determination of their sounds from a set of IPA and SAMPA 
alphabets by applying DTW in two different platforms. The assigned phonemes  
corresponded to those from tonal languages; more efforts on having a bigger, more 
reliable and balanced vowel database as well as experimenting with other pattern 
recognition methods are driven. The main objective is to obtain valuable information 
for modeling the sounds of this Zapotec variant that helps to conserve the language. 
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Abstract. We present a supervised method for detecting causal relations from 
text. Various kinds of dependency relations, WordNet features, Parts-of-Speech 
(POS) features along with several combinations of these features help to 
improve the performance of our system. In our experiments, we used SemEval-
2010 Task #8 data sets. This system used 7954 instances for training and 2707 
instances for testing from Task #8 datasets. The J48 algorithm was used to 
identify semantic causal relations in a pair of nominals. Evaluation result gives 
an overall F1 score of 85.8% of causal instances. 

1 Introduction 

Causality is the relation between two events, one of which being called CAUSE and 
the other one being called EFFECT, where EFFECT is a consequence of CAUSE. 
There are various forms of cause-effect expression such as in the form of intra-NP, 
inter-NP, and inter-sentence (Chang and Choi, 2004). Causality detection is one of the 
tasks in Question Answering domain. The natural language texts are generally 
complex and filled with ambiguity. The main challenging task is to detect the 
causality from natural language text. In this present task aims to develop the system 
for automatically recognizing cause-effect relations between pairs of nominal. In this 
paper we are trying to detect causal sentences. 

Causal sentence can be either explicit or implicit, as it is shown in Figure 1. 
Explicit causal marker are “because”, or “so”, etc. These type of instances are 
relatively easy to recognize, using pattern that contain the marker (Khoo et al., 2000).  
There are no direct markers in implicit causal. An example of implicit causal is “Nick 
ate double Cake. He was very hungry”.  

We develop a systems for automatically recognizing semantic relations for Cause-
Effect between pairs of nominal. Nine relations such as Cause-Effect, Instrument-
Agency, Product-Producer, Content-Container, Entity-Origin, Entity-Destination, 
Component-Whole, Member-Collection and Message-Topic are given for SemEval-
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2010 Task #8 (Hendrix et al., 2010).  For our experiments we used cause-effect 
relations as causals and remaining relations are non-causals. 

 

Fig. 1. Classification of causal relations 

The paper is organized as follows. Related work is described in Section 2. 
Resource Processing and System Description is described in Sections 3 and 4, 
respectively. Features for Machine Learning are discussed in Section 5. Baseline 
system is described in Section 6. Evaluation Result is reported in Section 7. Finally, 
Section 8 concludes the paper.  

2 Related Work 

The system developed by Chang and Choi (2004) aims to extract causal relations that 
exist between two events expressed by noun phrases or sentences. They introduce the 
lexical pair probability and the cue phrase probability. These probabilities are learned 
from raw corpus in unsupervised manner. With these probabilities and the Naive 
Bayes classifier, they try to resolve the causal relation extraction problem. Their inter-
NP causal relation extraction shows the precision of 81.29%.  

Girju and Moldovon (2002) provide syntactic and semantic classification of cause-
effect lexico-syntactic patterns for automatic detection and extraction of causation 
relationships in English texts. They also present a semi-automatic method of 
discovering generally applicable lexico-syntactic patterns that refer to the causation 
relation. The patterns are found automatically, but their validation is done semi-
automatically. Their final purpose is to add a new module to their existing semantics, 
syntax and morphology. In this paper, a semi-automatic method and having the 
particular pattern <NP verb NP> was defined. The accuracy of this system was 65%.  

Blanco et al. (2008) presented a supervised method for the detection and extraction 
of Causal Relations from open domain text. The system first identified the syntactic 
patterns that may encode causation, and then they used Machine Learning techniques to 
decide whether or not a pattern instance encodes causation. They focused on the most 
productive pattern, a verb phrase followed by a relator and a clause, and its reverse 
version, a relator followed by a clause and a verb phrase. As relators they considered the 
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words as, after, because and since. They presented a set of lexical, syntactic and 
semantic features for the classification task. Their system is able to recognize sentences 
that contain causal relations with a precision of 98% and a recall of 84%. 

The system developed by Pal et al. (2010) used Conditional Random Field (CRF) 
machine-learning framework, is adopted for classifying the pair of nominal. The 
system used WordNet, Name Entities, Direct dependency and transitive dependency 
features for machine learning. It achieved 75.60% of FScore for detecting Cause 
Effect relation. 

The system developed by Sorgente et al (2013) proposed joins both rules and ML 
methods. In particular, their approach first identifies a set of plausible cause-e@ect 
pairs through a set of logical rules based on dependencies between words then it uses 
Bayesian inference to reduce the number of pairs produced by ambiguous patterns. 
This system achieved 63% for F-score.   

Our system is similar to above-mentioned systems, but differs from them in that we 
introduced some more features like WordNet, Path distances, etc. Those features are 
described in Section 5. 

3 Resource Preprocessing 

For this experiment we used SemEval-2010 Task #8 (Hendrix et al., 2010) data sets. 
The annotated training corpus containing 8000 sentences was made available by the 
respective task organizers. The objective is to evaluate the effectiveness of the system 
in terms of identifying semantic relations between pair of nominal. In this corpus 
there is some noise, so among the 8000 sentences we used 7954 sentences as training 
corpus.  The datasets is shown in Table 1. 

Table 1. Dataset Description 

SemEval 2010 Data Sets (Our System Used) 
 

Training Set 

Total No of Instances 7954 
Total No of Causal Relation 995 

Total No of Non Causal Relation 6959 

 
Test Set 

Total No of Instances 2707 
Total No of Causal Relation 328 

Total No of Non Causal Relation 2379 

 
An example for data sets is shown in Table 2. 

Table 2. Example of SemEval-2010 Task #8 

Sentence Relation 
"The <e1>burst</e1> has been caused by water hammer 
<e2>pressure</e2>."  

Cause-Effect(e2,e1) 

"He had chest pains and <e1>headaches</e1> from 
<e2>mold</e2> in the bedrooms."  

Cause-Effect(e2,e1) 

"Baker's yeast <e1>enzymes</e1> convert sugar 
(glucose, fructose) to <e2>ethanol</e2> and carbon 
dioxide." 

Non-Causal 
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4 System Architecture 

The system architecture is shown in Figure 2. In this system is defined three parts: 
Pre-Processing, Feature Extraction and Machine Learning with decision phase.  
 

 

Fig. 2. System Architecture 

Pre-Processing. Each of the training and test sentences is annotated by the paired 
nominal tagged as <e1> and <e2>. The relation of the paired nominal and a comment 
portion describing the detail of the input type follows the input sentence. 

The sentences are filtered and passed through Stanford Dependency Parser 
(Marneffe et al., 2006) to identify direct as well as transitive dependencies between 
the nominal. The direct dependency is identified based on the simultaneous presence 
of both nominal, <e1> as well as <e2> in the same dependency relation whereas the 
transitive dependencies are verified if <e1> and <e2> are connected via one or more 
intermediate dependency relations. 

Different seed lists are prepared for different types of verbs. For example, the lists for 
causal verbs were developed by processing the XML files of English VerbNet1 (Kipper-
Schuler, 2005). The list of the causal verbs is prepared by collecting the member verbs 
if their corresponding class contains the semantic type “CAUSE”. The other verb lists 
                                                           
1 http://verbs.colorado.edu/~mpalmer/projects/verbnet.html 
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for causals are prepared manually by reviewing the frequency of verbs in the training 
corpus. The WordNet2 stemmer is used to identify the root forms of the verbs. 

Feature Extraction is described in Section 6. There are various kinds of machine 
learning algorithm such as Support Vector Machines (SVM), Artificial Neural 
Networks (ANN), Decision Tree (DT) learning, etc. In this experiment we used 
decision tree algorithm for machine learning. A decision tree is a decision support 
tool that uses a tree-like graph or model of decisions and their possible consequences. 
C4.53 (or J48) is an algorithm used to generate a decision tree. Weka4 is an open-
source Java application produced by the University of Waikato in New Zealand. This 
software bundle features an interface through which many of the aforementioned 
algorithms can be utilized on preformatted data sets. From this Weka tool we used J48 
algorithm. 

5 Features for Machine Learning 

Identification of appropriate features plays a crucial role in any machine-learning 
framework. The following features are identified heuristically by manually reviewing 
the corpus and based on the frequency of different verbs in different relations. Here is 
an example from SemEval-2 training data set: 

"The <e1>burst</e1> has been caused by water hammer <e2>pressure</e2>." 
In this experiment we generated 20 features for machine learning.  

i. Two nominals (e1 and e2) were used as Feature 1 and Feature 2.  
ii. System select the string and with its POS (after e1) as Feature 3 and Feature 

4. For above example, Feature 3 is “has” and Feature 4 is “VBZ”. 
iii. System select the string and with its POS (before e2) as Feature 5 and 

Feature 6. For above example, Feature 5 is “hammer” and Feature 4 is “NN”. 
iv. Surface Distance between e1 and e2 as Feature 6. 
v. Main Verb as Feature 7. After main verb string as Feature 8 and with that 

POS as Feature 9. Before main verb string as Feature 10 and with that POS 
as Feature 11. 

vi. We prepared a seed lists for different types of causals verbs. Then we check 
any causal verbs present or not with that list. If causals verb is present then 
we mark that token as a trigger as a Feature 12. For feature 13, we retrieved 
sense number from WordNet 2.1 of that trigger.  

vii. We used WordNet distance between two nominal as feature 14. And also 
used the common parents of that two nominal as feature 15. 

viii. For feature 16 and 17, we calculate the tree distance trigger to those 
arguments (Arg1 and Arg2). 
 

                                                           
2 http://wordnet.princeton.edu/ 
3 http://en.wikipedia.org/wiki/C4.5_algorithm 
4 http://www.cs.waikato.ac.nz/ml/weka/ 
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ix. For feature 18, sentences are parsed through Stanford dependency parser. In 
this step we calculate distance between two arguments (e1 and e2). Parse tree 
of above example is shown in Figure 3. Here two arguments are “burst” and 
“pressure”, and tree distance between them is 8.    
 

 

Fig. 3. Parse Tree 

x. Check preposition before argument (e2) from parse tree. First we find the 
Noun Phrase (NP) of Noun Head and then check preposition before NP if 
there is any PP then select that preposition as Feature 19.   
 

(ROOT   

(S      

  (NP (DT The) (NN burst))      

  (VP (VBZ has)                CheckPPBeforeArg2 

    (VP (VBN been)          

      (VP (VBN caused)                   Arg2: Head of NP 

        (PP (IN by)              

          (NP (NN water) (NN hammer) (NN pressure)))))))) 

Fig. 4. Parse Tree 

xi. Parse the sentence by Stanford Dependency Parser (in Figure 5) then Subject 
Arguments as Feature 20 and Feature 21. Object argument as Feature 22 and 
Feature 23. 

 
det(burst-2, The-1)  
nsubjpass(caused-5, burst-2)  
aux(caused-5, has-3)  
auxpass(caused-5, been-4)  
root(ROOT-0, caused-5)  
prep(caused-5, by-6)  
nn(pressure-9, water-7)  
nn(pressure-9, hammer-8)  
pobj(by-6, pressure-9) 

Fig. 5. Dependency Relation 
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6 Baseline Model 

The baseline model is developed based on the similarity clues present in the phrasal 
pattern containing verbs and prepositions. Different rules are identified separately for 
the causals relations. A few WordNet features such as hypernym, meronym, distance 
and Common-Parents are added into the rule-based baseline model. Some of the 
relation specific rules are mentioned below.  

The Cause-Effect relations are identified based on the causal verbs (cause, lead 
etc.). One of the main criteria for extracting these relations is to verify the presence of 
causal verbs in between the text segment of <e1> and <e2>. Different types of 
specific relaters (as, because etc.) are identified from the text segment as well. It is 
observed that such specific causal relaters help in distinguishing other relations from 
Cause-Effect. 

The evaluation of the rule-based baseline system on gives an average F1- score of 
55.02%. The rule base feature is not sufficient to detect causal relation between two 
nominal and the performance can be improved by adopting strategies for 
differentiating the nominal of a cause-effect pair. 

7 Evaluation Result 

Lexical, Syntactic and Semantic features were extracted from the text by using 
Stanford POS tagger, Stanford Parser, WordNet for machine learning representation. 
These representations were processed by filter StringToWordVector. This can be done 
through the WEKA GUI tools, the command line or through code using the API and 
there are a wide range of options to change the behavior of the filter, using vector 
normalization and converting all characters to lower case. We experiment with 
Decision Trees (J48 in WEKA).  

Table 3. Training Set Result for Cross Validation 

Data Sets Cross Validations Label Precision Recall Fscore 
 

Training 
Data 

10 Folds Causal 0.889 0.71 0.79 
Non-Causal 0.96 0.987 0.973 

5 Folds Causal 0.891 0.70 0.786 
Non-Causal 0.95 0.95 0.95 

 
An example of Receiver Operating Characteristic (ROC) curve is shown in 

Figure 5, obtained by applying a set of threshold to confidence output by a method. 
On the x-axis is plotted the proportion of false positive (how many times a method 
says the object class is present when it is not); on the y-axis is plotted the proportion 
of true positive (how many times a method says the object class is present when it is). 
The closer the curve follows the left-hand border and then the top borders of the ROC 
space, the more accurate the test. 
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Fig. 6. ROC Curve 

Table 4. Test Set Result  

Data Set Label Precision Recall Fscore 
Test  
Set 

Causal 0.911 0.811 0.858 
Non-Causal 0.974 0.989 0.982 

Table 5. Test Set Result  

Test set True Positive False Negative False Positive True Negative 
Causal 266 62 26 2353 

Non-causal 2353 26 62 266 

8 Conclusion 

Sometimes it is very hard to differentiate between Causals and Non-causals relation 
by Machine Learning. For example, in the sentences "The <e1>blisters</e1> are 
caused by <e2>antibodies</e2> against desmogleins (Dsgs), which are glycoproteins 
present in the junctions between skin cells", the system detected this as Causal but it 
originally is Non-causal: the antibodies are actively involved in producing the blisters 
so it is not a causal relation. Another example: "Bacterial <e1>infections</e1> of the 
ear result in <e2>malodor</e2>, excessive exudation (drainage of pus-like material), 
and ulceration". The system detected this as Non-causal but originally it was Causal.  
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As to future work, our trigger list is small, so we need to increase our trigger list. 
Here “result” is a trigger, so it is not included in that trigger list. 
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Abstract. Entity matching is a problem that concerns many data management
processes. If we consider matching between entities represented by RDF individ-
uals we might find attributes values lists with variable-length for some properties,
which will lead us to the problem of comparing multi-valued attributes, e.g. com-
paring author names lists for determining publication matching. This matching
technique would be more complex than comparing fixed-length records, but less
complex than comparing XML documents. Instead of comparing a single string,
representing the concatenation of these values, each value of one vector should
be compared against all values of the other vector. We propose a set of heuristics
to address the alignment and comparison process of multi-valued attributes and
evaluate them in the context of bibliographic databases. Our first results show
that it is possible to reduce the comparisons amount and provide an aggregated
similarity metric that outperforms the average similarity of cross product com-
parisons.

Keywords: Entity Resolution, Author Matching, Multi-Valued Attributes, Bib-
liographic databases.

1 Introduction

Entity matching (also referred to as duplicate identification, record linkage, entity reso-
lution or reference reconciliation) is a crucial task for data integration and data cleaning.
It is the task of identifying entities (objects, data instances) referring to the same real
world entity [10]. Nowadays, organizations maintain records referring to the same en-
tity in distributed databases. Some attributes are redundant, but others complement the
information. Problems arise when information must be put together in order to extract
knowledge.

For instance, in the integration of bibliographic databases publications have multi-
valued attributes like authors and keywords that traditionally have been represented as
a single string with a concatenation of items, but in RDF these values can be found dis-
aggregated. Similarity between multi-valued attributes must be summarized in a single
value that could be pondered in the overall similarity score.

For Linked Data, data integration consists of adding links between equivalent en-
tities (e.g. publications) by accessing the entity description in distributed repositories.
Frameworks like Silk [17] provide facilities for this purpose, but treat similarity be-
tween multi-valued attributes as the average of the cross product comparisons. In this
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paper, we propose a novel heuristic which increases the efficiency when comparing
multi-valued attributes, as long as it reduces the amount of comparisons and improves
the distinction between equivalent lists.

The paper is structured as follows: Section 2 present some of the string matching and
aggregation techniques find in literature. Section 3 gives an overview of the proposed
approach. In Section 4 we show results of the different heuristics proposed and discuss
them in Section 5, in order to identify the most effective one to address this problematic.

2 Background

Next we describe some approaches proposed for approximate string matching (particu-
larly on author names) and for aggregating individual comparisons.

2.1 String Matching Techniques

The entity resolution problem has been known for more than five decades, not just in
the statistics area, but also in the database community as well as in the AI community.
Entity resolution or duplicate detection relies on string comparison techniques, which
deal with the typographical variation of string data. Multiple methods have been devel-
oped for this task, and each method works well for particular types of strings. It is not
the objective of this paper to develop an exhaustive and detailed explanation of string
matching techniques, but to mention which are the most useful and used the biblio-
graphic database domain. For a comprehensive review refer to [1], [19], [6].

So, to deal with typographical errors, the most suitable approaches are the character-
based similarity metrics. The edit distance calculate the minimum amount of edit oper-
ations (insert, delete or replace) of single characters needed to transform a string S1 into
S2. The version of edit distance where each operation cost 1, is known as Levenshtein dis-
tance. If those strings are truncated or shortened, a better metric is the Smith-Waterman
distance. Winkler modified the metric introduced by Jaro (a string comparison algorithm
that was mainly used for the comparison of last and first names) to give higher weight
to prefix matches since prefix matches are more important for surname matching [13].
It does not just find common characters, but focus also in their order.

Character-based similarity metrics work well for typographical errors. However, it
is often the case that typographical conventions lead to rearrangement of words (e.g.,
“John Smith” versus “Smith, John”). In such cases, character-level metrics fail to cap-
ture the similarity of the entities. Token-based metrics try to compensate this problem.
In this group, could be categorized the Monge-Elkan distance, the cosine or tf.idf sim-
ilarities, the Jaccard similarity or the hybrid approach Soft TF-IDF that combines the
token based with the string-based methods [6].

2.2 Aggregation

In this section we list the techniques found in the literature for generating an aggre-
gated score, using the numerous comparisons performed. The linear sum assignment
problem (LSAP) is one of the most famous problems in linear programming and in
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combinatorial optimization. Informally speaking, given an NxN cost matrix C = (ci j)
the objective is to match each row to a different column in such a way that the sum of
the corresponding entries is minimized. In other words, to select N elements of C so
that there is exactly one element in each row and one in each column, the sum of the
corresponding costs should be the minimum [2]. Based on that approach, [18] intro-
duced a linear sum assignment procedure to force 1-1 matching because he observed
that greedy algorithms often made erroneous assignments. A greedy algorithm is one
in which a record is always associated with the corresponding available record having
the highest agreement weight. Subsequent records are only compared with available
remaining records that have not been assigned. In [14] and [9] is used the Euclidean
distance metric to combine distance similarity values, generated by the comparisons of
multiples attributes of a tuple.

As the standard edit distance comparators did not work as well as the Jaro-Winkler
formula in their experiments, [20] combined string distance’s techniques (such as Lev-
enshtein and LCS), averaging them, which seemed to produce better results. The objec-
tive was to use more information from the strings, and take advantage of each algorithm
strength. The combined root mean square (RMS) has been also used by [8] to improve
linkage accuracy over any single comparator.

In [3], a learning scheme is used to combine several of the distance functions detailed
above. A binary SVM (support vector machine) classifier was trained, using as feature
vector the numeric scores of those functions, and their confidence in the match task as
the result of the comparison. It slightly outperforms the individual metrics. SVM do not
generate an aggregated value like the other presented techniques, but combines partial
results in order to improve the classification process.

3 The Matching Process

In this section we give an overview of the process that heuristics, presented in detail
in Section 3.4, follow to increase the effectiveness in the alignment and comparison
process of multi-valued attributes. Figure 1 illustrates the complete process, consisting
of three stages: alignment, comparison and similarity aggregation.

Alignment and Comparison
Authors Author x1 Author x2 . . . Author xn

Author y1 x11 x12 . . . x1k

Author y2 x21 x22 . . . x2k

. . . . . . . . . . . . . . .
Author y j x j1 x j2 . . . x jk

Aggregation
x1 = aggr(x11, x12, . . . , x1k)
x2 = aggr(x21, x22, . . . , x2k)

. . .
x j = aggr(x j1, x j2, . . . , x jk)

Result
xT = aggr(x1, x2, . . . , x j)

Fig. 1. Multi-valued attributes Alignment and Comparison Process
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3.1 Alignment

The alignment phase consists on arranging elements of both lists for having a com-
parison matrix where the diagonal {(1,1), ...,(N,N)} denotes the right comparisons to
make. In some cases, multi-valued attributes are already ordered hence this step might
not be necessary, e.g. publication author lists.

According to the clustering and blocking methods used in the Google Refine project
[7], Fingerprint [12] resulted the most useful and promising approach to align multiple
attribute values in such a way that the comparison process performance is increased.
Basically, Fingerprint splits a string in tokens and order them alphabetically.

For some heuristics we applied Fingerprint for sorting the item lists. In these cases,
after executing FingerPrint over each element of the lists, each array was arranged in as-
cending order. The string obtained from FingerPrint was just used for ordering purpose.
For comparison, the real name of authors was used.

3.2 Comparison Strategies

The proposed comparison strategies try to minimize the number of author name com-
parisons. The combination of comparison strategies determine which elements of the
comparison matrix M are filled: the less author-name comparisons, the better. Con-
sider the lists of authors A1[N] and A2[M], being N ≥ M. The comparison strategies
will determine which element of A1[i] (0 < i < N) and A2[ j] (0 < j < M) will be com-
pared. The result of the comparison (the individual similarity) is stored in M [i, j]. The
comparison strategies used were:

– Full-Matrix: compare all elements in A1[i] with all elements in A2[ j].
– Diagonal: compare elements in A1[i] with elements in A2[ j], only when i=j.
– Row-Col-Deletion: if M [i, j] ≥ min-similarity, comparisons M [a,b] are skipped

for i < a < N, j < b < M.
– Row-Similarity-Threshold: if M [i, j]≥ min-similarity, continue comparing in the

next row of the matrix (M [i+ 1, j]), i.e. M [i,b] is left empty for j < b < M.

We additionally defined a stop criterion for avoiding unnecessary comparisons:

– Partial-Average-Threshold: compare elements in A1[i] and A2[ j] until reaching
80% of M . If Max-Average (described in Section 3.3) is above min-similarity,
continue with the comparison process; otherwise, stop.

Given the nature of the element comparison problem and based on the taxonomy de-
scribed by [5] we used Content-based matching approaches to determine the similarity
of two entities (author names in our case). We decided to combine two techniques that
compare atomic values: one for character-to-character comparison (Jaro Winkler), and
another for token-to-token comparison (Longest Common Substring (LCS)). For com-
bining the results of both of them, we used the root mean square (RMS), to improve the
similarity grade over a single comparator [11,8]. Those author names which similarity
score was above a defined threshold were considered similar.
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3.3 Similarity Aggregation

Aggregation strategies try to determine the final similarity grade between the processed
lists of authors. The strategies used are:

– Average:
∑N

i=0∑
M
j=0 M [i, j]

(N×M)

– Max-Average: Max( Avg (x), Avg(y) ), where x = ∑N
i=0 Max(M [i,∗]) and y =

∑M
j=0 Max(M [∗, j]).

In plain words Max-Average chooses between the maximum average of the sum of
maximum values obtained from column or rows.

3.4 Evaluated Heuristics

We considered a heuristic as a selection of an alignment choice (original or Fin-
gerprint), a combination of comparison strategies, and an aggregation style. A sum-
mary and a brief description of the self designed and evaluated heuristics (labeled
H0,H1,H2,H4, ...,H7), can be found in Table 1. Comparison strategies are decomposed
in two criteria: one for choosing which elements to compare next, and another for de-
termining when to stop comparing. The aim sought when designing the heuristics was
to reduce the amount of comparisons needed to determine the similarity or not between
two list of authors. It is expected that the comparison’s strategies guide the heuristics
to just compare the authors in the main diagonal, or to find the best possible match for
one author, and then continue looking the next author’s best matching candidate. If the
lists do not match, for some heuristics will not be necessary to find the best matching
candidate for each author. Just with a few comparisons would be enough to determine
that has not sense continuing with the comparison process.

The heuristic H0 which averages all possible author names comparisons, is the tra-
ditional process followed to establish a similarity grade between two lists of authors,
so we select it as our baseline, in order to compare if the other heuristics generate any
improvement in the process of establishing a similarity grade when comparing multi-
valued attributes.

Algorithm 1 shows an implementation of heuristic H4, which implements the com-
parison’s strategies Row-Col-Deletion and Row-Similarity-Threshold, and uses the
Partial-Average-Threshold criterion to stop comparing if the temporary similarity is
not good enough.

4 Experimental Results

In this Section we describe the datasets used in our experiments and the execution time
for each heuristic. Finally, we present the results obtained in similarity classification
and efficiency experiments.
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Table 1. Evaluated Heuristics

Heuristic Alignment Comparisons Aggregation

H0 / H1 Original Order
Full Matrix (NxM) H0

Average
H1
Max-Average

Who’s Next Stop Criteria
if (j < M)
then j=j+1
else j=0, i=i+1

i = N and j = M

H2 FingerPrint

1. Diagonal.
2. If sim < min-similarity then H4.

Max-Average
Who’s Next Stop Criteria

if (i<N) and (j<M)
j=j+1, i=i+1

i = N and j = M

H4/ H5 Original Order
Row-Col-Deletion + Partial-Average-Threshold

Max-AverageWho’s Next Stop Criteria
if (A1 ∧ A2 are visible) then

Row-Col-Deletion
Row-Similarity-Threshold

else if (j < M)
then continue next column (j=j+1)
else continue next row (i=i+1)

H4
Partial-Average-Threshold
or (i=N and j=M)
H5
i=N and j=M

H6/ H7

H6
Original Order
H7
FingerPrint

Row-Col-Deletion
Max-AverageWho’s Next Stop Criteria

if (A1 ∧ A2 are visible) then
H6: Row-Col-Deletion
H7: Row-Col-Deletion, Row-Similarity-Threshold

if (j < M) then continue next column (j=j+1)
else continue next row (i=i+1)

H6
i=N and j=M
H7
Partial-Average-Threshold
or (i=N and j=M)

Algorithm 1. Heuristic H4 (Row-Col-Deletion + Row-Similarity-Threshold + Partial-
Average-Threshold)

Input: alist_1 / alist_2
Result: Matrix M

1 for (i, i < alist_1.length , i++) {
2 if (alist_1[i] is available)
3 for(j, j < alist_2.length, j++) {
4 if (alist_2[j] is available)
5 M[i,j] = calculate_similarity(alist_1[i], alist_2[j])
6 if (M[i,j] >= threshold)
7 Turn off availability of alist_1[i], alist_2[j]
8 i = i+1 // Continue on next row
9 end-if
10 end-if
11 if (checkpoint)
12 if (Max-Average(M) < min-similarity)
13 Stop process
14 }
15 end-if
16 }
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4.1 Datasets

We use two data-sets, one extracted from an internal repository and the other one from
ISI Web of Knowledge. Both contain 548 records, the first one with information about
papers published by our University researchers and the second one with the equivalent
papers in the ISI Web database. From both datasets we used the publication ID and the
author list (parsed for comparing individual author names).

Each author list of one file was compared against all the other author lists of the
second file, performing a total of 300,304 comparisons. Of this total, 1,052 author-lists
were equivalent (all the items in one list were in the other and vice versa). This is
because the same group of authors could appear in multiple publications.

It is important to mention the difference between the author names comparison and
the author lists comparison. The first one refers to the comparison performed between
two authors, for example Gutierrez-Vega, JC against Munoz-Rodriguez, D, while the
second one implies the aggregated similarity between two lists of authors, for exam-
ple {Gutierrez-Vega, JC; Chavez-Cerda, S; Rodriguez-Dagnino, RM} versus {Aleman-
Llanes, E; Munoz-Rodriguez, D; Molina, C}.

4.2 Running Time

To evaluate the computational cost of the algorithms, we measured the time each of
them required to process the 300,304 author list comparisons. We used the average time
of five trials for each heuristic. Previous to each trial, the warm-up stage last 1200 ms. A
subset of the records were used multiple times during that period. The experiments had
been run on an Intel(R) Core(TM) i7 CPU Q 720 @ 1.60 GHz machine, running a 64-bit
Operating System (Windows 8 Pro) with 4GB RAM. The algorithms were implemented
in Java. The average run time of each heuristic is shown in Table 2. It can be seen that
heuristic H4 run faster than H0 and the rest of the evaluated heuristics.

Table 2. Total average processing time for 300,304 records

Heuristic ID Run Time (in sec) Heuristic ID Run Time (in sec)
H0 241 H5 258
H1 261 H6 260
H2 293 H7 237
H4 204

4.3 Author Names Alignment

In the first place we evaluated if the proposed heuristics were capable of identifying
one to one matches, and based on that determining how similar two author lists were.
We used 0.82 as the minimum similarity threshold for our experiments. Author name
comparisons with similarity above this threshold were considered as similar. Higher
thresholds were tested, but resulted in a higher quantity of false-negatives. We also
used the same threshold (0.82) to decide if two author’s lists were similar or not.
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We classified each pair of author lists in the following groups in order to assess the
overall similarity in terms of one-to-one matches:

– No match. No pair of authors’s names have a similarity above the threshold.
– Some matches. At least one pair of authors’s names matched (this means that at

least one pair of authors’s names had a similarity value above or equal to the thresh-
old), but not all of them.

– All match. All pairs of authors’s names matched (both author lists have the same
length (N = M) and N authors’s name comparisons are above the min-similarity
threshold).

In Figure 2 is shown the result of the classification. Note that in this experiment
the baseline is not H0. The baseline indicates how many authors actually shared the
compared author-lists. It is convenient to mention the reason those heuristics which
perform all possible comparisons, exceed the classified amount of authors-lists in the
Some matches group. Cases like Acevedo-Mascarúa, J. and Aceves, J produce similarity
values (0.84) above threshold (0.82), when in fact, those authors were not the same
person. Then, when compared the following lists: {Acevedo-Mascarúa, J.; Salguerio,
M.} and {Arcos, D; Sierra, A; Nunez, A; Flores, G; Aceves, J; Arias-Montano, JA},
the heuristics determined that one similarity existed, when actually was not the case as
none of the authors were similar.

The small number of author list pairs classified in the All match group (in this case
all the heuristics had a similar behavior) was due to a similar problem. We found for
example the author lists {Elías-Zúñiga, A.; Millard, B.} and {Zuniga, AE; Beatty, MF}
which are equivalent lists, but author name variants avoided to determine individual
matches above the similarity threshold. Those are situations where it becomes difficult
to identify that they refer to the same authors, even for a human expert. The heuristics
classified this comparison into the No match group, when in fact it should be classi-
fied into the All match one. In spite of these particular situations, H4 and H7 were the
heuristics which best classified the authors-lists into the groups No matches and Some
matches.

Fig. 2. Author Lists comparisons and average similarity percentage of each block
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4.4 Author Lists Similarity

Next we evaluated if the similarity between author lists is better approximated by ag-
gregating the individual author similarities chosen by each heuristic. Figure 3 shows
the amount of author lists having an aggregated similarity above 0.82. As expected H1

found out the biggest quantity of similar record pairs, but at cost of performing all ver-
sus all author name comparisons. The low amount of similarity found by H0 is due to the
aggregation strategy used, since it negatively impacts on the general average, allowing
just a few authors-lists having an average similarity above the threshold.

Fig. 3. Author Lists with aggregated similarity above threshold

Figure 4 shows both the amount of author name comparisons performed and the av-
erage aggregated similarity in each group for each heuristic. This time the groups are
due to the classification made by a human being, so you would expect the average simi-
larity of pairs of author lists in the all-match group to be higher than those in the some-
matches group, and pairs in some-matches being greater than those in the no-match
group. The order in which each heuristic is showed, intents to point out the reduction
of the comparisons achieved by H4 and H7. As expected, H0 and H1 performed the
biggest quantity of comparisons due to their Full-Matrix strategy. Despite H1executes
all the comparisons, like H0, it is important to highlight the different aggregation pro-
cess they are following. The difference could be noticed, particularly, in the increment
of the average for the Some matches group between H0 and H1. As Max-Average is just
considering from all the comparisons performed, the ones that maximizes the average
(it means it is considering and giving importance to author-names linkage), the average
similarity grows up. The same occurs for the group All match. On the contrary this rise
is not so evident in the average similarity of the group No match because there is not
any author-name comparison value above the threshold (0.82) which impacts positively
in the final result.
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Fig. 4. Author Name comparisons with similarity average per group

This reduction in the amount of comparisons achieved by H4 and H7 could be no-
ticed also in the reduction of the average similarity in the groups some matches and
no matches. Since these heuristics, with the objective of increasing the performance,
do not perform all the comparisons, it makes possible that even when a common author
exists, it is not noticed as the comparison never takes place because of their logic. In this
way, that similarity value (which is above the established threshold, 0.82) is prevented
of impacting positively in the final average. This is more evident if heuristics H4 and
H7 are compared with H5 and H6 respectively, as their only difference is that H4 and
H7 make use of the Partial-Average-Threshold strategy, performing fewer comparisons
as it evaluates if the Max-Average is above the threshold, once the 80% of the author-
names have been compared. If it is not above the threshold, the comparison process
finishes, as it is not expected that the remaining 20% of the authors impact on the final
result, which is to determine if the authors-lists are similar or not.

5 Discussion

With the aim of comparing the results obtained by the heuristics, different statistical
tests, available in the SPSS tool, were performed (ANOVA, Turkey HSD). The clas-
sification groups (No match, Some matches, All matches) as well as their respective
similarity averages were used. We choose to evaluate the heuristics H0, H1, H4 and H7,
because the first one makes use of the traditional approach, H1 is an improvement of
H0, and H4, H7 obtained promising results during the experiments. Through those anal-
yses could be observed, in the first place, that the highest difference between the medi-
ans was obtained by H4 and H7 in the No match and All matches groups (see Fig. 5).
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This difference is significantly higher if we compare the heuristics H4 and H7 with H0.
This implies that the proposed aggregation approach throws better results than a sim-
ple average. The Max-Average aggregation is causing that the H1 mean similarity be
higher than the H0 one, in all the groups (because it choose the higher similarity every
time). Nevertheless the heuristics H4 and H7 correct this bias, separating the No match
and Some match groups from the All match one. In Figure 5 can be appreciated this
separations with more detail.

Fig. 5. Comparison of the rice of the similarity average between different groups

The reason of why H4 and H7 find a small amount of similar authors-lists pairs
(Figure 3) is because of the previously mentioned difficult-to-resolve cases, just using
the author name and surname attributes. Another justification could be that they perform
less comparisons than the rest of the heuristics. It is important to mention that, Anyhow,
the amount of similarity found by each heuristic does not differ much, except for H0 and
H1, which perform much more comparisons.

Continuing with the authors-list comparisons analysis, in those cases where author
lists are equivalent (all match), heuristics H4 and H7 reduce the number of comparisons
due to the alignment and comparison process, managing to find, mostly, those similar
authors. This is shown in Figure 4, in the (almost) constant line of the All match group.
The fact of performing less comparisons also affect if those lists are quite similar (Some
match group) or non similar at all (No match group). As the process could be stopped
if at least 80% of the authors do not match, then the heuristics which perform more
comparisons could increase the average similarity with the remaining 20%. But the
final objective is not to link authors but to determine if two authors-lists are similar or
not. Then, the heuristics H4 and H7, besides improving the difference between medians,
reduce the number of comparisons.
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Other problem which affects the heuristics H0 and H1 is when they process authors-
lists which are very similar, but are not the same. In those situations, these heuristics
would find higher amount of similarities than the ones that really exist. For example,
consider the following lists: Khan, M.A.;Maroof, S.A.; Khan, M.Y. and Uzair, M.;Khan,
M.A.; Khan, M.Y.. In this context H0 and H1 would found 4 similarities, when the max-
imum number of authors is 3. It is not the case for the heuristics which force the 1-1
matching, as H4 and H7. The difference with the approaches presented by [2] and [18],
is that H4 and H7 do not need to perform all the comparisons to find the best alignment.

The FingerPrint approach has not made big contributions in these experiments be-
cause the lists were already ordered (in most cases). It would be of great help if we
would have been comparing keywords or if those authors-lists were not ordered at all,
as it happens with the Dublin Core [4] or SWRC [15] ontologies, where the authorship
relation is not following any order.

6 Conclusions

In this paper we presented the first results of an approach to align, compare and aggre-
gate the similarity of multi-valued attributes. It was compared against the traditional ap-
proaches, using different heuristics, and the results obtained were promising. It reduced
in 22% the amount of comparisons performed, making the process more efficient. It
also increased the classification quality, showing a considerable difference between the
No match and All matches medians.

Despite these results seems promising we still need to improve the validation of its
efficacy. We will divide the Some matches group in two smaller blocks: those that have
a similarity value above 50% (for example) and those that are below that threshold. This
would help to improve the quality assessment of the proposed heuristics. Besides, the
use of public datasets (from DBLP or ACM), would help us to continue measuring the
accuracy of the proposed heuristics.

Regarding those hard-to-determinesimilarities, we would add new different attributes
(affiliation or common coauthors) to help the algorithms to determine if two authors rep-
resent the same entity or not. This would help the heuristics to increase the amount of
similarities of the All matches group. Adding this approach to entity resolution frame-
works like Silk [17] or OYSTER [16] would help us to verify if it is useful in the entity
resolution process and if it improves the linkage between similar entities.

References

1. Bilenko, M., Mooney, R., Cohen, W., Ravikumar, P., Fienberg, S.: Adaptive name matching
in information integration. IEEE Intelligent Systems 18(5), 16–23 (2003)

2. Burkard, R., Dell’Amico, M., Martello, S.: Assignment Problems. Siam, Philadelphia (2009)
3. Cohen, W.W., Fienberg, S.E.: A Comparison of String Distance Metrics for Name-Matching

Tasks. In: Proceedings of the ACM Workshop on Data Cleaning, Record Linkage and Object
Identification (2003)

4. DCMI: Dublin Core Ontology (2012), http://dublincore.org/documents/dces/
5. Dorneles, C.F., Gonçalves, R., Santos Mello, R.: Approximate data instance matching: a

survey. Knowledge and Information Systems 27(1), 1–21 (2010)

http://dublincore.org/documents/dces/


284 P.N. Mazzucchi-Augel and H.G. Ceballos

6. Elmagarmid, A.K., Ipeirotis, P.G., Verykios, V.S.: Duplicate record detection: A survey. IEEE
Transactions on Knowledge and Data Engineering 19(1), 1–16 (2007)

7. Google: Google Refine Project (2012), http://code.google.com/p/google-refine/
8. Grannis, S.J., Overhage, J.M., McDonald, C.: Real world performance of approximate string

comparators for use in patient matching. Studies in Health Technology and Informatics
107(pt.1), 43–47 (2004)

9. Guha, S., Koudas, N., Marathe, A., Srivastava, D.: Merging the Results of Approximate
Match Operations. In: Proceedings of The Thirtieth International Conference on Very Large
Data Bases, pp. 636–647 (2004)

10. Köpcke, H., Rahm, E.: Frameworks for entity matching: A comparison. Data & Knowledge
Engineering 69(2), 197–210 (2010)

11. Köpcke, H., Thor, A., Rahm, E.: Comparative evaluation of entity resolution approaches with
FEVER. In: Proceedings of 35th Intl. Conference on Very Large Databases (VLDB) (2009)

12. Morris, T., Huynh, D.: FingerPrint Method (2010),
https://github.com/OpenRefine/OpenRefine/wiki/Clustering-In-Depth

13. Porter, E.H., Winkler, W.E.: Approximate String Comparison and its Effect on an Advanced
Record Linkage System. Tech. rep (1997)

14. Ravikumar, P., Cohen, W.W., Fienberg, S.E.: A secure protocol for computing string distance
metrics. In: Proceedings of the Workshop on Privacy and Security Aspects of Data Mining
at the Int. Conf. on Data Mining, pp. 40–46 (2004)

15. Sure, Y., Bloehdorn, S., Haase, P., Hartmann, J., Oberle, D.: The swrc ontology - semantic
web for research communities. In: Bento, C., Cardoso, A., Dias, G. (eds.) EPIA 2005. LNCS
(LNAI), vol. 3808, pp. 218–231. Springer, Heidelberg (2005)

16. Talburt, J.R.: Entity resolution and information quality. Elsevier (2011)
17. Volz, J., Bizer, C., Gaedke, M., Kobilarov, G.: Silk–a link discovery framework for the web

of data. In: Proceedings of the 2nd Workshop on Linked Data on the Web (2009)
18. Winkler, W.E.: Advanced Methods For Record Linkage. Section on Survey Research

Methods (American Statistical Association) (1994)
19. Winkler, W.E.: Overview of record linkage and current research directions. In: Proceedings

of Bureau of the Census. Citeseer (2006)
20. Yancey, W.E.: Evaluating string comparator performance for record linkage. Statistical

Research Division Research Report (2005)

http://code.google.com/p/google-refine/
https://github.com/OpenRefine/OpenRefine/wiki/Clustering-In-Depth


Data Mining for Discovering Patterns

in Migration

Anilu Franco-Arcega, Kristell D. Franco-Sánchez, Felix A. Castro-Espinoza,
and Luis H. Garćıa-Islas
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Abstract. Nowadays, Data Mining has been successfully applied to sev-
eral fields such as business administration, marketing and sales, diagnos-
tics, manufacturing processes and astronomy. One of the areas where the
use of Data Mining has not been well used is in the solution of social
problems, where making effective decisions is essential to offering better
social programs. In particular, this paper presents an analysis of Mi-
gration, which is an important social phenomenon that affects cultural,
economic, ideological and demographic aspects of society, among others.
This paper is based on an experiment with data processing and clus-
tering analysis of demographic factors related to migration in the State
of Hidalgo, Mexico. This study reveals the character and description of
clusters obtained with data mining techniques. The knowledge from this
characterization is potentially useful to government and social service
agencies in the State of Hidalgo for the creation of specific social pro-
grams that might be device to mitigate the migration of the population.

Keywords: Data mining, clustering, migration.

1 Introduction

Currently, Data Mining has had a significant impact on the information industry,
due to the wide availability of large datasets, which are stored in databases
of different types. In order to make more informed decisions, institutions have
responded to the urgent need to turn research and reformulate stored data into
useful information and knowledge that can be used in a multitude of applications
such as business management, production control, market analysis, engineering
design, science exploration, etc. Accordingly, Data Mining tools and techniques
greatly contribute to business strategies, knowledge bases, social and educational
environments and scientific and medical research, to name just a few [20].

Data Mining techniques can help providing solutions of two significant types:
prediction and description. The models generated by predictive methods esti-
mate future and unknown values using known attributes or fields of a database

A. Gelbukh et al. (Eds.): MICAI 2014, Part II, LNAI 8857, pp. 285–295, 2014.
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to make the prediction. Descriptive models, on the other hand, explore the prop-
erties of the processed data to identify patterns that explain or summarize the
data, or to find relationships among the data [9],[21].

One of the areas where Data Mining has been applied is in the analysis of
social problems. A social problem is the result of a process of collective definition
that arises when a significant portion of the population considers some social
situations as undesirable. These perceptions can also be transmitted to other
social sectors. Consequently, a social problem is an aspect of society where a
large number of people are involved [10]. If we are capable of analyzing the
causes, consequences and factors of social problems, then we can characterize the
behavior of the social problems and furthermore, identify new knowledge and
relationships among different social problems such as poverty, marginalization,
dealing trafficking, crime, etc. [25].

Data Mining has been successfully applied in several studies about social
problems, such as identification of characteristics of a population [24], charac-
terization of students [19],[1],[12], studies of residential segregation [2], academic
performance[28],[11], unemployment [14], etc. Specifically, the social problem of
human migration is a socio-spatial phenomenon [15], which occurs as a result
of several changes in interdependent areas, social structures and spatial rela-
tions [8].

One of the most important social problem is migration, due to the fact that
it can greatly influence the dynamics and magnitude of a given population. Mi-
gration is a social phenomenon that affects several important aspects, such as
cultural, economics, ideology and demographics, to name just a few. Migration
produces important changes in both the origin and destination places of mi-
grants. This problematic behavior has motivated considerable analyses with the
aim of identifying and thus, potentially, avoiding the negative effects of migra-
tion. Studying the phenomenon of migration in any country is very important,
mainly because such studies can ultimately influence the dynamics of the pop-
ulation, it affects as well as the social, cultural and economic structures of a
country or region. Such studies are essential to the formulation of development
policies that impact the lives of people and societies which are seeking further
growth, equity and quality of life [13]. The analysis of migration also allows the
preparation of proposals supporting the implementation of programs that en-
courage investment by migrants in their own communities, and for the creation
or improvement of proposals for mitigation and improvement by government
agencies as well.

In Mexico, the state of Hidalgo is among the top ten sources of international
migration; it is considered by the National Population Council as a state of high
level contemporary emigration to the United States [5], according to the index
of migration intensity of Mexican households, conducted in 2000 [27].

Typically, experts in the field of migration employ statistical techniques such
as analyses of variance, paired t tests, Pearson correlation, Kruskal-Wallis tests,
Spearman correlation, etc. [4] [3], [16], [17], [22] in order to understand the mi-
gration phenomenon. However, these techniques are not the most appropriate
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when we want to obtain information about behavior patterns of different so-
cial groups. To overcome this restriction, the use of data mining techniques is
proposed in this paper.

This research work depicts and employs a model that describes the profiles
of migrants of Hidalgo State. This model is based on a large and significant
database, a Census of Population and Housing in the State of Hidalgo 2010
created by the Mexican National Institute for Geography and Statistics (INEGI:
Spanish acronym).

The paper is organized as follows. Section 2 presents the description of the
database of INEGI used for this study. Then, the results of applying Data Mining
tools on the outcome dataset are presented in Section 3. Finally, conclusions and
future recommended research are delineated.

2 Migrants’ Demographic Data for the State of Hidalgo

We used the data about Population and Housing Census from INEGI collected in
2010, which contains, among other information, data from the individual homes
of the families that have migrant members. The attributes in the database from
INEGI provides information about the features of migrants’s housing and the
conditions and the living quality of migrants’ families.

2.1 Selection of the Data

In this phase, we integrated and collected the data from the international mi-
grant’s module from an expanded questionnaire from the Census mentioned
above. We linked the National Migrants Base with the National Housing Base
and we applied the necessary filters for obtaining the specific data from the
State of Hidalgo. We obtained registers where in the family had or haves had an
migrant to or from the United States.

2.2 Preprocessing and Transformation

In the preprocessing phase, the data was exported to a MySQL Server for a better
manipulation. We executed queries from SQL for obtaining only one table; after
that, we excluded the attributes without information (i.e. identifiers) and the
attributes with the same value for all the records. In the transformation phase
we edited the questions with answers of ”Don’t Know”, with the same format
of the others answers, using the views of MySQL. Finally we got a dataset with
1567 records and 45 attributes, which are described in Table 1.

3 Migrant’s Demographic Factor Analysis

We used the Open Source Software Weka version 3.7.9 for applying the clus-
tering and evaluation algorithms for Data Mining. We applied four clustering
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Table 1. Attributes’ description from INEGI dataset

Attribute Description

MUN Township Code
MSEXO Migrant’s Gender
MEDAD Migrant’s Age
TAM LOC Size of locality
CLAVIVP Kind of housing: independent, apartment, neighborhood, etc.
PAREDES Wall’s material: waste material, bamboo or palms, etc.
TECHOS Roof’s material: waste material, bamboo or palms, etc.
PISOS Floor’s material: earth, cement, tile, wood, etc.

COCINA The housing has or hasn’t a room for cooking
CUADORM Number of rooms for sleeping (without hallways)
TOTCUART Total rooms in the house (without hallways or bathrooms)
ELECTRI The housing does or does not have electricity
DISAGU Water availability: inside the house, outside the house, etc.

DOTAGUAD Days/week with water: daily, twice a week, etc.
SERSAN The housing does or does not have toilet
USOEXC The housing does or does not share toilet with another house
CONAGU Type of flushing the toilet: direct, with a bucket, etc.
DRENAJE Drain connection: to public network, septic, etc.
COMBUST The fuel commonly used for cooking: gas, wood, etc.
ELIBAS Type of disposal of trash: car garbage collector, burning, etc.
TENVIV Housing tenure: for rent, live in housing the owner, etc.
FADQUI Acquisition of housing: bought, self-constructed, etc.
ESTUFAG The housing does or does not have gas stove
ESTUFAL The housing does or does not have wood stove
TINACO The housing does or does not have tank
BOILER The housing does or does not have heater

CISTERNA The housing does or does not have cistern
REGADERA The housing does or does not have shower
MEDLUZ The housing does or does not have electric meter
RADIO The housing does or does not have radio
TELEVI The housing does or does not have television
REFRIG The housing does or does not have refrigerator

LAVADORA The housing does or does not have washing machine
AUTOPROP Somebody in the housing does or does not have a car or truck

COMPU The housing does or does not have computer
TELEFONO The housing does or does not have telephone
CELULAR Somebody in the housing does or does not have a cell phone
INTERNET The housing does or does not have Internet
NUMPERS Number of people in household
TIPOHOG Type of household: basic or extended family, coresident, etc.

MNUMPERS Number of international migrants
COMIO1VEZ Some of the people in this house ate only once a day
NOCOMI1D Some of the people in this house stopped eating all day
SINCOMER Some of the people in this house ran out of food
INGTRHOG Monthly income by work at home
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algorithms to obtain different clusters’ configurations of the data. First, we ap-
plied two algorithms where we do not have to specify the number of clusters to
form, the EM algorithm [18] and the Self-Organizing Maps (SOM) [6]. When we
applied the EM algorithm, we obtained five clusters; and with SOM four clus-
ters were formed. According to these results, we decided to apply the Simple K -
means [18] and the Make Density Based Clusterer (MDBC) [26] algorithms with
three, four and five number of clusters, in order to compare the behavior of all
the used algorithms and, furthermore, to obtain more consistent and appropiate
clustering results.

In order to perform a successful and valid assessment for the clustering models
obtained, we have applied a standard metric generally used in unsupervised
learning, called cluster validity index (CVI). In specific, we used the Davies -
Bouldin Index [23], which is one of the most commonly used in the literature,
this metric is shown is Eq. 1.

DB(C) =
1

K

∑
Ck

max
Cl∈C\Ck

{
S (Ck) + S (Cl)

dG
(
Ck, Cl

)
}

(1)

where

– K is the number of clusters,
– Ck represents the cluster k,
– Ck is the centroid of cluster k,
– dG calculates the distance between two points, and
– S(Ck) = 1/|Ck|

∑
xi∈Ck

dG(xi, Ck)

This index applies the Euclidean distance to estimate the cohesion between
the objects and its centroid, and the separation between centroids. However,
since the Euclidean distance is traditionally used for numeric attributes and
we have mixed attributes, we decided to use Gower’s distance [7], which allows
calculating the distance with heterogeneous attributes (numeric, boolean and
categorical). This distance is shown in Eq. 2.

dG(ii′) =
√
1− SG(ii′) (2)

where,

SG(ii′) =
∑p

j=1 Wii′jSii′j∑p
j=1 Wii′j

The Davies - Bouldin Index was applied to the results of EM, SOM, Simple
K-means and Make Density Based Clusterer algorithms, the two last with values
of three, four and five groups. The results of this index for all the algorithms
are shown in Table 2. The N/A value indicates that for the involved algorithm
the Davies - Bouldin Index is not applicable due to the fact that, as have been
stated before, in SOM and EM algorithms the number of clusters to obtain it is
not compulsory.

According to the Davies - Bouldin Index, a lower value of this index means a
better partition. Therefore, the best clustering model was obtained through the
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Table 2. Davies - Bouldin Index for the different algorithms

Algorithm 3 groups 4 groups 5 groups

SOM N/A 2.948 N/A
EM N/A N/A 4.358

Simple K-means 2.162 2.145 4.996
MDBC 2.137 2.228 5.064

Make Density Based Clusterer algorithm (MDBC) with three clusters obtaining
a value of 2.137; however, the value obtained with Simple K-means (with four
clusters) was also low, comparable with the other value, for this reason we per-
form a detailed analysis for these two results before to choose the clustering to
characterize it.

For comparing both results, with three and four groups, we have checked the
percentage of instances, that were colocated within the same group by the Simple
K-means and the Make Density Based Clusterer (MDBC) algorithms. For the
four clusters result, the 87.43% of the instances that the Simple K-means put
into the groups stay in the same groups with the Make Density Based Clusterer
algorithm (MDBC). With respect to the three-group result, we obtained 100% of
the instances clustered in the same way, with both algorithms.With this findings,
we have confirmed that the best result for this problem was obtained with the
Make Density Based Clusterer algorithm (MDBC), forming three clusters.

3.1 Interpretation

Once we have obtained the best clustering model, we applied the InfoGainAt-
tributeEval method from Weka with the purpose of finding the attributes with
the highest information weight. This method evaluates the attributes’ values with
the information gain with respect to the cluster. It used the Ranker method that
evaluates the attributes individually and listed them according to that evalua-
tion. Table 3 shows the obtained value for this method by each attribute of the
used dataset.

Figure 1 illustrates the behavior of the more representative attributes in this
dataset. As we can notice, it is appreciated how the three clusters are formed.

We analyzed the results obtained by the selected algorithm at the end of sec-
tion 3. In order to introduce this knowledge to social experts, a processable, com-
prehensible and interpretable characterization description has been produced.
This clustering characterization is described as follows.

– Cluster 0: Housing in exclusion and poverty. This group is charac-
terized by houses without basic services such as shower, water heater, water
tank or washing machine; they do not have drain connections and they use
a bucket of water to flush the toilet into a septic tank. They have piped
water outside the house but inside the ground; the fuel that they use to cook
is firewood, since they have wood stoves; the elimination of the garbage
is done through burning. These houses are located mainly in the following
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Table 3. Information Gain

Information Gain Attribute Information Gain Attribute

0.44048 REGADERA 0.05912 TIPOHOG
0.43691 CONAGU 0.05428 TELEFONO
0.41677 BOILER 0.04776 TELEVI
0.35753 MUN 0.04599 INTERNET
0.30302 TINACO 0.04518 USOEXC
0.28859 COMBUST 0.04395 SERSAN
0.24461 DRENAJE 0.04252 PAREDES
0.24335 DISAGU 0.03981 MNUMPERS
0.17343 ELIBAS 0.03371 MEDLUZ
0.16468 ESTUFAL 0.03359 ELECTRI
0.15351 CELULAR 0.0306 FADQUI
0.15309 LAVADORA 0.02981 NUMPERS
0.12912 TAM LOC 0.02742 CLAVIVP
0.12554 CUADORM 0.01783 CISTERNA
0.11418 TOTCUART 0.01662 MEDAD
0.11403 PISOS 0.01534 MSEXO
0.11338 INGTRHOG 0.01133 COCINA
0.10847 AUTOPROP 0.01059 RADIO
0.10592 ESTUFAG 0.01055 TENVIV
0.09471 REFRIG 0.00282 SINCOMER
0.09063 TECHOS 0.0022 NOCOMI1D
0.07984 COMPU 0.00212 COMIO1VEZ
0.06002 DOTAGUAD

cities Pisaflores, Tlahuiltepa, Omitlán de Juárez, Tepehuacán de
Guerrero, Tenango de Doria, Chapulhuacán, La Misión, Tlanchi-
nol, Eloxochitlán, Lolotla, Nicolás Flores. Pacula, Molango de Es-
camilla, Tecozautla, Juárez Hidalgo, Calnali, Cardonal y Tianguis-
tengo.

– Cluster 1: Homes including over medium quantity of services and
development. This group is characterized by houses with services such as
shower, water heater, water tank and washing machines; they have drain
connection to the public network; they have piped water inside the house;
the fuel that they use to cook is gas, from a gas cylinder or stationary tank;
the garbage is collected by a garbage truck. These houses are located mainly
in the following cities Tulancingo de Bravo, Francisco I. Madero,
Tasquillo, Zimapán, Pachuca de Soto, Acatlán, Mixquiahuala de
Juárez, Atotonilco el Grande, Tezontepec de Aldama, Progreso de
Obregón, San Agust́ın Metzquititlán, Santiago Tulantepec de Lugo
Guerrero, Cuautepec de Hinojosa, Metepec, Tlanalapa, Tolcayuca
e Ixmiquilpan.
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(a) REGADERA (b) CONAGU

(c) BOILER (d) TINACO

(e) COMBUST (f) DRENAJE

(g) DISAGU (h) ELIBAS

(i) ESTUFAL

Fig. 1. More representative attributes for the demographic factor

– Cluster2: Housing in marginalization. This group is characterized by
houses with services such as shower, water heater, water tank and washing
machine; they have drain connection to a septic tank; they have piped water
outside the house but inside the ground; the fuel that they use to cook is gas,
from gas cylinder or stationary tank, but they also have wood or coal stove;
the garbage is collected by a garbage truck. These houses are located mainly
in the following cities Huasca de Ocampo, Agua Blanca de Iturbide,
Jacala de Ledezma, Alfajayucan, Chapantongo, Mineral del Chico,
Huehuetla y Nopala de Villagrán.

These characterizations can be used by experts or the government to de-
velop social actions and decisions addressed to improve the quality of life of
the migrants’ families, and furthermore, reducing or attempting to mitigate the
dinamics and forces that cause migration from in the State of Hidalgo.

In Figure 2 the location of the three characterized clusters obtained in this
work is shown in the map of the State of Hidalgo. As we can see, cluster housing
in exclusion and poverty dominates the north region of the state. Meanwhile, in
the east and southeast regions of the state there are more migrants from cluster
homes including over medium quantity of services and development. Finally, the
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majority of elements from cluster housing in marginalization are located in the
southwest of Hidalgo. It is very important to note, that the clustering results
described here, have been analyzed and validated by social experts in the migra-
tion phenomenon, and their opinion is that our results are consistent with their
perception of the migration phenomenon in the state of Hidalgo.

Fig. 2. Distribution of the discovered clusters in the State of Hidalgo

4 Conclusions and Future Remarks

This work presents a study that analyzes the data obtained from the Popula-
tion and Housing Census made by INEGI and applied in 2010. We characterized
these records into three groups, according to the application of several cluster-
ing algorithms. Moreover, we found the attributes (properties) that were more
representative in differentiating those groups, and based on these attributes, we
described the behavior of each of the groups. As have experimentally demon-
strated in this paper, the social problem identification domain can be signifi-
cantly informed through Data Mining techniques, due to the fact these results
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can be used by the administration of the State of Hidalgo for the creation of
specific social programs addressed to providing assistance to the families aban-
doned through migration and to provide tenteative solutions to the problems of
migration of the population.

In addition, the obtained results are very valuable for the migration phe-
nomenon experts due to the fact that the knowledge extracted could be achieved
by manual analysis; however, this process will grow exponentially, and therefore
the time spent to obtain similar results will be difficult to manage. For this rea-
son, automated, as it has been presented in this paper, will be appropriate and
informative for social experts and analysts of the migration phenomenon.

As future work, we propose the use of new data to the analysis of this so-
cial problem, and the application of classification techniques in order to predict
similar situations. Furthermore, the next step, in our research, is to refine the
characterization of the identified groups with the ultimate goal of distinguishing
more aspects of their behavior and applying this knowledge to migration pre-
vention. In order to accomplish this ideas, we have planned to perform a set of
experiments applying rules extraction algorithms in order to obtain knowledge
representing the real migrants’ and their families behavior. To further strengthen
this study, we will analyze more information about migrants in the State of Hi-
dalgo with additional, data obtained from the migration surveys at the borders
of Mexico (EMIF: Spanish acronym).
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7. Chávez, D., et al.: Utilización del análisis de cluster con variables mixtas en la
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Hall (2005)
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Abstract. Horizontal partitioning is a database design technique widely
used in relational databases in order to achieve query optimization. Re-
cently, this technique has been applied in multimedia databases to im-
prove query execution cost in these databases. Nevertheless, current al-
gorithms are based on affinity between predicates to obtain an horizontal
partitioning scheme (HPS). Affinity measures how a pair of predicates is
accessed by the queries (“togetherness”). The main disadvantage of this
measure is that it only involves two predicates, and hence does not show
the “togetherness” of more than two predicates. In this paper we pro-
pose an horizontal partitioning method for multimedia databases which
is based on a hierarchical agglomerative clustering algorithm. The main
advantage of our method is that it does not use affinity to create the
HPS. We present experimental results to clarify the soundness of the
proposed method.

Keywords: Horizontal partitioning, Multimedia databases, Hierarchi-
cal clustering.

1 Introduction

Traditionally, partitioning techniques are used in the distributed system design
to reduce accesses to irrelevant data. Three main partitioning techniques have
been defined for relational and object-oriented databases: horizontal partitioning
(HP), vertical partitioning (VP), and hybrid or mixed partitioning (MP) [20].

Currently, multimedia applications are highly available, such as audio/video
on demand, digital libraries, electronic catalogues, among others. Rapid develop-
ment of multimedia applications has created a huge volume of multimedia data
and it is exponentially incremented from time to time. A multimedia database
is crucial in these applications to provide an efficient data retrieval.

Distributed and parallel processing on database management systems (DBMS)
may improve performance of applications which manipulate large volumes of
data. This may be accomplished by removing irrelevant data accessed during
the execution of the queries and by reducing the data exchange among sites or
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nodes of a network, which are the two main goals on distributed database design
[17]. Therefore, partitioning techniques have been used in multimedia databases
to improve performance of applications.

In this paper, we address horizontal partitioning in distributed multimedia
databases. Horizontal partitioning affects postively query performance, database
manageability and availability. Horizontal partitioning divides a relation along
its tuples. Thus each fragment has a subset of the tuples of the relation. There are
two versions of horizontal partitioning: primary and derived. Primary horizon-
tal partitioning of a relation is performed by using predicates that are defined
on that relation. On the other hand, derived horizontal fragmentation is the
partitioning of a relation that results from predicates being defined on another
relation [17]. Our discussion about HP is mainly focused on the former.

Data partitioning requires the use of clustering techniques. A cluster is a data
fragment. Currently, primary horizontal partitioning algorithms for multimedia
databases are based on affinity, which measures the “togetherness” between a
pair of predicates. The affinity of a pair of predicates is high if most of the queries
executed against the database access that pair. The main disadvantage of affinity
is that it does not show the “togetherness” when more than two predicates
are involved. Hence this measure has no bearing on the affinity measured with
respect to the entire cluster [3]. To solve this problem, in this paper a method
for horizontal partitioning in multimedia databases is proposed. This method is
based on hierarchical agglomerative clustering.

Hierarchical clustering algorithms produce a nested sequence of partitions of
the data which can be depicted by using a tree structure that is popularly called
as dendrogram. Hierarchical algorithms are either divisive or agglomerative [14].
The agglomerative approach, also called bottom-up approach, starts with each
object forming a separate group. It successively merges the objects or groups
that are close to one another, until all of the groups are merged into one (the
topmost level of the hierarchy), or until a termination condition holds. The di-
visive approach, also called the top-down approach, starts with all of the objects
in the same cluster. In each successive iteration, a cluster is split up into smaller
clusters, until eventually each object is one cluster, or until a termination con-
dition holds [10].

The basic hierarchical agglomerative clustering algorithm (HAC) is simple. It
needs a measure of distance (or a similarity measure) between any two clusters.
HAC begins by regarding each instance as a cluster in its own right; then it finds
the two closest clusters, merges them, and keeps on doing until only one cluster
is left [23].

This paper is structured as follows: In Section 2, the state of the art of hori-
zontal partitioning in traditional and multimedia databases is presented. In Sec-
tion 3, we describe the Multimedia Horizontal Partitioning Algorithm (MHPA),
which is based on hierarchical clustering algorithm. In Section 4, we show the
performance evaluation of the queries. Finally, Section 5 remarks the conclusion
and future work.
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2 State of the Art

In order to clarify the difference between the related work and our approach, we
classify them into two classes described in the following subsections.

2.1 Horizontal Partitioning Methods for Traditional Databases

Several researches have worked on horizontal partitioning techniques in tradi-
tional databases, including [2], [21], [17], [15].

Ceri et al. [2] considered the database design problem consisting in the hor-
izontal partitioning of an homogeneous file. They defined the concepts (simple
predicate, minterm predicate, completeness and minimality of a set of predi-
cates, among others) and the tools for the characterization of the access pattern
of transactions. Also, a methodology for determining the access parameters was
proposed.

Özsu and Valduriez [17] presented and iterative algorithm, called COM MIN,
to generate a complete and minimal set of predicates Pr’ given a set of simple
predicates Pr. They also proposed PHORIZONTAL, an algorithm for primary
horizontal fragmentation. The input to PHORIZONTAL is a relation R that is
subject to primary horizontal fragmentation, and Pr, which is the set of sim-
ple predicates that have been determined according to applications defined on
relation R.

Shin and Irani [21] partitioned relations horizontally based on estimated user
reference clusters (URCs). URCs were estimated from user queries but they were
refined by using semantic knowledge of the relations.

Zhang and Orlowska [24] addressed two-phase horizontal partitioning of dis-
tributed databases. First, primary horizontal fragmentation was carried out on
each relation based on the predicate affinity matrix and the bond energy algo-
rithm. Second, the derived horizontal fragmentation was further performed by
considering information related to the global relational database schema and its
transactions.

Navathe et al. [15] proposed algorithms for generating candidate vertical and
horizontal fragmentation schemes and a methodology for distributed database
design by using these fragmentation schemes for relational databases. They ap-
plied in combination vertical and horizontal fragmentation schemes to form a
grid. They used a technique similar to the graphical algorithm for vertical par-
titioning discussed in [16] to produce horizontal fragments.

Khalil et al. [11] developed a horizontal fragmentation algorithm and a repli-
cation protocol that increases the availability and reliability for a distributed
database system. The proposed horizontal fragmentation algorithm is an exten-
sion of the vertical transaction-based algorithm [7].

Cheng et al. [6] explored the use of a genetic search-based clustering algorithm
for data partitioning to achieve high database retrieval performance. They for-
mulated the horizontal partitioning problem as a traveling salesman problem
(TSP).
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Khan and Hoque [12] presented a technique for horizontal fragmentation of
the relations of a distributed database. This technique is capable of taking proper
fragmentation decision at the initial stage by using knowledge gathered during
requirement analysis phase whithout the help of empirical data about query
execution.

Ezeife and Baker [8] proposed algorithms for horizontal fragmentation of four
class object models: (1) simple attributes and methods, (2) complex atributes
and simple methods, (3) attributes that support a class composition hierarchy
using simple methods, and (4) complex attributes and complex methods. Ezeife
and Barker [8] used the same algorithm defined by Özsu and Valduriez [17] with
the same simple predicates. However, the number of minterms generated by this
algorithm is exponential to the number of simple predicates.

Bellatreche et al. [1] presented algorithms for both primary and derived hor-
izontal partitioning. Their primary algorithm is an extension of the algorithm
proposed by [15].

2.2 Horizontal Partitioning Methods for Multimedia Databases

In the past few years, distributed multimedia applications and data have rapidly
become available; as a result, data partitioning techniques have been adapted in
a multimedia context to properly achieve high resource utilization and increased
concurrency and parallelism [4].

Saad et al. [20] addressed primary horizontal fragmentation in distributed
multimedia databases. They particularly focused on multimedia predicates im-
plication required in traditional fragmentation algorithms such as [17], [15] [1].
Getahun et al. [9] considered semantic-based predicates implication required in
traditional fragmentation algorithms in order to partition multimedia data ef-
ficiently. Chbeir and Laurent [4], [5] discussed a formal approach dedicated to
multimedia query and predicate implication.

Table 1 introduces a comparative analysis that summarizes relevant contribu-
tions of related horizontal partitioning (HP) works.

According to Table 1, there are two problems in order to use current horizon-
tal partitioning algorithms in multimedia databases: 1) most of the horizontal
partitioning approaches for multimedia databases employ affinity to cluster pred-
icates used in queries, and 2) Only, Chbeir and Laurent [4], [5] do not consider
affinity, nevertheless its algorithm takes as input a set of frequently asked queries
(FD) but they do not give any guideline to obtain FD and to evaluate the hor-
izontal partitioning scheme generated by their algorithm. These deficiences can
be improved by: 1) developing a horizontal partitioning algorithm for multime-
dia databases, which does not need affinity to create the fragments, and 2) by
proposing a cost model to evaluate different horizontal partitioning schemes. In
this paper, we propose a Multimedia Horizontal Partitioning Algorithm (MHPA)
which tries to solve the aforementioned deficiences.
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Table 1. Comparative of Some Horizontal Partitioning Algorithms

Authors Horizontal Multimedia Partitioning
Partitioning Data Strategy

Ceri et al. [2] Yes No COM MIN

Özsu and Valduriez [17] Yes No COM MIN

Shin and Irani [21] Yes No URCs

Zhang and Orlowska [24] Yes No Affinity

Navathe et al. [15] Yes No Affinity

Khalil et al. [11] Yes No Query Cost

Cheng et al. [6] Yes No Affinity

Khan and Hoque [12] Yes No Query Cost

Ezeife and Baker [8] Yes No COM MIN

Bellatreche et al. [1] Yes No Affinity

Saad et al. [20] Yes Yes Affinity

Getahun et al. [9] Yes Yes Affinity

Chbeir and Laurent [4], [5] Yes Yes Query Comparison

MHPA Yes Yes Query Cost

3 Multimedia Horizontal Partitioning Algorithm
(MHPA)

In order to clarify our approach we present the following scenario of a simple
multimedia database used to manage equipment in a machinery sell company.
The database consists of a table named EQUIPMENT (id, name, image, graphic, au-
dio, video) where each tuple describes information about a specific equipment,
including its image, graphic, audio, and video objects. Information of 10,000
equipments of four different types is stored: 2500 push mowers, 2500 string trim-
mers, 2500 chain saws, and 2500 water pumps. Let us also consider the following
queries:
q1:Find all images and graphics of chain saws
q2:Find name, audio and video with id “WP01”
q3:Find all graphic, audio and video
q4:Find all image of water pumps

As in [4], we consider that data are stored in a table T defined over two kinds of
attributes: atomic and multimedia attributes. Also, we assume a fixed attribute
set U = A ∪M where:

– A = {A1, A2, ., Ap} and each Ai (i = 1, 2, , p) is an atomic attribute associate
with a set of atomic values (such as strings, numbers, among others.) called
the domain of Ai and denoted by dom(Ai).

– M = {M1,M2, .,Mq} and each Mj (j = 1, 2, , q) is a multimedia attribute,
associated with a set of complex values (represented as sets of values or
vectors) called multimedia features (such as, color, texture, shape, to mention
but a few.). The domain of Mj is denoted by dom(Mj).
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Thus, given a table T defined over U , tuples t in T are denoted as 〈a1, a2, .,
ap,m1,m2, .,mq〉 where ai is in dom(Ai) (1 ≤ i ≤ p) and mj is in dom(Mj) (1 ≤
j ≤ q). Every ai (respectively mj) is denoted by t.Ai (respectively t.Mj).

3.1 Information Requirements of Horizontal Partitioning

Qualitative and quantitative information about queries is required in order to
develop the horizontal partitioning process [17]. The fundamental qualitative
information consists of predicates used in user queries. As in [4] the multimedia
queries used in our approach are conjunctive projection-selection queries over T
of the form πXσC(T) where X is a non empty subset of U and C is a conjunction
of atomic select predicates, i.e., C : P1 ∧ . . . ∧ Pm defined as follows.

DEFINITION 1: An atomic selection predicate Pj is an expression of the
form Pj = Aiθa where Ai ∈ A, a ∈ dom(A) and θ = {=,≤,≥, <,>, like}.

Two sets are required in terms of quantitative information about user queries:

1. Predicate selectivity: number of tuples of the relation that would be ac-
cessed by a user query specified according to a given predicate. If Pr =
{P1, P2, ..., Pr} is a set of predicates, selj is the selectivity of the predicate Pj .

2. Access frequency: frequency with which user query access data. If Q =
{q1, q2, ..., qs} is a set of user queries, fi indicates the access frequency of
query qi in a given period.

3.2 The Steps of the Multimedia Horizontal Partitioning Algorithm
(MHPA)

Inputs: The table T to be horizontally partitioned, and a set of queries with
their frequencies.

Step 1: Determine the set of predicates Pr used by queries defined on the
table T. These predicates are defined on a subset of attributes A′(A′ ⊆ A). As
in [1] we call each element of A’ relevant predicate attribute. The third query
does not have any predicate because the graphic, audio and video objects of
all equipments are retrieved. Therefore this query is not relevant for horizontal
partitioning. The predicates used by the queries q1, q2, q4 of our running example
are presented on Table 2.

Step 2: Build the predicate usage matrix (PUM) of table T. This matrix contains
queries as rows and predicates as columns. In this matrix PUM(qi, Pj) = 1 if a
query qi uses a predicate Pj ; else it is 0. The PUM of our running example is
shown in Table 3.

Table 2. Predicates used by queries

Q Pr

q1 p1 = name = “CHAIN SAW ”

q2 p2 = id = “WP01”

q4 p3 = name =“WATER PUMP”
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Table 3. Predicate usage matrix

Q/Pr P1 P2 P3 fi

q1 1 0 0 15

q2 0 1 0 10

q4 0 0 1 20

selj 2500 1 2500

Step 3: Construct a partition tree. MHPA is based on AGNES (AGglomera-
tive NEsting), an agglomerative hierarchical clustering method. Initially AGNES
places each object into a cluster of its own. The clusters are then merged step-
by-step according to some criterion, e.g., minimum Euclidian distance between
any two objects from different clusters. This is a single-linkage approach in that
each cluster is represented by all of the objects in the cluster, and the similarity
between two clusters is measured by the similarity of the closest pair of data
points belonging to different clusters. The cluster merging process repeats until
all of the objects are eventually merged to form one cluster [10]. MHPA first
begins with single predicate fragments. And then, it forms a new fragment by
selecting and merging two fragments of them. This process is repeated until a
fragment composed of all predicates is made. This kind of bottom-up approach
generates a dendrogram, which is called a partition tree (PT) [22]. Figure 1
shows the PT of the table EQUIPMENT obtained by MHPA.

When two fragments are merged the amount of relevant tuples accessed is de-
creased while the amount of irrelevant tuples accessed by the queries is increased.
For example, if the predicates P1, P2 and P3 are merged into a fragment, the
query q4 does not have to access 1 remote tuple, i. e., the tuple with the id
“WP01” located in a different fragment. On the other hand, the query q1 only
accessed 2500 tuples, but it has to access 5000 tuples. Therefore the merged
fragment will increase the amount of access to irrelevant tuples.

 P1, P2, P3 

P1, P2 P3

P1 P2 P3 Step 0

Step 1

Step 2

name="CHAIN SAW" id="WP01" name="WATER PUMP"

Fig. 1. Partition tree of the table EQUIPMENT obtained by MHPA
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In order to optimize queries in distributed multimedia databases it is necessary
to find the horizontal partitioning scheme that optimizes (minimizes) resource
consumption. A good measure of resource consumption is the total cost that will
be incurred in processing the query. Total cost is the sum of all times incurred in
processing the query at various sites and in intersite communication. The total
cost to be minimized includes I/O and communications costs. The I/O cost is
the time necessary for disk access. This cost can be minimized by reducing the
number of disk accesses needed for answer the query. The communication cost is
the time needed for exchanging data between sites participating in the execution
of the query [17].

In MHPA in each step during constructing a PT, two nodes (fragments) are
selected which maximizes the merging profit defined below when they are merged
into a node (fragment).

Merging Profit(MHPA) = DRT − IIT (1)

where
DRT: the decreased amount of remote tuples accessed.
IIT: the increased amount of irrelevant tuples accessed.

DRT measures the minimization of communication costs, while IIT evaluates
the reduction of I/O costs incurred in merging two fragments.

In each step during the construction process of a PT, MHPA produces an
horizontal partitioning scheme hpsi merging two fragments which maximize the
merging profit function defined in equation 1, so when the PT is finished we have
a set of horizontal partitioning schemesHPS = {hps1, hps2, ..., hpsr}, every hpsi
has a set of fragments hpsi = {fr1, fr2, ..., frs}.

To select two fragments of s fragments which can maximize the merging profit(
s
2

)
= ( s(s−1)

2 ) pairs should be examined. For example in Step 0 (ps3) s = r
(where r is the number of predicates) because each predicate is located in a
different fragment, so there are three fragments in Step 0 of Figure 1 and it is

necessary to examine the merging profits of (3(3−1)
2 ) = 3 pairs and merge one

pair with the maximum merging profit among them, which generates the hps2
of Step 1 in Figure 1.

Table 4 shows MHPA Merging Profit Matrix (MPM) of the table EQUIPMENT

in Step 0. In Algorithm 1, we show the process to get the MPM.
Algorithm 2 presents MHPA, it uses the PUM of the table T and generates the

optimal horizontal partitioning scheme. Table 5 shows the horizontal partitioning
schemes of the table EQUIPMENT obtained by using MHPA.

Table 4. Merging profits of table EQUIPMENT in Step 0

Pr p1 p2 p3

p1 -25015 -87500

p2 -25020

p3
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Data: PUM of the table T (a set of predicates Pr = {P1, P2, ..., Pr}, the
selectivity seli of each predicate Pi, a set of queries Q = {q1, q2, ..., qs},
the frequency fk of each query qk

Result: MPM: Merging Profit Matrix
for each Pi ∈ Pr | 1 ≤ i ≤ r − 1 do

for each Pj ∈ Pr | i+ 1 ≤ j ≤ r do
DRT = 0;
IIT = 0;
merging profit = 0;
for each qk ∈ Q | 1 ≤ k ≤ s do

if PUM(qk, Pi) = 1 & PUM(qk, Pj) = 1 then
DRT = DRT + fk ∗ (seli + selj);

else
if PUM(qk, Pi) = 1 then

IIT = IIT + fk ∗ selj ;
else

if PUM(qk, Pj) = 1 then
IIT = IIT + fk ∗ seli;

end

end

end

end
merging profit = DRT − IIT ;
MPM(Pi, Pj) = merging profit;

end

end
Algorithm 1: getMPM

Data: PUM
Result: optimal horizontal partitioning scheme (best hps)
for each step ∈ PT do

getMPM(PUM, MPM) ;
select two nodes with maximum merging profit ;
merge the nodes ;
compute the cost of each step;
best hps=step with minimum cost;

end
Algorithm 2: MHPA

Table 5. Resulting horizontal fragments of the table EQUIPMENT

PS fr1 fr2 fr3

hps1 (P1, P2, P3)

hps2 (P1, P2) (P3)

hps3 (P1) (P2) (P3)
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3.3 Cost Model

The cost of a hpsi is composed of two parts: irrelevant data access cost and
transportation cost.

cost(hpsi) = ITAC(hpsi) + TC(hpsi) (2)

ITAC measures the amount of data from both irrelevant tuples accessed during
the queries. The transportation cost provides a measure for transporting between
the nodes of the network.

The irrelevant tuple access cost is given by:

ITAC(hpsi) =

s∑
k=1

ITAC(frk). (3)

In order to obtain the cost of a hpsi, it is necessary to use the PUM of a
table T. The AUM has a set of atomic and multimedia attributes U = A∪M =
{A1, A2, ..., Ap,M1,M2, ...,Mq}, a set of queries Q = {q1, q2, qm}, the frequency
fj of each query qj , a set of predicates Pr = {P1, P2, ..., P r}, the selectivity selt
of each predicate Pt and a set of elements PUM(qj , Pt) = 1 if query qj uses
the predicate Pt or PUM(qj , Pt) = 0 otherwise. Also, it is needed a Fragment-
Predicate Usage Matrix (FPUM). For instance, Table 6 shows the FPUM of the
hps1 = {fr1, fr2}. The FPUM shows the predicates used by each fragment frk
and the cardinality cardk of each fragment.

Table 6. FPUM

hps1 P1 P2 P3 cardk

fr1 1 1 1 5000

fr2 0 0 0 5000

The irrelevant tuple access cost of each horizontal fragment frk is given by:

ITAC(frk) =
∑

qj∈Qk∧ITAC(qj)≥0

ITAC(qj) (4)

ITAC(qj) =

{
fj(cardk −∑

Pt∈Prj
selt) if np ≥ 1

0 otherwise
(5)

where Qk is a set of queries which use at least one predicate and access at
least one irrelevant predicate of the fragment frk. This is

Qk={qj|PUM(qj , Pi)=0 ∧ PUM(qj, Pl)=1 ∧ {Pi, Pl}∈frk} (6)

{Pi, Pl}∈frk⇒FPUM(frk, Pi)=1 ∧ FPUM(frk, Pl)=1 (7)
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Prj has the predicates used by a query qj and located in the fragment frk,
and np is the number of predicates in Prj .

Prj = {Pt|PUM(qj, Pt) = 1 ∧ FPUM(frk, Pt) = 1} (8)

We suppose that the network has nodes N1, N2, ..., Ns, the allocation of
the fragments to the nodes gives rise to a mapping λ : {1, ..., p} → {1, ..., p}
called location assignment [13]. The transportation cost of a hpsi is computed
according to a given location assignment. The TC of hpsi is the sum of the costs
of each query multiplied by its frequency squared, i. e.

TC(hpsi) =

m∑
j=1

TC(qj)f
2
j (9)

The transportation cost of query qj depends on the number of the relevant
remote tuples and on the assigned locations, which decide the transportation
cost factor between every pair of sites. It can be expressed by

TC(qj) =
∑
h

∑
h′

cλ(h)λ(h′)sel(h
′) (10)

where h ranges over the nodes of the network for qj , sel(h’) is the number of
relevant remote tuples accessed by the query qj , λ(h) indicates the node in the
network at which the query is stored, and cij is a transportation cost factor for
data transportation from node Ni to node Nj(i, j ∈ {1, ..., p}) [13].

For instance, TC(hps1) of MHPA is calculated as follows. There are two frag-
ments, so we suppose that there are two nodes N1, N2, and each fragment fri is
located in each node Ni. We also assume that each query is located in the node
where the fragment which contains the greater number of tuples that it uses is
located and cij = 1. Figure 2 illustrates the local assignment of hps1. Table 7
contains the costs of the horizontal partitioning schemes generated by MHPA.
The optimal scheme is hps3 with a cost of 3125400.

Site N1 Site N2

fr1 fr2

q1 q4q2
q35000*625

Fig. 2. Location assignment of hps1
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Table 7. Costs of the horizontal partitioning schemes

HPS ITAC TC Cost

hps1 137490 3125000 3262490

hps2 25015 3125400 3150415

hps3 0 3125400 3125400

4 Evaluation

We compared MHPA versus the affinity-based approach of most of the current
horizontal partitioning methods for multimedia databases (Make-Partition). The
benchmark used for the comparison was the database of a machinery sales com-
pany used in [18], [19], and described in Section 3. Some horizontal partitioning
methods as [15], [11] have considered that the response time of a query is strongly
affected by the amount of data accessed from secondary storage (disk). Hence,
the objective functions of these methods are to minimize the number of disk
accesses. The cost model proposed in this paper is used to compare the schemes
obtained by MHPA, and the primary horizontal fragmentation algorithm Make-
Partition of [15] since the cost to perform queries in distributed systems is domi-
nated by the remote network communication as well as local disk accesses. Since
Make-Partition is an affinity-based approach and the affinity between every pair
of predicates is zero, then this algorithm does not partition the table EQUIPMENT.
We present the comparison between the horizontal partitioning scheme of Make-
Partition and MHPA in Table 8.

Table 8. Comparison of the Execution Cost of the Queries

query
Make-Partition MHPA
ITAC TC Cost ITAC TC Cost

q1 112500 0 112500 0 0 0

q2 99990 0 99990 0 0 0

q3 0 0 0 0 3125000 3125000

q4 150000 0 150000 0 400 400

As we can see in Table 8, the cost of queries q1, q2 and q4 was lower when they
were executed in the scheme obtained by MHPA. Only one query q3 had a higher
execution cost with MAHP, the reason of this is that q3 require all the tuples of
the database, since in the scheme of Make-Partition all the tuples are located in
the same fragment, there is not transportation cost. Nevertheless, most of the
queries in multimedia databases tend to only access subsets of the tuples.

5 Conclusion and Future Work

Horizontal partitioning techniques for multimedia databases has been recently
proposed, nevertheless most of these techniques are based on affinity to cluster
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the predicates. In this paper, we have proposed a horizontal partitioning algo-
rithm for multimedia databases based on hierarchical agglomerative clustering to
avoid the problem of affinity. Also, we presented a cost model for the evaluation
of horizontal partitioning schemes. The cost model measures the irrelevant tuple
access cost and the transportation cost of queries in multimedia databases. We
performed an evaluation of our algorithm and demonstrated that our algorithm
outperforms Make-Partition in more cases. In the future we want to develop
a hybrid partitioning algorithm for multimedia databases taking into account
content-based (range, K-nearest neighbor) queries in the partitioning process.
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Also, this research paper was sponsored by the National Council of Science and
Technology (CONACYT), as well as by the Public Education Secretary (SEP)
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Abstract. Markov chain is a popular graph-based model in data mining and 
machine learning areas. In this paper, we propose a novel intrinsic multi-class 
Markov chain classifier. It predicts the class label of arbitrary unseen data by 
setting the training data as the absorbing states of a Markov chain. It also incor-
porates kernel method for better generalization. Promising experiments on both 
artificial and real-world data sets demonstrate the effectiveness of our method. 

Keywords: Graph model, Markov chain, Face recognition, Text classification. 

1 Introduction 

Data classification is a fundamental research area in the field of data mining. It refers 
to given a set of labeled data points, assigning labels to the unlabeled ones. According 
to the number of different pre-assigned labels, the problem can be further divided into 
two categories, binary classification and multi-classification. The former can only 
separate two classes, while the latter can handle multiple different classes. Various 
methods have been proposed to deal with classification in different ways. Among 
them, Support Vector Machine (SVM) [1] is one of the state-of-the-art sophisticated 
binary classification algorithms. It maximizes the margin of different classes to mi-
nimize the structural risk introduced by statistical theory. Two of the most commonly 
used SVMs are Linear-SVM and RBF-SVM, which adopt linear and Gaussian kernels 
to deal with linear and nonlinear separable data respectively. Different from SVM, 
KNN classifier [2] is one of the state-of-the-art lazy multi-class classifier, which as-
signs the unlabeled data with the label shared by most of its k neighbors.  

In recent year, graph-based methods become more and more popular in machine 
learning and data mining areas. As a popular graph model, Markov chain [3] has been 
incorporated into different semi-supervised learning algorithms. Szummer and Jaak-
kola [4] first used Markov chain to estimate the posterior probability of each data in 
belonging to different classes by computing the probability of the labeled data reach-
ing the unlabeled data. On the contrary, Zhu et. al. [5] estimate the posterior proba-
bility of the unlabeled data in belonging to different classes by computing its  
probability of reaching the labeled data in a Markov random walk. On the basis of 
that, Zhou et. al. [6] proposed a global and local consistency method that takes a  
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balance between the spread label information in a Markov random walk and the initial 
label assignment. Wang et. al. [7] made further improvement by incorporating the 
Local Linear Embedding method [8] for weight estimation. However, in the develop-
ment of classification algorithms, the application of graph-based Markov chain is not 
as popular as in semi-supervised learning. Hassan et al. [9] constructs a random walk 
model to represent how a particular word feature contributes to a given context. Islam 
et al. [10] introduce a new random walk term weighting method to improve text clas-
sification. Xu et al. [11] also proposed a random walk method for text classification 
with an out-of-sample extension. Bhagat et al. [12] gives a brief summarization about 
the label types, graph formulation, Markov chain based methods and their connections 
to iterative classification methods. 

In this paper, we propose a multi-class Markov Chain Classifier model. It predicts 
the class labels of unseen data by setting the training data as the absorbing states of a 
Markov chain. To achieve better generalization, we also incorporate the kernel me-
thod into our model. Besides, the computational cost of our algorithm is provided as 
well. Comprehensive experiments are performed to evaluate the classification per-
formance of our method. The promising experiments in comparison with the state-of-
the-art SVM classifiers demonstrate that our method is effective. 

The remainder of this paper is organized as follows. Section 2 provides some pre-
liminaries and notations. Section 3 presents our algorithm in detail and analyzes the 
time complexity. Section 4 evaluates the algorithm with both artificial and real-world 
data sets. Section 5 concludes this paper. 

2 Preliminaries 

Given a training data set , where  specifies the data 
set and  specifies the label set of , we map it onto an undirected 
and weighted graph G=(V, E, W), where  is the vertex set,  cor-
responds to ,  is the edge set, and  is the weight set among  with its element 
wij=sim(vi,vj)=sim(xi, xj) indicating the pairwise similarity between two data points xi 
and xj. 

Assume a Markov chain with the probability transition matrix P=[Pij]n×n, the ele-
ment of P, let us say pij, indicates the probability that one vertex vi moves to another 
vertex vj. Typically, P is computed in the following way, 

P = D-1W                                   (1) 

where the diagonal matrix D = diag(W1n) and 1n is a n-dimensional vector with all 
entries equal to 1.  

Let  be a class indicating matrix, where  is the number of classes. 
The element of , let us say , indicates the degree of membership that vertex vi 
belongs to class j. For the training data set whose class assignment is already known, 

 if  where  is the  class label, and  otherwise. 
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3 Markov Chain Classifier Models 

We assume such a Markov chain: every class of data is an absorbing state, while 
every unseen (or test) data is a transitive state. A random walk starts when there is one 
or more transitive states added into the graph. At first, a particle is placed on each 
transitive state. It starts random walking with the transition probability P plus the new 
computed transition probability vector , which indicates the transi-
tion probabilities from the test vertex , corresponding to the test data , to all the 
training data . The random walk ends when all the particles are absorbed. In 
another word, the random walk ends when the particles are absorbed by any training 
data. 

To formulate the above Markov chain, we use y to denote the probability of the test 
vertex v in belonging to c different classes. 
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For each training vertex vi in V, we have 
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Similarly, for the test vertex v absent in V, p(V, v) is computed as follows. 
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Therefore, the class indicating vector y has the following form, 
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where W+ denotes the pseudo-reverse matrix of W, and w(V, v) is a vector indicating 
the similarity between the test vertex v and the training vertices in V. We name this 
model Markov Chain Classifier with 1-step transition (MCC1) because it absorbs the 
walking particles only in one step.  
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Next, we revise the above Markov chain a little by setting it absorbs the randomly 
walking particles after t steps. Obviously, it is a generalized form of MCC1. With the 
transition probability matrix P replaced with Pt, we get the new class indicating vector 
y under such model. 

),( vVwWYPy t +=                                  (7) 

We call it Markov Chain Classifier with t-step transition (MCCt) 
Note that a special case is that when t = 0, Pt

 = I, the resulting class indicating vec-
tor y is  

),( vVwYWy +=                                   (8) 

We call this model Markov Chain Classifier with 0-step transition (MCC0). 
If we view the weight matrix W as a kernel, then we can incorporate the kernel ma-

trix K into our model. By simply substitute the similarity metric w(V, v) with the ker-
nel function k(X, x), we get. 

),(),( jiji

def

ij xxkvvww ==                            (9) 

As a result, the weight matrix W in eq. (7) can accordingly be replaced by the kernel 
matrix K, leading to 

 ),()( xXkKYPxF t +=  (10) 

If we define tYPF =ˆ similar to eq. (2), then eq. (10) becomes 

 ),(ˆ)( xXkKFxF +=  (11) 

The class with the highest membership of x is assigned to it as its class label, i.e., 
, where . 

However, K may be a singular matrix probably due to insufficient data or the exis-
tence of noise. To enhance the robustness of our classifier, we introduce a regulariza-
tion parameter λ, leading to a Regularized Markov Chain Classifier (RMCC).  

 ),()(ˆ)( xXkIKFxF ++= λ  (12) 

To analyze the time complexity of our method, the computation of kernel matrix 
and pseudo-reverse matrix in the training stage is O(mn2) and O(n3) respectively. As 

to the out-of-sample stage, the computation of +KF̂ requires O(cn2). Nevertheless, if 

we consider the special case MCC0, the computational cost of +KF̂  is reduced to 

O(cn) because YF =ˆ . 

4 Experiments 

In this section, we evaluate the classification performance of our classifier RMCC, 
short for Regularized Markov Chain Classifier, in comparison with the state-of-the-art 
support vector machine classifier, on both artificial and real-world data sets.  
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We implement our algorithm in Matlab, and adopt the implementation of RBF-SVM 
and Linear-SVM in LibSVM [13], as well as the implementation of LDA by Cai et. al. 
[14]. We compute the weight between each pair of data using RBF function, 

 2

2

2),(),( σ
ji xx

jiji exxkvvsim
−

−
==  (13) 

where σ is a scale parameter optimized over the interval {2-15, 2-11, …, 213, 215} using 
cross validation. The regularization parameter λ is fixed 0.0001 throughout the expe-
riments.  

In the following text, we first evaluate our algorithm on a nonlinear toy data set in 
comparison with RBF-SVM. Then we explore the impact of the number of transitions 
t on the classification performance of RMCCt on four UCI real-world data sets. Next, 
a face recognition data set is employed to compare our algorithm with the baseline 
and Linear Discriminate Analysis (LDA) method. Last, we test our algorithm along 
with SVM on text classification in the field of traditional Chinese medicine. 

4.1 Toy Data Sets 

Fig. 1 shows a non-linear artificial data set Yin-yang, where triangles and squares 
respectively represent two different classes of data, the solid symbols represent the 
training data, while the hollow symbols represent the test data. We test RMCC0 and 
RMCC1 on both the data sets, in comparison with the state-of-the-art RBF-SVM. 
Table 1 summarizes the comparison results. It can be seen that the test error ratios of 
both RMCC0 and RMCC1 produce lower error ratios than RBF-SVM.  

 

Fig. 1. Yin-yang dataset 

Table 1. The comparison of error ratios (%) on Yin-yang data set 

 RBF-SVM RMCC0 RMCC1 
Yin-yang 0.75 0.04 0.37 
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4.2 UCI Database 

To explore the impact of the transition number t on the classification performance of 
our method, we set the maximum of t for RMCCt as 30, and compare our classifier 
with RBF-SVM and Linear-SVM on four real-world data sets from UCI database 
using 10-fold cross validation. Among them, there are two data sets that have been 
preprocessed: (1) The “name” attributes of PARKINSONS and YEAST data sets are 
removed. (2) The fifth and sixth attributes that contain only one value in YEAST are 
removed. Fig. 2 shows the learning curves of RMCCt with the increase of value t. 
Table 2 summarizes the averaged test error ratios as well as standard deviations of 
RMCC0 and RMCC1 in comparison with RBF-SVM and Linear-SVM. 
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Fig. 2. The test error ratios and standard deviations of RMCCt on UCI data sets 

Table 2. Comparison of error ratios (%) and standard deviations on UCI data sets 

Data sets Linear-SVM RBF-SVM RMCC0 RMCC1 
parkinsons 15.39±5.51 11.71±4.61 10.27±4.23 14.38±4.66 

ionosphere 13.97±6.25 4.83±3.00 3.45±2.66 4.31±3.98 
glass 36.90±7.38 25.28±10.69 24.73±5.15 24.88±6.02 
yeast 45.35±4.44 39.75±3.98 38.99±3.96 40.31±4.25 
 
As we can see from Fig. 2, for each line that corresponds to a data set, the learning 

curves show comparatively stationary vibrations with the increase of t. Therefore, the 
stability is guaranteed. Combined with Table 2, it is quite interesting that, without the 
help of probability transition matrix, RMCC0 model achieves impressive accom-
plishments instead of RMCC1. Therefore, we conclude that Markov chain classifiers 
are well qualified for classification problem. The above experiments not only prove 
the effectiveness of our model but also indicate the best number of transitions t. 
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4.3 Face Recognition 

In addition to the synthetic data and UCI data, we also select a face data, ORL illu-
strated in Fig. 3, for test. A random subset with p (=2,3,4,5,6,7,8) image per individu-
al was taken with labels to form the training set, and the rest of the database was 
treated as the testing set. For each given p, we make 50 random splits to determine the 
training and test data. The averaged error ratios as well as standard deviation in com-
parison with baseline and LDA [14] are reported in Table 3. For the method LDA, 
both the training and testing images are mapped into low dimensional subspace where 
recognition was carried out by using nearest neighbor classifier (NN) and nearest 
centroid classifier (NC). For the baseline, the recognition is simply performed in the 
original 1024-dimensional image space without any dimensionality reduction. The 
data was pre-processed by normalizing each image vector to unit. 
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Fig. 3. Picture of 22 facial expressions 

Table 3. Error ratios and standard deviations as a result of ORL data test 

 2 Train 3 Train 4 Train 5 Train 6 Train 7 Train 8 Train 

Baseline NC 32.6±3.4 25.9±2.9 22.1±2.6 19.3±2.6 17.8±3.1 16.4±3.4 15.2±3.9 

NN 33.1±3.4 23.4±2.3 17.9±2.2 13.7±2.4 11.4±2.2 8.7±2.4 7.5±2.4 

RMCC0 17.5±2.7 10.9±1.7 6.3±1.1 4.2±1.4 3.3±2.2 3.1±1.4 1.4±1.4 

RMCC1 29.0±2.6 21.8±2.3 16.3±1.8 12.9±2.7 9.5±2.4 9.7±1.8 5.9±2.3 

LDA 

PCARatio=1 

NC 22.3±3 13.9±2.4 10±1.8 7.3±1.4 6±2.1 5±1.9 3.8±2 

NN 22.3±3 13.9±2.4 10±1.8 7.3±1.4 6±2.1 5±1.9 3.8±2 

LDA 

Fisherface=1 

NC 28.4±3.7 15.9±2.2 10.3±2 6.9±1.5 5.6±2 4.6±2 3.6±1.8 

NN 28.5±3.8 16±2.2 10.6±2 7.2±1.7 6±2.3 4.7±2.1 3.7±1.8 

 
From table 4, we can see all the classifiers produce lower error ratios than base-

lines’. RMCC0 again performs best of all with its error ratios drops more than 10% 
from 2 to 8 Train. Typically, the 5-Train partition is a rational division to determine 
the performance of a classifier. At that point, RMCC1 produces the highest error ratios 
but shows the lowest rate of decline. This may because the transition matrix failed to 
provide more accurate transition probabilities. Thus, further work will address the 
improvement of the model in this aspect.  



 Classification with Graph-Based Markov Chain 317 

 

4.4 Text Classification 

Text classification is another important branch of classification. In this experiment, we 
select articles from the field of Traditional Chinese Medicine (TCM). The data set is 
extracted from [15] and it contains 41 Tonics, 21 Exterior-Releasing Herbs and 46 
Heat-Clearing Herbs, totally 108 tastes. For each Chinese herb, we record the descrip-
tion of its properties, flavors, meridian tropism and toxicity. For example, the descrip-
tion of Herba Menthae is “Bo He, property: pungent, cool; lung and liver meridians 
entered”. To compute the weight matrix, we choose the method of Boolean weighting, 
wij = 1 if TFij > 0, otherwise wij = 0, where TFij is the term frequency, or the occurrence 
of term i in a description of herb j. The boolean matrix, whose rows denote the taste of 
herbs and columns denote the properties, are illustrated in Fig. 4. The cross validation 
method is adopted to test the error ratios and standard deviations of our models in 
comparison with RBF-SVM. The comparison result is summarized in Table 4. 
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Fig. 4. The boolean weight matrix of Tonics 

Table 4. The comparison of error ratios (%) on Tonics data set 

 RBF-SVM RMCC0 RMCC1 
Tonics 18.98±1.33 9.86±2.35 39.13±0.1 

5 Conclusion 

A new graph-based classification algorithm is proposed and demonstrated. Built on 
the basis of stochastic theory, it incorporates Markov chain and kernel method to 
predict labels of unlabeled data. Compared with the state-of-the-art support vector 
machine classifier, our approach is an intrinsic multi-class classification algorithm, 
easy to understand and simple to implement. Experimental results demonstrate that 
our method is effective. 
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Abstract. Many Combinatorial Optimization (CO) problems are clas-
sifed as NP - complete problems. The process of solving CO problems
in an efficient manner is important since several industry, government
and scientific problems can be statedin this form. This work presents a
benchmark of three different methodologies to solve the Binary Cutting
Stock (BCS) problem; exact methodology by applying Column Gener-
ation (CG), a Genetic Algorithm (GA) and an hybrid between exact
methods and Genetic Algorithms in a Column Generation framework
which we denominate Matheuristic (MA). This benchmark analysis is
aimed to show Matheuristic solution quality is as good as the obtained
by the exact methodology. Details about implementation and computa-
tional performance are discussed.

1 Introduction

Many Combinatorial Optimization (CO) problems such as Vehicle Routing Prob-
lem (VRP), Traveling Salesman Person (TSP), Satisfiability Problem (SAT) and
Cutting Stock Problem (CS) are classifed as NP - complete problems. Solving
CO problems in an efficient manner could lead to a feasible practical implemen-
tation, in terms of computational requirements and costs. The Cutting Stock
(CS) problem is a well known combinatorial problem with application in the
paper industry allowing the minimization of the trim loss. In general a company
in the paper industry need to satisfy a demand of several products -or finals of
different widths. To achieve this objective companies define cutting patterns to
use in raw roll material and their usage level [16].

Previous research present a work in which they solve the Cutting Stock prob-
lem by applying Linear Programming [15], however the solution obtained is not
always integral and the need of using slack variables in order to remove frac-
tional solutions arise. A special case of the Cutting Stock Problem is when the
demand of the products or finals is exactly one is called Binary Cutting Stock
(BCS) problem. Different to the Cutting Stock Problem that can be stated as a
Set Covering Problem (SCP), BCS can be stated as a Set Partitioning Problem
(SPP) which is a well known combinatorial problem classified as NP-Hard [9].

Since the wide field of applications of the SPP [2], [3], [11], [20], there have been
many solution methods like Genetic Algorithms (GA), [3], and greedy heuristics

A. Gelbukh et al. (Eds.): MICAI 2014, Part II, LNAI 8857, pp. 319–330, 2014.
c© Springer International Publishing Switzerland 2014



320 I.A. Lopez Sanchez et al.

[8]. Nevertheless, most of those research avenues are based on a explicit enumer-
ation of all feasible subsets in order to choose the optimal or near optimal group
of those subsets to minimize the cost.

Vance [20] presents a column generation approach with optimized set of
branching rules which avoids explicit enumeration of all the feasible subsets
from which this work is based, nonetheless implementation details are not ex-
plicit. Different from Vance work, in this work we will analyse the impact factor
of including a column which reduced cost is not guarantee to be the most negative
per iteration of the Column Generation process and by applying a metaheuristic
to solve the problem.

Caprara, [5], study the most recent and relevant approaches (linear program-
ming and heuristics) for the Set Covering Problem -which is a relaxed formula-
tion of the SPP; by benchmarking with the Beasley’s OR Library. As seen in [5],
the exact methodologies uses branch and bond algorithm with linear program-
ming and lagrangian relaxation, whereas the heuristics are based en neighber-
hood search, lagrangian relaxation and Genetic Algorithms, however any of the
studied works use in a coupled fashion both methodologies.

In this work, the comparison of four different approaches are presented, an
exact algorithm applying the branch and price algorithm desiged by [20], a classic
heuristic denominated First Fit Decreasing [9], a Genetic Algorithm and a hybrid
approach using the branch and price ideas from [20] and Genetic Algorithms.

1.1 The Set Partitioning Problem

Let J be a finite set of elements, where J = j1, j2, j3, ..., jn. Let P be a finite
set, where P = p1, p2, p3, ..., pM . Let Pi be a subset of the finite set P with cost
ci, where 1 ≤ i ≤ M . The SPP is about selecting m subsets p from a set of
size M at a minimum cost C. Each subset m have an associated cost and covers
one or more elements from a set J . This problem is constrained to cover each
element from the set J exactly once. In the BCS problem each element j have
a defined width w and restrict every subset -denominated as cutting pattern; m
to a maximum lenght L, the solution of the BCS problem specify the minimum
number of cutting patterns and its configuration satisfying all the constraints.

SPP Integer Programming formulation is as follows:

Min

M∑
i=1

ciXi (1)

s.t.

M∑
i=i

XiPi,j = 1 ∀j ∈ J (2)

Xi, Pi,j ∈ 0, 1 (3)
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Where: Xi = 1 if the subset Pi is selected. Pi,j = 1 if the element j is part of
the subset i.

Even though the previous formulation look straightforward, the size M of the
set P grows exponentially as the number of elements n in the set J increases,
leading to intractable solution times and memory usage. This matter create
a disadvantage for both SCP and SPP IP traditional formulation -or any other
solution approach which requires explicit enumeration; because of the need of the
explicit enumeration of all the feasible subsets Pi,j . And if we consider complex
rules and constraints to create those subsets, the explicit enumeration of those
cant be achieved in a reasonable amount of time.

1.2 Column Generation

Dantzig-Wolfe decomposition (column generation) is an approach for solving
large scale Linear Programming (LP) problems introduced by [10]. It consists in
reformulating the original problem as a restricted master problem (RMP) and a
sub-problem (SUB). While the restricted master problem handle few constraints
and a huge number of variables the sub-problem tries to find a new variable for
the restricted master problem that improves his current solution.

Given a linear problem with L columns:

Min z = cTx (4)

s.t.

Ax = b (5)

lb ≤ x ≤ ub (6)

Dantzig-Wolfe decomposition suggest to partition the m × n matrix A arbi-
trarily into an m′ × n matrix A1 and an m′′ × n matrix A2 generating the next
two LP’s:

With A having fewer rows but typically many more columns in L than A1

with L′ columns . This master problem may be solved even when A1 and c′T are
not explicitly available, by applying a technique denominated delayed column
generation we are able to find an entering column of A′ and the corresponding
component of c′T in each iteration of the revised simplex method [7].

The column generation algorithm consists in execute sequentially the RMP
followed by the SUB. At the end of the RMP the shadow prices of every re-
striction is sended as coefficients to the SUB, then the SUB find a promissing
column. For minimization problems if the promissing column have a negative
reduced cost 1− reducedcost < 0 then it enters to the RMP basis and we repeat
the process until no other promissing column with negative reduced cost is found
Figure 3.
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Min zRMP =

L∑

k=1

′(cTxk)αk (7)

s.t.

L∑

k=1

′(A1xk)αk = b1 (8)

L∑

k=1

′αk = 1 (9)

αk ≥ 0∀k (10)

Fig. 1. Restricted Master Problem (RMP)

Min zSUB = (cT − πTA1)αk (11)

s.t.

A2x = b2 (12)

0 ≤ x ≤ ub (13)

Fig. 2. Sub Problem (SUB)

Column Generation have been applied to solving the vehicle routing problem
[17], branch and price algorithms[6] and timetabling problems [4].

Start

Solve Restricted Master Problem (RPM)

Solve Sub-Problem (SUB)
SUB have
negative

reduced cost
End

no

yes

Fig. 3. Column generation algorithm
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1.3 Genetic Algorithms

A Genetic Algorithm (GA) its a stochastic search methodology where the succes-
sor state is generated by combining two parent states rather than by modifying
a single state [18]. Introduced by Holland a GA is an evolutionary algorithm
based on natural selection theory [13].

GA’s have been applied to solving many combinatorial optimization problems
such as Traveling Salesman Problem (TSP), Vehicle Routing Problem (VRP), Set
Covering Problem (SCP), scheduling problems and others [19] [12] [21], [1], [3].

A basic GA begin with a set of randomly generated individuals (states) called
population, then each individual is evaluated by a fitness function (objective
function), next, from that population we select (tipically) two parents and with
certain probability (crossover rate) recombine those parents to generate two new
individuals. Following with the evolutionary process with certain probability
(mutation rate) we alter the individual genome string. This process is executed
by a used defined number of iterations called generations. [18] [13].

At the end of the evoluionary process illustrated in Figure 4, the best indi-
vidual represent the best solution found.

Start

Generate initial population

Evaluate population

Parents selection process

Recombination

Mutation

Current
generation ≤

max
generations?

End

no

yes

Fig. 4. Basic Genetic Algorithm flow

2 Implementation

As result of this research work four algorithms were implemented, a simple
heuristic, a linear programming implementing branching rules, a genetic algo-
rithm to solve the whole BCS -stated as an SPP;, and a genetic algorithm to be
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embeded in the column generation process. The outcomes from each algorithm
and benchmarking are presented in the next section.

2.1 Heuristic

An heuristic h(n) is a solution method supposed to estimate the cost of a solution
designed from gained experience in the problem [18]. An intuitive process to
solving the BCS problem is to build subsets by picking up elements that fits and
don’t violate any constraint. This heuristic is known as First Fit [14].

A better approximation algorithm is obtained by sorting the set of elements
(finals) in a decreasing fashion such that w(1) ≥ w(2) ≥ w(3) ≥ ... ≥ w(n) then
selecting first the biggest elements and finding a small element that minimize
the raw material waste an so on until no elements fits in the subset. It is proven
that First Fit Decreasing algorithm guarantee solutions with no more 22 percent
respect to the optimal solution [14].

2.2 Exact Mathematics with Column Generation

As mentioned in the previous section, column generation is a Linear Program-
ming method which is used to solve large Linear Problems by decomposing the
original problem into a Restricted Master Problem Figure 5 and a Sub-Problem
Figure 6. The SPP can be stated in a decomposed fashion as follows: a master
problem which will select the minimum number of subsets Pi,j , those selected
subsets should cover every element j exactly once and a sub-problem that has
the form of a knapsack problem which search for a group of rows j to be part of
a new subset Pi (column) that enhance masters problem solution, details about
the formulation are detailed on [20].

Min
K∑

i=1

cTi xi (14)

s.t.

K∑

i=i

xiPi,j = 1 ∀j ∈ J (πj) (15)

Xi, Pi,j ∈ 0, 1 (16)

Where:
K is the number of columns in the RMP base.
xi = 1 if the subset Pi is selected.
Pi,j = 1 if the element j is part of the subset i.
πj is the dual variable for row j.

Fig. 5. SPP restricted master problem
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Max
m∑

j=1

πjzj (17)

s.t.

m∑

j=1

zjwj ≤ L (18)

zj ∈ 0, 1 (19)

Where:
zj = 1 if the row j is selected to be part of the new subset Pi.
(yj) is the dual variable for row j.
wj a value for the row j.
L maximum value for a subset.

Fig. 6. SPP sub-problem

2.3 Metaheuristic

Genetics algorithms have been widely used to solve the SPP and SCP [21],
[1], [3], however this implementations assume that an explicit enumeration of
the feasible subsets is made and as we mention before, the number of feasible
subsets grows exponentially and enumerating those could be a time consuming
task if the number of rules and constraints is high.

Our approach applies the classic 0-1 genetic algorithm where the individual
is a matrix n × n. In this matrix each row represent a final and each column
represent a subset. The size of the matrix is given by the upper bound of subsets
to choose, in the worst case when all finals are the same width than the maximum
lenght of a raw roll, the optimal solution will be to allocate one final per subset
generating an identity matrix. Nonetheless this representation could generate
infeasible solutions, in order to keep the spirit of evolutionary algorithms this
work penalizes infeasible solutions.

Genetic Operators. The genetic operators implemented were designed spe-
cially for this problem. The main ideas were taken from the branching rules
explained in [20] and the Column Generation Process.

Crossover operator takes two individuals from the population and with certain
probability cp recombine column by column elements in such a way two new
columns with minimum raw material waste are generated. In the other hand,
mutation operator realizes a local search with probability mp is executed over
each column of individuals by trying to maximize usage of the column and
removing selected elements from other columns if exists.

2.4 Matheuristic

A Matheuristic is defined as the coupling of a Linear Problem and Computer
Sciences methodologies to obtain the best parts of both sides. In this research
work, the matheuristic is built by mixing a Linear Problem with a Genetic Al-
gorithm in a Column Generation framework. Following the main idea of Column
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Generation (CG), the RMP will be solved by a Linear Program and the entering
columns are generated with a Genetic Algorithm. Since the task of the SUB is to
find a new column that enhance the current solution, it isn’t necessary to solve
it to optimality. Even more, taking advantage of the genotype-phenotype map,
we can add more than one column per CG iteration. In this case, the inserted
columns will share similar phenotype but different genotype leafting the task of
choosing the best of those to the RMP.

The Matheuristic were designed by using the framework built for the Column
Generation experiments based on [20] and replacing the LP of the Knapsack
Problem which tries to select the best subset of finals without violating capacity
constraint that generates a negative reduced cost by a Genetic Algorithm that
solve the same problem.

The implemented GA, uses the 0-1 genome codification where 1 means the
final is part of the new column and 0 otherwise. Its objective function maximize
the shadow costs of the selected elements creating a negative reduced cost im-
plying enhance the current RMP solution. By looking for negative reduced costs
the GA will be able to find different column configurations with equal or similar
negative reduced cost.

Recombination operation is made by a sinple one point crossover meanwhile
mutation process implies a local search which looks for feasible elements to add
to the new column and selecting the most suitables.

3 Results

The different implementations were tested and benchmarked in 20 different sce-
narios. All 20 scenarios have a raw material lenght L = 150 and 100 finals with
widths randomly generated U(20, 100). Next we present graphs comparing the
results obtained and performance.

All algorithms were tested in a computer with Intel i7 processor with 8 GB
RAM. The implementatios were coded using Python, Gurobi and PyEvolve.

In Table 1 we summarize the results obtained in each methodology studied.
Here we can notice that the exact methodology and math-heuristic methodolo-
gies solve the problem to optimallity were has the Genetic Algorithm obtain near
optimal solutions. Also in the Table 1 the solution times and amount of explored
nodes in the exact methodology and Matheuristics are benchmarked.

Figure 7 shows the solution obtained by each methodology studied, as noticed
both exact methodology and matheuristic are solved to optimallity.

Figure 8 plot the required computational time for each methodology in ev-
ery experiment. This result shows that the Metaheuristic is really fast but as
showed earlier the solution found is not optimal. In the case of Matheuristics the
performance is worst than Exact Methodology but obtains optimal solutions.

Figure 9 benchmark the amount of explored nodes by the exact Column Gen-
eration and Math-Heuristic. Just in four cases Matheuristic explored less nodes
than Exact Methodology, however in average the number of explored nodes
are very similar, Exact methodology explored 52.75 nodes in average whereas
Matheuristic 53.85 nodes.
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4 Conclusions and Future Work

Two conclusions were determined. First, at least for the proposed experiments,
Matheuristics are as good as Exact Methodology, since both approaches find
an optimal solution, then, if the subproblem is a non-linear program or contains
fuzzy or subjective parameters, matheuristic will be easier to implement. Second,
the number of explored nodes in the Branch and Price tree is affected by the
quality of the entering column generated by the subproblem, in the case of
matheuristics by designing better metaheuristics for the subproblem the number
of explored nodes can be reduced.

As a future work, in order to improve solving time, the programming language
is essencial, since Python is not a compiled language and performance from
PyEvolve is not as good as a propertary implementation. In addition, obtained
results leads to test Matheuristics to solving more complex problems such as
Vehicle Routing Problem with Time Windows.
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Abstract. A review of the optimization methods used in the design of type-2 
fuzzy systems, which are relatively novel models of imprecision, is presented in 
this paper. The main aim of the work is to study the basic reasons for optimiz-
ing type-2 fuzzy systems for solving problems different areas of application. 
Recently, nature-inspired methods have emerged as powerful optimization algo-
rithms for solving complex problems. In the case of designing type-2 fuzzy sys-
tems for particular applications, the use of nature-inspired optimization methods 
have helped in the complex task of finding the appropriate parameter values and 
structure of the fuzzy systems. In this paper, we consider the application of ge-
netic algorithms, particle swarm optimization and ant colony optimization as 
three different paradigms that help in the design of optimal type-2 fuzzy sys-
tems. A comparison of the different optimization methods for the case of de-
signing type-2 fuzzy systems is also offered. 

Keywords: Intelligent Control, Type-2 Fuzzy Logic, Interval Type-2 Fuzzy 
Logic. 

1 Introduction 

Uncertainty affects decision-making and arises in a number of different forms in real 
problems. The concept of information is related with the concept of uncertainty [17]. 
The most fundamental aspect of this relation is that the uncertainty involved in any 
problem-solving situation is a result of some information deficiency, which may be 
incomplete, imprecise, fragmentary, not fully reliable, vague, contradictory, or defi-
cient in some other way.  Uncertainty is an attribute of information [27].  The general 
framework of fuzzy reasoning allows handling much of this uncertainty and fuzzy 
systems that employ type-1 fuzzy sets represent uncertainty by numbers in the range 
[0, 1].  When something is uncertain, like a measurement, it is difficult to determine 
its exact value, and of course type-1 fuzzy sets make more sense than using crisp sets 
[14].  However, it is not reasonable to use an accurate membership function for some-
thing uncertain, so in this case what we need is higher order fuzzy sets, those which 
are able to handle these uncertainties, like the so called type-2 fuzzy sets [14].  So, the 
amount of uncertainty can be managed by using type-2 fuzzy logic because it offers 
better capabilities to handle linguistic uncertainties by modeling vagueness and unre-
liability of information [5] [26]. 
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Recently, we have seen the use of type-2 fuzzy sets in Fuzzy Logic Systems (FLS) 
in different areas of application [1] [2] [6] [10] [12]. In this paper we deal with the 
application of interval type-2 fuzzy control to non-linear dynamic systems [3] [4] [5] 
[15] [19].  It is a well known fact, that in the control of real systems, the instrumenta-
tion elements (instrumentation amplifier, sensors, digital to analog, analog to digital 
converters, etc.) introduce some sort of unpredictable values in the information that 
has been collected [20] [21].  So, the controllers designed under idealized conditions 
tend to behave in an inappropriate manner [11] [22] [23]. 

2 Fuzzy Logic Systems 

In this section, a brief overview of type-1 and type-2 fuzzy systems is presented. This 
overview is considered to be necessary to understand the basic concepts needed to 
develop the methods and algorithms presented later in the paper. 

2.1 Type-1 Fuzzy Logic Systems 

Soft computing techniques have become an important research topic, which can be 
applied in the design of intelligent controllers, which utilize the human experience in 
a more natural form than the conventional mathematical approach [16, 18]. A FLS, 
described completely in terms of type-1 fuzzy sets is called a type-1 fuzzy logic sys-
tem (type-1 FLS). In this paper, the fuzzy controller has two input variables, which 
are the error e(t) and the error variation Δe(t), 

)()()( tytrte −=  (1)

)1()()( −−=Δ tetete  
(2)

so the control system can be represented as in Figure 1. 

 

Fig. 1. System used for obtaining the experimental results 
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2.2 Type-2 Fuzzy Logic Systems 

If for a type-1 membership function, as in Figure 2, we blur it to the left and to the 
right, as illustrated in Figure 3, then a type-2 membership function can be obtained. In 
this case, for a specific value 'x , the membership function ( 'u ), takes on different 
values, which are not all weighted the same, so we can assign an amplitude distribu-
tion to all of those points.  

 
Fig. 2. Type-1 membership function 

 
Fig. 3. Blurred type-1 membership function 

A type-2 fuzzy set A~ , is characterized by the membership function [14, 17]: 

( ){ }]1,0[,|),(),,(~
~ ⊆∈∀∈∀= xA JuXxuxuxA μ                           (3) 

in which 1),(0 ~ ≤≤ uxAμ .  Another expression for A~  is, 

),/(),(
~

~ uxuxA
Xx Ju A

x
∫ ∫∈ ∈
= μ      ]1,0[⊆xJ                             (4) 

Where ∫ ∫ denotes the union over all admissible input variables x and u.  For discrete 

universes of discourse ∫ ... is replaced by ∑ ... .  In fact ]1,0[⊆xJ  

represents the primary membership of x, and ),(~ uxAμ is a type-1 fuzzy set known 

as the secondary set.  Hence, a type-2 membership grade can be any subset in [0,1], the 
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primary membership, and corresponding to each primary membership, there is a second-
ary membership (which can also be in [0,1]) that defines the possibilities for the primary 
membership. Uncertainty is represented by a region, which is called the footprint of un-
certainty (FOU). When ]1,0[,1),(~ ⊆∈∀= xA Juuxμ  we have an interval 

type-2 membership function, as shown in Figure 4.  The uniform shading for the FOU 
represents the entire interval type-2 fuzzy set and it can be described in terms of an upper 
membership function )(~ xAμ and a lower membership function )(~ xAμ .  

A FLS described using at least one type-2 fuzzy set is called a type-2 FLS.  Type-1 
FLSs are unable to directly handle rule uncertainties, because they use type-1 fuzzy 
sets that are certain [14].  On the other hand, type-2 FLSs, are very useful in circums-
tances where it is difficult to determine an exact membership function, and there are 
measurement uncertainties [7, 8, 15]. 

 
Fig. 4. Interval type-2 membership function 

A type-2 FLS is also characterized by IF-THEN rules, but its antecedent or conse-
quent sets are now of type-2.  Similar to a type-1 FLS, a type-2 FLS includes a fuz-
zifier, a rule base, fuzzy inference engine, and an output processor, as we can see in 
Figure 5.  The output processor includes type-reducer and defuzzifier; it generates a 
type-1 fuzzy set output (type-reducer) or a crisp number (defuzzifier).   

 

Fig. 5. Structure of a Type-2 Fuzzy Logic System 
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2.2.1. Fuzzifier 
The fuzzifier maps a crisp point x=(x1,…,xp)T ∈X1xX2x…xXp ≡X  into a type-2 

fuzzy set xA
~

in X [17], interval type-2 fuzzy sets in this case.  We will use type-2 
singleton fuzzifier, in a singleton fuzzification, the input fuzzy set has only a single 

point on nonzero membership [14].  xA
~

is a type-2 fuzzy singleton if 
1/1)x(

xA
~ =μ

 for x=x' and 
0/1)x(

xA
~ =μ

 for all other x≠x'[17]. 

2.2.2. Rules 
The structure of rules in a type-1 FLS and a type-2 FLS is the same, but in the latter 
the antecedents and the consequents will be represented by type-2 fuzzy sets.  So for a 
type-2 FLS with p inputs x1∈X1,…,xp ∈Xp  and one output y∈Y, Multiple Input 
Single Output (MISO), if we assume there are M rules, the lth rule in the type-2 FLS 
can be written as follows [14]: 

Rl: IF x1 is lF1
~ and ···and xp is l

pF~  , THEN y is lG~       l=1,…,M               (5) 

2.2.3. Inference 
In the type-2 FLS, the inference engine combines rules and gives a mapping from 
input type-2 fuzzy sets to output type-2 fuzzy sets.  It is necessary to compute the join ⊔, (unions) and the meet Π (intersections), as well as extended sup-star compositions 

(sup star compositions) of type-2 relations [14].  If 
l

p
ll AFF ~~~

1 =××" , equation (5) 
can be re-written as 

lll
p

lll GAGFFR ~~~~~: 1 →=→××"     l=1,…,M                          (6) 

Rl is described by the membership function ),,...,(),( 1 yxxy pRR ll μμ =x , where 

),(),( ~~ yy lll GAR
xx →= μμ                                             (7) 

can be written as [14]: 

)(),(),( 1~~~
1

xyy llll FGAR
μμμ == → xx  Π···Π )(~ pF

xl
p

μ Π )(~ ylG
μ

 

= [Π p
i 1= )(~ iF

x
i

lμ ]Π )(~ ylG
μ                                                        (8) 

In general, the p-dimensional input to Rl is given by the type-2 fuzzy set xA~ whose 

membership function is 

)()( 1~~
1

xxAx
μμ =x  Π···Π )(~ ppx xμ =Π p

i 1= )(~ iix xμ                            (9) 

where ),...,1(~ piX i = are the labels of the fuzzy sets describing the inputs.  Each rule 
Rl determines a type-2 fuzzy set l

x
l RAB D~~ = such that [14]: 

== l
x

l RAB
y D~~ )( μμ ⊔ [ )(~ xX xAx μ∈ Π ]),( ylR

xμ       y∈Y  l=1,…,M             (10) 

This equation is the input/output relation in Figure 5 between the type-2 fuzzy  
set that activates one rule in the inference engine and the type-2 fuzzy set at the output 
of that engine [14]. In the FLS we used interval type-2 fuzzy sets and meet under 
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product t-norm, so the result of the input and antecedent operations, which are con-

tained in the firing set Π )'(( '~1 xl
iF

p
i Fx

ii
≡= μ , is an interval type-1 set [14], 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
≡

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

−

−

−

−

l
l

l
ll ffffF ,)'(),'()'( xxx                                    (11) 

where 

)(**)()'( '

~

'
1

~
1

p
FF

l xxf
l

p
l −−−

= μμ "x                                       (12)

 

)(**)()'( '
~

'
1~

1 pFF

l

xxf l
p

l

−−−
= μμ "x

                                     
 (13) 

where * is the product operation. 

2.2.4. Type Reducer 
The type-reducer generates a type-1 fuzzy set output, which is then converted in a 
crisp output through the defuzzifier.  This type-1 fuzzy set is also an interval set, for 
the case of our FLS we used center of sets (cos) type reduction, Ycos which is ex-
pressed as [14]:  

∑
∑

∫∫ ∫∫
=

=

∈∈
∈∈ −

−

−

−

==
M

i

i

M

i

ii

ffffff
yyyyyyrl

f
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yyY M

MM
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r
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rl

1

1

],[],[
],[],[cos /1],[)( 1

11
111 ""x

       

 (14) 

this interval set is determined by its two end points, yl and yr, which corresponds to 

the centroid of the type-2 interval consequent set 
iG

~
[14],  

],[/1
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i ==
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θ

θ
θθ "

                           

 (15) 

before the computation of  Ycos (x), we must evaluate equation (15), and its two end 
points, yl and yr.  If the values of fi and yi that are associated with yl are denoted fli and 
yli, respectively, and the values of fi and yi that are associated with yr are denoted fri 
and yri, respectively, from (14), we have [14]  
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∑
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∑
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1                                               (17) 

2.2.5. Defuzzifier 
From the type-reducer we obtain an interval set Ycos, to defuzzify it we use the aver-
age of yl and yr, so the defuzzified output of an interval singleton type-2 FLS is [14]  

2
)( rl yy

y
+

=x                                                (18) 
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3  Nature-Inspired Optimization Methods 

In this section a brief overview of the basic concepts from some nature-inspired opti-
mization methods needed for this work is presented. 

3.1 Particle Swarm Optimization 

Particle swarm optimization is a population based stochastic optimization technique 
developed by Eberhart and Kennedy in 1995, inspired by social behavior of bird 
flocking or fish schooling [1]. PSO shares many similarities with evolutionary com-
putation techniques such as the GA [9]. 

The system is initialized with a population of random solutions and searches for opti-
ma by updating generations. However, unlike the GA, the PSO has no evolution opera-
tors such as crossover and mutation. In the PSO, the potential solutions, called particles, 
fly through the problem space by following the current optimum particles [16]. Each 
particle keeps track of its coordinates in the problem space, which are associated with the 
best solution (fitness) it has achieved so far (The fitness value is also stored). This value 
is called pbest. Another "best" value that is tracked by the particle swarm optimizer is  
the best value, obtained so far by any particle in the neighbors of the particle. This loca-
tion is called lbest. When a particle takes all the population as its topological neighbors, 
the best value is a global best and is called gbest [19]. 

The particle swarm optimization concept consists of, at each time step, changing 
the velocity of (accelerating) each particle toward its pbest and lbest locations (local 
version of PSO). Acceleration is weighted by a random term, with separate random 
numbers being generated for acceleration toward pbest and lbest locations [1]. In the 
past several years, PSO has been successfully applied in many research and applica-
tion areas. It is demonstrated that PSO gets better results in a faster, cheaper way 
when compared with other methods [19]. Another reason that PSO is attractive is that 
there are few parameters to adjust. One version, with slight variations, works well in a 
wide variety of applications. Particle swarm optimization has been considered for 
approaches that can be used across a wide range of applications, as well as for specif-
ic applications focused on a specific requirement. 

The basic algorithm of PSO has the following nomenclature: 
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The equation to calculate the velocity is: 
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and the position of the individual particles is updated as follows: 
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The basic PSO algorithm is defined as follows: 
1) Initialize 

a) Set constants ccz 21max
,,  

b) Randomly initialize particle position Dxi ∈0  in Rn for pi ,...,1=  

c) Randomly initialize particle velocities vvi max
000 ≤≤  for  pi ,...,1=  

d) Set Z = 1 
2) Optimize 

a) Evaluate function value f
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k
using design space coordinates x
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d) If stopping condition is satisfied then go to 3. 

e) Update all particle velocities v
i

z
 for pi ,...,1=  

f) Update al particle positions x
i

z
 for pi ,...,1=  

g) Increment z. 
h) Goto 2(a). 

3) Terminate 

3.2 Genetic Algorithms 

Genetic Algorithms (GAs) are adaptive meta-heuristic search algorithms based on the 
evolutionary ideas of natural selection and genetic processes [8]. The basic principles 
of GAs were first proposed by John Holland in 1975, inspired by the mechanism of 
natural selection, where stronger individuals are likely the winners in a competing 
environment [9]. A GA assumes that the potential solution of any problem is an indi-
vidual and can be represented by a set of parameters. These parameters are regarded 
as the genes of a chromosome and can be structured by a string of values in binary 
form. A positive value, generally known as a fitness value, is used to reflect the  
degree of "goodness" of the chromosome for the problem, which would be highly 
related with its objective value. The pseudocode of a GA is as follows: 

1. Start with a randomly generated population of n chromosomes (candidate so-
lutions to a problem). 

2. Calculate the fitness of each chromosome in the population. 
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3. Repeat the following steps until n offspring have been created: 
a. Select a pair of parent chromosomes from the current population, 

the probability of selection being an increasing function of fitness. 
Selection is done with replacement, meaning that the same chromo-
some can be selected more than once to become a parent. 

b. With probability (crossover rate), perform crossover to the pair at a 
randomly chosen point to a form two offspring.  

c. Mutate the two offspring at each locus with probability (mutation 
rate), and place the resulting chromosomes in the new population. 

4. Replace the current population with the new population. 
5. Go to step 2. 

The simple procedure just described above is the basis for most applications of GAs 
found in the literature [24] [25]. 

3.3 Ant Colony Optimization 

Ant Colony Optimization (ACO) is a probabilistic meta-heuristic that can be used for 
solving problems that can be reduced to finding good paths along graphs. This me-
thod is inspired on the behavior presented by ants in finding paths from the nest or 
colony to the food source. 

The S-ACO is an algorithmic implementation that adapts the behavior of real ants 
to solutions of minimum cost path problems on graphs [12]. A number of artificial 
ants build solutions for a certain optimization problem and exchange information 
about the quality of these solutions making allusion to the communication system of 
real ants [13]. 

Let us define the graph G = (V, E), where V is the set of nodes and E is the matrix 

of the links between nodes. G has VnG = nodes. Let us define KL  as the number of 

hops in the path built by the ant k from the origin node to the destiny node. Therefore, 
it is necessary to find: 

Q = { Cqqq fa ∈1,..., }                                          (21)
 

where Q is the set of nodes representing a continuous path with no obstacles; 
, ...,a fq q are former nodes of the path and C is the set of possible configurations of the 

free space. If xk(t) denotes a Q solution in time t, f(xk(t)) expresses the quality of the 
solution. The S-ACO algorithm is based on Equations (22), (23) and (24): 
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τij(t) ←(1-ρ)τij(t)                                                 (23) 
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Equation (22) represents the probability for an ant k located on a node i selects the 

next node denoted by j,   where, 
k
iN  is the set of feasible nodes (in a neighborhood) 

connected to node i with respect to ant k, ijτ is the total pheromone concentration of 
link ij, and α is a positive constant used as a gain for the pheromone influence. 

Equation (23) represents the evaporation pheromone update, where ]1,0[∈ρ  is 
the evaporation rate value of the pheromone trail. The evaporation is added to the 
algorithm in order to force the exploration of the ants, and avoid premature conver-

gence to sub-optimal solutions. For 1=ρ  the search becomes completely random. 

Equation (24), represents the concentration pheromone update, where 
k
ijτΔ  is the 

amount of pheromone that an ant k deposits in a link ij in a time t. 
The general steps of S-ACO are the following: 

1. Set a pheromone concentration τij to each link (i,j).  
2. Place a number k=1, 2,…, nk in the nest. 
3. Iteratively build a path to the food source (destiny node), using Equation (22) for 

every ant. 

− Remove cycles and compute each route weight ( )( )kf x t . A cycle could be 

generated when there are no feasible candidates nodes, that is, for any i and 

any k, 
k
iN =∅ ; then the predecessor of that node is included  as a former 

node of the path. 
4.  Apply evaporation using Equation (23). 
5. Update of the pheromone concentration using Equation (24) 
6. Finally, finish the algorithm in any of the three different ways: 
− When a maximum number of epochs has been reached. 
− When it has found an acceptable solution, with f(xk (t)) < ε. 
− When all ants follow the same path. 

3.4 General Remarks about Optimization of Type-2 Fuzzy Systems 

The problem of designing type-2 fuzzy systems can be solved with any of the above 
mentioned optimization methods. The main issue in any of these methods is deciding 
on the representation of the type-2 fuzzy system in the corresponding optimization 
paradigm. For example, in the case of GAs, the type-2 fuzzy systems must be 
represented in the chromosomes. On the other hand, in PSO the fuzzy system is 
represented as a particle in the optimization process. In the ACO method, the fuzzy 
system can be represented as one of the paths that the ants can follow in a graph. Al-
so, the evaluation of the fuzzy system performance must be represented as an objec-
tive function in any of the methods.  
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4 General Overview of the Area and Future Trend 

In this section a general overview of the area of type-2 fuzzy system optimization is 
presented. Also, possible future trends that we can envision based on the review of 
this area are presented. It has been well-known for a long time that designing fuzzy 
systems is a difficult task, and this is especially true in the case of type-2 fuzzy sys-
tems [5]. The use of GAs, ACO and PSO in designing type-1 fuzzy systems has be-
come a standard practice for automatically designing this sort of systems [1] [2] [13] 
[24]. This trend has also continued to the type-2 fuzzy systems area, which has been 
accounted for with the review of papers presented in the previous sections. In the case 
of designing type-2 fuzzy systems the problem is more complicated due to the higher 
number of parameters to consider, making it of upmost importance the use of bio-
inspired optimization techniques for achieving the optimal designs of this sort of sys-
tems. In this section a summary of the total number of papers published in the area of 
type-2 fuzzy system optimization is presented, so that the increasing trend occurring 
in this area can be better appreciated. Also, the distribution of papers according to the 
used optimization technique is presented, so that a general idea of how these different 
techniques are contributing to the automatic design of optimal type-2 fuzzy systems is 
obtained. 

Figure 6 shows the distribution of the published papers in optimizing type-2 fuzzy 
systems according to the different bio-inspired optimization techniques previously 
mentioned. From Figure 6 it can be noted that the use of GAs have been decreasing 
recently, on the other hand the use of PSO, ACO and other methods have been in-
creasing. The reason for the increase in use of PSO and ACO may be due to recent 
works in which either PSO or ACO have been able to outperform GAs for different 
applications. Regarding the question of which method would be the most appropriate 
for optimizing type-2 fuzzy systems, there is no easy answer. At the moment, what we 
can be sure of is that the techniques mentioned in this paper and probably newer ones 
that may appear in the future, would certainly be tested in the optimization of type-2 
fuzzy systems because the problem of designing automatically these types of systems 
is complex enough to require their use. 

There are other nature-inspired techniques that at the moment have not been ap-
plied to the optimization of type-2 fuzzy systems that may be worth mentioning. For 
example, membrane computing, cuckoo search, firefly algorithm, harmony compu-
ting, electromagnetism based computing, and other similar approaches have not been 
applied (to the moment) in the optimization of type-2 fuzzy systems. It is expected 
that these approaches and similar ones could be applied in the near future in the area 
of type-2 fuzzy system optimization. Of course, as new nature-inspired optimization 
methods are being proposed at any time in this fruitful area of research, it is expected 
that newer optimization techniques would also be tried in the near future in the auto-
matic design of optimal type-2 fuzzy systems. 
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Fig. 6. Distribution of publications per area and year 

5 Conclusions  

In the previous sections we have presented a representative account of the different 
optimization methods that have been applied in the optimal design of type-2 fuzzy 
systems. To the moment, genetic algorithms have been used more frequently to op-
timize type-2 fuzzy systems. However, more recently PSO and ACO have attracted 
more attention and have also been applied with some degree of success to the problem 
of optimal design of type-2 fuzzy systems. There have been also other optimization 
methods applied to the optimization of type-2 fuzzy systems, like artificial immune 
systems and the chemical optimization paradigm. At this time, it would be very diffi-
cult to declare one of these optimization techniques as the best for optimizing type-2 
fuzzy systems, as different techniques have had success for different applications of 
type-2 fuzzy logic. In any case, the need for nature-inspired optimization methods is 
justified due to the complexity of designing type-2 fuzzy systems. 
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Abstract. In this paper, a new method for fuzzy inference system optimization 
is proposed. The optimization consists in find the optimal parameters of fuzzy 
inference system used to combine the responses of modular neural networks 
using a hierarchical genetic algorithm. The optimized parameters are: type of 
fuzzy logic (type-1 and interval type-2), type of system (Mamdani or Sugeno), 
type of membership functions, number of membership functions in each 
variable (inputs and output), their parameters and the consequents of the fuzzy 
rules. Four benchmark databases are used to test the proposed method where, 
each database is a different biometric measure (face, iris, ear and voice) and 
each database is learned by a modular neural network. The main objective of 
the fuzzy inference system is to combine the different responses of the modular 
neural network and achieve final good results even when one (o more) 
biometric measure has individually a bad result. The results obtained in a 
previous work are used to compare with the results obtained in this paper.  

Keywords: Modular Neural Networks, Type-1 Fuzzy Logic, Interval Type-2 
Fuzzy Logic, Hierarchical Genetic Algorithms, Pattern Recognition, Human 
Recognition, Biometric Measures. 

1 Introduction 

The biometric systems have emerged because the security is nowadays something 
needed. There are four categories of biometric systems. The first one is for the control 
of the access to data. The second is for the control of access to areas. The third one to 
perform the identification against an existing credential. The fourth one to identify 
individuals whose identities need to be established using perhaps a biometric measure 
[1][10][17].  

These systems use various physiological characteristics of the human, such as face 
[15][23], fingerprint [8], iris [21][24] , ear [3][20], voice [16]  among others. The 
hybrid intelligent systems integrate different competent intelligent techniques to 
perform the human recognition using biometric measures [14][29], some of these 
techniques are neural networks, fuzzy logic and genetic algorithms. Using these 
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techniques good results have been achieved [8][16][23] where using one o more 
biometric measure the human recognition is performed, for this reason, in this paper 
these techniques are used.  The biometric measures in this work are face, iris, ear and 
voice, using a modular neural network for each biometric measure their responses are 
combined using a fuzzy integrator. The parameters of this fuzzy integrator is optimized 
using a hierarchical genetic algorithm. 

This paper is organized as follows: the basic concepts used in this research work are 
presented in Section 2. Section 3 contains the description of the proposed method. 
Section 4 presents experimental and comparison results and in Section 5, the 
conclusions of this work are presented. 

2 Basic Concepts 

In this section, a brief overview of the basic concepts used in this research work are 
presented. 

2.1 Modular Neural Network  

Artificial Neural networks (ANNs) have the remarkable ability to derive meaning from 
complicated or imprecise data. A trained neural network can be thought of as an 
"expert" in the category of information it has been given to analyze [12]. A neural 
network is said to be modular if the computation performed by the network can be 
decomposed into two or more modules that operate on distinct inputs without 
communicating with each other [2]. Each of the neural networks is built and trained for 
a specific task. The final decision is based on the results of the individual networks, 
called agents or experts. The results of the different applications involving Modular 
Neural Networks (MNNs) lead to the general evidence that the use of modular neural 
networks implies a significant learning improvement comparatively to a single NN and 
especially to the backpropagation NNs [14]. 

2.2 Fuzzy Logic  

Fuzzy logic is a useful tool for modeling complex systems and deriving useful fuzzy 
relations or rules [18]. However, it is often difficult for human experts to define the 
fuzzy sets and fuzzy rules used by these systems [26]. The basic structure of a fuzzy 
inference system consists of three conceptual components: a rule base, which contains 
a selection of fuzzy rules, a database (or dictionary) which defines the membership 
functions used in the rules, and a reasoning mechanism that performs the inference 
procedure [11][28]. 

The concept of a type-2 fuzzy set, was introduced by Zadeh (1975) as an extension 
of the concept of an ordinary fuzzy set (henceforth called a “type-1 fuzzy set”). A type-
2 fuzzy set is characterized by a fuzzy membership function, i.e., the membership 
grade for each element of this set is a fuzzy set in [0,1], unlike a type-1 set where the 
membership grade is a crisp number in [0,1]. Fuzzy logic is a useful tool for modeling 
complex systems and deriving useful fuzzy relations or rules However, it is often 
difficult for human experts to define the fuzzy sets and fuzzy rules used by these 
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systems, for that reason different techniques to perform the optimization are used to set 
the fuzzy system architecture [4][18]. 

2.3 Hierarchical Genetic Algorithms 

Genetic Algorithms (GAs) are nondeterministic methods that work by maintaining a 
constant-sized population of candidate solutions known as individuals 
(chromosomes). GAs have proven to be a useful method for optimizing the 
membership functions of the fuzzy sets used by these fuzzy systems [9][13]. A 
Hierarchical genetic algorithm (HGA) is a type of genetic algorithm. Its structure is 
more flexible than the conventional GA. The basic idea under hierarchical genetic 
algorithm is that for some complex systems, which cannot be easily represented, this 
type of GA can be a better choice. The complicated chromosomes may provide a 
good new way to solve the problem [22][25][27]. 

3 General Architecture of the Proposed Method 

The proposed method combines the responses of modular neural networks (MNNs) 
using the fuzzy logic as response integrators. The main idea of the proposed method is 
to minimized the error of recognition when the responses of the different modular 
neural networks are combined. In this work, each modular neural network represents 
a different biometric measure and each MNNs is represented as an input in the fuzzy 
integrator. In this work four biometric measure are used. An example of the fuzzy 
inference system used is shown in Fig. 1. This fuzzy integrator has 4 inputs and 1 
output, 4 inputs because 4 biometric measure are used, and the final results is given 
by the output. 

 

 

Fig. 1. Example of the fuzzy inference system 

3.1 Description of the Hierarchical Genetic Algorithm for the Optimization 

The optimization of some parameters of the fuzzy integrator is performed. These 
parameters are type of fuzzy logic (type-1 and interval type-2 fuzzy logic), type of 
system (Mamdani or Sugeno), type of membership functions (Trapezoidal or gBell), 
number of membership functions in each variable (inputs and output), their 
parameters and the consequents of the fuzzy rules. The chromosome of the proposed 
hierarchical genetic algorithm is shown in Fig. 2. 
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Fig. 2. The chromosome of the proposed hierarchical genetic algorithm 

To perform the consequents optimization, depending of the maximum number of 
membership function (MNMFs) used in each variable (this number is freely 
established before the evolution) all the possible rules are generated. When an 
individual of the HGA is going to be evaluated, depending of the number of 
membership functions indicated by the genes for the inputs, the possible rules for this 
combination are taken with their respective consequents. The consequents are taken 
depending of the number of membership function indicated by the gen for the output. 
In Table 1, the parameters established for the fuzzy integrator are shown. 

Table 1. Parameters used 

Parameter Value 

Maximum number 
 of MFs in each variable 

5 

Number of inputs 4 

Number of outputs 1 

Maximum number of  
possible rules 

625 

 
The genetic parameters used to test the proposed hierarchical genetic algorithm are 

shown in Table 2. 
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Table 2. Genetic parameters of the hierarchical genetic algorithm 

Genetic Operator Value 
Population size 10 

Maximum number of generations 100 

Selection Roulette wheel 

Selection Rate 0.85 

Crossover Single Point 

Crossover Rate 0.9 

Mutation bga 

Mutation Rate 0.01 

3.2 Databases 

In this section, the databases used in this work are presented. The human recognition 
is performed to 77 persons, for this reason only the first 77 persons of each database 
are used. 

3.2.1. Face Database 
The database of human iris from the Institute of Automation of the Chinese Academy 
of Sciences was used [6]. Each person has 5 images. The image dimensions are 640 x 
480, BMP format. Fig. 3 shows examples of the human iris images.  

 

 

Fig. 3. Examples of the face images from CASIA database 

3.2.2. Iris Database 
The database of human iris from the Institute of Automation of the Chinese Academy 
of Sciences was used [7]. Each person has 14 images (7 for each eye). The image 
dimensions are 320 x 280, JPEG format. Fig. 4 shows examples of the human iris 
images. 
 

 

Fig. 4. Examples of the human iris images from CASIA database 
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3.2.3. Ear Database 
The database of the University of Science and Technology of Beijing was used [5]. 
Each person has 4 images, the image dimensions are 300 x 400 pixels, the format is 
BMP. Fig. 5 shows examples of the human ear images. 

 

Fig. 5. Examples of Ear Recognition Laboratory from the University of Science & Technology 
Beijing (USTB) 

3.2.4. Voice Database 
In the case of voice, the database was made from students of Tijuana Institute of 
Technology. Each person has  10 voice samples, WAV format. The word that they 
said in Spanish was "ACCESAR". To preprocess the voice the Mel Frequency 
Cepstral Coefficients were used. 

4 Experimental Results 

In this section, the results obtained using the proposed method are presented. To 
perform the experimental results the modular neural networks presented in [19] are 
used. Ten non-optimized results of modular neural networks for each biometric are 
shown in Table 3. The architectures of these modular neural networks are randomly 
established, i.e. their number of neurons in 2 hidden layers, goal error and  learning 
algorithm are randomly fixed. 

Table 3. The best results for each biometric measure 

Training Face Iris Ear Voice 
1 87.01% 79.10% 94.81% 87.79% 

2 85.71% 81.82% 77.92% 91.77% 

3 52.92% 96.10% 96.10% 90.17% 

4 45.78% 82.58% 79.22% 91.88% 

5 60.17% 94.37% 97.40% 91.23% 

6 37.01% 90.91% 57.14% 93.18% 

7 47.19% 63.20% 81.82% 90.04% 

8 70.78% 84.96% 90.91% 89.94% 

9 68.83% 92.73% 82.47% 92.86% 

10 68.83% 98.27% 67.53% 86.36% 
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The different trainings presented above were combined and 5 cases were 
considered to be presented and test the proposed method. As you noticed, each 
database contains different persons, the criteria to consider that the face, iris, ear, 
voice are for one person is for example that the first face, the first iris, the first ear and 
the first voice are of the first person, and so on. The same cases were used in [19], 
these cases are shown in Table 4. It can be observed that the biometric measures do 
not have perfect results, for this reason the proposed method must provide a good 
result even when one (o more) biometric measure has individually a bad result. 

Table 4. The best results for each biometric measure 

Case Face Iris Ear Voice 

1 
FT4 

45.78% 
IT5 

98.27% 
ET5 

82.47% 
VT2 

91.88% 

2 
FT1 

87.01% 
IT4 
63.20% 

ET2 
77.92% 

VT1 
91.77% 

3 
FT2 

85.71% 
IT2 

96.10% 
ET4 

97.40% 
VT5 

93.18% 

4 
FT6 

37.01% 
IT7 

63.20% 
ET6 

57.14% 
VT10 

86.36% 

5 
FT4 

45.78% 
IT7 

63.20% 
ET9 

82.47% 
VT4 

91.88% 

 
For each case previously established, 30 evolutions were performed. In this case, 

the maximum number of membership functions for each variable was equal to 5, but 
this number can be modified. The total number of possible rules was 625, but as 
above was described, depending on the number of membership functions in each 
input variables is the number of rules used. In Table 5, the obtained results are shown 
(bests and average) when the HGA considered better Type-1 Fuzzy Logic than Type-
2 Fuzzy Logic, and in Table 6 when the HGA considered better Type-2 Fuzzy Logic 
than Type-1 Fuzzy Logic. 

Table 5. Type-1 Fuzzy Logic Results 

Case Num. of Evolutions Best Average 

1 5 
99.78% 
0.0022 

99.35% 
0.0065 

2 15 
95.13% 
0.0487 

93.20% 
0.0680 

3 11 
98.44% 
0.0156 

96.89% 
0.0311 

4 3 
89.72% 
0.1028 

88.46% 
0.1154 

5 10 
94.70% 
0.0530 

94.03% 
0.0597 
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Table 6. Type-2 Fuzzy Logic Results 

Case 
Num. of 

Evolutions 
Best Average 

1 25 
100% 

0 
99.51% 
0.0049 

2 15 
95.89% 
0.0411 

93.51% 
0.0649 

3 19 
98.70% 
0.0130 

97.72% 
0.0228 

4 27 
91.02% 
0.0898 

88.69% 
0.1131 

5 20 
97.19% 
0.0281 

95.62% 
0.0438 

 
In Fig. 6, the best fuzzy integrator for the case #1 with 225 rules and Mamdani type 

is shown. 

 

Fig. 6. Best fuzzy integrator for the case #1 

In Fig. 7, the best fuzzy integrator for the case #2 with 120  rules and Sugeno type 
is shown. This fuzzy integrator has 4 constants values in the output. 
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Fig. 7. Best fuzzy integrator for the case #2 

In Fig. 8, the best fuzzy integrator for the case #5 with 64 rules and Sugeno type is 
shown. This fuzzy integrator has 3 constants values in the output. 

 

Fig. 8. Best fuzzy integrator for the case #5 

4.1 Comparison Results 

In [19] also a optimization is proposed, but the number of membership function or 
constant values in the output was always fixed (5 membership functions).  To observe 
what happen when this part is optimized, the averages obtained in [19] when the 
optimization is performed and in this work are shown in Table 7. 
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Table 7. Optimized Results 

 Sanchez D. et al [4] Proposed method 

Case 
Type-1 

Fuzzy Logic 
Type-2 

Fuzzy Logic
Type-1 

Fuzzy Logic 
Type-2 

Fuzzy Logic 

1 
99.38% 
0.0062 

99.35% 
0.0064 

99.35% 
0.0065 

99.51% 
0.0049 

2 
91.22% 
0.0877 

91.62% 
0.0838 

93.20% 
0.0680 

93.51% 
0.0649 

3 
95.44% 
0.0455 

94.12% 
0.0588 

96.89% 
0.0311 

97.72% 
0.0228 

4 
85.22% 
0.1478 

87.24% 
0.1275 

88.46% 
0.1154 

88.69% 
0.1131 

5 
93.90% 
0.0610 

94.21% 
0.0579 

94.03% 
0.0597 

95.62% 
0.0438 

 
It can be observed that almost in all the cases, the proposed method in this work is 

better than when the number of membership function or the constant values for the 
output is fixed as in [19] using type-1 or type-2 fuzzy logic. The proposed method 
provides better results because, depending of the application and for example in this 
case (human recognition) the different results of each modular neural network can be 
different and, for this reason the final result will be different even using the same 
fuzzy integrator. For this reason, the proposed method optimizes fuzzy integrators 
appropriated to each case established. 

5 Conclusions 

In this work, a hierarchical genetic algorithm to perform the fuzzy integrator 
optimization is proposed. The proposed method was applied for human recognition 
based on face, iris, ear and voice biometric measures. The main idea is the 
combination of the responses of each biometric measure using a fuzzy integrator, and 
to minimize the error of recognition. As have a good fuzzy integrator depends on their 
parameters, in this work the idea is the optimization of some parameters such as type 
of fuzzy logic (type-1 and interval type-2), type of system (Mamdani or Sugeno), type 
of membership functions (Trapezoidal or gBell), number of membership functions in 
each variable (inputs and output), their parameters and the consequents of the fuzzy 
rules. A comparison with a previous work where the number of membership functions 
or the constant values for the output is fixed was presented, and we can observed that 
better results are obtained when also the optimization of this parameter is optimized. 
As future work the combination of different type of membership function in the same 
variable will be implemented and the minimization of the number of rules. 
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Abstract. In this article, there lies an implementation of a novel fuzzy-
based methodology that will reduce the amount of operations per it-
eration, reducing the computational cost of traditional fuzzy systems.
This was achieved by implementing adaptive control theories like gain
scheduling. Also, the method was implemented with a self-tuning tech-
nique using Genetic Algorithms (GA) that increases the method’s effi-
ciency, improving the following metrics: amount of collisions and time
spent to finish the task. Two experiments were implemented to test the
previously mentioned metrics; the first experiment will test the agent
with several intersecting dynamic obstacles, in a long path. The second
experiment will deal with two aggressive agents that will attempt to col-
lide with the test agent. For comparison purposes, the Potential Fields’
Method (PFM) was implemented and tested under the same metrics and
experiments. The obtained results show for experiment 1 an improvement
on the average collisions by 25.03% less compared to the PFM statistics
and only and increase of 1.43% of the average time spent. And for exper-
iment 2, there was an improvement of 93.46% of less average collisions
compared to PFM and a reduction of 10.27% of average time spent. The
contribution of this work is to implement a faster and less processing
expensive method than traditional fuzzy ones.

Keywords: Fuzzy logic, Self-tuning, Autonomous agents, Obstacle avoid-
ance, Potential fields.

1 Introduction

Obstacle avoidance and navigation are closely together, however it is not the
same thing, because navigation requires to create a path with several waypoints
from a point A to a point B, but in the middle of the way they will meet
some other points according to the terrain and some obstacles [4]. However,
this article will focus on the obstacle avoidance part due to its importance to
a safe navigation [7]. There has been plenty of research for obstacle avoidance
[14], nonetheless, fuzzy has demonstrated to be quite a good choice [16], it has
demonstrated to be a worthy option [11], and has demonstrated that in can be a
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feasible option for obstacle avoidance [8]. Notwithstanding, there is the need for
comparison, and potential fields has proven to be a worthy adversary [10]. The
use of fuzzy for obstacle avoidance purposes gives a more human approach [9],
but it has shown some drawbacks [2], highlighting the high number of required
calculations and the necessity for an optimal tuning [15]. Withal the difficulties,
fuzzy still can be use as a practical obstacle avoidance method [5]. In this ar-
ticle, the authors proposed two practical solutions to the previously mentioned
drawbacks of fuzzy. To resolve the high number of calculations requirements,
they establish a novel methodology based on the gain-scheduling theory and
obtain a method that can maintain the fuzzy original structure, and also, can
process several inputs without having an exponential increase in the number of
calculation per iteration. The other drawback, as mentioned before, was the tun-
ing issue. Implementing standard simple tuning algorithms [6] was not a viable
solution due to the high level of uncertainties of the model, however, heuristic
methods offers an alternative. Previous research has demonstrated that using
genetic algorithms (GA) could be a feasible way to find a viable solution [13],
[1].

Some recent work has demonstrated that by implementing GA with another
optimization method like particle swarm optimization (PSO), can obtain better
results [12], and that some other biology inspired methods like ant colony opti-
mization (ACO) can also improve the performance [3]. Although, those methods
requires a higher order magnitude (like 10 or 100 times bigger than implemented)
and communication among the searching agents, but they excel in parallel sim-
ulations. Therefore, the singular case treated in this article was not able to take
advantage of this features and GA was the best available option.

The following sections explains the proposed method and the implementation
of GA to obtain an applicable option with an acceptable performance.

2 Methods

This section contains all the implemented methods and a brief explanation,
commencing with the potential fields method, the fuzzy staged method and the
optimisation by genetic algorithms.

2.1 Potential Fields Method (PFM)

The PFM has proven to be a feasible method for obstacle avoidance purposes,
due to the effectiveness and relatively easy implementation, this method is by far
one of the most used methods [17]. The easy implementation of the PFM is due
to the simplicity of the algorithm, it calculates a resulting vector based on the
distance and direction to goal and obstacles, the magnitude of the vector is given
by a particular formula, for this article, an inverse equation was implemented as
the equation (1) shows.

f(x) =
a

dist− b
+ c (1)
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Where a, b and c are constants that modify the behaviour of the graph and
dist is the distance between the agent and the goal/obstacle.The implemented
PFM uses the following values for the goal: a = −20, b = −0.9 and c = −0.5,
and for the obstacles a = 12.5, b = −0.8 and c = −1.5. The figure 1 shows the
graphs for the behaviour towards the goal and the obstacles.

Fig. 1. Graphs for potential fields equations. The solid line shows the behaviour for
obstacles and dashed line shows the behaviour for goal.

It can be noticed, that the obstacles will generate a higher repel force the
closer it gets, and the goal generates a higher attraction the far it gets. this
was considered to make the agent to go straight to the goal the far it gets and
react if gets close to any obstacle. This configuration was selected to make the
agent faster and less reactive, because if the agent’s reaction to obstacles is too
sensitive, the agent will spend most of the time changing directions and not
moving. Also, if the reaction is too loose, the collisions will be more common.

2.2 Proposed Fuzzy Staged Method (FSM)

The Fuzzy Staged Method, proposes a new alternative to traditional fuzzy sys-
tems when the computational costs are important. This method split the current
set of rules in several stages according to the relations between the inputs. In this
article, the authors implemented this method to an obstacle avoidance algorithm,
that requires six input variables to control three outputs, that will manipulate
an agent through a field avoiding any type of obstacles without getting too far
from the destination. If a traditional fuzzy method were implemented, the total
amount of evaluated rules per iteration will be as high as 810 (2 ∗ 3 ∗ 3 ∗ 3 ∗ 5 ∗ 3)
rules per iteration, because a fuzzy system to have a proper function needs that
for every combination of inputs a rule will be evaluated. Therefore, instead of
evaluating so many rules, the FSM will reduce the total number of rules per
iteration to only 30 (2 ∗ 3+ 3 ∗ 3+ 3 ∗ 5) without breaking the condition that for
each combination of inputs there must be a rule.

To implement FSM, first, it is necessary to analyse the relationships among
the variables to group them in stages. In this case, the relation between the
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variables was palpable among pairs, for the first stage, the stamina and the effort
both are variables directly related to the agent’s motion model that determines
how fast it moves. Then, for the second stage, the distance to the target and the
relative speed are linked by a a derivate, because the relative speed is the change
of the distance through time. And the same happens int the third stage with
the direction to obstacle and angular speed of the obstacle, because the angular
speed is the change of the direction through time. The stages where implemented
as shown on figure 2.

Fig. 2. Block Diagram for Fuzzy Staged Method

The rules implemented in each stage will be explained in the following sub-
sections, is worth to notice that all the outputs go at the bottom of the block
diagram, however, the power output can be separated from the rest to simplify
the implementation (less rules to be written and most of them will be repetitive).

Stage 1. As mentioned before, the stamina and the effort defines the rules for
the first stage, it also controls directly the power output, because the effect of
the other stages is minimum and negligible, thus it can be isolated from the
rest of the rules, therefore instead of writing six sets of rules for the third stage,
there was only needed to write three sets of rules. However, the total amount of
written rules does not affect the number of evaluated rules per iteration, it only
simplifies the implementation process.

The table 1 shows the implemented rules for this stage. Notice that for every
combination of inputs, there is a rule to be evaluated, getting only six rules at
this stage.

Stage 2. The stage 2 was composed by distance and relative speed inputs, that
as mentioned before, they are strongly related. The total amount of rules to be
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Table 1. Rules for Stage 1

Effort

Stamina Tired Fresh

Critical Walk Walk
Normal Sprint Walk
High Sprint Sprint

Table 2. Rules for Stage 2

Distance

Rel. Speed V. Close Close Far

Away Stay Stay Stay
Slow Dodge Turn Stay
Fast Dodge Turn Stay

evaluated for this stage is nine. Compared to the first stage, the outputs could
not be separated from the rest, because the turn angle and the strafe angle are
mutually exclusive, because if the agent strafes and turns in the same cycle, will
result in a very inefficient move.

The output from this stage does not controls directly any output, but they
selects. as stage 1, the set of rules that will apply to the next stage. For the
current one, the rules are shown on table 2.

Stage 3. This is the final stage, from now on, the output from here will affect
directly the direction where to the agent will displace. The variables are direction
and angular speed. These two variables were left last, because the direction by
itself do not give an accurate localisation of the obstacle, it means that it will
only describe where is the obstacle but not far, and it is necessary to know how
far the obstacle is, because if the obstacle is too far away, there is no need for
course corrections. However, if the agent is too close, it is necessary to determine
if the obstacle will have a chance get in the agent’s path or if only will be close
but not in the middle of the way, that is why three set of rules was defined from
the previous stage.

In this last stage, the three set of rules decide if whether do nothing about
the obstacle (Refer to table 3 Stay), make a slight correction (Refer to table 4
Turn) or make a strong course correction (Refer to table 5 Strafe). Despite that
the strong correction will be mostly efficient to avoid obstacles, it has a trade
off, because the higher the strafing angle, the less effective will be the dash.

2.3 Optimization by Genetic Algorithm

To improve the FSM efficiency, a genetic algorithm was implemented to find a
combination of membership functions. The enforced GA searches for the best
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Table 3. Rules for Stage 3 - Stay

Angular Speed

Direction To Left Static To Right

Far Left Straight/Face Straight/Face Straight/Face
Left Straight/Face Straight/Face Straight/Face
Center Straight/Face Straight/Face Straight/Face
Right Straight/Face Straight/Face Straight/Face
Far Right Straight/Face Straight/Face Straight/Face

Table 4. Rules for Stage 3 - Turn

Angular Speed
Direction To Left Static To Right

Far Left Straight/Face Straight/Face Straight/Face
Left Straight/Face Right/Face Hard Right/Face
Center Right/Face Right or Left*/Face Left/Face
Right Hard Left/Face Left/Face Straight/Face
Far Right Straight/Face Straight/Face Straight/Face

possible combination by obtaining the maximum possible value of the equa-
tion (2).

eval = 2000 + (800− t)− 100 ∗ coll (2)

Where eval stands for the evaluation value, t is the time spent for the current
individual and coll is the times that the agent collides with an obstacle. The
value of 2000 was selected to set an acceptable evaluation value of the individual
(i.e. individuals with 2000 evaluation was considered as decent). The value of
800 was taken as the minimum time to be beaten, so if the time that the agent
spent to complete the test was higher, it will take it as a punishment. The 100
coefficient that multiplies the collisions, was set to define a higher punishment
for each collision, this was designed to make the GA to find a viable combination
to reduce the collisions to a minimum.

The GA was conceived with a 0.8 cross probability and 0.2 mutating proba-
bility. Also, the individual chromosome has 92 segments of 32 bits each, which
defines the different values of the membership functions, therefore, more than
one segment was required to define a single membership function. The initial
population was of 30 individuals, and left searching for 56 generations. The best
individual was taken and enforced, the values were fine tuned to get a more cen-
tred approach (remove the unbalance in the MFs), resulting in the values shown
in the figures 3, 4, 5, 6 and 7.
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The resulting individual was tested at the same conditions and experiments
of the PFM. The following section will explain in detail the experiments and the
results from both methods.

(a) Effort’s MFs (b) Stamina’s MFs

Fig. 3. Membership functions for inputs of Stage 1. Figure 3(a) is the Effort Member-
ship Function Values. The solid line is the Tired MF and the dashed line is the Fresh
MF. Range (-1, 1). Figure 3(b) is the Stamina Membership Function Values. The solid
line is the Critical MF, the dashed line is the Normal MF and the doted line is High
MF. Range (0, 8000).

(a) Distance’s MFs (b) Relative Speed’s MFs

Fig. 4. Membership functions for inputs of Stage 2. Figure 4(a) is the Distance Mem-
bership Function Values. The solid line is the Very Close MF, the dashed line is the
Close MF and the doted line is Far MF. Range (0, 150). Figure 4(b) is the Relative
Speed Membership Function Values. The solid line is the Away MF, the dashed line is
the Slow MF and the doted line is Fast MF. Range (-4, 4).
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(a) Direction’s MFs (b) Angular Speed’s MFs

Fig. 5. Membership functions for inputs of Stage 3. Figure 5(a) is the Direction Mem-
bership Function Values. The solid black line is the Far Left MF, the dashed black
line is the Left MF, the doted black line is the Center MF, the solid grey line is the
Right MF and the dashed grey line is Far Right MF. Range (-90, 90). Figure 5(b) is
the Angular Speed Membership Function Values. The solid line is the To Left MF, the
dashed line is the Static MF and the doted line is To Right MF. Range (-180, 180).

Fig. 6. Membership functions values for output Power. The solid line is the Walk MF
and the dashed line is Sprint MF.

Table 5. Rules for Stage 3 - Strafe

Angular Speed

Direction To Left Static To Right

Far Left Straight/Face Straight/Face Straight/Face
Left Straight/Face Straight/Dodge Right Straight/Avert Right
Center Straight/Dodge Right Straight/Dodge Left or Right* Straight/Dodge Left
Right Straight/Avert Left Straight/Dodge Left Straight/Face
Far Right Straight/Face Straight/Face Straight/Face
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(a) Turn’s MFs (b) Strafe’s MFs

Fig. 7. Membership functions for outputs Turn and Strafe. Figure 7(a) is the Turn
Membership Function Values. The solid black line is the Hard Left MF, the dashed
black line is the Left MF, the doted black line is the Straight MF, the solid grey line
is the Right MF and the dashed grey line is Hard Right MF. Range (-90, 90). Figure
7(b) is the Strafe Membership Function Values. The solid black line is the Dodge Left
MF, the dashed black line is the Avert Left MF, the doted black line is the Face MF,
the solid grey line is the Avert Right MF and the dashed grey line is Dodge Right MF.
Range (-90, 90).

3 Experiments and Results

In order to test the proposed method two types of experiments were imple-
mented in the Robocup 2D simulator server. The first experiment was designed
to analyse the behaviour of the agent in long runs, with some static and dynamic
obstacles. The second experiment was conceived in a more aggressive approach
to watch the ability of the agent to react facing incoming obstacles. The fol-
lowing subsections will explain in detail how the experiments were created and
implemented.

3.1 Experiment 1

The experiment number 1 is an hexagonal path with six obstacles and six way-
points, the first three obstacles that the agent encounters are three dynamic
ones that maintains a constant speed with small differences among them in or-
der to collide with the agent if the agent tries a straight line path at maximum
speed. The other three agents are static in a straight line pattern, hence if the
agent tries to go straight from one waypoint to the next one, it will collide with
each obstacle. The figure 8 shows the current global coordinates on the server
from the left side. This experiment was designed to test the agent’s ability to
maintain maximum speed through a better stamina management, because the
server simulates fatigue by giving the agent a value of a maximum stamina of
8000, and if the level drops below 2500, the effort value decreases and the agent
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cannot reach maximum velocity, meaning that the agent will use more stamina
but obtains less impulse, the equation (3) shows the current relation between
consumed power and the effective dash power.

edp = e ∗ dpr ∗ p (3)

Where edp is the effective dash power which is the final value that will impulse
the agent. The e stands for the agent’s current effort value, dpr is dash power
rate, which is a constant of the agent, and p that is the value of the energy to be
spent to move the agent. It is clear that the relationship between the effective
dash power and the power is lineal, however, because the value of dash power
rate is constant, the effort will be the only variable that affects the effective dash
power, thus if this value is less than 1, the effective dash power will be less than
supplied power, translating in an inefficient use of stamina and less speed.

Fig. 8. Layout for Experiment 1. Dark grey lines show the agent’s path and light grey
shows the obstacle’s path. Flag conventions: checkered flags - start/end, solid flags -
waypoints.

Table 6. Results for experiment 1

Simulations 7000

Time Spent Avg. Std. Dev. Collisions Avg. Std. Dev.

FSM 850.25 38.49 0.71 1.15
PFM 838.20 24.23 0.95 1.72

A total of 7000 experiments were made, for each of the methods (FSM and
PFM), the results are shown in the table 6. It worth to notice that the PFM’s
statistics shows a very good performance regarding to the collisions average,
however, the FSM demonstrates that it was able to even improve the amount of
collision compared to its counterpart reducing it by a 25.03%. However, the time
spent does not show an improvement, the FSM have an average 1.43% higher
that the PFM in the time spent metrics, maybe, due to the evaluation function
that gives the collisions more punishment than the reward given to time savings.
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3.2 Experiment 2

The second experiment was designed to test the method’s ability to avoid in-
coming obstacles. It consists of two aggressive agents located along a straight
path from the test agent’s start position to the goal zone. The aggressive agents
will focus on the test agent and will attempt to ram it at maximum speed, until
the test agent reaches the goal zone or the aggressive agents loss sight of the test
agent. Figure 9 shows the initial coordinates of the agents, the initial positions
and the goal position.

Fig. 9. Layout for Experiment 2. Dark grey arrows shows the agent’s path and light
grey indicates that the obstacles will go to the current agent’s position. The checkered
flags signals the goal

To evaluate both methods in this test, a total of 12000 experiments were
made for each of the methods. Table 7 shows the obtained statistics for both
methods. It is noticeable that the FSM excels the PFM in this tests, a reduction
of 93.46% in the collisions average stablishes that the FSM is better to avoid
dynamic obstacles such as the aggressive agents, specially because they do not
move in a predictable path like the obstacles from experiment 1, because they
change their path according to the current location of the test agent. Also, due
to the fact that the test agents has less collisions, the average time spent is also
improved by 10.27%, indicating that the FSM can be faster than the PFM.

Table 7. Results for experiment 2

Simulations 12000

Time Spent Avg. Std. Dev. Collisions Avg. Std. Dev.

FSM 102.78 6.71 0.18 0.57
PFM 114.55 12.97 2.71 2.40

4 Conclusions and Future Work

The obtained results shows that the FSM can successfully avoid obstacles even
better than the PFM, however, the tuning of the inputs and outputs is crucial to
the method’s efficiency. GA offers a viable option for tuning purposes, although,
the evaluation function’s focus is critical to decide whether the agent is aimed to
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spent less time to complete the test or if the agent focus on reducing the collisions
to a minimum. In this work, as mentioned before, the target was to reduce the
amount of collisions, rather than the time spent, but the GA provides a solution
that reduces the collisions’ average and maintains an average value close to the
time spent of the PFM. Is also worth to be mentioned, that the more generations
that are allowed to run the GA, the better solution it will obtain, but again it
strongly relies on the evaluation function. As the main contribution of this work,
the total amount of operations per iteration, was significantly reduced. For this
particular case, a traditional fuzzy method will need 810 rules to work properly.
This method only uses 30 rules per iteration, a reduction of almost 96% of the
rule evaluations per iteration.

As future work, the authors propose, to try the GA with different evaluation
functions in order to obtain a more general solution that will not only have a good
performance on a particular test, but will have a decent behaviour on almost
every scenario, and will reduce the complexity of the individual to converge
faster into an optimal solution. Also, as a part of a wider program, the authors
will implement the method on mobile robots, provided by the Tecnológico de
Monterrey. The implementation of those tests, will have some limitations (i.e.
limited space, limited amount of bots, battery limitations etc.) and may will
take longer than the experiments with the simulated agents.
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Abstract. The design of controllers for nonlinear uncertain dynamical systems 
is one of the most important challenging tasks in control engineering. In this 
paper, we propose a fuzzy system for controlling a nonlinear uncertain plant. 
We show that alternative techniques of fuzzy control can improve or comple-
ment conventional techniques in these kind of plants.  

The case of use is a real pneumatic positioning system with no mechanically 
coupling with the final effector, and with nonlinearities and uncertainties. We 
used a webcam as a feedback sensor with an image processing algorithm.   

Conventional control techniques for linear systems such as proportional-
derivative (PD), proportional-integral (PI), and proportional-integral-derivative 
(PID), can be applied to control the pneumatic levitation system. However, its 
response is uncertain for the case of vertical position setpoint variations (due to 
different indices of turbulence along the tube) and in object characteristics 
(weight, shape, roughness and size). To overcome that problem, we designed a 
set of fuzzy control rules considering response of the system under conventional 
controllers and considering the non-linear dynamics of the plant. The optimal 
parameters of the conventional controllers were estimated through ITAE per-
formance index. We show the performance of a PD, PI, PID and a fuzzy con-
troller under the same operating conditions with a fixed set point. The results 
obtained for the proposed fuzzy control system, demonstrates good perfor-
mance in rising time, settling time, reduced overshoot and greater flexibility 
than conventional (PD, PI and PID) controllers. 

Keywords: Control of non-linear uncertain systems, fuzzy controller, PID con-
troller, performance index, rule base. 

1 Introduction 

Non-linear systems are the most common in the real world, and are usually difficult to 
describe mathematically. There are no general methods available to address a wide 
variety of non-linear systems. As a first approximation analysis, it has been practical 
to design the controller based on a linear model of the system discriminating  
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nonlinearities. The designed controller is then applied to the nonlinear system (real 
system) for evaluation and potential redesign by analyzing its performance results and 
comparing these values with those resulting from computer simulation. The linear 
approximation of a nonlinear system is acceptable if the operating value of the plant is 
set to an equilibrium point, and if the range of input values around that point is  
small [1]. 

Despite much research and a large amount of various solutions proposed, most in-
dustrial control systems are based on conventional classic controllers such as PID. 
Different sources estimate that application rate for PID controllers at industrial level 
is between 90 % and 99% compared to others. A reason is a clear relationship be-
tween the response of the system and the parameters of the PID. Plant operators have 
a systematic knowledge about the influence of these parameters and their specific 
response. Over the past decades there have been development of many PID tuning 
techniques. In most classical industrial controllers, special procedures to automate its 
parameter settings are integrated (tuning and self-tuning) [2]. However, when the 
process becomes too complex to be described by an analytical model, it is unlikely to 
be controlled by conventional approaches. In this case, a classical control methodolo-
gy can simplify the model of the plant, but does not provide good performance. Hu-
man control is vulnerable and highly dependent on the experience and qualifications 
of the operator. As a result, many PID controllers are poorly tuned in practice [2].  

Therefore, an alternative way to address the problem in such cases is to use an ar-
tificial intelligence technique such as fuzzy control. The development and implemen-
tation of controllers using fuzzy logic has been increasing day by day. As mentioned 
by Takatsu [3], models of predictive control, fuzzy control and neural network con-
trollers, have promoted in its applications a large expectation, and have even better 
prospects for the future than other 15 control techniques reported in this survey. 

However, if there is no knowledge of the behavior of the system and its features, 
the design of a fuzzy controller becomes complex as you need to set different parame-
ters for the input and output variables of the system. Control rules are based on the 
experience of the system operator, but what kind and how many rules and member-
ship functions are necessary [4]. This is an optimization problem, and to obtain an 
optimal set of fuzzy membership functions and control rules is not straightforward. It 
requires time, experience and skills of the designer. In principle there is no general 
rule or method for the fuzzy inference system setup [5], [6], [7]. Several methods, 
techniques and algorithms have been developed to solve optimization problems that 
were inspired by processes, observed from nature and they were named Nature In-
spired Algorithms (NIA) [8], [9]. 

Levitation systems have different applications like contactless transport of mate-
rials and parts, and product position such as silicon wafers, glass sheets, solar cells, or 
food, and are required to avoid shocks, friction, contamination, magnetism, and statics 
[10]. Additional advantages generate low heat and are almost maintenance free. 

Our system to probe control algorithms was an air levitation system with nonli-
nearities as function of vertical position of the sphere within the tube. Since there is 
no linear relationship between the air flow rate and the vertical distance of the sphere  
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with respect to the base of the tube (height h), as reported by Escano [11], the physi-
cal variables involved and the assumptions made to obtain an approximate mathemat-
ical model, also apply in our work plant. Mosquera [12], published a paper on the 
design, modeling, and position control of a pneumatic levitation system using a PID 
controller. They propose an approximate mathematical model considering that the 
levitating sphere was confined in a variable diameter pipe, smooth walls and laminar 
air flow. In both papers, nonlinear differential equations of second order are obtained 
in the approximation of the mathematical model of the pneumatic levitation system by 
discriminating other effects and variables. As the rate of air flow is modified by the 
fan, it implies that the dynamics of the motor-fan should also be considered and  
modeled. 

In real control systems, uncertainties are unavoidable, and can be classified into 
two categories: disturbance signals and dynamic perturbations. Disturbances include 
input and output disturbance (such as a gust on an aircraft), sensor noise and actuator 
noise, etc. Perturbations represent the discrepancy between the mathematical model 
and the actual dynamics of the system in operation [13]. In our case the dynamic of 
the pneumatic levitation system has many variables involved with non-linear interre-
lationships between them, such as height of the centroid of the sphere to the base, its 
mass and acceleration, air flow speed, drag effect, rotational and lateral movements, 
sphere roughness, sphericity, pipe diameter, roughness of tube walls, air pressure 
distribution around the sphere, level of turbulence, etc. Therefore, it is complicated to 
obtain an accurate dynamic model of the vertical motion of the sphere along the pipe. 
Also, as the rate of air flow is modified by the speed of the fan, this implies that its 
dynamics should be also considered and modeled. 

We analyzed at first a linear approach to prove the performance of conventional 
classics controllers and then, considering that modelling errors may adversely affect 
the stability and performance of a control system, we proposed a fuzzy controller and 
compared its performance with the others. 

2 Control System Architecture 

The location of each component of the system is shown in Fig. 1: A) A webcam is 
used to capture RGB images that are sent to a computer for its processing and to  
obtain an approximate measure of the sphere height, based in [14], b) a fan motor at 
the base of the column has the function to generate air flow, and its speed is modified 
via PWM (Pulse Width Modulation) from a control board based on microcontroller, 
c) A clear acrylic pipe that contains the air flow and provides its movement trajectory 
from the bottom to the top of the pipe with the sphere contained in it, finally d) a 
computer which has two major tasks, 1) it processes and analyze each image captured 
to obtain a measure of the distance of  the centroid of sphere to a fixed point on the 
acrylic base, and 2) it provides the control action based on the error magnitude to 
obtain the value of PWM required. 

The acrylic column is separated by 1425 mm from the center of the camera. The 
dimensions of the cylindrical column are 1395 mm in height with an outer diameter of 
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Table 2. Averaged parameters for every controller implemented and tested. Bold numbers 
indicate the minimum value for each performance parameter. 

Controller %OS 
Tr 
(s) 

Ts 
(Error < =  5%) 

(s) 

Ts 
(Error < = 2%) 

(s) 

PD 12,174 2,581 40,234  

PI 7,680 2,680 38,534 ∞ 

PID 11,130 2,796 43,322 47,202 

Fuzzy 6,325 1,536 44,867 42,333 
 
If we change the system setpoint , it requires to change and tune again parameters 

for classic controllers (PD, PI and PID) to obtain an acceptable performance avoiding 
an oscilatory and unestable response. In contrast, fuzzy controller (with a single input 
and a single output: SISO) had good performance with diferent setpoints along the 
tube without changing anything. 

5 Conclusion 

A fuzzy logic technique was proposed to control a nonlinear pneumatic system, with 
multiple interdependencies of the variables involved in its dynamics. We achieved 
good performance with a fuzzy controller. Although, as shown in the results it is  
important focusing in working on fuzzy controllers considering more than one input 
variable of the dynamics of the system. These results motivate us towards propose 
more advanced techniques in hybrid control systems such as Fuzzy-PD, Fuzzy-PI, and 
Fuzzy-PID, and application of artificial intelligence techniques. 

Algorithm used for image processing worked well under all experiments, but there 
is a time delay that affects the response controller and also an inherent error due to the 
image segmentation method implemented [14]. To improve the controller response, a  
sensor is needed with a better time response.  

In this stage we used Fuzzy Toolbox of MatLab TM [19] to develop the controller, 
but, as a future work we will develop our proper Fuzzy Inference System in C++, to 
improve time response and performance results, as well as, developing more compact 
and autonomous devices (fuzzy controllers embedded). 
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Abstract. The Learning Algorithm for Multivariate Data Analysis (LAMDA) is 
an unsupervised fuzzy-based classification methodology. The operating prin-
ciple of LAMDA is based on finding the datum-cluster relationship obtained by 
means of the Global Adequacy Degrees (GADs) of the Marginal Adequacy De-
grees (MADs) of all the data attributes. In comparison with other unsupervised 
clustering algorithms, LAMDA does not require the number of classes as input 
parameter; however, in some applications, the quantity of obtained clusters does 
not correspond with the number of desired classes. Typically, this issue is over-
come by merging interrelated clusters within the same class; nevertheless, in 
some applications the number of generated clusters related to the same class 
reaches a non-desired and impractical number. In LAMDA, the number of gen-
erated clusters is controlled by using a linear mixed connective with an exigen-
cy index α. This connective is an unnatural aggregation operator of the MADs, 
which adds an additional parameter to set up. In this paper, a full reinforcement 
operator (Yager–Rybalov Triple Π) is used as aggregation operator for merging 
the information contained in the MADs. This approach significantly reduces the 
number of generated classes and suppresses the LAMDA dependence of the pa-
rameter α. The proposed approach was tested in a case study related to unsuper-
vised anuran vocalization recognition. A database of advertisement calls of six 
anuran (frog) species for testing this proposal was selected. All 102 vocaliza-
tions were correctly identified (100% of accuracy) and solely the desired classes 
were generated by the algorithm (establishing a cluster-class bijection). 

Keywords: Fuzzy clustering, Fuzzy connective, Bioacoustics, Anuran, Aggre-
gation operator, Bipolar scale. 

1 Introduction 

Classification techniques with unsupervised learning regularly need the number of 
clusters as input parameter (e.g., K-means, Fuzzy C-means, Gustafson-Kessel), even 
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when it is unknown. In some specific algorithms (e.g., LAMDA) it is not necessary; 
however, the fact of not constraining the number of generated clusters in datasets with 
high levels intra-class uncertainty, could result in large amounts of clusters related to 
the same class. In the Learning Algorithm for Multivariate Data Analysis LAMDA 
[1], a cluster-class bijection (one-to-one correspondence) is typically desired; never-
theless, this cannot be constantly achieved. In general, when the dataset is noisy and 
there exist high levels of intra-class uncertainty, the number of desired classes is sig-
nificantly less than the number of generated clusters.  

In this document a case study related to unsupervised frog vocalization recognition 
was selected to illustrate the problem. The automated recognition of animal vocaliza-
tions has become an interesting tool in the noninvasive extraction of ecological  
information. When the studied species possess mimetic or cryptic attributes, the per-
sonnel costs, the habitat invasiveness, and the time consuming could be considerably 
reduced without any loss of information implementing an automated acoustic recogni-
tion system.  

Acoustic recognition systems consist of three main stages: pre-processing, where 
recordings are noise-reduced and segmented in order to obtain separated vocaliza-
tions; feature extraction, where acoustic features are extracted from the waveforms 
with the purpose of increasing the dissimilarity among classes (i.e., species); and clas-
sification, where each vocalization is assigned to an specific cluster according to  
a similarity measure.  Acoustic recognition systems (and every pattern recognition 
system) could be categorized in accordance with the learning approach used in their 
classification stage: supervised and unsupervised. In the supervised approach, each 
datum (in this case each vocalization) is labeled by an expert in order to bias the algo-
rithm parameters according to the training data [2]. On the other hand, in the unsuper-
vised approach, the classification algorithm infers by itself the feature space division 
and classifies each datum based on it (i.e. labeled data are not necessary) [2].  

The unsupervised learning is useful, in comparison with the supervised learning, 
when the labeling of datasets is expensive or exhausting, when patterns change over 
time, or when the content of the data is unknown and a categorization of the data is 
needed. Nonetheless, unsupervised learning is significantly more difficult to achieve 
[3]. In bioacoustics (the study of animal sound generation), supervised techniques 
have been widely used during the last decade with acceptable results [4]. Nowadays 
the implementation of unsupervised techniques in automated animal vocalization 
recognition is an open issue in bioacoustics [5]; worldwide contributions in this field 
are limited.  Unsupervised approaches are especially useful in cases with no a priori 
knowledge of all the existent species in a specific area, when the obtained information 
is particularly large and could not be labeled, or when language structures need to be 
found.  

In this paper, a modification to the LAMDA methodology is proposed in order to 
notably reduce the large amounts of clusters produced by minimal data variations. 
The proposed modification consists on replacing the actual linearly compensated 
hybrid connective (min-max) [6], used as aggregation operator for obtaining the 
membership degrees, with the Yager-Rybalov Triple Π operator (3Π) [7]. The  
modified methodology was applied to a case study related to animal vocalization 
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recognition (specifically anuran vocalizations). 100% of accuracy results and a one-
to-one correspondence between the generated clusters and the desired classes (anuran 
species) were obtained. Anurans (commonly known as frogs and toads) is the name 
given to the members of the Anura order [8].  Anurans, and the rest of the members 
of the Amphibia class in general, are highly sensitive to the variations of the habitat 
conditions, which makes the monitoring of the fluctuations of their populations a 
valuable estimator of the environmental quality.  

This paper is presented as follows: in Section 2, the clustering algorithm and the 
modifications made to the classification technique are explained, in Section 3 the 
bioacoustical analysis of the anuran vocalizations is presented, in Section 4 the results 
are analyzed and discussed, and finally, in Section 5 conclusions and future work are 
exposed. 

2 LAMDA Clustering Methodology 

2.1 Clustering Algorithm 

The Learning Algorithm for multivariate data analysis (LAMDA) [1] is a Fuzzy-
based clustering algorithm that does not require the number of clusters as input  
parameter. It is not a distance-based method, which allows it to perform a similitude 
analysis among data in order to establish a relationship between each object with its 
respective cluster [9]. Furthermore, LAMDA estimates the membership degree of a 
datum to a cluster in a non-iterative process (i.e., results are obtained solely with one 
data reading). Due to the previously mentioned features, LAMDA stand out over 
other fuzzy classification algorithms (e.g., Fuzzy C-means and Gustafson-Kessel) 
[10]. LAMDA clustering usefulness has been showed in several applications; howev-
er, when the dataset is noisy (e.g., recordings of animal vocalizations), the number of 
generated clusters by LAMDA is considerably larger than the number of desired 
classes. 

LAMDA is based on the use of adequacy degrees to establish similarities among 
data with the purpose of generating clusters. Let ࢓ෝ  ∈ ሾ0,1ሿ௡ be the vector of input 
features, where ෝ݉௝ is the membership of the input to the  jth descriptor, then the input 
in LAMDA is a vector of membership degrees of simple concepts or features. The 
contribution of each feature to a global concept is called the marginal adequacy  
degree (MAD). The MAD ܯ௟௝ of each jth descriptor (feature) ෝ݉௝ to the cluster l is 
estimated by: 

௟௝ܯ  ൌ ௟௝ߩ ௠ෝ ೕሺ1 െ ௟௝ሻଵି௠ෝߩ ೕ                                (1) 

where ࢓ෝ  ∈ Թ௡ is a vector that contains all normalized features,  ෝ݉௝ is the datum 
belonging to the jth descriptor  in ࢓ෝ ࣋ , ∈  Թ௛ൈ௡  is a matrix with the mean values for 
each ݆-th descriptor in each  lth cluster respectively, ߩ௟௝  is the element belonging to 
the ݈ cluster and to the ݆th  descriptor in the matrix ࣋, ݄ is the number of clusters, 
and ݊ is the number of features. The value of ߩ௟௝ represents the adequacy degree in 
which the feature ෝ݉௝ is presented in the ݈th cluster. If the value of ߩ௟௝  is close to 1, 
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then ෝ݉௝ has to be close to 1 to model correctly the cluster. On the other hand, a value 
of ߩ௟௝  close to 0 implies that the value of ෝ݉௝ has to be close to 0 (a high degree of 
confidence related to de absence of the feature in the object) in order to model cor-
rectly the cluster.  Note that if ߩ௟௝ ൌ 0.5 then ׊ ෝ݉௝ ∈ ሾ0,1ሿ, ܯ௟,௝ ൌ 0.5. It means that 
the adequacy of this feature will be the same independently of its value (i.e. this fea-
ture is considered as non-informative). 

Fuzzy aggregation operators are used to establish the adequacy of each object to 
each cluster [6].  In LAMDA these operators are used to estimate the global adequa-
cy degrees (GADs) ࢍ ∈ Թ௛ [10] of an object in a cluster. The process consists on 
synthesize Marginal adequacy degrees (MADs)   ࡹ ∈ Թ௛ൈ௡, coming from different 
sources, using a linearly compensated hybrid connective [6]: ݃௟൫ܯ௟,ଵ, … , ௟,௡൯ܯ ൌ  α ܥ൫ܯ௟,ଵ, … , ௟,௡൯ܯ ൅ ሺ1 െ α ሻܥҧ൫ܯ௟,ଵ, … ,  ௟,௡൯        (2)ܯ

where ݃௟  is the GAD associated to the cluster ݈ in ܥ ,ࢍ is a Triangular norm (T-
norm), ܥҧ represents the dual connective of ܥ (also known as Triangular conorm, T-
conorm, or S-norm) [11], and 0< α <1 is an exigency index (parameter to adjust the 
influence of the T-norm and T-conorm in the fuzzy aggregation). Usually, minimum 
and maximum are used as T-norm and T-conorm respectively [12]. This is made with 
the purpose of obtaining the GAD of an object to a class. Nonetheless, in some appli-
cations the T-norm and T-conorm (min-max in this case) could be changed according 
to the database requirements (e.g., nilpotent minimum - nilpotent maximum, product- 
probabilistic sum, Łukasiewicz-Bounded sum, etc.). 

A "Non-Information" class could be defined as the class where all features are non- 
informative and thus, independently of the object: 

   ݃଴ ൌ  α ܥሺ0.5, … , 0.5ሻ ൅ ሺ1 െ α ሻܥҧሺ0.5, … , 0.5ሻ, ෞ ࢓ ׊              (3) 

Regarding the operation of  LAMDA, the algorithm is initialized with only one pre-
defined cluster, commonly known as the Non-Information class (NIC), cluster 0 in 
this case, with ߩ଴௝ ൌ ݆ ׊ 0.5 ൌ 1, … , ݊. The first object is classified in the NIC be-
cause it is considered unrecognized; then, a new cluster (݈ ൌ 1) is created using Eq. 
(4), and the mean values ߩ௟௝ ሾ݇ሿ of the first step ݇ ൌ 1 are initialized with the NIC 
parameters ( ߩ௟௝ሾ݇ െ 1ሿ ൌ ݆ ׊ 0.5 ൌ 1, … , ݊ ) and ݊௟ሾ݇ െ 1ሿ ൌ 1. Subsequently, a new 
object is entered at updated step ݇ , and the GADs are calculated with the values 
( ෞ݉௝ሾ݇ሿ) of the new object. If the object is assigned to the NIC (i.e., maximum GAD 
corresponds to the NIC cluster), a new cluster is created and initialized with the NIC 
parameters modified by the data values as additional information. Otherwise, the 
mean values  of the previously created cluster (ߩ௟௝ሾ݇ െ 1ሿ ׊ ݆ ൌ 1, … , ݊ሻ are updated 
with the values of that object in order to contain the new entry value (in this case ݊௟ሾ݇ െ 1ሿ is the number of objects previously classified in this cluster).  
 

௟Ԕሾ݇ሿߩ   ൌ ௟௝ሾ݇ߩ  െ 1ሿ ൅ ቂ௠ෝ ೕሾ௞ሿିఘ೗ೕሾ௞ିଵሿ௡೗ሾ௞ିଵሿାଵ ቃ                     (4) 
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Where ߩ௟Ԕሾ݇ሿ is the updated mean value for the ݆-th descriptor in the ݈-th cluster 
respectively, ߩ௟Ԕሾ݇ െ 1ሿ is the preceding ߩ௟Ԕ  value (the same used for calculating 
MADs in Eq. 1), and ݊௟ሾ݇ െ 1ሿ is the number of objects previously classified in the 
cluster ݈.  

This process continues until all objects are analyzed. If the generated clusters do 
not correspond with the number of desired classes, the similar clusters could be 
merged within the same class according to an expert opinion or a similarity measure. 
In LAMDA, the use of the min-max aggregation operator together with a high ex-
igency level tends to generate large amounts of clusters. In some cases, this can be 
surpassed reducing the exigency index, but this generally produces misclassified data. 
Nowadays, there exist some methods proposed for automatically merging the generat-
ed clusters [13]; however, always is preferable a parameterless algorithm producing a 
practical number of generated clusters. 

2.2 Full Reinforced LAMDA Clustering Algorithm 

The inherent necessity of using the ߙ index in the linearly compensated hybrid con-
nective implies that, in some cases, the values of the MADs could contradict each 
other (being cancelled out by the aggregation operation). This produces as conse-
quences, a deviation regarding the expected outcome and a misclassification regard-
ing the desired class. The cause of this issue could be that MADs and GADs do not 
share similar properties. In order to overcome the presented issue, a different aggrega-
tion operator is proposed for the GAD calculation. 

The MAD for the ݈th cluster from the ݆th feature ܯ௟,௝, is independently computed 
from other clusters and features. This means that the MAD is in fact a fuzzy member-
ship function, whose inputs are also values of fuzzy memberships. These fuzzy sets 
have some particular properties: First, if ߩ ൐ 0.5, then the maximal value of ܯ௟,௝  
is reached with ෝ݉௝ ൌ 1. Respectively, if ߩ ൏ 0.5, then the maximal value of ܯ௟,௝ is 
reached with ෝ݉௝ ൌ 0. The MADs are fuzzy membership functions in a bipolar scale; 
they represent a degree from a total distrust (0) to a total trust (1), including a non-
informative degree value (0.5). This suggests that the use of an aggregation operator 
well adapted to bipolar scales could be used more naturally in the calculation of the 
GADs. Particularly, if ܯ௟,௝ ൌ 0.5, the MAD is equivalent to the degree of a non-
informative feature; hence, it is desirable that the GAD is not going to be affected by 
this feature. Additionally, in order to keep the homogeneity of the fuzzy system, is 
expected that ݃଴ ൌ 0.5, which is the fixed point of the bipolar scale. 

The Yager-Rybalov Triple Π operator [7] is a full reinforcement operator that can 
be viewed as a generalization of a symmetric sum [14]. The GAD computed by the 
Triple Π operator becomes:  ݃௟൫ܯ௟,ଵ, … , ௟,௡൯ܯ ൌ ∏ ெ೗ೕ೙ೕసభ∏ ெ೗ೕା ∏ ଵିெ೗ೕ೙ೕసభ ೙ೕసభ                       (5) 

The main properties of the Triple Π operator in the GAD calculation are: (i) ݃௟൫ܯ௟,ଵ, … , ,௟,௡൯ is commutative. (ii) ݃௟ሺ0.5ܯ … , 0.5ሻ ൌ 0.5 represents the NIC as a 
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midpoint in a bipolar scale. (iii) ݃௟൫ܯ௟,ଵ, … , ,௟,௡ܯ 0.5 ൯ ൌ ݃௟൫ܯ௟,ଵ, … , ௟,௡൯ܯ  is not 

affected by a non-informative feature. (iv) ݃௟൫ܯ௟,ଵ, … , ௟,௡൯ܯ ൒ maxሺܯ௟,ଵ, … , ௟,௝ܯ ௟,௡ሻ ifܯ ൒ ݆׊ 0.5 ൌ 1, … , ݊. This is known as positive reinforcement; it means that all the 
marginal adequacies are evident for this cluster and the global adequacy is higher than 
each mad individually analyzed. (v) ݃௟൫ܯ௟,ଵ, … , ௟,௡൯ܯ ൑ minሺܯ௟,ଵ, … , ௟,௜ܯ ௟,௡ሻ ifܯ ൑ ݅׊ 0.5 ൌ 1, … , ݊. This is known as negative reinforcement; it means the oppo-
site of positive reinforcement:   marginal adequacies are against the cluster l and the 
global adequacy is lower than each mad individually analyzed. 

3 Case Study: Unsupervised Anuran Vocalization Recognition 

3.1 Materials 

A dataset by the Smithsonian Tropical Research Institute (STRI) [15] constituted by 
103 calls of six anuran species was used. The advertisement calls were recorded at 
Monumento Nacional Barro Colorado, Panama (9°09’N, 79°51’W) but only those 
species located in Colombia (Chocó department) with a significant number of calls 
were selected [12]:  Rhinella margaritifer (RM), Diasporus diastema (DD), Hypsi-
boas boans (HB), Leptodactylus fuscus (LF), Leptodactylus savagei (LS), and Scinax 
ruber (SR).  

3.2 Methods 

The identification of the animal vocalizations (in this case anuran calls) was per-
formed using the three previously-mentioned stages in Section 1. The methodology 
consists of: a digital filter, for noise reduction; an energy-based thresholding, for 
segmentation; Mel Frequency Cepstral Coefficients (MFCCs), as acoustic features; 
and a modified LAMDA, for clustering. The goal is to identify anuran vocalizations 
of the same species using unsupervised learning.  

Preprocessing 
Initially, the signals were oversampled to attain a sampling rate of 44100 Hz.  Then 
an IIR Butterworth band-pass filter [16] centered on the average species frequencies ± 
the maximal variation among individuals of the same species was applied: RM - 1626 
Hz, DD – 3046 Hz, HB – 506 Hz, LF – 2240 Hz, LP – 400 Hz, SR – 835 Hz, DA – 
1576 Hz, and DT – 2939 Hz. Finally, each advertisement call existent in the record-
ings was segmented using a thresholding algorithm [17] over the energy of the sig-
nals; the root mean square value (RMS) was selected as threshold.    

Feature Extraction 
12 Mel Frequency Cepstral Coefficients (MFCCs) [18] were used as acoustic features − 
parameters of the call that maximize the variability among anuran species (inter-class) 
and minimize the variability within anuran species (intra-class) −. The MFCCs redistri-
bute the frequencies across the spectrum in order to benefit specific bands before the 
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feature extraction. They evidence several advantages over the typically used time-
frequency features, e.g., small variation over time, high accuracy, and recognition regard-
less of the call type [19]. The MFCCs were calculated over each previously-segmented 
vocalization; then, each feature was averaged, obtaining a vector  ࢓ഥ  ∈ Թ௡  per vocali-
zation. Finally, ࢓ഥ   was rescaled − range [0,1] − (Eq. 6) and used as input for the classifi-
cation stage.  

          ෝ݉௝ ൌ ௠ഥ ೕି௠ഥ ౣ౟౤௠ഥ ౣ౗౮ି௠ഥ ౣ౟౤                              (6) 

where ഥ݉୫୧୬ and ഥ݉௠௔௫ are the minimum and maximum values of  ࢓ഥ  respectively, ࢓ෝ  ∈ Թ௡ is the vector ࢓ഥ  normalized,  ෝ݉௝ is the datum belonging to the ݆-th MFCC 
in ࢓ෝ , and ݊ ൌ 12 is the number of features (12 descriptors). 

Classification 
After extracting the acoustic features, the clustering algorithm was applied using the 
procedure of section 2.1 with the section 2.2 modification. The clustering was used to 
identify each profile of anuran specie (six total species). 

4 Results and Discussion 

Table 1 shows the classification results of the LAMDA methodology before and after 
the proposed modification. The number of generated clusters was significantly higher 
when the min-max operator was used (39 clusters for 6 anuran species). These clus-
ters were obtained after testing the algorithm with different α values; α = 0.9 was 
selected because with this value there were not misclassified data. In contrast, when 
the Yager-Rybalov Triple Π operator was used, only the desired clusters were gener-
ated, i.e., six clusters corresponding to six classes (anuran species).  The 3Π operator 
allowed LAMDA to establish a cluster-class bijection, by means of solely generating 
the desired clusters (see Figure 1). If the min-max operator is used, the set of clusters 
corresponding to a similar class should be merged at the end of the classification pro-
cedure (see figure 2). 

100% of accuracy was achieved with both aggregation operators. Although the 
number of generated clusters by min-max was significantly higher than the number 
generated by 3Π, none of them could be associated with two or more classes; there-
fore, results after merging are the same for both operators. However, it is important to 
clarify that the used database is constituted by only 102 data. In this case, 102 data 
generated 38 clusters (a very large amount); with a larger and noisier database the 
algorithm could yield amounts of clusters that could make the manual merging 
process prohibitive. Additionally, the 3Π operator avoids the use of the ߙ parameter, 
which turns LAMDA in a parameterless methodology.       
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Table 1. Clustering results of the LAMDA methodology using min-max and 3Π as aggregation 
operators. Each vocalization was correctly classified using both operators; however, min-max 
(α = 0.9) generated extra quantities of clusters related to the same class (species). 

    Number of Clusters  
Class Species Acronym vocalizations 3Π Min-Max Accuracy 

1 Rhinella margaritifer RM 13 1 7 100 % 
2 Diasporus diastema DD 10 1 1 100 % 
3 Hypsiboas boans HB 31 1 8 100 % 
4 Leptodactylus fuscus LF 14 1 7 100 % 
5 Leptodactylus savagei LP 18 1 2 100 % 
6 Scinax ruber SR 16 1 13 100 % 

 

 

Fig. 1. Clustering results of the LAMDA methodology using the Yager-Rybalov Triple Π oper-
ator as fuzzy connective. Only six clusters were generated by the algorithm. Each clusters is 
related to solely one class (anuran specie), establishing a one-to-one relationship between clus-
ters and classes.    

 

Fig. 2. Clustering results with the min-max duple in the linearly compensated hybrid connec-
tive (aggregation operator of Eq. 3). 38 clusters related to 6 classes were generated.  
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5 Conclusions and Future Work 

In this research, the use of the Yager-Rybalov Triple Π operator as fuzzy connective 
in the LAMDA methodology was proposed. This aggregation operator allowed the 
algorithm to significantly reduce the number of generated clusters in comparison with 
the min-max connective. The 3Π suppressed the existing dependence of the metho-
dology with this α index (the only parameter to set up) and transformed LAMDA in a 
parameterless algorithm.  

Regarding the results, six anuran species were correctly identified (100% of accu-
racy) using unsupervised learning with both aggregation operators; however, was the 
3Π operator the only connective that could establish a one-to-one relationship be-
tween clusters and classes. Future work will consist on apply this classification tech-
nique to a larger, noisier, and more complex dataset, which involves vocalizations of 
different animal species. 
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Abstract. Classical ways for coordinate measuring devices are man-
ual theodolites, photogrammetry-based systems, total stations and a
recently-introduced device referred to as laser tracker systems. Basically,
a laser tracker system is a more accurate and reliable 3D measurement
tool that allows to increase and maintain accuracy as time goes by. Laser
tracker systems deals with industry-based measuring problems which can
be alignment, reverse engineering, tool building, part inspection, instal-
lation, and manufacturing and assembly integration. A very interesting
case of the latter is robot-tracking calibration in an welding line. In a
welding line, robots are controlled in order to keep a prescribed trajec-
tory to accomplish its welding task properly. Nevertheless, in spite of a
good control algorithm design, as time goes by, deviations appear and
some maintenance has to be done on the robotic unit. So, robot calibra-
tion can be done with a laser tracker. Although laser tracker systems are
made by very well established and serious companies, their laser prod-
ucts may be very expensive for small or medium size industries. Our
contribution is to offer a parallel robot-based laser tracker system model
whose implementation would result cheaper than sophisticated laser de-
vices and takes advantage of the parallel robot bondages as high payload.
As a first step, simulations of the controlled systems are done here. This
parallel robot-based laser tracker is designed to help in the calibration
process which consists in repeating some specified trajectory for the se-
rial (welding) robot. The laser tracker system tracks the welding robot
trajectory in a day-by-day period of time (for instance) in order to iden-
tify the moment when a deviation of the reference trajectory happens.
Hence, corrections can be done avoiding greater problems in the welding
line. In order to design the parallel robot-based tracker system, a kine-
matic analysis and a dynamical modeling have to be done in order to
design a set of controllers which will be assessed. All of it assisted by AI
(artificial intelligence) algorithms. The laser tracker kinematic analysis
was done assisted by ANN (artificial neural networks) and by GA (ge-
netic algorithms). This fact allowed to compute numerically/graphically
the laser tracker workspace in order to warrant the right accessibility
of the corresponding 3D (three dimensional) space. A dynamical model
which represents the parallel robot-based laser tracker system was also
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obtained. This model was used by our set of controllers. The controller
design is split into two groups: One considers AI-based algorithms and
the second one, classical design-based controllers. A comparison between
the two groups is done and advantages/disadvantages are shown in terms
of performance in the presence of a persistent perturbation which models
ground vibrations in the factory the welding robots are. Such vibrations
are endlessly present because they are produced by other assembling ma-
chines which disturb the welding process. So, in spite of this perturbation
our parallel robot-based laser tracker system showed to behave well with
Intelligent Control keeping good tracking of a sinusoidal welding calibra-
tion trajectory in the serial robot. In this work it is assumed that a laser
device is mounted in the parallel robot with inertial dynamical effect on
the parallel robot. Analytical developments are provided as well as nu-
merical/graphical solutions done in MATLAB/SIMULINK to deal with
this complex dynamical system. An integral viewpoint with ANN, GA,
and Fuzzy Logic was used in this study.

1 Introduction

The laser tracker was conceived as a portable coordinate measuring device that
can measure very large or not regular bodies. However, its application is not
only restricted to static measuring but also to moving machines as robotic arms.
For instance, consider a robot tracking calibration in a welding line. In a such
manufacturing process, robots are controlled in order to keep a prescribed tra-
jectory to accomplish its task properly. Nevertheless, in spite of a good control
algorithm design, as time goes by, deviations appear and the robot has to be
adjusted. This paper proposes a laser tracker system based on a 3SPS-1S parallel
manipulator. So, the laser tracker unit will be mounted on the end effector (the
moving platform) of a parallel robot (see figure 1 and section 1.2). Note that
in this paper an interaction between a serial manipulator and a parallel robot
is being modeled, controlled and simulated assisted by AI algorithms. A serial
robot consists of a fixed based mechanically connected to a lower limb which is
linked by joints to upper limbs. The last one moves an end effector. In contrast,
a parallel robot has both extremes of its limbs attached to a fixed platform and
to a moving platform, which is the end effector in this case (see figure 2 and [16],
[5], [20]).

1.1 Laser Tracker Systems

As mentioned, until recently, coordinate measuring devices were coordinate-
measuring machines, manual theodolites,collimators, photogrammetry-based sys-
tems, and total stations. However, a modern system which surpasses those ones
is the laser tracker. A laser tracker measures the three dimensional position of
a moving target with an accuracy of a few microns over a range of tens of me-
ters. Basically, a laser tracker system combines a laser interferometer to measure
relative distance and optical encoders to measure azimuth and elevation of a
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Fig. 1. Interaction between two different kinds of robots via AI and classical control
in the presence of disturbances

beam-steering mirror. This mirror directs a laser beam in a wide range of direc-
tions. In order to accomplish its tracking task, a laser tracker uses a reflexion
device referred to as SMR (sphere mounted retro reflector). This SMR consists of
a corner cube reflector made carefully so the apex of the mirrors coincides with
the center of curvature of a precision tooling ball. These balls works as interface
between the optical measurement from the tracker and the moving system, the
robot arm which needs to be adjusted described in this paper. A SMR is placed
at the far end of the welding robot end effector. Once that this robot starts
moving following a sinusoid signal reference (simulating a welding process) the
laser tracker (mounted in the parallel robot) tracks the robot arm trajectory
directing its laser beam to the SMR positioned at the welding arm (see figure 1
and [2], [11]).

1.2 The Parallel Robot 3SPS-1S

Parallel manipulators have received a lot of attention from researchers over the
past couple of decades, due to the advantages they present over their serial
counterparts, such as more accuracy, higher load capacity/robot mass ratio and
more rigidity.

Researchers have taken an interest in parallel robots with less than six de-
grees of freedom (DOF), because in some applications there is no need to be able
to move and rotate the end effector in every direction, and using less than six
DOF manipulators decreases the costs. Three DOF spherical manipulators, also
known as parallel wrists, can be used as an alternative to the wrists with three
revolute joints for applications where there is need to orient something. Parallel
robots takes their names from their links structure. So, 3SPS-1S means that
there are three identical limbs which have spherical (S) joints at the extremes
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and a prismatic (P) joint in the middle (3SPS) plus one passive (non actuated)
link in the middle (of the platforms) whose extrems are also spherical (S) joints,
i.e., 3SPS-1S. The base platform is static and the end effector is the (upper)
moving platform [16], [8], [9].

A particular case of the 3SPS-1S manipulator proposed by Cui and Zhang [6]
is shown in Figure 2. It has three identical legs, made of two bodies, linked by an
actuated prismatic joint. The legs are attached to the platform and the base by
spherical joints. It is assumed that the platform and the base are circular, with
radii rp and rb respectively, and that the spherical joints of the legs are located
along these circumferences. There is also a central passive leg that connects
the center of the base to the center of the platform using a spherical joint. See
figure 2. There are two coordinate systems. The general coordinate system xyz
is located at the center of the base (point O), and the coordinate system of the
platform uvw with origin on point P is located at the center of the spherical joint
of the central leg. The orientation of the platform is given in terms of the Euler
angles which are three angles introduced by Euler to describe the orientation of
a rigid body [14], [16]. The central constraining leg of the mechanism increases
the stiffness of the system and forces the manipulator to have three pure rotation
degrees of freedom. In order to design the control algorithm for the parallel robot,
the kinematics and dynamics of this robot has to be obtained. The former will
help to determine the manipulator’s work space, the latter will provide a model
to design the control algorithms. The workspace indicates the zone of the 3D
space the robot can move in. The work space computation is aboard below.
Later, the kinematics problems are also deduced. Both are taken from [3].

Fig. 2. Model of the 3SPS-1S parallel wrist and corresponding Euler angles for the end
effector (moving platform)
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2 Computing the Workspace of the Parallel Robot-Based
Laser Tracker with Genetic Algorithms

Some times complex analytical problems needs powerful numerical methods as
genetic algorithms [10], [12], [1]. As a result of such analytical complexity of
the equations which describe the workspace manipulator, a numerical method
has been developed in [3] to compute and plot such workspace. That numer-
ical method is based in five algorithms which look for the right points in the
3D space while the following conditions are checked: rightness of limbs length,
avoiding collision among limbs, and restriction in the Euler angles. The result-
ing workspace is shown in figure 3, left panel. This region defines a smaller zone
in the 3D space than the one provided by the Genetic Algorithm optimization
described next. It is known that the 3SPS-1S parallel wrist is characterized by
its lack of a big workspace; therefore, optimizing the parameters of the robot
in order to maximize the workspace is very important. Nevertheless it is also
important for the manipulator to have its parameters rb, rp and h as close as
possible to a set of desired parameters, mainly because many times there are
size limitations in the location where the manipulator is to be placed. Such nu-
merical optimization for the workspace computation was done by means of a
genetic algorithm (described partially in [3]). This method tries to maximize the
workspace and at the same time, keep the robot parameters as close as possible
to a set of desired parameters. The algorithm is given here:

Algorithm 1. Computation of manipulator’s workspace

1. Fix size of population, n=3 and parameters, rb, rp, h.
2. Create an initial population p of size n.
3. While finishing condition is not satisfied do:
4. Compute a fitness function for each chromosome.
5. Choose chromosome parents by some selection criterion.
6. Create a new generation by genetic recombination operator to the parents.
7. Apply mutation to the new generation.
8. Replace partially or totally the current population with the members of the

new population.
9. End While.

Let Δω,Δφ,Δψ, be the range of the pitch, yaw and roll angles respectively,
and hd, rb and rp the desired parameters. The fitness function can be expressed
as

fitness = aΔφ+ bΔψ + cΔω − d|h− hd| − e|rb − rbd| − f |rp − rpd|

Where a, b, c, d, e, and f are weights given to each parameter and ”d” stands
for desired. The value of such weights depends on the importance of each of them
for a specific application. Starting with the following set of desired parameters
hd = 20, rb = 15, rp = 15 with corresponding weights,a=2, b=2, c=0.05, d=10,
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Fig. 3. Left: Workspace computed with conventional algorithms (no GA). Right: Op-
timized workspace determined via GA.

e=5, f=5 a numerical/graphical solution was found for the optimized workspace.
See figure 3, right hand side panel.

Linked with determination of the workspace is the computation of singulari-
ties which were calculated numerically in [3]. by an algorithm which checks the
Jacobian matrix of the manipulator. Singularities appear at ω ∈ IR, φ = ψ = 0,
where IR is the set of all real numbers.

3 Inverse Kinematics

In order to move the laser tracker, the end effector of the parallel robot has to be
moved to a desired position. So, given the Euler angles ω, φ, ψ, the length of the
limbs di has to be calculated (see figure 2). This problem is referred to as inverse
kinematics. It is well known that solving the inverse kinematics problem is easy
for parallel robots. Nevertheless it is the other way around for serial robots. The
3SPS-1S inverse kinematics problem was also solved in [3] and is given by the
following expression:

di =

√
(bxi − axi)

2
+ (byi − ayi)

2
+ (bzi + h)

2
(1)

Where ai = [axi, ayi, 0]
T be the vector from origin O to point Ai in the xyz

system, Bbi the vector from origin P to point Bi in the rotating system uvw,
p = [0, 0, h]T the vector between pointsO and P . See figure 2. Rotation matrices
are not included here but they are well explained in [4], [16].

4 Solving Direct Kinematics with ANN

The direct or forward kinematics problem is to deduce the orientation of the
moving platform (ω, φ, ψ) when the limbs length di, i = 1, 2, 3 are known (see
equation 1 and figure 2). This means that a system defined by equations 1 and
2 has to be solved:

⎡
⎣ bxi

byi

bzi

⎤
⎦ = ARB

⎡
⎣ bxi

byi

bzi

⎤
⎦ ,ARB =

⎡
⎣ cφcψ −cφsψ sφ
cωsψ + cψsωsφ cωcψ − sωsφsψ −cφsω
sωsψ − cωcψsφ cψsω + cωsφsψ cωcφ

⎤
⎦ (2)
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Obviously this system of equations does not have analytical solution and a
numerical method is necessary. The method chosen was Newton-Raphson but
this algorithm requires to provide an initial value close enough to the actual
solution but such solution is the unknown of the system. In order to find such
approximate initial value an ANN was proposed. Traditional methods to solve
the direct kinematics problem in the 3SPS-1S end up with multiple solutions,
meaning that given an initial orientation of the platform it is not possible to
know which of the solutions is the one the robot will move to. In order to allow
only one solution, an ANN-based method was proposed in [3] to calculate the
direct kinematics but based in the current position of the platform. So, this ANN
consists of six inputs, three outputs, and two hidden layers. One of them with
eight neurons and the other with two. See figure 4. The inputs of the ANN are
the length of the three limbs and the octant of point Bi. The outputs are the
three angles used to construct a rotation matrix ARB (see equation 2 and [3]).
The ANN is trained with a back propagation scheme. A data set of 1000 samples
was obtained by varying the Euler angles (one at a time) with a resolution of 1
degree and determining d1, d2, d3 was done by means of inverse kinematics (see
equation 1).

Fig. 4. ANN used to determine the 3SPS-1S forward kinematics

For any given length of the limbs and initial position of the platform, it is pos-
sible to find an approximate solution to the direct kinematics using the trained
ANN. Once the approximate solution is found, equation 1 can be written three
times (one for each limb) and the system of three nonlinear equations can be
solved using the Newton-Raphson’s method. A validation set consisting of 100
positions was used to check the method. The result error between the two tra-
jectories was negligible. The direct kinematics numerical/graphical computation
is shown in figure 5.
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Fig. 5. Direct or forward kinematics determined by an ANN

5 Dynamics

In kinematics there exists two issues: direct and inverse problems (see section
4 and 3). Linked with this, there are also two issues in dynamics, direct and
inverse problems. Direct (or forward) dynamics means that given the forces or
torques in the actuators which move a robot, determine the trajectory (and
its time derivatives) of the end effector. Inverse dynamics means that given
the trajectory of the end effector (moving platform), compute the necessary
forces/torques required to get such trajectory [16], [9]. In [4] the direct and
inverse dynamics models were obtained. Specially for this kind of parallel robot,
getting the direct dynamics model is more suitable because its input model is a
set of torques or a set of forces. The computation of a control law will provide
the right forces/torques, so in order to simulate the behavior of the system,
the forward dynamics of the manipulator is needed [4]. In order to simplify the
notation, for any vector e with x, y and z components, a matrix e∗ will be
defined as follows (recall that × means vector cross product):

e × a = e∗a, with e∗ =

⎡
⎣ 0 −z y

z 0 −x
−y x 0

⎤
⎦ (3)

where a is an arbitrary 3× 1 vector.
In order to simplify the model, it is considered that each leg is just one body

that changes its length. Let Ji be the inertia moment of the leg around its x
and y axis, τi be the force produced by the actuator on point Bi along the unit
vector si, and fN a force perpendicular to si, where si is the unit vector going
from point Ai to point B i, due to the inertia. We have:

fi = τisi + fNi (4)
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LetMN be the resultant torque of the forces fNi around the center of the plat-
form. If M is the torque on the end effector, the moment equilibrium equation
may be written as:

M =

3∑
i=1

τi (PBi × si) +MN (5)

Following the method used by [9] and [4] and using equations (4) and (5), the
forward or direct dynamics of the manipulator is obtained below where ẍp is the
moving platform acceleration vector. Notice that (6) is a nonlinear vector-matrix
differential equation:

ẍp = (T1 −V1)
−1

(
JT τ −T2 +V2

)
(6)

where
T1 = Ip

T2 = ωp × (Ipωp)

U1i = −b∗
i

U2i = ωp × (ωp × bi)

V1 =

3∑
i=1

Ji
d2i

b∗
i s

∗
i
2U1i

V2 =

3∑
i=1

Ji
d2i

b∗
i s

∗
i
2U2i

and Ip is the inertia matrix of the platform, ωp the angular velocity of the
platform, bi the vector going from point P to point B i, and di the length of
the ith leg, i = 1, 2, 3, [4], [15], [9]. The inertial effect caused by the laser unit
mass was considered by increasing the moving platform mass, altering global
inertial effects in equation 6. So, the parallel robot plus the laser beam unit, i.e.,
the laser tracker system considered here is represented by equation 6. The latter
will be the plant controlled by AI algorithms and by classical control schemes
according to the next section.

6 Modelling the Interaction between the Two Robots
in Industrial Environment

Recall that it is assumed that the parallel robot-based laser tracker system is used
to asses a serial robot tracking performance. As it was explained in the Abstract,
the serial manipulator suffers deviations from its reference signal as time goes
by. Time to check up. Naturally, the serial arm works in industrial environment,
which implies that its tracking control algorithm can deal with disturbances
(vibrations) produced in the factory, i.e., welding line. This fact implies that the
parallel robot also has to deal with these disturbances in order to warrant a good



AI-Based Design of a Parallel Robot Used as a Laser Tracker System 401

deviation test for the serial manipulator. In order to accomplish this goal, two
classical controllers were evaluated: a linear one, a PID (proportional, derivative,
integral) controller and a nonlinear one, a SMC (sliding mode controller). Later,
two fuzzy logic controllers were tested: a fuzzy proportional-derivative (F-PD)
controller and a fuzzy sliding mode controller (F-SMC), which is actually a
fuzzy sliding mode proportional controller. See sections 7 and 8. The persistent
perturbation p(t) which models the vibration of other machines and which affects
our laser tracker performance is defined as p(t) = 0.1sin(2π(5)t). The reason
about why to consider 0.1 as amplitude and 5 Hz as frequency will be given
next. It is assumed that the serial arm moves according to a reference signal
given by r(t) = 0.5sin(2π(0.5)t). Although the serial robot is an industrial arm
with six degrees of freedom, for the purposes of tracking calibration it will move
as a three degrees of freedom robot. The base will rotate from left to right and,
by keeping fixed three joints, the equivalent upper structure will be a two degrees
of freedom serial robot (see figure 1). The latter structure will develop an up-
down sinusoid motion for its end effector. This equivalent two degrees of freedom
serial robot is a well known nonlinear dynamical system [13] which was modeled,
controlled (by a F-SMC) and simulated in [18]. As this serial arm exhibited a
very good performance with the above mentioned controller [18], for the current
experiment its output position was recorded in Simulink. This signal was used
as the reference signal for the parallel robot, modeling in this way that the laser
beam mounted on the parallel robot is linked to the SMR on the serial robot
end effector. As a consequence, the parallel robot (laser tracker) will have to
move considering ω = 0.01, φ is the signal recorded in Simlink from the serial
manipulator and which has to approximate φ = 0.5sin(2π(0.5)t), and ψ = t.
The latter provide a side to side swiping in order to track the y-axis motions of
the serial arm and φ tracks the sinusoid signal done by the serial robot. Finally,
ω = 0.01 keeps a fixed ω 
= 0 away from its singularity. On the other hand, the
disturbance amplitude is considered as one fifth of the parallel robot’s reference
signals φ and the frequency is ten times higher, 5 Hz.

7 Classical Controllers: PID and SMC

As it was mentioned before, two classical (crisp) controllers are tested here in
terms of performance. Later, they will be compared with their AI-based coun-
terparts. The general control loop used in this work is shown in figure 6 where
the controller will be generic and will be either classical or intelligent. It is re-
markable that the blocks are very complex and details are omitted. Note for
instance that the Euler angles have to be transformed to actuator variables by
means of the inverse kinematics blocks (see expression 1). Although equations
are mathematically enough to describe a dynamical system, the gap between
models and numerical implementation is huge. See also section 8.3. It is remark-
able that in figure 6 each block contains many sub blocks and MATLAB scripts
(not provided here). They contain the equations described through all the paper.
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Fig. 6. Generic closed loop for all the control schemes

7.1 Proportional Derivative Integral Controller (PID)

A PID controller was implemented in the model environment described above.
Recall that a PID-control law is defined by

u = KP x̃+KD
˙̃x+

∫
x̃dt (7)

Where u is the control law, x̃ = xd − x is the error of the closed loop system,
xd is a desired variable (reference, see figure 7), and x is an actual variable to
be compared with the reference. The resulting positions of the perturbed laser
tracker are given in figure 8. It is clear that the PID can not deal neither with
disturbances nor with the parallel robot dynamics.

Fig. 7. Euler angles references for the parallel robot to track the serial manipulator



AI-Based Design of a Parallel Robot Used as a Laser Tracker System 403

Fig. 8. PID control of the laser tracker parallel robot disturbed

7.2 Nonlinear Control: Sliding Mode Controller (SMC)

It was mentioned that equation 6 is referred to as direct or forward dynamics. In
this section, it is more convenient to consider its dual, i.e., the inverse dynamics.
The inverse dynamics model is more suitable to design nonlinear controllers as
the SMC. Renaming Mp = T1 − V1, Kp = T2 − V2, u = JT τ where ”p” stands
for platform, equation 6 can be written as equation 8:

Mpẍp +Kp = u (8)

It is well known that a sliding mode regime allows asymptotic stability and
asymptotic tracking via Lyapunov theory [13]. Such regime is accomplished by
a suitable controller designed in terms of the sliding variable s which allows the
state variables of the dynamical model to converge to an invariant set referred to
as sliding hyperplane. The sliding variable s and its corresponding time derivative
are given by the following equations [13]:

s = ˙̃x+ λx̃, x̃ = xd − x, λ > 0 (9)

ṡ = ¨̃x+ λ ˙̃x (10)

Where xd is the desired variable (reference to follow) and x is the interest
variable, a state variable or a generalized coordinate. In the sense of [13] the
control law which can deal with the above mentioned disturbance in sliding
mode regime was designed as follows:

u = (Mpẍpd + p(t)Kp +MpΛ ˙̃xp)−Ksat(s), Λ = λI,K = kI, k > 0 (11)

Where sat(s) stands for saturation function of s and I is the identity matrix.
The last summand in the latter equation is a compensation term which achieves
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the sliding regime. The closed loop system results from substituting equation 11
in equation 8 yielding:

Mṡ+ (p(t)I − I)Kp = Ksat(s) (12)

By means of Lyapunov theory stability and tracking are achieved [13],[18]. In
figure 9 a zoom out of figure 7, the reference angles, is given. The corresponding
perturbed outputs are shown in figure 10.

Fig. 9. Reference angles for the laser tracker parallel robot

Notice that the SMC in figure 10 takes three seconds of transient time to con-
trol the angles of the laser tracker. The steady state comes after the third second
of simulation (not shown to increase detail). So, this performance is relatively
good (via irregular transient time). It is noteworthy mention that although SMC
is very robust and -in general- provide good close loop performance, its compu-
tation may take long time and frequently ends up with numerical stiff problems
as a consequence of the highly nonlinear closed loop, i.e., plant plus controller.
The SMC parameters used were λ = 0.33 and k = 1.

8 Artificial Intelligence-Based Controllers

Next, the AI version of the latter PID and SMC controllers are assessed here.
It is well known that AI-based controllers have good performance in difficult
situations as partially known models of a plant, complex (nonlinear) systems,
etc, [7].

8.1 Fuzzy Proportional-Derivative Controller (F-PD)

Given the reference inputs shown in figure 9 the performance achieved by this
controller can be examined by observing the laser tracker outputs in picture 12.



AI-Based Design of a Parallel Robot Used as a Laser Tracker System 405

Fig. 10. Disturbed laser tracker outputs with SMC

It can be seen that the tracking goal is reasonably well achieved after a transient
period of five seconds. It is noteworthy mention that the fuzzy algorithm is
rather simple (a Mamdani -based one [7], [17]) but it could deal reasonably well
with the disturbance in order to have a good performance. The decision table is
given below where, as usual, symbols mean N=Negative, ZE=Zero, P=Positive,
B=Big, M=Medium, S=Small.

Table 1. Fuzzy Rules for the F-PD

x̃| ˙̃x NB N ZE P PB

NB NB NB NB N ZE
N PB PB N ZE P
Z NB N ZE P PB
P N Z P PB PB

Notice that the irregular surface (static nonlinearity) helps to deal well with
the disturbance and keeps a good closed loop performance. The transient time is
about three seconds and the slope of the ramp signal is maintained from second
four. The F-PID succeeded because its input/output characteristic approximates
statically a sliding mode regime [18], [7]. Of course the classical PID controller
can not compete with this F-PD controller (compare figures 8 and 12).

8.2 Fuzzy Sliding Mode Controller (F-SMC)

The idea behind this controller is to become fuzzy the sliding variable s via
a fuzzy decision vector. The sliding mode regime requires for s to stay in the
plane (or hyperplane) defined by equation 9. A control law u will be in charge of
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Fig. 11. Fuzzy surface corresponding to a F-PD control

Fig. 12. Disturbed outputs in the laser tracker system controlled by a F-PID

that. Such control law will be designed quite close to the one given by equation
11, but an extra term w will be added. This w will give a fuzzy component in
the controller. As there are three Euler angles to control, there must exist three
identical sets of fuzzy rules, respectively. These fuzzy rules have to provide the
control to reach the sliding plane.

1. if s is NB then u is PB
2. if s is NM then u is PM
3. if s is NS then u is PS
4. if s is ZE then u is ZE
5. if s is PS then u is NS
6. if s is PM then u is NM
7. if s is PB then u is NB

Membership functions were chosen triangular in the middle and trapezoids
at the extremes. Fuzzy controllers of this type define nonlinearities as well
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but static. More precisely, fuzzy rules surfaces are nonlinear static (memory-
less) bounded sector nonlinearities [18], [7]. The input-output surface (actually
a curve) for the set of rules shown above is a distorted straight line (not shown).
That is why this fuzzy control is only proportional. Now it is necessary to define
the sliding control law as it was done in equation 11. Adding an extra compen-
sation term w to equation 11 yields equation 13:

u = (Mpẍpd + p(t)Kp +MpΛ ˙̃xp)−Ksat(s) + w,Λ = λI,K = kI, k > 0 (13)

Again, by Lyapunov theory a positive definite function was chosen in such a
way that its derivative can be negative definite in order to warrant stability and
tracking (see section 7.2 and [13], [18]).

Fig. 13. Outputs from laser tracker system controlled by a FSMC

In this case the performance obtained is poor with respect to the reference sig-
nal. Compare figures 9, 10 and 13. The reason is that the fuzzy decision rules have
one input and one output and this construction is not enough to deal with this
problem. Lyapunov theory indicates that the control law given by equation 13
will work properly as long as the variable w provides enough energy. This is not
the case for this system. Note that the set of rules of the F-SMC defines only a
proportional sliding mode controller. Nevertheless a F-SMC did achieved a good
performance for a simpler nonlinear dynamics, the robot described in [18].

8.3 Numerical Considerations for Both Sets of Controllers

Consider the crisp PID and SMC controllers. The former defines a linear struc-
ture which uses the error signal x̃ as an input. It is a very simple controller
which can not go further. The latter, the SMC is a nonlinear controller which
uses the sliding variable s and its derivative ṡ as inputs. The general success
of a SMC is that the states variables converges to an attractive (invariant) set.
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However, as the control law is discontinuous (switching variable) as a result of
the saturation (or signum) functions [13], the entire closed loop may produces
numerical stiffness. In addition, as known, plants as serial or parallel robots are
highly nonlinear with coupled equations which worsen the discretization pro-
cess from the continuous domain. The simulations presented in this work were
done in MATLAB/Simulink and a multiplicity of another numerical problems
were present as tolerances, integration method, step size, algebraic loops, data
dependency violations (as a result of the sorting order and asynchronous tasks
associated with the subsystems), etc. On the other hand, in the case of the fuzzy
controllers, the F-PID was designed in terms of a set of rules which defines a
proportional derivative fuzzy controller which showed a relatively good perfor-
mance. Note in this case that the fuzzy control output w is a function of x̃, ˙̃x, i.e.,
w = f(x̃, ˙̃x) and that makes w richer to compute a control signal. Nevertheless,
when a F-SMC was implemented, as a result of a the poverty of the rules (in
spite of being computed with respect to the sliding variable s) and because of
the complexity of the plant model (the parallel robot) the general performance
was poor. In contrast, compare for instance a successful F-SMC implementation
to control a serial robot in [18]. Nevertheless, that serial robot model was simpler
than the parallel robot representation studied here. In general, parallel robots
have more complicated dynamics than their serial counterparts as a result of
existence of closed kinematic chains [19], [13].

9 Conclusions

An integral viewpoint with ANN, GA, and Fuzzy Logic was used in this study.
In this work, a parallel robot-based laser tracker system was designed step-by-
step analytically, from kinematics and workspace to the dynamic model and
controllers. In particular cases, analytical solutions could not be found and con-
ventional (not AI-based) numerical algorithms had to be created. However, even
these numerical solutions were not precise enough and AI had to be applied
(recall the case of the computation of the workspace and direct kinematics of
the laser tracker, where ANN and GA were needed). Although it was possible to
mathematically obtain a dynamical model, its numerical implementation was dif-
ficult to do as a result of the implicit nonlinear and cross products expressions.
It is famous that parallel robots are very difficult to deal with, either model-
ing them or simulating them. In addition to the laser tracker model proposed,
an interacting environment with another robot and industry perturbations was
mathematically designed to mimic a calibration process of the welding serial
robot. All the later creates a complex system to deal with. That is why classical
controllers and AI (fuzzy based) controllers were assessed. For this application,
the F-PID controller achieved better performance (specially during the transient
period). In addition, its complexity is much more lower than the SMC and the
F-SMC. All of these can be improved by some auto adjusting extra mechanism
but definitely, it has to be helped by other crisp nonlinear controllers. It has to be
remarked that the gap between mathematical models and numerical simulations
always has to be taken into account.
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18. Zavala-Yoé, R.: Fuzzy Control of Second Order Vectorial Systems: L2 Stability. In:

Proc. of European Control Conference, Brussels, Belgium (1997)
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Abstract. This paper addresses makespan optimal solving of cooperative path-
finding problem (CPF) by translating it to propositional satisfiability (SAT). 
The task in CPF is to relocate a set of agents to given goal locations so that they 
do not collide with each other. Recent findings indicate that a simple direct en-
coding outperforms the more elaborate encodings based on binary encodings of 
multi-value state variables. The direct encoding is further improved by a hierar-
chical build-up that uses auxiliary variables to reduce its size in this work. The 
conducted experimental evaluation shown that the simple design of the encod-
ing together with new improvements which reduced its size significantly are 
key enablers for faster solving of the encoded CPFs than with existing encod-
ings. It has been also shown that the SAT based methods dominates over A* 
based methods in environments with high occupancy by agents. 

Keywords: Cooperative path-finding (CPF), propositional satisfiability (SAT), 
SAT encodings, A*. 

1 Introduction, Motivation, and Related Works1 

The problem of cooperative path-finding (CPF) [13, 18, 20, 24] represents an abstrac-
tion for variety of problems where the task is to relocate some physical agents, robots, 
or other objects so that they do not collide with each other. Each agent is given its 
initial position in a certain environment and its task is to reach a given goal position. 
It is assumed that all the agents are the same (same size and velocity) and are con-
trolled centrally. 

The major difficulty in CPF comes from possible interactions among relocated 
agents, which is imposed by the requirement that they must not collide with each 
other. The more agents appear in the instance the more complex interaction arises and 
consequently the instance is harder to solve. 

There are many motivations for introducing CPF. Classical multi-robot relocation 
problems where agents are represented by actual mobile robots can be viewed as CPF. 
Planning movements of units in real-time strategy games is another application [24]. 
Even data relocation in a network can be regarded a CPF (agent is represented by a 
data packet and spatial occupancy turns into storage occupancy). 

                                                           
*This work is supported by the Czech Science Foundation (contract no. GAP103/10/1287). 
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The indifference between agents in terms of their properties allows abstraction 
where the environment is modeled as an undirected graph and agents as items placed 
in vertices of this graph [20, 24]. At most one agent is placed in each vertex. The time 
is discrete and the move is possible only into a currently unoccupied vertex while no 
other agent is allowed to enter the same target vertex. 

Contemporary approaches to solving CPF include polynomial time sub-optimal al-
gorithms [13, 25] as well as methods that generate optimal solutions in certain sense 
[21, 22]. This work focuses on generating makespan optimal solutions to CPF where 
the makespan is the maximum of arrive times over all the agents. Related makespan 
optimal methods for CPF currently include methods employing translation of CPF to 
propositional satisfiability (SAT) [22, 23], methods based on conflict resolution be-
tween paths for individual agents [19], and classical A* based methods equipped with 
powerful heuristics [21]. The first mentioned approach excels in relatively small envi-
ronments with high density of agents while latter two approaches are better in large 
environments with few agents. 

This work tries to contribute to SAT-based methods. It is inspired by our recent 
(unpublished) findings that quite complex and elaborate propositional encodings 
called INVERSE and ALL-DIFFERENT proposed in [22] and [23] can be easily outper-
formed by an encoding of a straightforward design. The direct encoding design is 
further simplified here by introducing auxiliary variables. The introduces simplifica-
tions reduced the size of the encoding significantly which in turn enabled faster  
solving of CPFs encoded using the proposed encoding. It is also shown how the SAT-
based solving stands in comparison with A* based methods. 

The organization of the paper is as follows. The CPF problem is introduced for-
mally first. Then a theoretical study of sizes of CPF encodings is provided. A novel 
propositional encoding of CPF is described thereafter and its theoretical properties are 
summarized. Experimental evaluation in which existing encodings and the A* based 
method are compared with the novel encoding constitute the last part. 

2 Cooperative Path Planning Formally 

An arbitrary undirected graph can be used to model the environment where agents 
are moving. Let ܩ ൌ ሺܸ, ܸ ሻ be such a graph whereܧ ൌ ሼݒଵ, ,ଶݒ … ,  ௡ሽ is a finite setݒ
of vertices and ܧ ⊆ ൫௏ଶ൯ is a set of edges. The placement of agents in the environment 
is modeled by assigning them vertices of the graph. Let ܣ ൌ ሼܽଵ, ܽଶ, … , ܽఓሽ be a finite 
set of agents. Then, an arrangement of agents in vertices of graph ܩ will be fully 
described by a location function ߙ: ܣ ื ܸ; the interpretation is that an agent ܽ ∈  is ܣ
located in a vertex ߙሺܽሻ. At most one agent can be located in each vertex; that is ߙ is 
uniquely invertible. A generalized inverse of ߙ denoted as ିߙଵ: ܸ ื ܣ ∪ ሼ٣ሽ will 
provide us an agent located in a given vertex or ٣ if the vertex is empty. 

Definition 1 (COOPERATIVE PATH FINDING). An instance of cooperative path-finding 
problem is a quadruple Σ ൌ ሾܩ ൌ ሺܸ, ,ሻܧ ,ܣ ,଴ߙ  □ .respectively ܩ in ܣ ା define the initial and the goal arrangement of a set of agentsߙ ଴ andߙ ାሿ where location functionsߙ
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The dynamicity of the model supposes a discrete time divided into time steps. An 
arrangement ߙ௜ at the ݅-th time step can be transformed by a transition action which 
instantaneously moves agents in the non-colliding way to form a new arrangement ߙ௜ାଵ. The resulting arrangement ߙ௜ାଵ must satisfy the following validity conditions: 

(i)  ܽ׊ ∈ ௜ሺܽሻߙ either  ܣ ൌ ,௜ሺܽሻߙ௜ାଵሺܽሻ or ሼߙ ௜ାଵሺܽሻሽߙ ∈  holds               (1) ܧ
  (agents move along edges or not move at all), 

(ii)  ܽ׊ ∈ ௜ሺܽሻߙ  ܣ ௜ିߙ ֜ ௜ାଵሺܽሻߙ ് ଵሺߙ௜ାଵሺܽሻሻ ൌ٣                                        (2) 
  (agents move to vacant vertices only), and 

(iii)  ܽ׊, ܾ ∈ ܽ  ܣ ് ௜ାଵሺܽሻߙ ֜ ܾ ്  ௜ାଵሺܾሻ                                                    (3)ߙ
 (no two agents enter the same target/unique invertibility of 
 resulting arrangement). 

The task in cooperative path finding is to transform ߙ଴ using above valid transi-
tions to ߙା. An illustration of CPF and its solution is depicted in Figure 1. 

 

Fig. 1. Cooperative path-finding (CPF) on a 4-connected grid. The task is to relocate three 
agents ܽଵ, ܽଶ, and ܽଷ to their goal vertices so that they do not collide with each other. A solu-
tion ݏറ of makespan 4 is shown. 

Definition 2 (SOLUTION, MAKESPAN). A solution of a makespan ݉ to a cooperative 
path finding instance Σ ൌ ሾܩ, ,ܣ ,଴ߙ റݏ ାሿ is a sequence of arrangementsߙ ൌሾߙ଴, ,ଵߙ ,ଶߙ … , ௠ߙ ௠ሿ whereߙ ൌ  ௜ߙ ௜ାଵ is a result of valid transformation ofߙ ା andߙ
for every ൌ 1,2, … , ݉ െ 1.                                                                                             □ 

If it is a question whether there exists a solution of Σ of the makespan at most a 
given bound ߟ we are speaking about a bounded CPF (bCPF). It is known that bCPF 
is NP-complete and finding makespan optimal solution to CPF is NP-hard [15]. 

3 Theoretical Analysis of SAT Encodings of CPF 

The goal is to build a propositional formula ܨሺΣ, -ሻ for a given bCPF Σ and a makesߟ
pan bound ߟ so that ܨሺΣ,  ሻ has a model (is satisfiable) if and only if Σ has a solutionߟ
of makespan ߟ. A sequence of arrangements of agents ߙ଴, ,ଵߙ ,ଶߙ … ,  ఎ over the graphߙ
forming the solution should be readable from the model of ܨሺΣ,  ሻ. The idea of timeߟ
expansion graph [1, 12] is adopted to construct such formula. 

If it is known how many propositional variables are needed to express sequence of 
consecutive arrangements of agents over the graph, then it can seen how far from 
these bounds the suggested encoding is. Following propositions summarize  
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estimations of the number of necessary propositional variables considering various 
approaches to express the arrangements. The presented estimations assume that al-
most every arrangement is possible at any time step. 

Also, encodings need to be considered as sparse representations. Otherwise it 
would be possible to count the total number of distinct sequences of arrangements and 
take binary logarithm of this number as the estimation. Such an encoding is however 
impractical as it is hard to decode. 

Proposition 1 (LOCATION-ESTIMATION).  Let ߟ be a makespan bound. Then ߟ · ߤ logଶڿ·  propositional variables are sufficient to express consecutive arrangements of ۀ݊
agents up to the time step ߟ.  ■ 

Proof. A technique of expressing a multi-value state variable using vectors of propo-
sitional variables that encode individual values as binary numbers will be used. There 
are ݊ possible states of an agent at every time – the agent can appear in any vertex of 
the input graph. To represent an ݊-state variable, ڿlogଶ -bits (propositional va ۀ݊
riables) are needed. Hence, we have ߟ · ߤ · logଶڿ  propositional variables in total to ۀ݊
represent locations of all the agents (there are ߤ agents) at every time step.  ■ 

Proposition 2 (INVERSE- ESTIMATION). Consecutive arrangements of agents up to the 

time step ߟ can be expressed by ቒఎଶቓ · ݊ · logଶڿ ۀߤ ൅ ߟ · ݊ propositional variables.  ■ 

Proof. Instead of expressing where each agent is located, the content of vertices will 
be recorded. The crucial observation is that at most ۀ2/ߟڿ changes of agents can occur 
in a single vertex (an agent must leave the vertex after which another agent can enter 
the vertex – the change consumes 2 time-steps). Information what agent entered the 
vertex is again multi-value state variable with ߤ states. Hence, ڿlogଶ  bits are needed ۀߤ
to record it. Altogether, ۀ2/ߟڿ · ݊ · logଶڿ  bits are needed to record possible changes ۀߤ
for all the agents. Additional ߟ bits per vertex indicate time-steps at which the change 
in the vertex occurred. ■ 

The INVERSE encoding [22] partially use the idea presented in the proof. However, 
the content of vertices is recorded for all the time-steps (not only for half of them as 
here). An interesting way to represent arrangements of agents at all the time-steps is 
to record changes between consecutive arrangements while only the initial arrange-
ment is recorded completely. 

Proposition 3 (NEIGHBORHOOD-ESTIMATION). Let ߜ ൌ ௩∈௏ݔܽ݉ ݀݁݃ሺݒሻ and let the 
initial arrangement ߙ଴ be expressible using ܽ ∈ Գ propositional variables, then con-
secutive arrangements of agents up to the time step ߟ can be expressed by ܽ ൅ ߟ · ߤ ߜlogଶሺڿ· ൅ 1ሻۀ propositional variables.  ■ 

Proof. The idea is to record what move has been taken by each agent. Assume that 
neighbors of each vertex in ܩ have a fixed order, then the move of an agent can be 
encoded as an order number of the neighbor into which it moved. Assuming that the 
degree (the number of edges incident with the given vertex) of all the vertices in ܩ is 
at most ߜ, the move of an agent can be recorded by ڿlogଶሺߜ ൅ 1ሻۀ bits (an extra state 
is needed to represent the no move action). Altogether, ߟ · ߤ · ߜlogଶሺڿ ൅ 1ሻۀ bits are 
sufficient to record moves of all the agents at all the time steps.  ■ 
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The estimation gives good results in 
sparse graphs since each vertex has few 
neighbors in such a case. This property is 
partially used in the INVERSE encoding 
again. However, the estimation may de-
generate up to the location-based estima-
tion if the graph is highly connected. 

Note that up to now two of three op-
tions of how to regard the 3-dimensional 
space of vertices, agents, and time-steps 
have been discussed. It remains to show 
an estimation in which we ask at what 
time-steps a given agent appears in given 
vertex. As a single agent may enter a 
vertex multiple times, the simple scheme 
in which multi-value state variable 
representing the third dimension is in-
dexed by remaining two dimensions can 
no longer be used. Little of the structural 
properties of the CPF problem can be 
used in the estimation. 

Proposition 4 (TIME-BASED ESTIMATION). Consecutive arrangements of agents in an 

optimal solution up to the time step ߟ can be expressed by ቒఎସቓ · ݊ · ߤ · logଶڿ -propo ۀߟ

sitional variables.  ■ 

Proof. The most important observation is that at least 4 time steps are allowed to 
elapse before an agent returns into a given vertex in a makespan optimal solution. 
Step 1 is for leaving the vertex, steps 2, 3 are for entering and leaving by the other 
agent, and step 4 is for returning to the vertex – the situation is illustrated in Figure 2. 
If the agent returns earlier, then the movement can be eliminated from the solution 
without compromising its optimality or correctness. Hence, a single agent can visit 
the given vertex at most ۀ4/ߟڿ times. Expressing the time step, at which the visit 
occurs, needs ڿlogଶ  bits. All these information are recorded for every vertex and ۀߟ
every agent, which in total gives ۀ4/ߟڿ · ݊ · ߤ · logଶڿ  ■  .bits ۀߟ

Other measures and characteristics than the size of the encoding are difficult to be 
captured as the dependence of behavior of SAT solvers on the structure of the formula 
is too complex. 

4 A Simplification of Simple SAT Encoding 

Let us recall a so called DIRECT encoding of bCPF Σ ൌ ሾܩ ൌ ሺܸ, ,ሻܧ ,ܣ ,଴ߙ  ାሿ withߙ
makespan bound ߟ where ܸ ൌ ሼݒଵ, ,ଶݒ … , ܣ ௡ሽ andݒ ൌ ሼܽଵ, ܽଶ, … , ܽఓሽ with ݊, ߤ ∈ Գ. 
The DIRECT encoding is part of our unpublished work. As discussed in the previous 
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section, arrangements of agents over the graphs at all the time steps from 1 to ߤ will 
be represented. The encoding will use a propositional variable for each vertex, agent, 
and a time step which will be assigned ܴܷܶܧ, if and only if the given agent appears 
in a given vertex at given time step. 

Unlike representations of arrangements using binary encoding of multi-value state 
variable, this encoding has a propositional variable for every state. Although more 
propositional variables are needed to encode arrangements, we expect that the benefit 
of better Boolean constraint propagation outweighs the larger size of the encoding. 
The suggested encoding will be called DIRECT and is formally introduced in the fol-
lowing definition. 

Definition 3 (DIRECT ENCODING). A DIRECT encoding of a given bCPF Σ ൌ ሾܩ ൌሺܸ, ,ሻܧ ,ܣ ,଴ߙ consists of propositional variables ௝ࣲ,௞௜ ߟ ାሿ with makespan boundߙ  for 
every  ݅ ൌ 0,1, … , ݆ ,ߟ ൌ 0,1, … , ݊, ݇ ൌ 0,1, … , The interpretation is that ௝ࣲ,௞௜ .ߤ  is 
assigned ܴܷܶܧ if and only if ܽ௞ appears in ݒ௝ at time step ݅. The following con-
straints modeling validity conditions on consecutive arrangements are introduced: 
 (a) ٿ ¬ ௝ࣲ,௞௜ ש ¬ ௟ࣲ ,௞௜௡௝,௟ୀଵ,௝ழ௟     for every ݅ ∈ ሼ0,1, … ,  ሽ,                (4)ߟ

ڀ    ௝ࣲ,௞௜௡௝ୀଵ         and ݇ ∈ ሼ1,2, … ,  ሽߤ
  (an agent is placed in exactly one vertex at each time step) 

 (b) ٿ ¬ ௝ࣲ,௞௜ ש ¬ ௝ࣲ,௛௜ఓ௞,௛ୀଵ,௞ழ௛    for every ݅ ∈ ሼ0,1, … ,  ሽ,            (5)ߟ
              and ݆ ∈ ሼ1,2, … , ݊ሽ 

  (at most one agent is placed in each vertex at each time step) 

(c) ௝ࣲ,௞௜ ֜ ௝ࣲ,௞௜ାଵ ש ڀ ௟ࣲ,௞௜ାଵ௟:ሼ௩ೕ,௩೗ሽ∈ா   for every ݅ ∈ ሼ0,1, … , ߟ െ 1ሽ,           (6) 

  ௝ࣲ,௞௜ାଵ ֜ ௝ࣲ,௞௜ ש ڀ ௟ࣲ,௞௜௟:ሼ௩ೕ,௩೗ሽ∈ா   ݆ ∈ ሼ1,2, … , ݊ሽ, and ݇ ∈ ሼ1,2, … ,  ሽߤ

  (an agent relocates to some of its neighbors or makes no move) 

(d) ௝ࣲ,௞௜ ר ௟ࣲ,௞௜ାଵ ֜ ٿ ¬ ௟ࣲ ,௛௜ఓ௛ୀଵ ר ٿ ¬ ௟ࣲ,௛௜ାଵఓ௛ୀଵ                                                       (7) 
   for every ݅ ∈ ሼ0,1, … , ߟ െ 1ሽ, ݆, ݈ ∈ ሼ1,2, … , ݊ሽ such that ሼݒ௝, ௟ሽݒ ∈  ܧ

     and ݇ ∈ ሼ1,2, … ,  ሽߤ
  (target vertex of a move must be vacant and the source vertex will be vacant 

   after the move is performed). □ 

Observe that all the constraints are now written as clauses (disjunctions of literals, 
where literal is a variable or its negation) or can be easily rewritten as clauses. Thus, a 
conjunctive normal form (CNF) [5] can be easily obtained from Definition 3. The 
resulting formula modeling existence of solution of given bCPF Σ with makespan 
bound ߟ in the CNF form will be denoted as ܨ஽ூோሺΣ,  .ሻߟ

The DIRECT encoding has a significant drawback, which is its size. Particularly (d) 
constraints produce too many clauses – (d) constraints stand for 2 · ߟ · |ܧ| · -ter |ܣ|
nary clauses. Using auxiliary variables, this number can be reduced to 2 · ߟ ·  .|ܧ|

The DIRECT encoding can be improved in another way as well. Constraints (a) can 
be eliminated without compromising equisatisfiability of bCPF Σ with ߟ and ܨ஽ூோሺΣ,  ሻ. Omitting (a) constraints may cause that a single agent appears multipleߟ
times in the graph. Nevertheless, populating a single only makes it harder to find a 
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solution thus does not matter if occurs. The same can be done with the second impli-
cation in (c) constraints. Again, it does not compromise equisatisfiability if it is omit-
ted. The absence of constraints may cause appearance of an agent from nothing at a 
certain time step. Nevertheless, the first implication propagates all the agents towards 
the last time steps. Hence, extra-appeared agents just only make it harder to find a 
solution. Note that omitted constraints are not entailed by the rest at the logical level. 
The equisatisfiability after omitting mentioned constraints need to be seen at the ab-
stract level of the solution existence in bCPF. The resulting encoding will be called 
SIMPLIFIED and is formally introduced in the following definition. 

Definition 4 (SIMPLIFIED ENCODING). A SIMPLIFIED encoding of a given bCPF Σ ൌ ሾܩ ൌ ሺܸ, ,ሻܧ ,ܣ ,଴ߙ -consists of propositional va ߟ ାሿ with makespan boundߙ
riables ௝ࣲ,௞௜  and ௝ࣟ௜  (auxiliary for macros) for every ݅ ൌ 0,1, … , ݆ ,ߟ ൌ 0,1, … , ݊, ݇ ൌ 0,1, … , The interpretation is that ௝ࣲ,௞௜ .ߤ  is assigned ܴܷܶܧ if and only if ܽ௞ ap-
pears in ݒ௝ at time step ݅ and ௝ࣟ௜  is ܴܷܶܧ if and only if ݒ௝ is vacant at time step ݅. The 
following constraints modeling validity conditions on consecutive arrangements are 
introduced: 
 (A) ٿ ¬ ௝ࣲ,௞௜ ש ¬ ௝ࣲ,௛௜ఓ௞,௛ୀଵ,௞ழ௛    for every ݅ ∈ ሼ0,1, … ,  ሽ,                         (8)ߟ
              and ݆ ∈ ሼ1,2, … , ݊ሽ 

  (at most one agent is placed in each vertex at each time step) 

 (B) ௝ࣲ,௞௜ ֜ ௝ࣲ,௞௜ାଵ ש ڀ ௟ࣲ,௞௜ାଵ௟:ሼ௩ೕ,௩೗ሽ∈ா   for every ݅ ∈ ሼ0,1, … , ߟ െ 1ሽ,                  (9) 

             ݆ ∈ ሼ1,2, … , ݊ሽ, and ݇ ∈ ሼ1,2, … ,  ሽߤ
  (an agent relocates to some of its neighbors or makes no move) 

(C) ௝ࣲ,௞௜ ר ௟ࣲ,௞௜ାଵ ֜ ࣟ௟௜ ר ௝ࣟ௜ାଵ                                                                               (10) 
   for every ݅ ∈ ሼ0,1, … , ߟ െ 1ሽ, ݆, ݈ ∈ ሼ1,2, … , ݊ሽ such that ሼݒ௝, ௟ሽݒ ∈  ܧ

     and ݇ ∈ ሼ1,2, … ,  ሽߤ
  (target vertex of a move must be vacant and the source vertex will be vacant 

   after the move is performed) 

(D) ௝ࣟ௜ ֜ ٿ ¬ ௝ࣲ,௛௜ఓ௛ୀଵ                                                                                             (11) 
   for every ݅ ∈ ሼ0,1, … , ݆ ,ሽߟ ∈ ሼ1,2, … , ݊ሽ 
  (empty vertex macro connected through auxiliary variable). □ 

Again, all the constraints of the SIMPLIFIED encoding can be written as clauses. Let 
the resulting formula for bCPF ߑ with makespan bound ߟ be denoted ܨௌூெሺߑ,  .ሻߟ

Properties of the DIRECT and SIMPLIFIED Encodings 
Let us summarize basic properties of the proposed SIMPLIFIED encoding. The fact that 
the encoding does what is what designed for is summarized in the following proposi-
tion. Further, a discussion is devoted to the size of the encoding. 

Proposition 5 (ENCODING SOUNDNESS). Let ߑ ൌ ሾܩ, ,ܣ ,଴ߙ  a ߟ ାሿ be a bCPF andߙ
makespan bound, then ܨ஽ூோሺߑ, ,ߑௌூெሺܨ ሻ as well asߟ  ߑ ሻ is satisfiable if and only ifߟ
has a solution of makespan ߟ. Moreover, the solution of ߑ can be reconstructed from 
the model of ܨ஽ூோሺߑ, ,ߑௌூெሺܨ ሻ or fromߟ  ■  .ሻߟ
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Sketch of Proof. First, note that the second part of the proposition is important to be 
stated as it is possible to establish equisatisfiability between a propositional formula 
and Σ even for trivial cases of the formula from which a solution of Σ cannot be re-
constructed. 

If there is a solution ݏറ of Σ with makespan bound ߟ then a model of ܨ஽ூோሺߑ, ,ߑௌூெሺܨ ሻ andߟ  റ. Arrangements of agents at individual time-stepsݏ ሻ can be constructed fromߟ
within ݏറ can be directly used to set up variables ௝ࣲ,௞௜ . Values of auxiliary variables ௝ࣟ௜  
are implied by constraints (C). Validity constraints (i), (ii), and (iii), that the solution ݏറ 
has to satisfy, ensure satisfaction of constraints of ܨ஽ூோሺߑ, ,ߑௌூெሺܨ ሻ andߟ  .ሻߟ

Conversely, if we have a model of ܨ஽ூோሺߑ, ,ߑௌூெሺܨ ሻ orߟ -ሻ then a sequence of arߟ
rangements of agents at individual time-steps can be read out from variables ௝ࣲ,௞௜ . 

Constraints of ܨ஽ூோሺߑ, ,ߑௌூெሺܨ ሻ orߟ ሻ ensure that valuation of variables ௝ࣲ,௞௜ߟ  corres-
pond to valid arrangements. Moreover, constraints within the encodings also ensure 
that movement validity constraints are preserved as well.  ■ 

Proposition 6 (ENCODING SIZE). Let Σ ൌ ሾܩ ൌ ሺܸ, ,ሻܧ ,ܣ ,଴ߙ ,஽ூோሺΣܨ be an instance of bCPF. The DIRECT encoding ߟ ାሿ, where with a boundߙ ߟሻ requires ሺߟ ൅ 1ሻ · |ܣ| · |ܸ|                                               (12) ሺߟ ൅ 1ሻ · ቆቀ|ܸ|2 ቁ · ሺ|ܣ| ൅ 1ሻ ൅ ቀ|2|ܣ ቁ · |ܸ|ቇ ൅ ߟ · |ܣ| · ሺ|ܸ| ൅ 2 ·  ሻ|ܧ|

propositional variables and  clauses respectively. 

The SIMPLIFIED encoding ܨௌூெሺΣ, ߟሻ requires ሺߟ ൅ 1ሻ · ሺ|ܣ| ൅ 1ሻ · |ܸ|                                         (13) ሺߟ ൅ 1ሻ · ቀ|ܸ| · |ܣ| ൅ ቀ|2|ܣ ቁ · |ܸ|ቁ ൅ ߟ · |ܣ| · ሺ|ܸ| ൅ 2 ·  ሻ|ܧ|

propositional variables and clauses respectively.  ■ 

Proof. Let us investigate the DIRECT encoding first. The number of propositional 
variables can immediately seen from the scope of indexes. The number of clauses 
appearing in (4), (5), and (6) can be calculated as a product of the size of index 
scopes. Clauses in (7) will develop into 2 · -ternary clauses. An analogical calcula |ܣ|
tion can be done for the SIMPLIFIED encoding.  ■ 

Note that most of clauses in the DIRECT encoding are binary or ternary which sup-
ports good performance of Boolean constraint propagation (unit propagation [5]). The 
same holds for the SIMPLIFIED encoding. 

Asymptotically, the number of variables is ࣩሺߟ · |ܸ| ·  ሻ and the number of|ܣ|
clauses is ࣩሺߟ · |ܸ|ଶ · -ሻ in the DIRECT encoding. If this is compared with the IN|ܣ|

VERSE encoding [22] where the number of variables is reported to be ࣩሺߟ · |ܸ|ଶ ·logଶ|ܣ|ሻ and the number of clauses ࣩሺߟ · |ܸ|ଶ · logଶ|ܣ|ሻ and with the ALL-
DIFFERENT encoding [23] where the number of variables is ࣩሺߟ · logଶ|ܸ| ·  ଶሻ and|ܣ|
the number of clauses is ࣩሺߟ · logଶ|ܸ| · |ܸ|ଶሻ, then the size of the DIRECT encoding is 

larger approximately by the factor of ࣩ ቀ |஺|୪୭୥మ|஺|ቁ or ࣩ ቀ |௏|୪୭୥మ|௏|ቁ respectively (note that 
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 is dominated by |ܸ|). However, the size of clauses is much smaller in case of |ܣ|
DIRECT encoding. 

The asymptotic number of variables is ࣩሺߟ · |ܸ| · ߟሻ and the number of clauses is ࣩሺ|ܣ| · |ܣ| · max ሼ|ܸ| · ,|ܣ| |ܸ|ሽሻ in the SIMPLIFIED encoding. Although factor max ሼ|ܧ| · ,|ܣ|  ሽ in the number of clauses may be up to |ܸ|ଶ, it is smaller in typical|ܧ|
CPF instances. Hence in theory, ܨௌூெሺΣ, ,஽ூோሺΣܨ ሻ will be smaller thanߟ  .ሻ typicallyߟ

5 SAT-Based Optimal CPF Solving 

The suggested SIMPLIFIED encoding is intended for makespan optimal CPF solving. 
As it is possible to solve bCPF with given makespan bound ߟ by translating it to SAT, 
an optimal makespan and corresponding solution can be obtained using multiple que-
ries to a SAT solver with encoded bCPF. Various strategies exist for getting the op-
timal makespan. The simplest one and very efficient one at the same time is to try 
sequentially makespan bounds ߟ ൌ 1,2, … until ߟ equal to the optimal makespan is 
encountered. This strategy will be further referred as sequential increasing. The se-
quential increasing strategy is also used in domain independent planners such as SAT-

PLAN [12], SASE [11] and others. Pseudo-code of the strategy is listed as Algorithm 1. 
The focus here is on SAT encoding while querying strategies are out of scope of the 

paper; though let us mention that in depth study of querying strategies is given in [17]. 
There is a great potential in querying strategies as they can bring speedup of planning 
process in orders of magnitude, especially when combined with parallel processing. 
   

Algorithm 1. SAT based optimal CPF solving. 
 input:  a CPF instance Σ 
 output:  a pair consisting of the optimal makespan 
    and corresponding optimal solution 

 
function Find-Optimal-Solution-Sequentially ሺΣ ൌ ሺG, ,ܣ ,଴ߙ  ାሻሻ: pairߙ
ߟ  :1 ՚ 1 
2   loop 
,ሺΣܨ   :3 ሻߟ ՚Encode-CPF-as-SAT ሺߑ,  ሻߟ
4:   if Solve-SAT ሺܨሺΣ,  ሻሻ thenߟ
ݏ    :5 ՚ Extract-Solution-from-ValuationሺܨሺΣ,  ሻሻߟ
6:    return ሺߟ,  ሻݏ
ߟ   :7 ՚ ߟ ൅ 1 
8:  return ሺ∞,  ሻ׎
 
 
Any complete SAT solver [5] may be used as the external module of the suggested 

optimal CPF solving algorithm. Notice however that a CPF solver following the 
framework of Algorithm 1 is incomplete. If the given CPF instance Σ has no solution 
then the algorithm runs infinitely. The treatment of incompleteness is easy. The sol-
vability of Σ can be checked by some of sub-optimal polynomial time solving algo-
rithms such as that suggested in [13] or by PUSH-AND-ROTATE [25] (which corrects 
the previous algorithm [14]) before optimal SAT solving is started. The speed of the 
solving process is not compromised by solving the instance sub-optimally first since 
the runtime of solving encoded bCPFs by a SAT solver significantly dominates in the 
overall runtime. 
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6 Experimental Evaluation 

The proposed SIMPLIFIED encoding has been competitively evaluated with respect to 
other existing two propositional encodings of bCPF called INVERSE [22] and ALL-
DIFFERENT [23] and with respect to the unpublished DIRECT encoding. Various static 
characteristics of encodings such as its size and runtime behavior, when the encoding 
is built-in to the SAT-based optimal CPF solving, were compared. The SAT-based 
solving with all the encodings has been compared with another state-of-the-art me-
thod developed around A* algorithm called OD+ID [21]. The comparison with OD+ID 
interestingly extends results shown in [22, 23] where SAT-based CPF solving was 
compared with domain independent SAT-based planners SASE [11] and SATPLAN 
[12] only.  

The experimental setup employs random CPF instances over 4-connected grids 
with randomly placed obstacles. This is a standard benchmark for evaluating CPF 
solving methods suggested in [20]. Although it is not very general, it provides easy 
comparison with results in existing literature. Initial locations and goals of agents 
were distributed randomly over the grid. Grids of sizes 6×6, 8×8, and 12×12 were 
used in experiments; 10% were occupied by obstacles. All CPF the instances in the 
evaluation were solvable. 

All the encodings were further augmented with reachability heuristic as proposed 
in [23]. That is, locations that are unreachable from the initial position or from the 
goal in the given number of time steps are forbidden and associated constraints 
(clauses) are omitted. This heuristic significantly reduces the size of all the encodings 
and speeds up the solving process.  
Glucose version 3.0 [1] SAT solver has been used in the experimental evalua-

tion. According to the 2013 SAT Competition [3] Glucose is one of few top SAT 
solvers in terms of performance in solving hard combinatorial problems. As CPF can 
be regarded as a combinatorial problem, this choice of SAT solver is justified.  

Let us also briefly summarize properties of all the encodings and A* based method 
used in competitive comparison. The IVERSE encoding is build around the inverse 
location function ିߙଵ, which is used to represent arrangements of agents. The primary 
motivation is to keep the encoding as small as possible, hence it uses multi-value state 
variables encoded by bit vectors, which eliminates additional constraints. However, 
no attention is paid to Boolean constraint propagation. Relatively long clauses appear 
in the encoding. 

The ALL-DIFFERENT encoding on the other hand uses standard location function ߙ 
to represent arrangements of agents. Again, locations are modeled as bit-vectors. The 
main idea is to express the requirement that each agent must occupy a unique location 
by the all-different relation over bit vectors [4]. Note that no propagator based on 
network flows, as it is known in constraint programming [16], is used here. Boolean 
constraint propagation is considered at the level of the all-different relation, which is 
designed in that sense [4]. However, the encoding of the all-different relation grows 
as quadratically which makes the encoding complicated for higher number of agents. 

OD+ID is a search method. It is always trying to separate agents into groups for 
which shortest paths to their goals can be found independently on other agents.  
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The best case occurs if each agent is in its own group. That is, the cooperative solu-
tion consists of shortest paths between initial positions and goals of agents. The worst 
case is on the other hand if all the agents are considered as a single group. If agents 
become too interdependent in the densely occupied environment, the performance of 
the method considerably degrades. 

All the source codes used to conduct experiments are posted on website to allow 
full reproducibility of presented results: http://ktiml.mff.cuni.cz/~surynek/research/ 
micai2014. 

Static Evaluation of Encodings 
There are several static characteristics of propositional formulae in CNF that are cor-
related with performance of their solving by most SAT solvers. Obviously, the size of 
the formula in terms of the number of variables and the number of clauses determines 
the time needed to find a solution significantly. Typically the larger the formula is the 
longer runtime of its solving should be expected though the solving runtime is also 
affected by other factors (easily solvable large formula is possible). 

How the formula is constrained determines the difficulty of its solving as well. It is 
known that in random 3-SAT case (clauses has exactly three literals) the most diffi-
cult formulae have the ratio of the number of clauses to the number of variables 
around 4.24 [5] which is called a phase transition. Formulae that are over-constrained 
(tend to be unsatisfiable) or under-constrained (tend to be satisfiable), that is, have the 
clause to variable ratio far from the phase transition can be solved easily in most cas-
es. Hence, encodings producing such formulae are preferred. Another important cha-
racteristic is the length of clauses while short clauses are preferred. This is implied by 
the Boolean constraint propagation represented by the unit propagation [5], which 
always assigns ܴܷܶܧ to the last unassigned literal in a clause during search. Short 
clauses promote frequent use of unit propagation, which significantly speeds up the 
process of solving the formula [6]. 

Note that preferences in the mentioned characteristics are sometimes contradictory. 
We want the formula to be small, hence the number of clauses should be small, but 
over-constraining by many clauses is desirable at the same time. Therefore, discussed 
preferences should not be considered literally – also because the considered behavior 
of SAT solvers appears in most cases but does not appear absolutely. They are rather 
a simple guidance that was kept in mind when an encoding is designed. 

Static characteristics of the SIMPLIFIED encoding are compared with other three 
propositional encodings – INVERSE, ALL-DIFFERENT, and DIRECT – in Table 1.  A 
4-connected grid of size 8×8 various numbers of agents is shown. The winner accord-
ing to discussed preferences in each characteristic is shown in bold (results over 6×6 
and 12×12 indicate same conclusions and thus are omitted for space limitations). 

It can be observed that the smallest encoding in terms of the number of variables 
and clauses is the INVERSE one while the biggest one is the DIRECT encoding with 
ALL-DIFFERENT and SIMPLIFIED encodings standing in the middle. This aspect seems 
to be disadvantageous for the proposed DIRECT encoding. However in terms of the 
clause to variable ratio and the size of clauses, the DIRECT encoding seems to be the 
best followed by the SIMPLIFIED one as they have highest number of shortest clauses. 
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Whether these static advantages prevail over disadvantages of encodings, must be 
evaluated in runtime experiments. 

Table 1. Static characteristics of encodings over 8×8 grid. INVERSE, ALL-DIFFERENT, DIRECT, 
SIMPLIFIED and encodings – all with compiled distance heuristics  [23] – are compared. bCPF 
instances are generated over the 4-connected grid of size 8×8 with 10% of cells occupied by 
obstacles. Makespan bound ߟ is always 16. The number of variables and clauses, the ratio of 
the number of clauses and the number of variables, and the average clause length are listed for 
different sizes of the of agents ܣ. The DIRECT encoding is biggest in terms of the length of 
formula but has smallest clauses in average and is most constrained out of all the encodings, 
which suggests good behavior in Boolean constraint propagation (unit propagation) and pushes 
the formula far from the phase transition. The SIMPLIFIED encoding inherited a promising 
clause to variable ratio and short clauses from the DIRECT encoding. 

Grid 8×8 
INVERSE ALL-DIFFERENT DIRECT SIMPLIFIED 

|Agents| 

1 #Variables
#Clauses

Ratio 

Length 

8 358.7 
31 327.9 

3.748
2.616

1 489.3
7 930.4

5.325
3.057

814.4
23 241.9

28.539
2.149

1 628.8 
3 384.6 

2.078 
2.550 

4 10 019.5 
55 437.0 

5.532
2.641

7 834.5
34 781.9

4.440
3.103

3 257.6
115 934.3

35.589
2.272

4 072.0 
17 997.8 

4.420 
2.374 

16 11 680.3 
91 344.5 

7.820
3.127

67 088.3
216 745.4

3.231
3.147

13 030.4
840 540.6

64.506
2.505

13 844.8 
150 259.2 

10.853 
2.180 

32 12 510.7 
122 170.3 

9.765
3.733

230 753.0
646 616.2

2.802
3.168

26 060.8
2 738 584.7

105.084
2.621

26 875.2 
510 672.1 

19.002 
2.111 

Runtime Evaluation of Encodings 
The speed of SAT-based optimal CPF solving with the three discussed encodings has 
been evaluated. Again, 4-connected grids of various sizes were used in experiments. 
The runtime1 needed for finding an optimal solution has been measured for the num-
ber of agents ranging from 1 up to the number for which at least one method solves all 
the instances (the increasing number of agents makes the CPF instance more diffi-
cult). The timeout of 256 seconds has been used. For each number of agents, 10 ran-
dom instances of bCPF have been generated and solved. All the testing instances were 
solvable. The average runtime and makespan is reported. 

Evaluation of SAT-based CPF solving would be incomplete if it is not compared 
with other state-of-the-art solving methods. Therefore A*-based method OD+ID [15] 
is included into competitive comparison.  

Runtime results are shown in Figure 3. Also average optimal makespans are shown 
for the sake of completeness. Results for the 8×8 grid indicate that SAT-based solving 
with the SIMPLIFIED encoding is the best option if the occupancy of the graph with 
agents is non-trivial, that is ൐ 10%. Almost identical results can be observed in case 
of 6×6 and 12×12 grids. 

The DIRECT encodings follows the SIMPLIFIED one in term of solving speed. It out-
performs remaining two encodings INVERSE and ALL-DIFFERENT if the occupancy of 
the graph with agents exceeds approximately 30%. The closest competitor to  

                                                           
1 All the runtime measurements were done on an experimental server with the 4-core CPU 

Xeon 2.0GHz and 12GB RAM under Linux kernel 3.5.0-48. 
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presented encodings seems to the ALL-DIFFERENT encoding which is a better option 
for less occupied graphs. 

In very sparsely occupied graphs, OD+ID method is the best as lot of independence 
among agents can be found. However, OD+ID degrades dramatically if there is higher 
concentration of agents in the graph since agents become more interdependent and 
independence heuristics no longer work. 

 

 
 

Grid 8×8 
1 2 4 8 12 16 20 24 

|A| 

Makespan 6.4 6.1 8.1 10.5 9.8 11.0 11.9 12.7 

 

Fig. 3. Runtime of SAT-based CPF solving – grid 8×8. Glucose 3.0 is used as an external 
solver in SAT-based solving. For each number of agents, 10 random instances were solved and 
the average runtime is reported. The SIMPLIFIED encoding can be solved the fastest for the 
occupancy with agents greater than 10%. The SIMPLIFIED and the DIRECT encoding are the only 
encodings for which all the instances have been solved in a given timeout of 256 seconds. Note 
that the DIRECT encoding becomes faster than the IVERSE and ALL-DIFFERENT encodings when 
the occupancy exceeds 30%. The average optimal makespan for selected numbers of agents is 
shown in the table in the bottom (again it is the average makespan out of makespans of 10 
instances). Note that OD+ID is fastest for sparsely populated graphs but its increases runtime 
quickly with higher number of agents. 

The INVERSE encoding was always the worst option out of all the tested methods. 
We consider that the reason for its weak performance is that relatively long clauses 
appear in it. On the other hand, short clauses of the DIRECT encoding and their abun-
dance promoting unit propagation are the main reasons for the good performance of 
this encoding. We observed that solving of formulae of the DIRECT encoding by the 
SAT solver is relatively fast while large portion of the time is consumed by generat-
ing the formula (the formula is generated into file, which is subsequently read by the 
SAT solver). Hence, there is still room to increase the speed of SAT-based solving if 
the solving process is better engineered. 
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7 Discussion, Conclusions, and Future Works 

A new propositional encoding of the makespan bounded cooperative path-finding 
problem (bCPF) has been proposed. The idea of the work was to simplify further our 
unpublished encoding whose design was very simple with no elaborate technique 
behind. The next goal was to check how simple encodings stands with respect to ex-
isting relatively elaborate encodings for the problem. The new encoding has been 
called SIMPLIFIED as it simplifies our previous encoding called DIRECT. 

The SIMPLIFIED encoding has been used within the SAT-based framework for solv-
ing CPF (unbounded version) optimally. The comparison of SIMPLIFIED and DIRECT 
encodings with existing two encodings INVERSE [22] and ALL-DIFFERENT [23] as well 
as with A* search based method OD+ID [21] on random CPF instances over 4-
connected grids has been done and showed surprising results. The DIRECT encoding 
despite its relatively naive design performed better than the ALL-DIFFERENT encoding 
on instances with occupancy by agents ൐ 30% and almost always better than the 
INVERSE encoding. The SIMPLIFIED encoding was even better and it prevailed over all 
the other encodings in case with occupancy higher than approximately 10%. 

Generally, the SAT-based approach turned out to be better whatever encoding has 
been used than the A* based OD+ID whenever occupancy with agents has been higher 
than trivial. This can be explained by the fact that OD+ID‘s heuristic cannot detect 
independence among agents in cases with high occupancy. Note also that this method 
can be regarded as all-in-one while in the SAT-based approach the SAT solver itself 
is an external module. It is quite unrealistic to implement equivalent number of prop-
agation, learning, and heuristic techniques in the all-in-one solution as they are in 
SAT solvers. Through an encoding of the problem in the SAT formalism, we can 
access all these elaborate techniques almost for free. We hope that lessons learned 
from the design of encodings for CPF can be applied in other areas as well. 

It would be interesting to study models of CPF also in other formalisms than SAT. 
The promising candidate seems to be constraint satisfaction problem (CSP) [7] where 
global constraints can be used. Integer programming (IP) model are also worth study-
ing. Recently an attempt to model the problem in the answer set programming (ASP) 
formalism has been made [9]. Also, it seems that existing encodings are still far from 
theoretically smallest possible sizes. Hence, we see an opportunity in further reduc-
tions of the size of SAT encodings. 

Another interesting question is if finding makespan sub-optimal solution can be 
modeled as SAT. It is known that sub-optimal methods such as [13, 25] generate 
solutions that have excessively long makespans. Their shortening is a difficult process 
as shown in [22]. The optional way may be to propose a SAT encoding that prefers 
sub-optimal solution of short makespans. 

We are also investigating the possibility of automated generation of encodings. 
Our first examination of the problem of finding an encoding automatically indicates 
that it belongs to ΣଵP class. Hence, the encoding can be theoretically found by a QBF 
solver. The open question is if this process is practically feasible. 
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Abstract. This paper reports the design of a Mamdani type fuzzy con-
troller to solve the regulation problem of a Furuta pendulum. The fuzzy
rule-base is designed following the fuzzy Lyapunov synthesis, allowing to
guarantee stability of the closed-loop system equilibrium point, minimiz-
ing heuristics in the fuzzy controller design stage. An important result
of this paper is that the dynamic model of the Furuta pendulum it is
not necessary in the design process and only angular position of the
pendulum is available for measurements.

1 Introduction

The solution of the regulation problem for an inverted pendulum is a classical
problem in control engineering due to its applications on robotics as in the balan-
cing stage in a biped robot. Different control techniques have been used to solve
this problem as variable structure control [1,2], control based on dynamic sur-
face [3,4], energy based control [5], optimal control [6], and saturation techniques
[7]. A disadvantage of the above mentioned techniques is that identification of
the parameters of the plant is needed.

Some computational intelligence techniques have been used as control strategy
to solve the regulation problem. In [8], bioinspired methods are used to optimize
gains of a proportional-derivative-integral (PID) controller to solve the regula-
tion problem for an inverted pendulum. In [9], a type-2 fuzzy inference system
is proposed to control an inverted pendulum. In [10] is presented a genetic-fuzzy
type-2 hybridization to solve the regulation problem for a non-minimum phase
servomechanism with nonlinear backlash. The above mentioned computational
intelligence methods solve the problem on hand, but each one of the approaches
require of the mathematical model of the plant. This work differs from the pre-
vious references in the fact the fuzzy controller design approach does not require

A. Gelbukh et al. (Eds.): MICAI 2014, Part II, LNAI 8857, pp. 426–435, 2014.
c© Springer International Publishing Switzerland 2014
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of the mathematical model of the plant, and only the angular position of the
pendulum is available for measurements.

In this paper a fuzzy system is proposed to solve the stabilization problem for
a Furuta pendulum [11].

Typically a heuristics based methodology is used to design the rule-base for
a fuzzy inference system, which have been widely criticized by the traditional
control community due that stability can not be demostrated following this de-
sign approach. On this paper the design of a Mamdani [12] type fuzzy controller
to stabilize the Furuta pendulum on its open loop unstable equilibrium point is
reported. The design is based on the Lyapunov stability theory [13] to guarantee
stability of the closed-loop system.

The rest of the paper is organized as follows. The dynamic model for the
Furuta pendulum and the problem statement are given in Section 2. In Section
3 the controller design based on Lyapunov theory is presented. Results to the
control problem are shown in Section 4. Finally, conclusions can be found in
Section 5.

2 Dynamic Model for the Furuta Pendulum

The purpose of this Section is to provide the dynamic model of the Furuta
pendulum in order to test the forthcoming synthesized fuzzy controller.

The Furuta pendulum is an underactuated nonlinear mechanism very broadly
used in academy and research to prove and test control algorithms and tech-
niques. The Furuta pendulum consists on a inverted pendulum connected to a
horizontal rotating arm, where the rotating arm is actuated by a direct current
motor drive, Figure 1 is a representation of the Furuta pendulum. The non-linear
model of the Furuta pendulum is [11]:

0 = θ1q̈1 + θ2 cos(qq)q̈2 − θ3 sin(q1) cos(q1)q̇
2
2 − θ4g sin(q1), (1)

τ = θ2 cos(q1)q̈1 + (θ5 + θ3 sin
2(q1))q̈2 − θ2 sin(q1)q̇

2
1 + (2)

2θ3 sin(q1) cos(q1)q̇1q̇2,

where q1(t), q2(t) are the pendulum angle from the vertical, and the arm angle,
respectively, q̇1(t), q̇2(t) are the angular velocities of the pendulum and the arm,
and g is gravitational acceleration. The control input τ is the applied torque
to the shaft of the arm, and θ1 . . . , θ5 are parameters of the system defined as
θ1 = I1 +m1l

2
1, θ2 = m1l1L2, θ3 = m1l

2
1, θ4 = m1l1, and θ5 = I2 +m2l

2
2. The

rest of the systems parameters are given in Table 1.

3 Fuzzy Controller Design

3.1 Control Objective

The control objective is to drive the pendulum, from an arbitrary initial condi-
tion around the open-loop unstable equilibrium point, to its unstable equilibrium
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Fig. 1. Schematic of the Furuta pendulum

point (upper vertical position), and hold it even in presence of bounded external
disturbances, that is:

lim
t→∞ ‖q1d − q1(t)‖ = 0, (3)

where q1d is the desired position.

Table 1. Parameters for the Furuta pendulum

Symbol Value Unit

m1 67.9 × 10−3 kg
m2 0.2869 kg
L1 0.14 m
L2 0.235 m
l1 0.07 m
l2 0.1175 m
I1 5.5452 × 10−5 kg·m2

I2 1.9 × 10−3 kg·m2
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3.2 Synthesis of the Fuzzy Controller

To apply the fuzzy Lyapunov synthesis it is considered that no exist informa-
tion about the mathematical model of the system. Additionally the following is
assumed:

1. The system have indeed only the two degrees of freedom q1 and q̇1. According
with the control objective lets define the error variable as x1 = q1(t) − q1d ,
where q1d = π rad, and x2 = ẋ1 = q̇1(t);

2. The angular acceleration ẋ2 is proportional to τ , that is, when τ increases
(decreases) then ẋ2 increases (decreases);

3. The initial condition belongs to a neighborhood around the origin, that is
x(0) ∈ N ⊂ R

2 where

N =
{
x ∈ R

2 : ‖x1‖ ≤ ε, x2 = 0
}
.

Remark 1. Note that position q1(t) is the only one available information avail-
able for the controller synthesis while q̇1(t) is computed using the Euler’s differ-
ence formula q̇1 = (q1(t) − q1(t −Δt))/Δt with q1(t) ≡ 0 for −Δt ≤ t < 0 and
Δt > 0 being sufficiently small.

It is proposed the following Lyapunov candidate function

V (x1, x2) =
1

2
(x2

1 + x2
2). (4)

This is a positive defined and radially unbounded function. The time derivative
of the Lyapunov candidate function (4) results on

V̇ (x1, x2) = x1ẋ1 + x2ẋ2 = x1x2 + x2ẋ2. (5)

Considering the previous knowledge that ẋ2 is proportional to −τ , it is possible
to make the change of ẋ2 by −τ on (5) giving as result:

V̇ (x1, x2) = x1x2 + x2(−τ). (6)

Now, to guarantee asymptotical stability of the equilibrium point, V̇ < 0 must
to be satisfied. However, the algorithm increases in complexity in the sense that
computationally more conditions must to be evaluated for x1 and x2 in (6) to
ensure that V̇ < 0, which imply an automatic increment in the number of rules of
the fuzzy rule-base and hence a major number of computations are needed to get
inference results, affecting the performance or even making impossible to make
implementations to execute real time experiments. Then, the fuzzy controller is
designed such that V̇ (x1, x2) ≤ 0 or:

x1x2 + x2(−τ) ≤ 0. (7)

Condition (7) is necessary and sufficient to guarantee stability, at least locally,
of the equilibrium point (cf. [14]). The Barbalat lemma ([14]) or invariance prin-
ciple ([14]) can be invoked to guarantee asymptotic stability.
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Table 2. Conditions to satisfy V̇ (x1, x2) ≤ 0

x1 x2 τ

negative negative negative such that V̇ (x1, x2) ≤ 0
negative positive zero
positive negative zero

positive positive positive such that V̇ ((x1, x2)) ≤ 0

Table 2 is obtained by inspection, testing the signs for each state variable,
schematically can be deduced the qualitative state of the system for each situa-
tion, and hence, to find conditions to satisfy (7). Table 2 represents this process
in a resumed way.

From Table 2 the rule-base for the fuzzy inference system (fuzzy controller)
can be derived as follows:

1. IF x1 is negative AND x2 is negative, THEN τ is negative big,
2. IF x1 is negative AND x2 is positive, THEN τ is zero,
3. IF x1 is positive AND x2 is negative, THEN τ is zero,
4. IF x1 is positive AND x2 is positive, THEN τ is positive big.

The type and form of the membership functions have been obtained heuristi-
cally, and nonlinear functions are selected over lineal ones to get a soft response.
x1 and x2 inputs are automatically granulated in the two linguistic labels neg-
ative and positive. For this particular case the sigmoidal membership functions
xneg and xpos are selected, defined respectively as

xneg =
1

1 + exp{1.45x} (8)

and

xpos =
1

1 + exp{−1.45x} , (9)

that represents the sign that can take a state variable. In both cases, functions
are symmetric around zero, see Figure 2.

The domain for input membership functions is [−2π, 2π], this definition do-
main is selected in order to contain any possible position in a complete circle.

For output membership functions gaussian functions are selected to represent
the linguistic expressions negative big:

τnegative-big = exp
{−(x− 5)2

}
, (10)

zero, defined as
τzero = exp{−x2}, (11)

and positive big, defined as

τpositive-big = exp
{−(x+ 5)2

}
. (12)
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Figure 3 shows a visual representation of the output membership functions
for the fuzzy inference system.

The domain and central position for each gaussian function is selected in order
to have a maximal torsion torque of the mechanism around the neighborhood of
the equilibrium point.

4 Results

This Section shows results of the closed-loop system with the fuzzy controller de-
signed on Section 3. Because the design presented in Section 3 does not depends
on the mathematical model of the system (1)-(2), neither than the corresponding
nominal parameters, four simulations are performed to verify the sensibility of
the designed controller. The simulations are performed considering the position
error initial conditions as x1(0) = ±0.12,±0.08 rad while the velocity initial
conditions were set to zero (x2(0) = 0 rad/s) for all the simulations. The states
x1 and x2 are reported on Fig. 4, converge to the origin asymptotically as was
expected.
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Fig. 4. Dynamics of x1 and x2 for the system (1)-(2)
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The time evolution for the Lyapunov function (4) and its time derivative
(5) depicted on Fig. 5, are positive and negative, respectively, and both con-
verge to zero when t → ∞, meaning that the closed-loop system is asymptot-
ically stable, which can be demonstrated invoking the invariance principle [14]
theorem. It should be noted that the Lyapunov function for initial conditions
(x1(0), x2(0)) = (0.12, 0) and (−0.12, 0) have the same shape because the same
amount of energy is required to stabilize the pendulum from those initial con-
ditions, also (x1(0), x2(0)) = (0.08, 0) and (−0.08, 0) show the same Lyapunov
function shape, similar cases can be found when the derivative of Lyapunov
function is plotted. As can be seen from previous results, the controller solves
the control problem for each of the selected initial conditions that means the
controller is able to handle a range of initial conditions.

Finally, Fig. 6 shows the control applied to the system (1)-(2), verifying that
τ → 0 while t → ∞ as was expected..

5 Conclusions

The design of a fuzzy controller based on the classical Lyapunov theory has been
applied to solve the regulation problem of the Furuta Pendulum, facilitating the
analysis of stability that cannot be made with other fuzzy techniques. For the
type of membership functions non-linear functions has been preferred over linear
functions in order to obtain a smooth control signal while avoiding stress on the
actuator that normally is cause of potential damages on motors. In this work it
is also shown how the application of the La Salle’s principle allows to determine
asymptotically stable for the closed-loop system.
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Abstract.  The need for the search and localization of hidden or lost objects 
arises in many military and civil applications. Suppose a set of underground 
tunnels is hidden in an area of interest. In order to efficiently detect and 
neutralize the targets a network of wireless sensors is used which provide 
acoustic, seismic, electromagnetic, gravimetric and other information about the 
targets. The information is automatically put together in order to determine 
position of the targets. The problem considered in this paper is to find optimal 
routes for mobile agents gathering the information. The problem is formulated 
as the constrained assignment problem and a fast scheduling algorithm for its 
solution  is developed.   

Keywords: Detection-and-localization problem, hidden objects, routing-and- 
dispatching algorithm, underground tunnels. 

1 Introduction 

The need for the search and localization of hidden or lost objects arises in many civil 
and military applications. Suppose, for example, that a set of secret underground 
tunnels (in what follows, called “targets”) are hidden in an area of interest. Until 
being found, they can cause serious damage and loss to the environment and people, 
the damage scale being dependent on location of the tunnels and time needed to detect 
and neutralize them. In order to efficiently detect and neutralize the targets a network 
of wireless smart sensors is used that provides information about the targets based on 
fusing various acoustic, seismic, electromagnetic, geological and other data. This 
information is collected on-line and automatically put together to determine location 
of the targets. The problem is to find a policy aimed to efficiently collect and process 
the sensor data in order to effectively detect and neutralize the hidden targets (we 
refer to [16, 17, 18], [28], [33] for more detailed description of the problem).  

A similar situation is often encountered in practice in many areas other than the 
underground tunnel detection and neutralization. Rescue teams may search for lost 
people and shipwrecks. Autonomous agents like helicopters or mobile robots are used to 
find survivors and victims after earthquakes or other natural disasters. In military search 
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operations, patrol aircraft and unmanned aerial vehicles (UAVs) look for hidden targets 
such as lost submarines, missile launchers, man-made underground channels, or terrorist 
locations. Similar problems arise in planning risky R&D projects, technical and medical 
diagnostics, and the search for natural resources (we refer to [20], [31], [39] for more 
applications). In many applications, the choice of a search strategy has a strong impact on 
the search costs and losses incurred by the target as well as the chance of finding the 
target within time and cost limits. Specifically, in this paper we focus on finding a fast 
scheduling procedure for finding the routes of information-gatherers for detecting hidden 
human-made underground tunnels.  

The automatic information-gathering system sequentially inspect the sensors 
scattered over a geographical region so that to find the targets in minimum time (or 
cost) within a priori given level of available resources. We study a discrete search-
and-detection process subject to the budget (resource) constraints. We model the 
problem as a constrained asignment problem for several search teams working in 
parallel and subject to resource and budget constraints. The general constrained 
assignment problem is fundamentally hard due to its complex combinatorial structure 
and proved to be NP-hard [12]. In this work, we restrict ourselves to searching for 
approximate, “almost-optimal”, solutions and develop the approximation algorithm 
belonging to the family of fully polynomial-time approximation schemes (FPTAS). 

The remainder of the paper is organized as follows. In the next section, we provide 
a review of related works and approaches for using smart sensors for detecting hidden 
objects, with a focus on detecting hidden man-made underground tunnels. Then in 
Section 3, we describe the problem and propose its mathematical model. In Section 4 
we develop a fast algorithm approximately solving the problem without significant 
computational load and in Section 6 give brief summary of computational results. A 
summary of contributions and an outline of future research are provided in Section 6. 

2 Related Work 

The discrete search-and-detection of hidden objects is one of the oldest problems of 
Operations Research and Artificial Intelligence. Its initial study was made by Bernard 
Koopman and his team during the World War II aimed to provide efficient methods 
for detecting hidden submarines (see a historical survey and the bibliography of the 
discrete search literature in [4], [31]. 

In recent years, the  problem  of  underground tunnels  detection and  localization  
has  become  a  critical task, particularly  for protecting national borders and for  
monitoring sensitive areas, such as prisons, banks, and power plants. Among 
numerous examples we can mention the smugglers' tunnels between the U.S. 
and Mexico, tunnels beneath the Korean demilitarized zone, and a network of tunnels 
that Palestinian militants have dug from Gaza to Israel. Until being found, they enable 
unmonitored movement of people, drugs and weapons and pose a very serious threat 
and damage to homeland security dependent on location of the tunnels and time 
needed to detect and neutralize them. This has led to the development and testing of a 
variety of geophysical and surveillance techniques for the detection of these tunnels.  
In order to efficiently detect and neutralize all the targets a network of wireless smart 
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sensors is used which provide information about the targets based on different 
acoustic, seismic, electromagnetic, geological and other data. 

Tunnel detection is complicated by a large number and variety of factors such, for 
example, tunnel size and depth, tunnel infrastructure, surrounding soil and water 
content, and ambient noise from other electrical and seismic sources. The complex 
nature of these factors and their interactions with various sensors is the heart of the 
tunnel detection problem. There known four basic methods of detecting tunnels with 
smart sensors: a) detecting seismic activity (low frequency digging noises and tunnel 
transit noises), b) detecting acoustic activity (higher frequency noises), c) magnetic 
and electromagnetic anomalies (electrical power lines in the tunnel, metal digging 
tools or metal shoring) and finally d) detecting earth density anomalies (the tunnel is a 
hole and so the amount of earth below the surface changes when one digs a tunnel).  

A common type of methods for tracking down tunnels is on acoustic and seismic 
activities. Geophones are the conventional detectors used by the seismic research 
community. Passive recording of vibrations or seismic signals is useful for monitoring 
activities during the construction and use of tunnels, whereas active sensing offers the 
potential of imaging the structure. In works [26], [35], [37] among many others, used 
an array of acoustic and seismic sensors placed at various depths to determine the 
characteristic signatures produced by underground tunneling. Detection of shallow 
tunnels by using active seismic, gravimetric, passive seismic and passive emit 
electromagnetic (EM) sensors is investigated in [29]. They concluded that the EM 
sensors showed the best performances in comparison with others.   

Another recently used approach for sensing seismic vibrations is based on a laser 
vibrometry sensor called ladar vibrometer. The laser vibrometer permits remote 
sensing of vibrating surfaces over broad ranges of amplitudes and frequencies 
compares them to a library of target data and can provide a map of what is below the 
ground [8]. One more promising approach for tunnel detection is the smart sensors of 
magnetic and electromagnetic fields [8]. Imaging at optical, radar or radio 
wavelengths is another effective and fast method of obtaining information about 
underground facilities from the density anomaly viewpoint [13]. 

An underground detection fence using the Brillouin optical time domain 
reflectometry (BOTDR) was first implemented in [15]. Their results indicate that the 
BOTDR system is capable of detecting even small tunnel as deep as at 20 or 30 meter. 
Recently, [23] developed a system that used a fiber optic cable buried several meters 
beneath the surface the stress of which is able to detect underground movement.  The 
radio frequency (RF) tomography was implemented in [24] to detect underground 
tunnels. This method uses a  set  of  low-cost transmitters  and  receivers deployed on 
the  surface  of  the  ground,  or  slightly  buried.  

The success of the tunnel detection cannot rely on a single technology but, rather, 
on their clever combination. As each of the individual methods has its advantages and 
disadvantages, in their entirety they should help to detect the tunnels and build a map 
of underground facilities. While it is impossible to attack this problem by using a 
collection of all possible sensors, since cost and operational issues make this 
impractical, the question arises as to how a combination of smart sensors should be 
deployed within the wireless sensor network (WSN).  

Wireless Sensor Network (WSN) is a prospective modern method for detecting 
hidden objects by collecting diverse data. A comprehensive survey regarding the main 
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factors influencing the WSN design and network topology could be found in [3], [36]. 
A structure-aware self-adaptive sensor system for the underground monitoring, which 
provides a feasible framework for underground monitoring in coal mines was 
presented in [22]. A typical WSN system is distributed within the Sensor Field (as 
shown in Fig. 1) and consists of  a number of sensor nodes, such as: a) seismic (white 
circles), b) acoustic (grey circles) and c) magnetic anomaly (black circles).  

 

Fig. 1. Sensor nodes scattered in a field (adopted from [3]) 

The WSN collects thousands of raw data and works as a centralized or 
decentralized fusion system [38], when in the first case the collected data from the 
individual sensors is sent through the sink node to the central dedicated fusion node 
(called Task Manager Node) in which the information is fused whereas in the second 
case a set of autonomous devices collect the information. 

We consider a situation where the basic functions of the wireless sensor networks 
are to monitor and control physical and environmental parameters related to the 
tunnel detection mentioned above and collectively transfer the data obtained through 
the network either to a central location or to a set of mobile agents called data-
gatherers. In WSNs, the mobile agents are added into the system to improve its 
performance and act as automatic carriers of data. We refer the interested reader to 
[9], for more examples and details of military applications of WSN including the 
battlefield surveillance, detection of enemy intrusion, detection of hidden hostile 
targets, rescuing lost people or objects, and so on. 

Applied WSN systems serving for tunnel detection (WSN-TD) may run unattended 
by human operators for long periods of time (sometimes hours, in other cases days or 
weeks). In these cases, the readings taken by the sensors are relayed to the central 
base station for processing and decision making using an ad-hoc multi-hop network 
formed by the sensor nodes. However, this technique for data transfer can create 
energy problems in the network. Indeed, the sensor nodes located closely to the base 
station relay the data sent from the nodes located far away. The sensors have limited 
lifetime due to the battery capacity, and the nodes near the base station are the first to 
run out of batteries since they are used more intensively. If the batteries of these 
nodes die, then the entire network becomes practically useless. Periodically replacing 
the battery of the nodes may be costly, dangerous and impractical in large-scale 
WSN-TDs. A practical solution to the problem of energy-efficient data gathering is by 
exploiting autonomous mobile data gatherers, i.e., controlled mobile agents that move 
on predetermined paths and visit the sensors to collect their data before their buffers 
are full and batteries are exhausted.  
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Obviously, the performance of the detection-and-localization system heavily 
depends on obtaining optimal routing policies allowing the automatic data -gatherers 
and verification teams to visit each sensor as soon as possible due to the constraint. 
Since information is available at many different nodes that yield different degrees of 
quality, the verification team should find a best possible itinerary to visit them. Some 
nodes need to be visited more frequently than others, which lead to different speed 
and dynamic nodes' deadlines. We present the problem of scheduling multiple mobile 
agents in the network with dynamic node deadlines so that there is no data loss due to 
buffer overflow in the sensors.  

In this work we investigate a scheduling problem for a set of controlled mobile 
agents. Each sensor has a finite buffer for storing the sensed data. Once the mobile 
agent visits a sensor, it gathers the data from the sensor and stores in its own memory 
making the sensor’s memory freed. A problem that naturally arises is the scheduling of 
the visits of the mobile agents so that none of the sensor nodes’ buffer overflows. 

Concluding this section, we present a brief overview of the work related to the 
mobile agent scheduling problem above. The mobile data-gatherers, called also "data 
mules", physically can be either buses, or robots, or unmanned aerial vehicles. 
Various types of mobile agents can be roughly classified in two large groups, random 
or deterministic (controlled). In the work by [30], the mobile agents moves randomly 
and collect data from the sensor nodes when they come near them. The use of a 
deterministic mobile agent (mounted on an armored carrier, or a robot, or an 
unmanned aerial vehicle) was considered in [7], [10], [14], [21]. A sleeping sensor 
node can "be awakened" when the mobile agent comes near it and starts to transfer its 
data. The controlled mobile agent moves on a predetermined path and can change its 
speed depending on the goodness of the wireless channel, density of nodes, or other 
controlled parameter. The sensors may be sampling at different rates (in particular, 
the nodes near the populated locations are used more intensively than those far away). 

The arising agent scheduling problem is known in literature as the Traveling Agent 
Scheduling (TAS) problem [5], [10] or the Mobile Agent Scheduling (MAS) problem 
[32]. The TAS problem considered here differs from other, earlier known, problems. 
First of all, the TAS problem is essentially different from the classic traveling 
salesman problem (TSP) (see, e.g., [19]). In the TSP, the goal is to find a minimum 
distance/cost closed route in which each node is met exactly once. In contrast, in the 
TAS problem, any node may be visited several times, and any node must be visited 
before its pre-specified deadline. In addition, in the TAS the deadlines are 
dynamically updated, after the agent performs its data gathering operation.  

In the related Vehicle Routing Problem - VRP [34], similar to the TSP and TAS 
problem, a set of nodes needs to be visited, but unlike the TSP and TAS, there many 
vehicles can be whereas the objective is to find the minimal number of the vehicles 
and to minimize the sum of the distances travelled by each vehicle. There are many 
variants to the VRP, for instance the VRP with time windows (VRPW) and the 
periodic VRP (PVRP). In the VRPW, there are time intervals ("windows") within 
which each node has to be visited. In spite of some common features, the both latter 
versions are different from our scheduling problem, as in our case some nodes may 
need to be visited more than once. In addition, the time windows of the visits are not 
known in advance but rather are defined dynamically during the data gathering 
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process basing on the current visit time. Our problem can be looked at as a special-
type VRP with dynamic time windows and deadlines. 

The difference with the model described by [32] is that we consider the case of 
multiple mobile agents rather than as a single agent. Finally, the difference with the 
work by [10] is that we take into account the WSN specificity, in particular, the 
resource-saving constraints and node deadlines; besides, we consider a different 
objective function and corresponding algorithms. 

3 Problem Description and Mathematical Formulation 

Consider a WSN-TD system in which a set of mobile agents visit the set of sensors 
until the requested information is gathered. The problem is to find a feasible route for 
each agent so as to minimize time spent by all the agents to collect the needed 
information under given budget constraints. The WSN can be represented as a 
directed graph in which the nodes represent mutually dependent sensors. Each of such 
nodes is assigned a set of operational attributes like transfer time, deadline, operation 
costs, etc. whereas each arc linking a pair of sensors has its own transportation 
attribute, i.e. transportation time.  

We are given the following input data: 

• A fully connected graph of n nodes: node[1..n]. 
• A matrix time[1..n][1..n] that denotes the time taken by the data-gatherer to go from 
one node to another. 
• An n-dimensional vector that contains buffer overflow times, deadline_time[1..n]. 
The i-th element of this vector determines the time at which the buffer in the i-th node 
will overflow. This value can be computed using the buffer size and sensing rate (see, 
e.g., [32]). In fact, these values define the deadlines of visiting the nodes by the 
mobile agents. 
• Each sensor requires a given time transfer[1,n] and budget [1,n]o carry out the 
agent’s task. It means that, in contrast to the model by [32], the actual data transfer 
time from the sensor node to the mobile agent is non-negligible. 
• A starting node node0k, for each agent k. 

We make the following assumptions: 

• The matrix time[1..n][1..n] and vector budget[1..n] consist of integer entries. 
• Each agent is assigned to exactly one destination, so a single path for the agent is to 
be defined.   

In order to further simplify notation, we assume that each sensor node, say, node v, 
is represented (substituted) by a corresponding arc (v', v'') leading from v' to v''. Such 
an arc will be called a sensor arc. Also, all the arcs depicting agent's pass and leading 
to any node v (respectively, going out of v) in the initial network are substituted by the 
arcs leading to v' (respectively, going out of v") in the transformed graph, for all the 
sensors. This simple transformation permits us, in what follows, to state that the arcs 
of two types (namely the link arcs and sensor arcs) are assigned the corresponding 
attributes and the total path length (budget, time, etc) is defined as the sum of the 
corresponding individual attributes taken along all the arcs in the path.      
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The problem of enhancing the efficiency of multiple mobile agents then reduces to 
a non-standard problem of finding budget-constrained extremal paths in a graph for 
each agent. The main theme of our paper is to show that a combination of the routing 
and assignment problems may render a realistic model of mobile agent planning in 
WSNs. 

3.1 Mathematical Formulation 

The WSN is represented as graph G = (N, A) consisting of a set N of nodes and set A 
of arcs, where |N| = n and |A| = m; a start node s; sets of resources and times associated 
with the arcs; a set of deadlines are associated with the nodes; a set D of destination 
nodes D = {t1, …, t|D|}, and a set Q of agents located at the start node. The arcs in G 
are denoted by (i, j).   

Denote by rij(q) = resourceq(i,j) and tij(q) = timeq[i][j] the individual resource 
(budget) and time, respectively, when agent q  traverses arc (i, j), where 1≤q≤|Q|, and 
di = deadline_time[1..n] for sensor i. In this multi-agent setting, the graph G is a 
multi-graph in which any pair of nodes i and j is linked by exactly |Q| parallel arcs, 
each one with parameters rij(q) and tij(q).  (For more information about constructing 
such a network, the reader is referred to [40] [10]).  

Let Tq be a given amount of time available for agent q to fulfill its mission. For 
each agent, define a time T(p) and resource R(p) of path p from a given node s to a 
given destination t as the sum of the times and resource requirement, respectively, of 
the arcs in the path (corresponding to that agent). Denote by p(td) ( dt D∈ ) an ordered 

set of nodes p(td) = (s, v1, …, td), which defines a path from s to td . Denote by T(pd,q) 
and R(pd,q) the time and resource of traversing path p(td) by agent q, respectively: 
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Path p(td) for agent q is called feasible if: (1) its resource requirement R(pd,q) does 
not exceed a given threshold Rq, and (2) its travel time T(pd,i) to each sensor node i is 
less than di. The problem is to find a feasible route for each agent so as to minimize 
time required by all the agents gathering the information. 

Without loss of generality, it can be assumed that |Q| = |D|.  Let Xqd be a binary 
variable equal to 1 if and only if agent q is assigned to destination

dt D∈ . Then the 

multi-agent dispatching problem denoted by MDP can be formulated as follows: 
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The problem (1)-(5) is a version of the assignment problem, which along with the 
agent-destination assignment constraints (2)-(3) seeks for finding a path satisfying 
resource constraints (4). Here (4) defines |Q|·|D| constraints for the agent-destination 
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combinations. This problem has two sets of decision variables: (i) |Q|·|D| assignment 
variables Xqd and (ii) unknown paths pd to be found for all the agents. The constrained 
assignment problem is known to be NP-hard even for the case of a single agent and a 
single destination (see [12]). 

4 The Solution Algorithms 

4.1 The Exact Algorithm for a Single Agent 

For any fixed pair (q, d), we can introduce the single-agent routing problem from s to 
d for agent q, which we denote by ARP(q, d).   
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This is an extension of the agent routing problem considered by [10]. The main 
differences are that (i) the objective is to minimize time rather than to maximize and 
(ii) path must satisfy the given deadlines in each node. One can observe that in the 
optimal solution of MDP, if any agent q is assigned to a destination d, it must traverse 
to d by the constrained min-time path. Then we are able to find the optimal solution to 
MDP in two stages, as follows:  

Stage 1. For all combinations of q and d, find a path that minimizes ARP(q, d). The 
minimum time for a pair of the agent and destination is denoted by ARP*(q, d).  

Stage 2. In MDP, the individual travel times of separate agents are to be combined 
together to provide the total min-time of all the agents. The problem is to assign each 
agent to its proper destination. This is the constrained version of the assignment 
problem wherein the objective in ARP*(q, d) is the min-time of agent q assigned to 
mission d. There are many algorithms for its solution in the literature (see, e.g., [25] 
[1]). We omit their description and in the following section concentrate on solving the 
sub-problems ARP(q, d) of Stage 1, presenting an exact and an approximation 
algorithms for their solution. 

The exact iterative dynamic programming (DP) algorithm for finding the optimal 
constrained path for any given agent q and any given destination d  for ARP*(q, d) is 
straightforward, the reader is referred to [10] where a similar algorithm is presented 
for the maximization routing problem. For each agent, the algorithm returns a correct 
min-time value (denoted by ans) and the corresponding path if and only if the 
destination is reachable from the start. Step 3 of the algorithm checks this fact and 
returns “no answer” if the destination is unreachable. 

Let us associate with each path p a pair (T, R), where T = T(p) is the path time and 
R = R(p) is the path budget. We deal with sets S(k) of pairs (T, R) arranged in 
decreasing order of the T values so that every pair in S(k) corresponds to a path from 
node s=1 to node k in the given graph G. In order to restore a path itself 
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corresponding to a pair (T, R), we define a predecessor node to each node and use 
standard backtracking.  

If there are two pairs in S(k), say, (T1, R1) and (T2, R2) such that T1≤T2 and R1 ≤ 
R2, then the pair (T2, R2) is called dominated and is discarded. If the partial travel 
budget R2 to a node exceeds the given deadline in (6) for that node then the pair (T2, 
R2) is also discarded.  

The complexity of the DP is O(mnUB), where the upper bound UB is the time of 
the min-time route from start node s to destination node td. The space required for 
running DP is O(nUB). The proof is similar to that in [10] and is omitted.  

Procedure DISPATCHING first runs DP |Q|·|D| times, each time yielding the 
optimal path and minimum time to a fixed agent and a fixed destination, and then 
finds the optimal agent-destination assignment. Procedure DISPATCHING is 
presented in Fig. 2. 

Procedure DISPATCHING
1. Input: G(N, A), |N| = n, |A| = m, {(bij(q), rij(q)): (i, j)∈A, 1 ≤ q ≤ Q}; R   
2. Output: Optimal paths pq for all the agents 1 ≤ q ≤ Q and all the destinations 
3. Step 1. [Initialization] 
4. OPT_B(1...Q, 1...D) = 0  
5. for  q = 1 to Q 
6.    for d = 1 to D 
7.       OPT_B(q, d) = DP1(q, td) 
8.    end for 
9. end for 
10. Run the minimization assignment algorithm for data in OPT_B(q, d).. 
11. Return the matrix OPT_B(q, d) containing max{Q, D} and Agent, Optimal Destination, Time.  
12. Return the min total time, which is the sum of all the items in the column Times of OPT_T(q,d). 

Fig. 2. Procedure DISPATCHING 

Lemma 1. The complexity of DISPATCHING is O(|Q|·|D|mnTmin) + Cassign, where 
Tmin is maximin-time among all the min-time single-agent routes from start s to 
destinations, and Cassign is the complexity of solving the assignment problem. The 
space required is O(nTmin+|Q|·|D|). 

Proof. Since DISPATCHING runs DP1 O(|Q|·|D|) times and the complexity of DP is 
O(mnUB), the total complexity of the first part of DISPATCHING is 
O(|Q|·|D|mnTmin). The assignment problem can be solved in polynomial time, e.g., in 
O(h3), where h denotes max {|Q|, |D|} (see, e.g. [2]). The space required by this part 
of the algorithm is only O(nTmin+|Q|·|D|) because at each iteration of DP the results of 
the previous iterations need not be stored.                                                         □ 

4.2 The Approximation Algorithm for a Single Agent 

We construct a fully polynomial-time approximation scheme (FPTAS). This is an 
algorithm that, for any given error ε > 0, finds an "almost-optimal" solution (that is, 
lying within the given ε) in time polynomial with respect to the problem size. An 
FPTAS was originally proposed by [27] for the knapsack problem, and later was 
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developed by [21] and [10] for solving the routing problem. We further develop two 
latter algorithms and adjust them to solving the routing problem with deadlines. 

Using the DP, we find an approximate solution for each individual agent and a 
given destination. Then we combine the FPTASs for the individual agents and obtain 
a complete approximate solution for all the agents. For this aim, we carry out the 
following three steps, A, B, and C, 

Step A. Find a preliminary lower bound LB and an upper bound UB on the optimal 
solution such that UB/LB ≤ n. 

Step A1. Find the finite shortest (with respect to time) s-i paths and shortest (with 
respect to time) t-j paths for all those edges (i, j) for which such paths exist. For this 
aim, we run twice the standard algorithm for finding the shortest path from one source 
to the entire destinations graph G; during these runs, we treat node s as a source in the 
first run and node t as a “source” in the second run.    

Step A2. For each edge (i, j) in G, add the length of the shortest (in time) s-i path, 
the length of the shortest (in-time) j-t path, and the length r(i, j) of edge (i, j) itself. 
Denote the obtained sum by R(i, j) 

Step A3. Let us call the edge (i, j) right if R(i, j) ≤ r. Scan all the “right” edges and 
select among them one with the minimum time value. Denote the latter value by b0. 
Clearly, b0 ≤ b* ≤ nb0.  

The complexity of Step A1 is O((m+n) log n); the complexity of Steps A2 and A3 
is O(m). Therefore, Step A requires O((m+n) log n) time in total. If we cannot find 
any right arc in Step A2, the problem has no feasible solution. Then we return “no 
solution” without performing Steps B and C.  

Step B. Find the improved lower and upper bounds such that
 
UB/LB ≤ 2. 

This step uses a test procedure denoted by Test(v, ε). Test(v, ε) is a parametric 
dynamic-programming type algorithm that has the following property: Given positive 
parameters v and ε, it either reports that the maximum possible time t* ≥ v or reports 
that that t* ≤ v(1+ε). 

Associate with each path p a pair (T, R), where T = T(p) is the path time and R = 
R(p) is the path resource (or budget). We deal with sets S(k) of pairs (B, R) arranged 
in decreasing order of the T values so that every pair in S(k) corresponds to a path 
from node s to node k. As in DP, we delete all the dominated pairs in all the S(k) sets. 
In addition to the dominated pairs, we delete δ-close pairs as follows: 

Given inaccuracy δ, if there are two pairs in S(k), say, (T1, R1) and (T2, R2), such 
that 0 ≤ T2 - T1 ≤ δ, then the pairs are called δ-close. We use the operation called 
discarding δ-close from set S(k), which means the following: 

(a) Let v be a given parameter satisfying LB ≤ v ≤ UB. In each S(k), partition the 
interval [0, v] into ┌(n/ε)┐ equal sub-intervals of size no greater than δ = εv/n; one 
more interval is [v, UB] 

(b) If more than one pair from S(k) fall into any one of the above sub-intervals, 
discard all such δ-close pairs, leaving only one representative pair in each sub-
interval, namely the pair with the smallest (in this sub-interval) R-coordinate.    

Lemma 2. The complexity of Test(v, ε) is O(mn2/ε) and the space required is O(n2/ε). 
Indeed, since the sub-interval length is δ = εv/n, we have O(n/ε) sub-intervals in 

the interval [0, v]. Therefore there are O(n/ε) representative pairs in any set W and 
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S(k). Furthermore, constructing each W requires O(n/ε) elementary operations.. 
Merging the sorted sets W and T, as well as discarding all the dominated pairs, is 
accomplished in linear time (in the number of pairs, which is O(n/ε)). Thus, algorithm 
Test(v, ε) has a total time complexity of O(mn2/ε). The space is O(n2/ε) since in each 
S(k), k = 1, ..., n, there are at most O(n/ε) pairs.                                                            □ 

Now we present a narrowing procedure in this section, which originates from the 
procedure suggested by [11] for solving the restricted shortest path. Specifically, 
when running Test(w, ε), we choose ε to be a function of UB/LB changing from 
iteration to iteration. For the reader’s convenience, in order to distinguish between the 
allowable error (ε) in the FPTAS and an iteratively changing error in the testing 
procedure, we denote the latter by θ.  

The idea is that when UB and LB are far from each other, we choose a large θ; 
when UB and LB get closer, we choose a smaller θ. More precisely, just as in [11], in 
each iteration of Test(v, θ), we set 1UB LBθ← − , and a new v-value  is: 

( )/ 1v LB UB θ= ⋅ + .  

Step C. The ε-approximation algorithm. We start Step C with deriving LB and UB, 
satisfying UB/LB ≤ 2, and then obtain an ε-approximate path. 

The corresponding algorithm is presented in Fig. 3: 

The ε-approximation algorithm AA (LB, UB, ε) 
1. Input: G(N, A), |N| = n, |A| = m, {(tij(q), rij(q)): (i, j)∈A, 1 ≤ q ≤ Q}; Rq  
2. Input ε, v, q, and d 
3. δ←εw/n  
4. Step 1. [Initialization] 
5. Set S(1)={(0, 0)} 
6. S(k) ← ∅ for k=2,...,n 
7. Step 2. [Generate S(1) to S(td)] 
8. Repeat  n-1 times 
9.    for each arc (u,k) leading from node u to node k do 
10.       W← ∅ 
11.          for each pair (B, R)∈S(u) do  
12.             if R + ruk(q) ≤ Rq, then W ← W ∪  {(B+ buk(q), R + ruk(q))} 
13.          end for 
14.       S(k) ←merge(S(k),W); during merging eliminate the dominated and δ-close pairs  
15.    end for 
16. end Repeat  
17. Step 3. [Check cycles] 
18. for each arc (u,k) leading from node u to node k do 
19.    W← ∅ 
20.       for each pair (T, R)∈S(u) do  
21.          if R + ruk(q) ≤ Rq, then W ← W ∪  {(T+ buk(q), R + ruk(q))} 
22.       end for 
23.    ST←merge(S(k),W); during merging eliminate the dominated pairs 

1.    If S(k)≠ST return "no answer" 
24. end for 
25. Step 4. [Determine approximate solution] 
26. find  min T in S(td), denote it by ans  
27. Return ans as the ε-approximate; use backtracking to find the path. 

Fig. 3. The ε-approximation algorithm AA 
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Theorem 1. The complexity of AA(LB, UB, ε) is O(mn2/ε). The complexity of the 
three-step approximation algorithm is O(mn2/ε). The space required is O(n2/ε). 

Proof. Since the sub-interval length is δ = εLB/n, we have O(n(UB/LB)(1/ε)) sub-
intervals in interval [0, UB] and since UB/LB ≤ 2, there are O(n/ε) sub-intervals in 
interval [LB, UB]. Therefore there are O(n/ε) representative pairs in any set W, and 
S(k). Constructing each W requires O(n/ε) elementary operations. Merging the sorted 
sets W and S(k) as well as discarding all the dominated pairs, is accomplished in linear 
time (in the number of pairs, which is O(n/ε)). In Step 2 lines 8-16, we have two 
nested loops: the first begins at line 8 and the second at line 9. Because these loops go 
over all arcs n-1 times, in total we have O(mn) iterations of lines 11-13. Thus, the 
algorithm has a time complexity of O(mn2/ε). Since Step C dominates steps A and B 
of the algorithm, the complexity of the entire approximation algorithm is O(mn/ε). 
The space is O(n2/ε) since in each S(k)  (k=1,..., n) there are at most O(n/ε) pairs.      □ 

Now we can incorporate the algorithm AA into the integrated algorithm 
DISPATCHING-Q for solving the multi-agent problem.   DISPATCHING-Q runs the 
AA |Q|·|D| times, each time yielding an approximate path and the time, for a certain 
agent q and a certain destination d. The return of the total time is the minimum of the 
individual times of Q mobile agents.   

The total time returned by DISPATCHING-Q is at least (1- ε)OPT, where OPT is the 
total optimal time gathered by all the agents. Since OPT is the minimum of OPT1(q, d) 
for all agents, we have:  1( , ) (1 ) 1( , ) (1 )

q Q q Q

APP APP q d OPT q d OPTε ε
∈ ∈

= ≥ − = −∑ ∑ .  

Theorem 2. Complexity of the heuristic DISPATCHING-Q is O(|Q|·|D|·mn2/ε+h3), 
where h = max{|Q|, |D|}.  

Proof: Because DISPATCHING-Q runs the FPTAS(q, d) O(|Q|·|D|) times and the 
FPTAS(q, d) complexity, according to Theorem 1, is O(m n2/ε), the complexity of  
DISPATCHING-Q is O(|Q|·|D|·mn2/ε). The space required by the algorithm is 
O(n2/ε+h2) because in each iteration of the FPTAS, the previous iteration data can be 
discarded. The assignment problem can be solved in polynomial time, e.g., in O(h3). 
Therefore the total time of DISPACHING-Q is O(|Q|·|D|·mn2/ε+ h3).                          □ 

So the heuristic DISPATCHING-Q has a polynomial worst-case complexity. 

5 Computational Experiments  

We examine the computational properties of the new scheduling algorithm, described 
in section 3, on an experimental WSN. We varied the number of mobile agents from 4 
to 12 and the number of randomly distributed sensors from 50 to 150. We coded the 
programs from sections 4 and additional program form another paper [6] in Java and 
ran them on a NEWRON computer with Intel Core i3 CPU, 3.06 GHz, 4 GB memory. 
The agent attributes were uniformly distributed random numbers in the interval  
[1; 25]. For each combination of the network size, we randomly generated 30 
numerical instances, totally about 600 different network configurations.   

Computational results are presented in Table 1 that compares the running time of 
the algorithm DISPATCHING-Q for ε=0.1 (denoted here by LKET) with those of two 
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other algorithms: the rounding FPTAS developed by [6] for ε=0.1 (denoted by CSA), 
and the exact dynamic programming algorithm DP.  

Table 1. Comparisons of the routing/dispatching algorithms 

Network size 
Number of agents

Average running time (hours) 

# of nodes # of edges LKET CSA DP 

50 1,000 4 0.01 0.01 0.58 

100 2,500 8 0.09 0.24 2.38 

150 5,000 12 0.25 1.98 28.50* 

* The entry with an asterisk required more than two hours of running time. The 
value in the table is the extrapolation on the basis of theoretical worst-case estimation. 

We can observe that the new algorithm outperforms CSA and DP algorithms. 

6 Conclusion 

The choice of a search strategy in search-and-detection of hidden targets has a strong 
impact on the search costs and losses incurred by the target as well as the chance of 
finding the target within time and cost limits. Specifically, in this paper we focus on 
finding a fast scheduling/dispatching procedure for detecting hidden human-made 
underground tunnels by multiple searchers. The makeup of an optimal or near optimal 
combination of sensors depends on the particular combination of factors for a given 
scenario. The problem then becomes a problem of determining the optimal 
combination of sensors, that is, a combination that can perform well for a large 
number of possible scenarios for different hidden object types. 

It is possible that the time complexity of the algorithm presented in this paper can 
be improved on. The approximation scheme can be combined with the information 
quality analysis aimed at minimizing the false-negative and false-positive sensor tests. 
This is a challenging question for our future research. 
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Abstract. The Mars Express mission is a space exploration mission being con-
ducted by the European Space Agency. The Mars Express Orbiter is extremely 
successful and is performing scientific experiments since early 2004, generating 
2-3Gbit of scientific data per day. It is therefore very important to plan its activ-
ities properly to obtain high-quality scientific data outcome. The paper  
describes a complete constraint-based automated planner of the Mars Express 
Orbiter activities covering uploading tele-commands, experiments and mainten-
ance activities, and downloading data back to Earth. 

Keywords: Planning, scheduling, scientific operations, MEX mission. 

1 Introduction 

Complete planning and scheduling of all spacecraft operations is a challenging area 
with the remote agent experiment at Deep Space 1 being a pioneering system [8]. Still 
the complete approach is rare in practice. For example, in the Mars Express (MEX) 
mission, planning and scheduling techniques are used to solve some sub-problems 
namely scheduling command upload and data download. MEXAR 2 [3] and RAXEM 
[9] are two tools operational at ESA-ESOC. MEXAR 2 was developed to schedule 
Data Dumping activities while RAXEM schedules Command Uplink activities. How-
ever, these tasks (downlink and uplink) are just two types of tasks necessary to oper-
ate the spacecraft. The core role of MEX consists of scientific (observation) tasks that 
are complemented by the command uplink and data downlink activities. There are 
also maintenance activities necessary to keep the spacecraft in a good condition. Cur-
rently the complete planning process is realized through a collaborative problem solv-
ing process between the science team and the mission planning team. Two teams of 
human planners iteratively refine a plan of all activities of the mission. In 2012 this 
complex planning problem has been proposed as a challenge for the Fourth Interna-
tional Competition on Knowledge Engineering for Planning and Scheduling (ICKEPS 
2012) [5]. The goal was to develop a system that takes the description of scientific 
operations together with operational constraints, ground station visibility, a spacecraft 
trajectory etc. as its input and generates a complete schedule of all the uplink, science, 
downlink, maintenance, and auxiliary operations. Notice in particular that the flight 
dynamics is not part of the solution as the spacecraft trajectory is given as the input. 
The plan must respect all operational constraints and maximize the scientific out-
come. 
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So far only one system was proposed to solve the complete MEX Orbiter planning 
problem. This was an ad-hoc planner based on incrementally adding observation ac-
tivities together with their supporting activities (command uplink, data downlink, and 
change pointing) to a partial plan [7]. Though this approach scales well with the in-
creasing number of observations, its major drawback is extremely hard maintenance 
at the level of source code. In this paper we propose a planner based on constraint 
satisfaction techniques. The idea is that the problem is described as a scheduling prob-
lem with optional activities and this problem is then modeled as a constraint satisfac-
tion problem. This is possible because the observation activities are known in advance 
and the unknown activities for changing pointing can be modeled similarly to set-up 
activities in manufacturing scheduling [2]. The major advantage of the constraint-
based approach is its modularity and extendibility as new constraints can be added 
easily. As we will show experimentally, this approach also generates more compact 
plans in comparison to the ad-hoc approach. 

In the paper we will first introduce the problem solved and describe some simplifi-
cations that we took. Then we will briefly introduce the constraint satisfaction tech-
nology with the focus on constraints used in the model. After that we will describe the 
constraint model for the MEX planning problem together with the search strategy. 
The paper is concluded by experimental evaluation of the model and comparison to 
the ad-hoc approach. 

2 Problem Description 

The MEX domain was proposed as a challenge problem for the Fourth International 
Competition on Knowledge Engineering for Planning and Scheduling (ICKEPS 2012) 
[5]. We adopted this problem in our work and in this section we will describe the core 
parts of the problem specification that are necessary to understand the solution. 

The Mars Express Orbiter (MEX) is a spacecraft  (Figure 1) operating at Mars or-
bit. The orbiter carries six operating scientific instruments called payloads that collect 
data about Martians atmosphere, planet’s structure and its geology: 

• ASPERA - Energetic Neutral Atoms Imager, 
• HRSC - High-Resolution Stereo Camera, 
• MARSIS - Mars Advanced Radar for Subsurface and Ionosphere Sounding, 
• OMEGA - IR Mineralogical Mapping Spectrometer, 
• PFS - Planetary Fourier Spectrometer, 
• SPICAM - UV and IR Atmospheric Spectrometer. 

There is one more instrument VMS (Visual Monitoring Camera) that is not used an-
ymore and hence omitted from planning. The major task is to schedule as many expe-
riments on the payloads as possible. In general, this is an oversubscribed scheduling 
problem though in the proposed model we will assume that all observations can be 
scheduled as no information about which experiments are more preferred is given. 
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Fig. 1. Mars Express Orbiter 
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In summary, the problem input consists of the following files: 

• EVTM: spacecraft orbital events produced by flight dynamic (where and when the 
spacecraft will be), 

• GSA: ground station availability and antennas transmission bitrates, 
• POR: a set of Payload Operation Requests including the amount of data produced. 

The goal is to generate a complete plan/schedule of all operations performed by the 
spacecraft for a given period. In particular there are: 

• observation activities (experiments), 
• maintenance activities, 
• pointing transition activities, 
• command uploading activities, 
• data downloading activities. 

3 Background on Constraint Satisfaction 

Constraint satisfaction technology originated in Artificial Intelligence as a technique 
for declarative modeling and solving of combinatorial optimization problems. Recall 
that a constraint satisfaction problem (CSP) is a triple (X, D, C), where X is a finite 
set of decision variables, for each xi ∈ X, Di ∈ D is a finite set of possible values for 
the variable xi (the domain), and C is a finite set of constraints [4]. A constraint is a 
relation over a subset of variables (its scope) that restricts the possible combinations 
of values to be assigned to the variables in its scope. Constraints can be expressed in 
extension using a set of compatible value tuples or as a formula. A solution to a CSP 
is a complete instantiation of variables such that the values are taken from respective 
domains and all constraints are satisfied. 

Constraint satisfaction techniques are frequently based on the combination of infe-
rence techniques (called consistency techniques) and search. The most widely used 
consistency technique is arc consistency that maintains consistency of individual 
constraints by removing values that violate the constraint. As different constraints 
remove different inconsistencies the choice of right constraints is critical for efficient 
problem solving. Formulation of a CSP for a given problem is called constraint mod-
eling. In the constraint model for the MEX planner we will use arithmetic and table 
constraints, where the table constraint uses a table of compatible value tuples to de-
fine the constraint. We will also use two specific constraints: element and cumulative. 
In the constraint element(X,List,Y), X and Y are variables and List is a list of va-
riables – element is a (k + 2)-ary constraint, where k is the length of List. The seman-
tics of element(X,List,Y) is as follows: Y equals to the X-th element of List, Y = 
ListX. For example the constraint element(2, [3, 4, 5], 4) is satisfied, while 
element(3,[3,4,5],4) is not satisfied. The constraint cumulative(Tasks, Limit) models a 
cumulative resource with the capacity Limit to which a set of tasks should be allo-
cated. Each task is specified by its start and end times and resource capacity that the 
task consumes – task(Start, End, Cap). The constraint ensures that the tasks are allo-
cated to times in such a way that the resource capacity limit is never exceeded. 
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Arc consistency is a local inference technique meaning that in general it does not re-
move all values that do not belong to the solution. Therefore a search algorithm is ne-
cessary to instantiate the variables. The search algorithm is usually integrated with the 
inference procedure in the following way. After each search decision the problem is 
made arc consistent. If the problem is still consistent, the inference procedure might 
remove some inconsistencies (for example, inconsistent values of variables) and hence 
prune the remaining search space. If the problem is found inconsistent then the search 
algorithm explores the alternative branch(es) or backtracks (if no alternative branch 
remains). The search strategy defines how the search space is explored, for example by 
defining in which order the variables will be instantiated (variable selection) and in 
which order the values will be assigned (value selection). It is also possible to use a 
disjunction of constraints splitting the search apace, such as the disjunction X = Y or X 
≠ Y that splits the search space into two disjoint subareas, a so called semantic branch-
ing [6]. We will define a specific search strategy for the MEX model. 

4 Constraint Model 

The MEX problem is a mixed planning and scheduling problem. We know the POR 
activities (experiments) together with their auxiliary activities (uplink of tele-
commands and downlink of data) and the task is to allocate them to time while res-
pecting the resource capacities. This is a scheduling problem. However, we do not 
know in advance the maintenance and PTA (pointing transition) activities as they 
depend on the allocation of POR and communication activities. Hence we need to 
plan them. We will use the idea of optional activities where more activities are gener-
ated in the input but not all of them will be scheduled. 

Recall, that maintenance activities should appear 3 to 5 orbits from each other and 
each orbit is 7 hours. If D is a total scheduling horizon in hours (frequently it is one 
week, 168 hours) then the upper bound for the number of maintenance activities is 
⎡D/21⎤. In our model, we use a less conservative estimate ⎡D/28⎤. The non-used main-
tenance activities will be allocated after the scheduling horizon. Regarding the PTA 
activities, we know that pointing may need to be changed before the experiments and 
before the communication activities. We assume that each POR will require exactly 
one data downlink activity (all data will be downloaded together). Moreover, com-
mand uplink is much shorter than data downlink and as both uplink and downlink 
operations can run in parallel, we can ignore the uplink operations during scheduling 
and we add them later during post-processing. Let N be the number of POR activities 
then we estimate the maximal number of PTA activities as 2N. The idea is that non-
used PTA activities will have zero duration (see below). 

We showed that we can generate all activities to be scheduled in advance and 
hence we can see the problem as a scheduling problem. Constraint-based scheduling 
[1] is a good approach to handle such problems and hence we decided to use it there. 
In the rest of this section we will specify the constraint model used, that is, the  
variables, their domains, and constraints. 
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4.1 Variables 

Recall, that we have four types of activities to be scheduled: POR (experiments), data 
downlink (communication), PTA (pointing transition), and maintenance. TeleCom-
mand uplink activities will be added during post-processing. Each POR activity is 
allocated to a particular payload. Each payload can process at most one activity at any 
time, but PORs for different payloads may run in parallel provided that they share the 
same pointing. Communication, PTA, and maintenance activities occupy the space-
craft completely and cannot run in parallel with any other activity. As resources are 
pre-allocated to activities we only need to decide the time allocation of all activities. 
Hence each activity i of type X is modeled using the variables for its start time Si

X, end 
time Ei

X, and duration Di
X that are connected using the constraints: 

∀X,i: Si
X + Di

X = Ei
X                                              (1) 

Table 1 shows the names of the variables for all types of activities in the problem. 
Note that POR, communication, and maintenance activities need to be connected to a 
particular PTA activity that sets the right pointing for the activity. We use Wi

X va-
riables that specify an index of the PTA activity in the sequence of PTA activities. 
Note that several activities may share the same pointing so some variables Wi

X may 
have the same value. On the other hand, there might be pointing activities that are not 
used by any of these activities. Recall that NAD and FIX pointing can hold for the 
limited time only so we may need to change pointing to Earth even if there is no par-
ticular activity requiring it (see the constraints later). 

Table 1. Variables for modeling activities 

Activity type Index i Start 
time 

End time Duration Pointing 
window 

POR (experiment) 1..N Si
POR Ei

POR Di
POR Wi

POR 
Downlink (comm.) 1..N Si

COM Ei
COM Di

COM Wi
COM 

PTA (pointing switch) 1..2N Si
PTA Ei

PTA Di
PTA – 

Maintenance 1.. ⎡D/28⎤ Si
MTN Ei

MTN Di
MTN Wi

MTN 

 
Let us now specify the domains of all the variables. Durations of the POR activities 
are constant and given in the input. Duration of the maintenance activities is 90 mi-
nutes. Duration of the PTA activities is 30 minutes, but we set the domain of Di

PTA to 
be {0,30}, where 0 means that the pointing activity is not used. Duration of the down-
link activities depends on the amount of data and bitrate of used ground station. We 
know the amount of data for each POR activity i, let us denote it datai. We are given 
the communication windows and bitrates for each ground station in the input. We do 
not need to distinguish between the ground stations so we may assume that we have a 
set of (possibly overlapping) communication windows [Sj

GRA, Ej
GRA] and correspond-

ing bitrates bitratej
GRA in the input. Then for each POR activity i we can define a table 

constraint connecting the possible start time and duration of its communication action 
(Table 2). For W communication windows, each such table has W lines; each line 
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describes one communication window, that is, the possible start time and duration of 
the communication activity for the POR activity i. 

Table 2. Table constraint for the communication activity i 

Si
COM Di

COM 
[S1

GRA, E1
GRA - ⎡datai / bitrate1

GRA⎤ ] ⎡datai / bitrate1
GRA⎤ 

… … 

[SW
GRA, EW

GRA - ⎡datai / bitrateW
GRA⎤ ] ⎡datai / bitrateW

GRA⎤ 
 
Note that the above table constraints also define the domains of variables Si

COM while 
the domain of Ei

COM is set via the constraints (1). We set the domains of variables 
Si

PTA and Si
MTN to be [0,2D] to allow non-used PTA and maintenance activities to 

appear after the schedule horizon D ([a,b] denotes an interval starting at a and finish-
ing at b). The domain of start-time variables Si

POR of POR activities is defined by a 
given offset from the pericenter and locations of pericenters given in the input 
(EVTM). Let pj be the time when the orbiter reaches j-th pericenter (there are P peri-
centers) and oi be the offset of the i-th POR. Then we define the domain of the start 
times of the POR activity i as follows: 

∀i: dom(Si
POR) = { pj + oi | j ∈ [1,P] }                                   (2) 

Again, the domain of variables Ei
POR is set via constraints (1). Finally, the domain for 

all Wi
X is [1,2N] as these variables denote the indexes of PTA activities. 

4.2 Payload Constraints 

Recall that each payload can process at most one activity at any time. Let Payloadj be 
the set of indexes of POR activities assigned of payload j. Then for each payload j we 
define a resource constraint that forbids overlap of payload activities. Each activity 
consumes one unit of the resource whose capacity is also one (unary resource): 

∀j: cumulative({task(Si
POR, Ei

POR, 1) | i ∈ Payloadj }, 1)                     (3) 

Now we need to connect the POR activities with the corresponding communication 
(data downlink) activities. Obviously, the downlink must start after the experiment 
finishes: 

∀i: Ei
POR < Si

COM                                                   (4) 

Moreover, data produced by the experiment must stay in memory until they are down-
loaded to Earth. We reserve the memory since the start of the experiment (POR) till 
the end of the communication. Let PayloadCapj by the capacity of memory assigned 
to payload j. Then we can model the memory resource as follows: 

∀j: cumulative({task(Si
POR, Ei

COM, datai) | i ∈ Payloadj }, PayloadCapj)          (5) 
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4.3 Maintenance Constraints 

The maintenance activities should be scheduled 3 to 5 orbits apart. As all maintenance 
activities are identical we can order them in time to remove permutation symmetries: 

∀i: Si
MTN + 21 < Si+1

MTN < Si
MTN + 35                                    (6) 

Moreover, we need to schedule the first maintenance activity close to schedule start. 
We assume that last maintenance finished close to the start of schedule (at most seven 
hours before the schedule start), but any time in past can be used: 

S1
MTN < 28                                                        (7) 

4.4 Pointing Transition Constraints 

Finally, we need to define the pointing transition constraints and connect the POR, 
communication, and maintenance activities with the corresponding PTA activities. 
For each PTA activity i we introduce two more variables, one defining the object to 
which the spacecraft points Pti (Earth, NAD, FIX) and one defining the duration of 
the pointing Ti (its domain is [1,+∞]). This duration describes the time when the 
spacecraft stays in the given pointing after the pointing transition finished. Recall that 
the spacecraft can stay in NAD and FIX pointings for a limited time only. This re-
striction is described using a tabular constraint as specified in Table 3. 

Table 3. Table constraint for the pointing transition i 

Pti Ti 
Earth [1,+∞] 
NAD [1,68] 
FIX [1,90] 

 
Similarly to maintenance activities we remove the permutation symmetry between 

the PTA activities by ordering them (this also defines the pointing duration Ti): 

∀i: Ei
PTA + Ti = Si+1

PTA                                          (8) 

Moreover to keep the “empty” transitions at the end of the sequence we use the fol-
lowing constraint. Briefly speaking if the duration of some PTA is set to zero then all 
following PTAs will also have zero duration (recall that the domain of PTA duration 
variables is {0,30}). 

∀i: Di+1
PTA ≤ Di

PTA                                           (9) 

Let us call the POR, communication, and maintenance activities the main activities. 
Now we connect the main activities with the corresponding PTA activities. Briefly 
speaking, the PTA activity that changes spacecraft pointing to the requested pointing 
must finish before the main activity and the next pointing activity must start after  
the end of the main activity. In other words, during the main activity, the pointing will 
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be as requested. This is where the variable Wi
X and element constraints will play a 

role. Let EPTA be the sequence of variables Ei
PTA ordered by i, SPTA be the sequence of 

variables Si
PTA ordered by i, and SPi

X and EPi
X be auxiliary variables denoting the 

interval when a given pointing holds. Then the following constraints define the re-
quested connection: 

 ∀X,i: element(Wi
X, EPTA, SPi

X) ∧ SPi
X ≤ Si

X (10) 

∀X,i: element(1+Wi
X, SPTA, EPi

X) ∧ Ei
X ≤ EPi

X 

We also need to set the requested type of pointing (Earth, NAD, FIX) for the main 
operation, let us call it RPti

X and let Pt be the sequence of variables Pti ordered by i. 
Then the constraint is defined as: 

∀X,i: element(Wi
X, Pt, RPti

X)                                     (11) 

4.5 Other Constraints 

The constraints (10) and (11) ensure that the PTA activities are not overlapping with 
the main activities. As maintenance activities require a different pointing (Earth) than 
POR activities (FIX or NAD) these two types of activities are also not overlapping. 
Only communication activities may overlap with maintenance activities, which 
should be forbidden. We will use the following constraint ensuring the activities of 
different types are not overlapping and at most six POR activities run in parallel 
(there are six payloads): 

 cumulative({task(Si
POR, Ei

POR, 1) | ∀i } ∪ 
   {task(Si

COM, Ei
COM, 6) | ∀i } ∪ 

   {task(Si
PTA, Ei

PTA, 6) | ∀i } ∪ 
   {task(Si

MTN, Ei
MTN, 6) | ∀i }, 6) (12) 

5 Search Strategy 

After specifying the constraint model, we decided to define a search strategy that 
takes in account specifics of the problem. We used the following core principles for 
the search strategy. First, the POR activities (experiments) are scheduled as they  
determine how the schedule will look. We schedule them as early possible to leave as 
much as possible space for other experiments. We also assign them the corresponding 
PTA activities (pointing transition) and after performing the pointing, we suggest to 
change pointing to Earth. This is motivated by observation of real schedules, where 
experiments with the same pointing are grouped and then data are downloaded to 
Earth (hence the Earth pointing). After the POR activities are scheduled, we schedule 
the PTA activities. Basically we try to omit non-necessary pointing operations by 
trying the zero duration. For real pointings we try first the Earth pointing (unless the 
pointing was already decided) because the Earth pointing is safer for the spacecraft 
(and it has no upper bound for its duration). We try to schedule the Earth pointing as 
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early as possible but the other types of pointings are scheduled as late as possible. 
This is motivated by having the NAD and FIX pointings with the restricted length as 
tight around the experiments as possible. Recall that NAD and FIX pointings have 
restricted duration and are required by experiments so it is better to change to these 
pointings as late as possible before the experiment. After the PTA activities, we sche-
dule the maintenance activities. These activities fit well between the blocks of POR 
activities. We find for them the requested pointing and then we allocate them to time. 
Finally, we schedule the downlink activities again to as early time as possible. As all 
other activities are already scheduled at that time, we allocate the downlink activities 
to the earliest possible time in the communication window, as there is no reason to try 
later times in the same window. We also tried to schedule the communication activi-
ties before the maintenance activities, but it worked much worse. 

Let us now describe the search procedure formally. We will use the following nota-
tion. Up(X) means trying the values for variable X in the increasing order. Down(X) 
means trying the values for X in the decreasing order. UpInter(X) means trying only 
the first values in the intervals from the domain of X. For example, if the domain of X 
is [1,10] ∪ [15,20] ∪ [30,40] then we try values 1, 15, 30 (in this order) for X. We 
will also use a general branching of exclusive disjunction constraints denoted using 
the or connector. Each of these assignment procedures defines a choice point of the 
search procedure so if the assignment fails, the search procedure returns to the pre-
vious choice point and tries an alternative branch there. Figure 2 describes the used 
search procedure. 

 for each i do 
  Si

POR := up(Si

POR) 
  Wi

POR := up(Wi

POR) 
  let j = 1+Wi

POR do: (Ptj := Earth 
            or Ptj ≠ Earth) 
 end for 
 for each i do 
  (Di

PTA := 0 
  or (Di

PTA > 0 ∧ ((Pti := Earth ∧ Si

PTA := up(Si

PTA)) 
          or (Pti ≠ Earth ∧ Si

PTA := down(Si

PTA)))) 
 end for 
 for each i do 
  Wi

MTN := up(Wi

MTN) 
  Si

MTN := up(Si

MTN) 
 end for 
 for each i do 
  Wi

COM := up(Wi

COM) 
  Si

COM := upInter(Si

COM) 
 end for 

Fig. 2. Search procedure 
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6 Experimental Evaluation 

To evaluate the performance of the proposed model, we compared it experimentally 
with the ad-hoc planner [7]. We used randomly generated data based on the same 
distribution as real data. In particular, we generated random schedules so we knew 
that a schedule exists and then we run the planners to see if they can find the sche-
dules and how these schedules compare to the initial schedule. We tried three differ-
ent scenarios. First, we focused on scalability with the increased number of POR  
activities. Second, we evaluated behavior of planners when the communication  
windows are restricted. Finally, we added the limited memory constraints to see how 
the planners work when a lot of data are produced. We run the solvers for one minute 
as if they did not produce any solution within one minute then they did not produce a 
solution even after running for several hours. Hence we do no compare runtimes, but 
we focus on quality of schedules. Though no planner was actually doing any optimi-
zation and there were no optimization criteria given, we compare compactness of the 
schedules as it roughly indicates how many experiments can fit in the schedule. 

In the first experiment, we used a single ground-station availability window span-
ning the entire length of the schedule. Downlinks occupied about 75% of time be-
tween successive groups of experiments and all data can be downloaded before the 
next group starts. The amount of data produced was much smaller than available 
memory. Table 4 shows the results. 

Table 4. Scalability experiment 

#PORs horizon planner makespan 
(hours) 

unused time 
(hours) 

15 5 days initial 104 40 
Ad-hoc 103 40 

CSP 59 5 
30 5 days initial 117 40 

Ad-hoc 119 29 
CSP 91 13 

50 7 days initial 117 30 
Ad-hoc 120 24 

CSP 59 5 
70 7 days initial 167 22 

Ad-hoc 166 23 
CSP - - 

100 7 days initial 166 29 
Ad-hoc 167 25 

CSP - - 
 
The experiment shows that the CSP approach generates much more compact sche-

dules than the ad-hoc approach. However, the CSP approach does not scale well with 
the increased number of POR activities. 
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The second experiment added restricted communication windows. In the data sets 
we used communication windows of size about 4 hours allocated around apocenters. 
Again, in the initial schedule roughly 75% of time in each window was necessary to 
download all data produced from experiments in the pericenter preceding the apocen-
ter communication window. Table 5 summarizes the results. 

Table 5. Communication capacity experiment 

#PORs horizon planner makespan 
(hours) 

unused time 
(hours) 

15 5 days initial 120 40 
Ad-hoc 102 28 

CSP 114 20 
30 5 days initial 121 31 

Ad-hoc 113 38 
CSP 103 15 

50 7 days initial 169 45 
Ad-hoc 167 38 

CSP 149 16 
70 7 days initial 169 25 

Ad-hoc 168 32 
CSP  132 11 

100 7 days initial 172 27 
Ad-hoc 167 25 

CSP 132 17 
 

Again, the CSP approach generated the most compact schedules. Now the re-
stricted communication windows probably helped the CSP solver to prune the search 
space and it can solve even the largest problems. 

The last experiment used a complete set of constraints. We increased the size of 
generated data in such a way that each POR required about half of available memory. 
It means that after two PORs we need to download data before we can continue with 
experiments for the same payload. Table 6 shows the results. 

Table 6. Data capacity experiment 

#PORs horizon planner makespan 
(hours) 

unused time 
(hours) 

15 5 days initial 118 53 
Ad-hoc 117 30 

30 5 days initial 120 54 
Ad-hoc 117 32 

50 7 days initial 171 60 
Ad-hoc 164 40 
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In this experiment, the CSP model was not able to produce any solution. The rea-
son is that the CSP planner scheduled too many POR operations and discovered only 
late that downlink operations cannot fit which caused a lot of backtracking. 

7 Conclusions 

We presented a constraint-based planner to do complete planning and scheduling of 
MEX Orbiter operations. This planner produces more compact plans than the existing 
ad-hoc approach so it is a promising direction as it can exploit better available obser-
vation time. Moreover, a CSP is modular in the sense that it is easy to add other con-
straints and for example to modify the planner to cover over-constrained problems 
where more scientific experiments are requested than the orbiter can actually perform. 
Unfortunately, the current model does not scale up well and it has a problem when a 
lot of data are generated. A possible direction to overcome these difficulties is mod-
ifying the search strategy for example by using discrepancy search techniques that 
recover better from the failure of search heuristic. Another alternative is adding re-
dundant constraints that help in pruning infeasible search branches. 
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Abstract. Biosensors are small analytical devices incorporating a bio-
logical element for signal detection. The main function of a biosensor is
to generate an electrical signal which is proportional to a specific ana-
lyte i.e. to translate a biological signal into an electrical reading. Nowa-
days its technological attractiveness resides in its fast performance, and
its highly sensitivity and continuous measuring capabilities; however, its
understanding is still under research. This paper focuses to contribute
to the state of the art of this growing field of biotechnology specially on
Glucose Oxidase Biosensors (GOB) modeling through statistical learn-
ing methods from a regression perspective. It models the amperometric
response of a GOB with dependent variables under different conditions
such as temperature, benzoquinone, PH and glucose, by means of well
known machine learning algorithms. Support Vector Machines(SVM),
Artificial Neural Networks (ANN) and Partial least squares (PLS) are
the algorithms selected to do the regression task.

Keywords: Machine Learning, SVM, linear regression, Neural Network,
PLS, biosensor, glucose oxidase.

1 Introduction

Biosensors are small analytical devices that incorporate a biological element,
whose aim is to generate an electrical signal which is proportional to a specific
analyte –i.e. the targeted chemical element to be measured. The biosensors acts
as a translator mechanism from a biological signal into an electrical reading. The
recognition element called electrode usually is an enzyme, tissue, microorganism
or an organelle, which is coupled to a physic-chemical transducer which perform
this translation –see Figure 1 [8].

Currently, its technological attractiveness resides in its fast performance, and
its highly sensitivity, continuous measuring capabilities, range, response time,
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Fig. 1. The analyte is recognized by the bioreceptor followed by the detection of the
transducer producing a measurable electric signal

stability, low cost and precision. Table 1 illustrates different types of biosensor
construction elements such as receptor types, transducers and physic-chemical
signals.

Table 1. Diferent types of biosensor construction elements

Receptor Physic − ChemicalSignal Transducers
Dye Protein Optoelectronic detector

Lectin Saccharide Field effect transistors
Enzyme Glycoprotein Semiconductor electrode

Apo enzyme Substrate Potentiometric electrode
Antibody Inhibitor Amperometric electrode
Organelle Prosthetic group Thermistors
Microbe Antigen

Tissue slice Hormone

Biosensors have a wide potential in diverse fields such as biomedicine, food
industry, engineering, and environment [7]. Despite growing advances in its de-
sign, this technology its still under develompent. One of the emerging scenarios
is the biomedical monitoring. In this work we put our attention to the blood
sugar sensing trough Glucose-Oxidase biosensors. The accurate determination
of blood glucose is highly important for the screening and treatment of the Di-
abetes Mellitus Disease [4].

2 Electrochemical Biosensors

There exist diverse techniques to measure glucose levels in blood. The most com-
mon are the spectrophotometric type using small devices called glucometers. A
current alternative is the technology based on electrochemical enzymatic sensors.
It works on the basis of oxygen consumption, hydrogen peroxide production or
b-nicotinamide adenine obtaining during the process of the catalytic conversion
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of a substrate [9]. The occurring electrochemical reactions are described by the
following equations:

Substrate + O2
Enzyme−−−−−→ Product + H2O2

Substrate + NAD+ Enzyme−−−−−→ Product + NADH +H+

The Glucose-Oxidase (GOD) is an oxidoreductase enzyme that catalyzes the
oxidation of the glucose to hydrogen peroxide, D-glucone and 5-lactone. Nowa-
days the GOD is widely used for the assessment of glucose in human body fluids
–i.e. blood and urine samples. It is produced by the penicillium notatum and
other fungi in presence of oxygen and glucose [5].

3 GOB Mathematical Modeling

The biosensors are based on physical process and biological-chemical reactions
that can be interpreted by mathematical models. Given some input parameters
it is possible to interpret the phenomena taking advantage of modern computa-
tional techniques. The goal is to develop a flexible mathematical model which can
be used towards a software capable of predicting the behavior of electrochemical
biosensor.

Since the first steps in the electrochemical biosensors design and development,
mathematical models have been introduced as a powerful tool that provides a
better understanding of the main influences of processing biosensor response.
Electrode construction features(material), electrical factors (potential, current,
charge, impedance), electrolytic factors (pH), and reaction variables (thermo-
dynamic and kinetic parameters) are factors of the electrochemical biosensor
design [3]. This information is useful to make decisions and consequently imply
a reduction in time and costs.

GOB modeling efforts deal with quantitative descriptions of biosensors kinetic
behavior of simple idealized enzymes [2]. Nowadays exist important contributions
to GOB modeling by means of machine learning methods, however this field of
research it is still under development [6].

4 Experimental Work

4.1 Biosensor Dataset

The GOB incorporates a p-benzoquinone mediated amperometric graphite sen-
sor with covalently linked glucoseoxidase. This mediator is responsible for
the electronic transfer between the enzyme and the electrode surface. Ad-
ditionally, the following reagents were used: glucose oxidase (E.C. 1.1.3.4.
from Aspergillus, 1000 U/mg), N-cyclohexyl-N ’-[2-(methylmorpholino)ethyl]
carbodimide-4-toluenesulphonate (Merk) and glucose. Amperometric data ac-
quisition was achieved using a Radelkis OH-105 polarograph. The amperometric
or electrical response was analyzed under different conditions of the Glucose
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(Glucose), pH (PH), temperature (T) and concentration of the mediator, the p-
benzoquinone (Benzoquinone). Values for these input parameters are described
in the table 2:

Table 2. GOB Input parameters

Glucose Temperature p-Benzoquinone
G (mM) PH T (celcius) (mM)

4 4 20 1
8 5 37 0.8
12 6 47 0.4
20

The resulting data file consists of 320 rows (observations) and 5 columns,
4 predictive variables and a continuous target variable, which corresponds to
the biosensor amperometric response measured in mA. As stated above, the
predictive variables are: Glucose, Benzoquinone, T and PH. These predictive
variables are standardized to zero mean, unit standard deviation. Finally the
data file is shuffled to avoid predefined ordering biases.

4.2 Experimental Settings

The dataset was randomly partitioned into a training set (70 percent) and a test
set (30 percent). The training phase was conducted by cross validation in 30x10-
Fold fashion. The generalization capacity was assessed by feeding the trained
models with the test set. The performance measure used was the Normalized
Root Means Square Error (NRMSE) whose definition is as follows:√√√√∑N

i=1

(
ei

1−hii

2
)

∑N
i=1 (ŷ − ȳ)

2
(1)

where ei are the residuals and hii are the leverage of the observation xi.
Three well known regression algorithms were used in the biosensor response

prediction, the Partial Least Squares algorithm (PLS), a Support Vector Ma-
chine (SVM) with Linear and Radial Basis Function Kernel and a Neural Net-
work (NN) for regression with Levenberg-Marquardt backpropagation learning
strategy. Optimal parameters were selected by grid search as follows: the SVM
complexity parameter C and the SVM-RBF gamma parameter was varied log-
arithmically between 10−1.5 and 101.5; for the NN the number of hidden layers
was fixed to one with four neurons.

4.3 Results and Discussion

Two experimental modes were analyzed, training and testing learning algorithms
with and without applying the natural log to the target variable. Table 3 shows
the cvRMSE error for each learner, before LOG and LOG data. The PLS and
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Table 3. cvNRMSE error and Regression Coefficient

Regression Before LOG LOG data
method NRMSE R NRMSE R

PLS 0.50 0.509 0.26 0.763
Linear SVM 1.44 0.520 0.28 0.718
RFB SVM 0.03 0.999 0.01 0.999

NN 0.11 0.984 0.05 0.980

Before Log Log data

Fig. 2. Plot regression before and after taking log the data of the observed target value
vs. predicted target value
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Fig. 3. Observed and predicted values rendered by the NN and RBF SVM models on
the data log

the RBF SVM shows the lowest errors, being (in a cautious matter) the RBF
SVM the best model according to this performance measure.

It is presented also, in this table, the regression coefficient R rendered by the
comparison observed target value vs. predicted target value in the test set. It
is clearly seen that the two linear models, PLS and the linear SVM are outper-
formed by the non-linear models, the NN and the RFB SVM. Figure 2 shows
the linear regression plots before LOG and data LOG.

Figure 3 shows the predicted target values vs. observed target values for the
RBF SVM and the NN algorithms. Despite that most of the signal is satisfac-
tory predicted, some of the points present divergences w.r.t. the observed target
values. A particular phenomenon is seen, models –i.e. NN and RBF SVM– have
difficulties to predict high-valued outputs.

Figure 4 and 5 show particular sections of the target value by presenting the
observed and predicted values in the test set. The former figure was assembled
by fixing the Benzoquinone to 0.2 and different Glucose values. X-Y axis are
the T and pH. The later uses Glucose equals to 4 and at different Benzoquinone
values. The differences pointed before can be seen in figure 5.
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Fig. 4. Observed Target value vs. Predicted Target value with fixed Benzoquinone to
0.2 at different glucose values

Wilcoxon Signed Rank test comparing the NN and the RBF SVM algorithms
–in the data LOG– shows no significative differences in testing the null hypothesis
that the difference between both cvNRMSE medians is zero –i.e p-value=0.125.
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Fig. 5. Observed Target value vs. Predicted Target value with fixed Glucose to 4 at
different Benzoquinone values

5 Conclusions and Future Work

Some machine learning methods have been used to model the amperometric
response of a GOB. The reported experimental results show a promising very low
prediction error of the biosensor output by using Neural Networks and Support
Vector Machines. It is shown also that the relationship between predictors –i.e.
features or variables– and response –target variable– corresponds to a non-linear
behavior. A final RBF-SVM model with parameters C=16, GAMMA=5.6569
and NU=0.95 can be solidly constructed in order to predict the amperometric
response.
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Glucose monitoring by means of a GOB can constitute a remarkable ally to
diabetic patients. As a way to avoid serious collateral chronic complications a
fast, reliable and inexpensive monitoring would be desirable, where GOB’s are
solid candidate for it; however, their design is still under development, in order to
improve both accuracy and stability. In biosensors design scenario, mathematical
modeling is a highly solicited tool, given that it facilitates the computational
simulation avoiding destructive testing, as long as time and resources issues.
The experimental proposal and conditions offered in this paper could be applied
for other scenarios in the wide spectrum of bio-sensing technology.

Future work will include to tune-up those divergences found in the signal
prediction. One possible direction could be to model the signal as a shape, then
it could be natural to think in splines to represent it. Another possible line of
research is the use of wavelets to approximate the amperometric output. Lets
consider the standard univariate nonparametric regression model:

yi = g(ti) + σεi, i = 1, . . . , n,

The goals is to gather the underlying function g from the data y= (y1, . . . , yn)
′,

without assuming any particular structure of this function [1].
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Abstract. Nowadays, breast cancer is considered a significant health
problem in Mexico. Mammogram is an effective study for detecting mass
lesions, which could indicate this disease. However, due to the density
of breast tissue and a wide range of mass characteristic, the mass diag-
nosis is difficult. In this study, the performance comparison of Bayesian
networks models on classification of benign and malignant masses is pre-
sented. Here, Näıve Bayes, Tree Augmented Näıve Bayes, K-dependence
Bayesian classifier, and Forest Augmented Näıve Bayes models are an-
alyzed. Two data sets extracted from the public BCDR-F01 database,
including 112 benign and 119 malignant masses, were used to train the
models. The experimental results have shown that TAN, KDB, and FAN
models with a subset of only eight features have achieved a performance
of 0.79 in accuracy, 0.80 in sensitivity, and 0.77 in specificity. There-
fore, these models which allow dependencies among variables (features),
are considered as suitable and promising methods for automated mass
classification.

1 Introduction

Breast cancer is a disease in which malignant cells are formed in the breast
tissues [20]. Nowadays, it is the main cause of death from cancer among women
in the world. The highest rates of incidence for this disease are found in Europe,
North America, Brazil and Argentina. Although in Mexico it is found at an
intermediate level, with incidence rates four times lower than the highest ones,
since 2006 breast cancer is the primary cause of death from malignant tumors
among women [5].

A mammogram is an X-ray film of the breast that has proven to be an ef-
fective tool for early detection of breast cancer. This study usually involves two
views of each breast: craniocaudal (CC) that is a head-to-foot view, and medio-
lateral oblique (MLO) that is an angled side-view [25]. In the visual analysis of
radiologists, one of the most important signs of breast cancer that they look for
are masses.

The American College of Radiology (ACR) defines a mass as a three-dimen-
sional structure demonstrating convex outward borders, usually evident on two
orthogonal views [1]. Some important characteristics of masses are size, shape,
margins, and density. Margin refers to the mass border, and density is the amount
of fat tissue in the mass compared with the surrounding breast tissue [13].

A. Gelbukh et al. (Eds.): MICAI 2014, Part II, LNAI 8857, pp. 474–485, 2014.
© Springer International Publishing Switzerland 2014
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Detection and diagnosis of masses, deduced from a wide range of mass charac-
teristics and density of breast tissue are complex, tedious, and time-consuming
tasks. Moreover, the success of these tasks depend on training, experience and
judgment of radiologists. For this, Computer Aided Diagnosis Systems (CADx)
have been developed in order to help in the mammogram analysis. These systems
have demonstrated to improve the performance in mass diagnosis from 75% to
82% [7,25].

In this study, the use of Bayesian networks models for mass diagnosis is
presented. Bayesian networks are probabilistic models that can capture expert
knowledge and work under conditions of uncertainty. They have a graphical
structure that is easy to interpret and validate by experts. Moreover, these mod-
els can combine knowledge and data [12].

There are several reports about the use of Bayesian networks for breast di-
agnosis. Bayesian networks models trained with clinical data and mammogram
findings provided by radiologists have been proposed in [3,4,10,14]. However, few
works have been discussed about their performance when they are trained from
automatically obtained features [22,26,31]. For the above mentioned, and consid-
ering the advantages of these kind of probabilistic models, the main aim of this
work is the performance evaluation of Bayesian networks models on classification
of benign and malignant masses from automatically obtained features.

The paper is organized as follows. In Section 2, we explain the image fea-
tures used for mass description. A brief review of Bayesian networks classifiers
is presented in Section 3. In Section 4, the data sets used in our experiments
is described, and the experimental results are presented in Section 5. Finally,
conclusions and future work are given in Section 6.

2 Feature Extraction

In this study, the features extracted from mammogram images are used to char-
acterize the shape, margins and density of masses. The considered image descrip-
tors of intensity, shape and texture, are selected from similar works [7,2,9,15,27],
and are explained in the following sections.

2.1 Intensity

Intensity features are used to describe the density of masses. From pixels be-
longing to the mass region, five basic statistics were calculated: mean, median,
variance, skewness, and kurtosis [7,9].

2.2 Shape

Shape of masses are investigated by ten features calculated from the pixels lo-
cated within the mass region area. Nine of them are the basic shape image
descriptors: area, compactness, and the seven Hu invariant moments [2,7,26].
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The last one, is the linear texture feature proposed in [15] that allows to analyze
the degree of mass spiculation.

Perimeter and statistics based on the distribution of the normalized radial
length (NRL) are used as margins descriptors. The normalized radial length is
defined as the normalized Euclidean distance from a point on the mass boundary
to the mass centroid. Six features are calculated from the normalized radial
length of the pixels on the mass boundary: mean, standard deviation (STD),
entropy, area ratio, zero crossing count, and boundary roughness [9,30].

2.3 Texture

The following statistics of gray-level co-occurrence matrices (GLCM), gray-level
difference matrices (GLDM), and gray-level run length matrices (GRLM) are
extracted to evaluate the density of masses [7]:

– GLCM: An element of the GLCM matrix P (i, j, d, θ) is defined as the joint
probability that the gray levels i and j occur separated by a distance d and
along direction θ of the image [21]. From the GLCM matrices, the eleven
following statistics are obtained: energy, contrast, correlation, variance, en-
tropy, homogeneity, sum average, sum variance, sum entropy, inverse differ-
ence moment, and difference variance.

– GLDM: The GLDM vector is the histogram of the absolute difference of
pixel pairs which are separated by a given displacement δ [32]. Also, to obtain
GLDM features, four forms of the vector δ were considered: (0, d), (−d, d),
(d, 0), and (−d,−d). Four measurements are calculated from these vectors:
mean, variance, entropy, and contrast.

– GRLM: The GRLM method is based on computing the number of gray-
level runs of various lengths [29]. A gray-level run is a set of consecutive and
collinear pixel points having the same gray-level value. The length of the run
is the number of pixels in the run. For an M ×N run length matrix p(i, j),
M is the number of gray levels and N is the maximum run length. From
these matrices, the following statistics are obtained: Short Run Emphasis
(SRE), Long Run Emphasis (LRE), Gray-Level Nonuniformity (GLN), Run
Length Nonuniformity (RLN).

All the above mentioned texture statistics are calculated from a sample of
32 × 32 pixels of the mass center for four directions {0◦, 45◦, 90◦, 135◦}, and
d = 1. Average and range, in the four directions, of each one of these statistics
are used as texture features.

3 Bayesian Networks Classifiers

A Bayesian Network (BN) is a probabilistic graphical model where the nodes
represent variables, and the arcs, dependence among variables. BN are recognized
as powerful tools for knowledge representation and inference under conditions of
uncertainty [8].
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A formal definition of BN is as follows: A Bayesian network is a pair (D,P ),
where D is a directed acyclic graph, and P = {p(x1|π1), p(x2|π2), ..., p(xn|πn)}
is a set of n conditional probability distributions, one for each variable, and
Πi is the parents set of node Xi in D. The set P defines the associated joint
probability distributions as [6],

p(x1, x2, ..., xn) = Πn
i=1p(xi|πi) (1)

Several types of BN models have been proposed as classifiers, some of them
are: Näıve Bayes, Tree Augmented Näıve Bayes (TAN), K-dependence Bayesian
classifier (KDB), and Forest Augmented Näıve Bayes (FAN).

3.1 Näıve Bayes (NB)

Näıve Bayes model is the simplest form of a Bayesian network, in which the root
node of a tree-like structure corresponds to a class variable. Also, the class node
is the only parent for each attribute variable. The key assumption of a NB model
is that all attributes are independent given the value of the class variable [8].

3.2 Tree Augmented Näıve Bayes (TAN)

A TAN classifier is an extension of the Näıve-Bayes model, and also has a tree-
like structure. In this model is allowed that each variable has at most two parents:
the class variable, and other attribute. The Friedman method [11] can be applied
to learn the structure of a TAN model.

3.3 K-dependence Bayesian Classifier (KDB)

A KDB classifier is a Bayesian Network where each attribute variable has at
most k parents. This BN model is also considered as an extension of a Näıve-
Bayes, and its structure can be learned with the algorithm proposed by Sahami
[24].

3.4 Forest Augmented Näıve Bayes (FAN)

This BN classifier is a variant of TAN where the attribute variables form a forest
graph. One of the advantages of this classifier is that eliminates unnecessary
relations among attributes. A method to learn the structure of FAN classifiers
is proposed by Lucas [17].

4 Datasets

In this study, two datasets extracted from the public BCDR-F01 (Film Mam-
mography dataset number 1) database [18] were used. This database is the first
public released dataset of the Breast Cancer Digital Repository (BCDR) which
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contains craniocaudal and mediolateral oblique mammograms of 190 patients.
The mammograms were digitized with a resolution of 720 × 1167 pixels, using
256 grey levels. For each mammography, the coordinates for the lesion contours,
and numerical anonymous identifiers for linking instances and lesions are pro-
vided. Besides, a data set including clinical data and image-based descriptors of
each lesion, is also available.

The two data sets used in our experiments were named as BCDR-1 and
BCDR-2. In order to form the BCDR-1 dataset, the 231 mammograms images
with mass lesion were selected from the BCDR-F01 database. Next, all the image
features explained in Section 2 were extracted from each smallest bounding box
containing a mass (region of interest-ROI, see Fig. 1). The ROIs were obtained
with the help of ImageJ program [23]. In summary, this dataset includes 231
mass cases: 112 benigns and 119 malignants; and each mass is described with
sixty features.

The BCDR-2 dataset consists of mass cases that were extracted from the data
included in the BCDR-F01 database. The considered mass cases are the same
as BCDR-1 set. Unlike the BCDR-1 set, each mass is described with the twenty

Table 1. Features set for the BCDR-2 set

Type Feature

Intensity mean, standard deviation,
maximum, minimum,
kurtosis, skewness

Shape area, perimeter, x-coordinate of center mass,
y-coordinate of center mass, circularity, elongation,
form, solidity, extent

GLCM energy, contrast, correlation, variance
Texture homogeneity, sum average, sum entropy, sum variance

entropy, difference variance, difference entropy
information measure of correlation 1, information measure of correlation 2

(a) (b)

Fig. 1. An example of a BCDR image used in this study: (a) original image and (b)
the corresponding ROI containing the mass
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eight image features provided by the database as shown in Table 1. In summary,
this data set includes 231 mass cases: 112 benigns and 119 malignants; and each
mass is described with twenty eight features.

5 Experiments and Results

The goal of the experiments is twofold. Firstly, we aim to assess the performance
of several Bayesian networks models in terms of three metrics. Secondly, we aim
to study the effectiveness of two feature sets in the mass classification task.

In our experiments, four type of Bayesian networks models are analized: Näıve-
Bayes, Tree Augmented Näıve Bayes, K-dependence Bayesian classifier (with
K = 2), and Forest Augmented Näıve Bayes. All models are trained and tested
in Matlab®with help of the Bayes Net toolbox [19] and the BNT Structure
Learning Package [16]. To train the models, BCDR-1 and BCDR-2 sets are
used. The values of the extracted features are normalized to have zero mean and
unit variance, and then discretized with the Equal width discretization method.

The performance of the Bayesian networks models is evaluated with the Leave-
one-out cross validation technique. The metrics used to report the results are
accuracy, sensitivity, and specificity. Classification accuracy is the proportion of
masses that are correctly classified by the model. The ratio of malignant masses
that are correctly identified is the sensitivity; and specificity is the ratio of benign
masses that are correctly identified [25].

5.1 Bayesian Networks Models Using the Complete Set of Features

In our first experiment, Bayesian networks models trained with the complete set
of features of both data sets (BCDR-1 and BCDR-2 ) are evaluated. The results
are presented in Table 2. From this table, it can be seen that all models obtain
a regular performance. The results of the models trained with BCDR-2 set are
slightly better and show similar average performance in accuracy, sensitivity,
and specificity. In the case of the models trained with BCDR-1 set, the results
show a slightly higher average performance in specificity than in accuracy and
sensitivity. The best model obtained for BCDR-1 is the simplest NB model, and
the KDB model for the case of BCDR-2.

Table 2. Performance results of mass classification for the Bayesian networks models
using the complete set of features

Model accuracy sensitivity specificity
BCDR-1 BCDR-2 BCDR-1 BCDR-2 BCDR-1 BCDR-2

NB 0.72 0.73 0.70 0.76 0.74 0.70
TAN 0.71 0.74 0.68 0.75 0.73 0.73
KDB 0.70 0.77 0.70 0.72 0.70 0.84
FAN 0.71 0.74 0.68 0.75 0.73 0.73
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5.2 Bayesian Networks Models Using Subsets of Features

In our second experiment, Bayesian Networks models trained with different sub-
set of features are evaluated.

Feature selection is applied to each data set before training of the models. In
order to find the best subset of features, the following process is applied. First,
the total space of features is approximately reduced to a third of it. Here, the
most relevant features according to their Fisher score are selected (see Table 3).
Then, the best combination of features is found by using the sequential back-
ward selection method. The final subset of features for BCDR-1 (named BCDR-1
subset) is presented in Table 4. In the case of the BCDR-2 set, the most relevant
features are selected as the best combination of them by the feature selection
method. This feature subset (named BCDR-2 subset) is shown in Table 5.

The performance results of the Bayesian networks models trained with the
best combination of features are summarized in Table 6. From this table, it can
be seen that almost all models trained with BCDR-1 subset outperformed those
obtained with BCDR-2. NB is the best model obtained for the BCDR-2 subset,
and models with dependences among features (TAN, KDB, and FAN) are the
corresponding for the BCDR-1.

The topology obtained for all Bayesian networks models using the BCDR-1
subset are presented in Fig. 2. From this figure, it is shown that the topology

Table 3. First selection of features for BCDR-1 set which are ordered according to
their Fisher score

Feature Fisher score

compactness 0.76
NRL mean 0.68
skewness 0.46
NRL STD 0.31
median 0.30
perimeter 0.30
variance 0.27
NRL zero crossing count 0.27
GLRM range of GLN 0.17
GLCM average of sum entropy 0.16
GLCM average of entropy 0.16
NRL entropy 0.16
GLCM range of energy 0.15
GLRM average of SER 0.15
GLRM average of RLN 0.13
GLCM average of difference variance 0.12
GLRM range of RLN 0.11
kurtosis 0.11
GLCM average of inverse difference moment 0.10
GLCM average of homogeneity 0.09
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Table 4. The best combination of features for BCDR-1 set which are ordered according
to their Fisher score

Feature Fisher score

compactness 0.76
NRL mean 0.68
skewness 0.46
NRL STD 0.31
median 0.30
NRL entropy 0.16
GLCM range of energy 0.15
kurtosis 0.11

Table 5. The best combination of features for BCDR-2 set which are ordered according
to their Fisher score.

Feature Fisher score

circularity 1.75
solidity 1.15
extent 0.96
perimeter 0.29
GLCM entropy 0.22
GLCM sum entropy 0.21
GLCM correlation 0.18
GLCM energy 0.15
standard deviation 0.12
GLCM information measure of correlation 2 0.09
GLCM homogeneity 0.07
skewness 0.06
kurtosis 0.05
GLCM difference entropy 0.04
minimum 0.03

of the best models (listed in Table 6) TAN, KDB, and FAN, are almost similar.
They only differ in the direction of the arc between NRL mean and compactness,
between NRL mean and skewness, and between skewness and kurtosis. These
models show a compact structure that is easy to interpret, and validate by
experts.

Also from Table 6, it can be seen that for BCDR-1 subset the results show an
acceptable performance on identification of both malignant and benign masses.
This feature subset reveals a better ability to capture the inherent characteristics
of the malignant masses. In fact, the sensitivity is improved when the depen-
dences among features are captured by the models TAN, KDB and FAN. On
the other hand, a regular performance in sensitivity and specificity are observed
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Table 6. Performance results of mass classification for the Bayesian networks models
using the best combination of features

Model accuracy sensitivity specificity
BCDR-1 BCDR-2 BCDR-1 BCDR-2 BCDR-1 BCDR-2

NB 0.73 0.76 0.65 0.75 0.81 0.77
TAN 0.79 0.69 0.80 0.64 0.77 0.74
KDB 0.79 0.76 0.80 0.65 0.77 0.88
FAN 0.79 0.69 0.80 0.64 0.77 0.74

(a)

(b)

(c)

Fig. 2. Topology for the Bayesian network models trained with the BCDR-1 subset:
(a) NB, (b) TAN, (c) KDB and FAN, the former is represented with solid arc lines and
the latter is the same structure except where the dotted arcs appear.

in models trained with the BCDR-2 subset. In summary, the results indicate
that BCDR-2 subset is more appropriate to describe the benign masses than
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the malignant ones; while BCDR-1 subset is suitable for identification of both
mass type.

The topologies shown in Fig. 2 for TAN, KDB, and FAN using the BCDR-
1 subset suggests that shape, margins, and density are important factors for
mass diagnosis: shape is described by the compactness; margins by NRL mean,
NRL STD, and NRL entropy; and density by skewness, median, and GLCM
energy. Moreover, the dependences among these features captured by the TAN
model, reveal that the shape of a mass has influence on margins, and this impact
on the density attributes. These findings, factors and their relationships, are
consistent with both the analysis followed by experts for mass diagnosis and
medical literature [13,28].

6 Conclusions

A performance comparison of Bayesian networks models on classification of be-
nign and malignant masses was presented in this work . The experimental results
have shown that TAN, KDB, and FAN models, with performance of 0.79 in accu-
racy, 0.80 in sensitivity, and 0.77 in specificity, are suitable models for this task.
These models have a compact structure and can capture part of the specialized
knowledge used by radiologists for mass diagnosis. The accuracy performance
obtained by these models is comparable with the average performance (0.82) of
experimentals CADx [25]. Also, the experimental results have shown that our
proposed feature set (BCDR-1 subset) when compared with that found in the
BCDR-F01 database, is appropriate to identify both types of masses. For these
results, it can be concluded that Bayesian networks are promising models for
mass classification with automatically obtained features.

As future work, interpretation and validation by experts of the best found
models, as well as the construction of models with both clinical data and image
descriptors of masses are considered.
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Abstract. From public health and clinical point of view, sepsis is a life-
threatening complication and its mechanisms are still not fully understood. This 
article claims that Multiagent Systems are suitable to help elucidate this 
phenomenon and that it is possible to carry out simulations that can be used in 
the observation of emergent behaviors, enabling a better understanding of the 
disease. Requirements for computational simulation of sepsis in AutoSimmune 
system are presented as also the simulation results.  The results presented when 
using more aggressive pathogens are compatible with sepsis by simultaneously 
presenting symptoms such as fever, bacteria in the blood and Leukocytosis as 
reported in literature. 

Keywords: in silico simulation, sepsis prediction, multiagent system. 

1 Introduction 

From public health and clinical point of view, sepsis is a life-threatening infectious 
complication and its mechanisms are still not fully understood. Sepsis has great relevance 
in terms of public health not only because of the high incidence of cases but also due to 
the high mortality rate pointed in several studies [1]. Three million people in the United 
States and Europe are estimated to develop severe sepsis and/or septic shock every year 
and about 35% to 50% come to death [2]. This is therefore a major cause of death in 
intensive care units (ICU), causing thousands of deaths annually worldwide. 

In sepsis, systemic inflammatory response, triggered by suspected or confirmed 
infection syndrome, occurs the balance rupture between pro and anti-inflammatory 
mediators [1][3][4]. Then, one can reach a state of intense "immunologic dissonance", 
called MARS (mixed antagonistic response syndrome), where it occurs SIRS (systemic 
inflammatory response syndrome) and CARS (compensatory anti-inflammatory response 
syndrome) [5]. This context is proposed as the core for explaining the evolution of sepsis 
[1]. The process of disruption of this complex balance of pro and anti-inflammatory 
mechanisms disorganizes homeostasis in patients suffering of sepsis[6][7]. 
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As a consequence, researches in vitro, in vivo, and more recently in silico (using 
computational modeling) have been conducted with the aim of contributing to a better 
understanding of the pathophysiology of sepsis. In the case of sepsis, there are factors, 
such as bioethical aspects, that  hinder research in vitro and in vivo. For this reason, 
computational simulations have aided the understanding in pathogenic/man 
interaction playing an important role in the expansion of knowledge and the 
construction of scientific hypotheses with a degree of effectiveness consistent with 
contemporary medical practice [7] [8] [9].  

According to Li et al. [10],  computational models are not only cheaper than in 
vivo studies, but they are also faster and able to assist in a better understanding of bio-
inspired algorithms and the use of these algorithms in improving intelligent and 
adaptive systems.  

The objective of this paper is to present the results obtained in the simulation of 
Sepsis in a multi-agent system simulator termed AutoSimmune. Next, we introduce 
the systemic aspects of sepsis that ensure the suitability of the use of multi-agent 
systems (MAS) in the simulation of this disease. Section 3 describes the general 
characteristics of the simulator. Section 4 presents the necessary additions to the 
simulator for simulating the occurrence of sepsis. Section 5 presents the simulation 
results. Finally, Section 6 presents the conclusions of this work. 

2 Agent Oriented Computational Modeling of the Human IS 

Human immune system (IS) has evolved over millions of years to develop 
sophisticated mechanisms for maintaining homeostasis in order to protect the organic 
integrity of the host in relation to microorganisms and their virulence factors [11]. 
Sometimes, however, imperfections in tolerance mechanisms give rise to so-called 
autoimmune diseases. Furthermore, inappropriate immune responses can cause tissue 
damage and development of diseases rather than protection [12]. Knowledge of the 
structure, function and regulation of IS is key to understanding the pathogenesis of 
many diseases and the development procedures that allows its regulation [12]. 

In addition to the specific characteristics of IS, general systems theory, proposed 
by Bertalanffy[13], lists some of the common characteristics of complex systems that 
are perfectly matched to IS. These characteristics indicate the scale of the challenge of 
understanding a systemic event, revealing, through a careful analysis what are the best 
approaches to be used. Such analyzes converge to the understanding of these systems 
as bottom-up systems where complex behavior emerges from the iterations of its most 
basic elements. Given these characteristics, agent  oriented systems are perfectly 
matched to create systems that simulate these problems.  In them, the agents that 
reside on a lower level on the scale start producing behavior that lies on a scale above 
them: ants create colonies; citizens create communities; simple pattern-recognition 
software learns how to recommend new books. The movement of low-level rules to 
higher-level sophistication is what is called emergent behavior [14].  However, 
currently there are some limitations that restrict the use of multi-agent systems. The 
main one is to maintain a system capable of handling millions of agents that 
communicate continuously, as is the case of IS. Current research seeks to allow the 
use of GPU to ensure the scalability of such systems [15]. 
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3 The AutoSimmune Simulator 

AutoSimmune is an Immune System simulator with original focus on autoimmunity. 
In its basic version it simulates the bone marrow, thymus, lymph nodes, blood 
circulation and parenchymal tissue region. The regions are simulated as a discrete 
space in a form of a two-dimensional grid in which each agent has a position (i,j). 
More than one agent can occupy the same position, which somehow simulates a 3D 
space. The movement of the agent is done by changing its position to a new position 
in the Moore neighborhood1. Thus, an agent cannot “jump” positions, i.e., it needs to 
move one position at a time. In such a structure in the form of two-dimensional grid, 
the Moore neighborhood (of radius one) comprises the eight neighboring position to a 
central position. If allowed in their specification, an agent can move from one region 
to another by means of special elements called portals, as proposed in [16]. The 
simulation of substances such as cytokines are performed by means of layers of data 
provided by the framework repast, called ValueLayer. Substances, as they are 
released by cells, undergo a process of diffusion, spreading in the surroundings of the 
site in which they were released, decreasing its concentration, and also undergo a 
process of decay, decreasing its amount with time [17]. ValueLayer is an abstract 
layer of data that, at the time of its creation, is associated with a region of the grid. 
Combination of  multiple layers of data at the same grid is possible. Thus, an agent 
can know the concentration of a given substance at that time instant at position (i,j). 

Passage of time is modeled using the concept of discrete time unit called tick 
provided by the framework. Each agent defines when to start to be called and the 
interval of each call. Ticks are the time intervals necessary for the transition from a 
state of the environment to the next. Therefore, all events scheduled to be executed 
must be completed before the next round occurs. Thus, during a tick, all agents 
scheduled for the given time will change their positions, release substance and 
analyze its neighborhood, based on information from the previous tick. Only when 
every agent has made its actions the tick ends and the information is updated [17]. 

In the simulator, the affinity (which is the recognition strength of an antigen by a 
receptor) is simulated by the number of matching bits between two bit sequences:  
one belonging to a cell receptor and another belonging to the antigen. The greater the 
length of the matching, the greater the affinity. For the calculation of the affinity we 
used the method suggested by [22], called the “length of the longest common 
subsequence”, whose goal is to compute, given two patterns of bit sequences A and B, 
the size of the largest contiguous subsequence of bits that are contained in A and B 
simultaneously, in the same order. 

AutoSimmune have been successfully used to simulate various biological 
phenomena related to the human immune system, such as the development of 
autoimmunity [17]; verifying the role of mast cells in infections [23] and to study the 
immune response in the post-infectious glomerulonephritis (GnPE) by Streptococcus 
pyogenes [11]. 

 
 

 

                                                           
1 http://mathworld.wolfram.com/MooreNeighborhood.html 
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4 Simulation of Sepsis 

Given the granularity of the simulator, we focused our modeling at the cellular level 
by adding the necessary elements for the simulation of sepsis.  For this, it is 
necessary to identify and model the main cells and mechanisms that play a 
predominant role in the simulation of sepsis. They are bacteria, neutrophil, 
macrophage and their interactions, including interactions outside the Tissue zone, 
such as blood circulation. These elements worked as important markers of diagnosis 
in cases of sepsis. Moreover it was necessary to insert the Neutrophil agent and to 
adapt the Macrophage agent to simulate the behaviour related with pro inflammatory 
substances  (denoting IL1, IL2 and TNF-a),  and anti-inflammatory.  The Bacterium 
agent was also modified to respond to anti and pro-inflammatory mechanisms and 
provide indicators of sepsis compatible with literature. 

4.1 The Computational Model of Neutrophil 

Neutrophils are the most numerous cells contained in blood, distinguished 
morphologically by a nucleus segmented into three to five connected lobules and by 
abundant granules present in their cytoplasm [19]. Such cells have an increase in 
bacterial infectious processes, when the production and release by the bone marrow 
are increased, and are markers of occurrence of such infections, being fundamental to 
understand their roles and interactions with microorganisms, in order to unravel the 
complex mosaic of illness by such etiologies [18]. Neutrophils are represented in the 
simulator by the agent Neutrophil. The implementation of the agent seeks to reflect 
aspects of the immune response in the occurrence of diseases such as sepsis. These 
agents are inserted in the BoneMarrow zone and migrate to Circulation zone where 
they circulate randomly or move according to the gradient of concentration of the 
substance PK1 when they change to the tecidual state, simulating in this way, the 
chemotaxis of these cells. When Neutrophil agent find and identify a Bacterium 
agent, it phagocytes the latter and then die due to the microorganism destruction 
process. It can phagocyte more than one bacterium before  its own cell death. If the 
life span expires the agent is eliminated. The states of Neutrophil agent are illustrated 
in Figure 1 and was presented in a previous article [26]. 

 

Fig. 1. State diagram of the Neutrophil agent [26] 
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When its lifetime expires, the Neutrophil agent changes its State to apoptosis. 
Upon finding microorganisms or inflammatory substances it goes into 
proinflammatory state, performing its function of phagocytosis and elimination of 
bacteria. 

4.2 Macrophage 

Macrophages are cells originating from blood monocytes migrating from the 
circulation into the tissues and from proliferation of precursor on site. They are 
responsible for phagocytosis of tumor cells opsonized by antibodies, bacteria, and 
other microorganisms. They produce mediators such as prostaglandins, leukotrienes, 
platelet activating factor, interleukin 1, 6 and 12, attracting other cells and triggering 
the immune response. They also participate in regulatory events as well as the 
interaction of the innate immune response with acquired immunity [20]. Figure 2 
shows a state machine describing the behavior of the agent representing the 
macrophage. The implemented behavior sought to simulate the immune response in 
the occurrence of diseases such as sepsis. It is based on Macrophage agent defined by 
Folcik [16] and is created by TissuePortal class when it detects the presence of MK1 
and are inserted in the Tissue zone. Thus, is represented the attraction of macrophages 
to the site of infection. Upon entering the Tissue zone, the agent follows the substance 
of cellular stress signaling PK1 to find the site of infection and the presence of the 
NECROSIS substance. When this occurs the agent switches to the proinflammatory 
state since it found evidence that the cells are actually being damaged. Once in this 
state, it begins to produce pro-inflammatory cytokine MK1, simulating the function of 
macrophages in initiating the inflammatory process by recruiting other elements of 
immunity. 

 

Fig. 2. State diagram of the macrophage agent 

When it is in a proinflammatory state, macrophage can also phagocytose dead 
cells, PAMP-positive pathogens, and antigen-antibody complexes, i.e., antibodies 
bound to any antigen marking them for phagocytosis. When the macrophage 
phagocytes any element, it renders it, extracting its antigens and presenting it to the 
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main histocompatibility complex class II (MHC II). At that point, it goes to the 
activated state. 

When they encounter T lymphocytes that recognize the antigen that it is 
presenting, the macrophage receives survival factors (increasing its activated life 
time)  and also provides survival factors for the lymphocyte that recognized it. 
Macrophage have a limited lifespan in both pro-inflammatory state and in the 
activated state. If it does not get surviving factors to extend that time, it undergoes a 
process of programmed cell death, apoptosis, and is eliminated from the simulation.  

Macrophage anti-inflammatory states were not modelled, because the model is 
based only on the hypothesis that the decline in immune response happens due to the 
absence of antigen stimulation. On the other hand, there are other studies cited in the 
model described by Folcik [16], pointing to the existence of suppressor T cells or 
regulatory, which would be responsible for the decline and suppression of the immune 
response. 

4.3 The Computational Model of Bacteria 

The  Bacterium agent simulates a generic bacterium and is inserted in the Tissue zone 
where it randomly moves until be found by an agent that it can connect with. 
Following recognition and connection, if the agent represents a cell that has the target 
pattern (cell tissue) and if the cell is no longer infected, then the bacterium attaches to 
the cell and multiplies. When the multiplication process occurs, the cell is lysed. If the 
bacterium could not recognize the agent as a target or if the cell is already infected, 
the bacterium agent starts again to move randomly in the tissue. If the lifetime of the 
bacterium runs out it is eliminated. Bacteria can also bump into a portal and, in this 
case, may fall into the bloodstream. In the circulation bacteria do not multiply, 
however, they can return to tissue through a portal. Figure 3 displays the state 
machine of the Bacterium agent. 

 

Fig. 3. State diagram of the  bacterium agent 
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5 Related Works 

Some works can be found on in silico studies of sepsis [8]. They bring a general 
review of the subject and the computational tools available, such analyzes (e.g. 
proteomics) made by computer and the use of data mining on datasets collected in 
hospitals. In [24] was proposed an agent-based simulation model combined with 
systemic dynamic mathematical model to execute a simulation of the initial stage of a 
typical sepsis episode, often leading to severe sepsis or septic shocks. Based on the 
computational studies, the simulated behavior of the agent-based model conforms to 
the mechanisms described by the system dynamics mathematical models established 
in previous research. They used the NetLogo framework for the model 
implementation. They used a generic agent such as phagocyte and pathogen as well as 
mediator substances modeled as agents. Our approach uses more specific agents and 
does not model substances as agents. 

The article [25]  made a comparison between two models: a system dynamics 
mathematical model (SDMM) and a multiagent based model (MABM), which model 
and simulate the human's innate immune responses of sepsis. When comparing the 
results of the two models, the paper concludes that the models based on multiagent 
systems are the most realistic approaches to simulate the progression of sepsis. The 
results between the MAS and mathematical models differ because of the stochastic 
nature of the immune response. SMA model sought to maintain the same 
characteristics of the hypothetical scenarios of acute response at the interface between 
the blood vessels and cells within tissues. Our work uses the MAS approach  and the 
interactions among cells of immune system and the pathogen, mediated by pro and  
anti-inflammatory substances,  in order to elucidate through computer simulations 
some of the complex mechanisms of sepsis. Although our simulation involves a larger 
number of immune cells and use slightly different mechanisms for simulating zones 
(e.g. tissue and circulation), we do not use the same level of detail of mediator as in 
[25]. Instead, we include generic pro-and anti-inflammatory substances because we 
believe that the work of subdividing such substances and describing their role in the 
system must be done in a more complete and thorough manner to represent the actual 
role of each of the mediators individually. Nevertheless, both studies are in 
accordance with the presented results, to understand the effect of these mediators 
plays an important role in the regulatory mechanisms. 

6 Results 

The diagnosis is not trivial. According to [21], "The group concluded that few, if any, 
patients in the early stages of the inflammatory response to sepsis infection is 
diagnosed by four arbitrary criteria." Instead, one needs to identify a myriad of 
symptoms. Nevertheless, some diagnostic parameters were given by [21] [1] and 
these were used to validate the simulation results. Given the capacity of the simulator 
and modeled mechanisms, simulations were carried out that generated the charts 
contained in this section. Such charts relate to the presence of macrophages and 
neutrophils in the circulation (indicating the presence or absence of leukocytosis), 
bacteria in the circulation and bacteria in the tissue and tissue damage. 
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Fig. 4. Control test (default parameters) 
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Due to the stochastic characteristic of the simulator, making the emergence of 
results on the interactions between cells unpredictable, several tests were performed 
by changing parameters such as virulence, latency and inoculum. Further tests with 
identical between replicates to confirm the repetition of emergent behavior parameters 
were performed.  

Although individual results of the interactions between cells and the response time 
of the system may vary between tests, tests with identical parameters reproduced the 
same pattern of macroscopic behavior. The tests were performed by varying 
parameters virulency, latency and  variation of the inoculum. The graphics represent 
respectively the increase in the number of agents Neutrophil and Macrophage in the 
Tissue zone, the percentage of tissue damage, the number of agents of type 
Bacterium, Neutrophil and Macrophage in the Circulation zone. 

The plots in Figure 4 represent the results with the default parameters of the 
system. In this case, 50 Bacterium agents have been inserted with less virulence and 
greater latency. As a result,  the system triggered a sequence of cellular interactions 
that led to the results shown in Figure 4.  

These results serve as a control test demonstrating how IS's reaction occurs when it 
can respond appropriately to the pathogen. We have a maximum increase of about 
180 macrophages and neutrophils around 1100. This increase sets back to the default 
state of the system as soon as the threat (bacteria) is controlled. The tissue injury does 
not reach 0.4% and the system recovers quickly. The number of bacteria in the blood 
is small and in some of the tests they do not migrate to the blood (this occurs 
randomly). 

The plots in Figure 5 feature an intermediate case. 250 Bacterium agents have been 
inserted with intermediate levels of virulency and latency. In cases like this, often the 
interactions produce results that culminate in the complete elimination of Bacterium 
agents although with greater levels of increase of neutrophils and macrophages and 
tissue injury.  The graphics feature (considering that the tests were repeated 
exhaustively) the case in which occurs the reinfection of the bacterium from the 
circulation to the tissue. This behavior renders the previous result cycle where 
Bacterium agents are fought and the system returns to the initial state. If the system is 
infected again it can fight the infection efficiently. 

These results demonstrate a more intense reaction of the immune system to 
infection. It can respond to the pathogen, but we have a four times greater increase of 
neutrophils and macrophages. This increase sets back to the default state of the 
system as soon as the threat (bacterium) is overlooked and regrows in reinfection. The 
tissue damage reaches more than 1%, which can represent a small increase in 
temperature. The number of bacteria in the blood is much bigger than in the previous 
test which favors the reinfection and the repetition of the cycle. 

The plots in Figure 6 presents the worst case. 500 Bacterium agents have been 
inserted with low latency and high virulency (Gram positive bacteria are more 
aggressive and is expected to generate a larger immune response, which can lead to 
sepsis). The system triggered a sequence of cellular interactions that led to the results 
that can be seen in Figure 6. 
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Fig. 5. Intermediate case tests 

These results demonstrate a critically serious reaction from the system, which is 
unable to respond to infection in an appropriate manner. It cannot fight the 
pathological agent efficiently. The increase of neutrophils and macrophages does not 
cease or at most stabilizes. This increase does not retreat, generating high levels of 
phagocytic cells (macrophages and neutrophils). Tissue damage reaches more than 



496 F.O. de Sousa et al. 

 

5%, representing an increase of temperature. The number of bacteria in the blood is 
large which favors the reinfection and the repetition of the cycle and along with other 
indicative highlights  the simulation of occurrence of sepsis. 
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d 

Fig. 6. Critical case tests 

The results presented when using more aggressive pathogens are compatible with 
sepsis by simultaneously presenting symptoms such as fever, bacteria in the blood and 
Leukocytosis as confirms the literature  [21][1]. Among variations between virulence 
and latency parameters, the latter was more relevant for triggering a more aggressive 
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immune response probably due to the fact that it triggers mediators faster and with 
greater frequency, in addition to cause tissue injury in short time, contributing to the 
symptoms of the disease. 

7 Conclusion 

Computational investigation of the immune system may lead to new hypotheses as 
well as conducting preliminary tests before using in vitro and in vivo experiments, 
contributing to the development of knowledge about the pathophysiology of human 
diseases. It also allows the deepening of the studies in the area of immunology and the 
improvement of the model – AutoSimmune – in computational terms. 

Extend the model to simulate situations of sepsis is a complex challenge due to the 
systemic aspect of the disease. However, as our computational procedure is extended 
to deal with other diseases, including the expansion of cells involved in infectious 
processes and the expansion of mechanisms as mediator substances, it will allow the 
model to approach more and more of what happens in the human immune system. 
Research on the cell T-reg (T CD4+CD25+), for example, is being held in parallel 
because there is evidence that such a cell can have a decisive role in sepsis, 
considering that it has a strong role in regulating the human immune system.  
Therefore,  the agent T-reg can also be included in the template, which adds one 
more test variable to the elucidation of the mechanisms involved in the disease.  
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Abstract. We are still not in a position to understand most of the brain’s deeper 
computational properties.  As a consequence, we also do not know how brain 
processes are affected by nerve cell deaths in neurodegenerative diseases (ND).  
We can register symptoms of ND such as motor and/or mental disorders (de-
mentias) and even provide symptomatic relief, though the structural effects of 
these are in most cases not yet understood. Fortunately, with early diagnosis 
there are often many years of disease progression with symptoms that, when 
they are precisely monitored, may result in improved therapies. In the case of 
Parkinson’s disease, measurements of eye movements can be diagnostic. In or-
der to better understand their relationship to the underlying disease process, we 
have performed measurements of reflexive eye movements in Parkinson’s dis-
ease (PD) patients. We have compared our measurements and algorithmic diag-
noses with experts’ diagnoses. The purpose of our work was to find universal 
rules, using rough set theory, to classify how condition attributes predict the 
neurologist’s diagnosis. Prediction of individual UPDRS values only from ref-
lexive saccade (RS) latencies was not possible. But for n = 10 patients, the pa-
tient’s age, latency, amplitude, and duration of RS gave a global accuracy in in-
dividual patients’ UPRDS predictions of about 80%, based on cross-validation. 
This demonstrates that broadening the spectrum of physical measurements and 
applying data mining and machine learning (ML) can lead to a powerful bio-
marker for symptom progression in Parkinson’s. 

Keywords: Neurodegenerative disease, rough set, decision rules. 

1 Introduction 

The majority of neurologists use their experience based largely on statistical intuition to 
analyze symptom development in Parkinson’s disease (PD) patients. By applying  
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statistics based on analysis of large databases one can find significant information about 
the specificity of PD. But, due to a variety of cares, some results obtained even from the 
most prominent experts might be inconsistent. Applying standard, statistical averaging 
methods to such inconsistent information may give confusing results even leading to 
conclusions that a specific care does not effectively work in “averaged” PD patient. We 
might face similar challenges when studying factors that might lead to longer, better, and 
more active lives for people with Parkinson’s. Various neurologists may also interpret 
differently the meanings of the UPDRS that result different therapies. These problems are 
articulated in the popular statement  “No two people face Parkinson’s in quite the same 
way.” People vary substantially in their combination of symptoms, rate of progression, 
and reaction to treatment.  As mentioned, averaging patients’ symptoms to measure ef-
fects of different therapies can give very crude approximation of actual outcomes. If we 
want to improve such analyses, we must take into account the great variety of patients’ 
symptoms and inconsistent effects of care in different PD cases. 

For this reason, we propose to extend statistical analysis of PD outcomes using  
data mining and machine learning (ML) methods that give a more standardized inter-
pretation of individual patient’s symptoms and development. As a consequence it is 
possible that these methods may suggest specific treatments adjusted to different indi-
vidual patients that may lead to slowing of symptoms and improvements in quality of 
life.  Such analysis is proposed on the basis of learning algorithms that intelligently 
process data of individual patients in a standardized and specific ways. Our symptom 
classification method strives to emulate other means of complex object recognition 
such as those in visual systems.  The ability of natural vision to recognize objects 
arises in the afferent, ascending pathways that classify properties of objects’ parts 
from simple attributes in lower sensory areas, to more complex ones, in higher analyt-
ic areas. The resulting classifications are compared and adjust by interaction with 
whole object (“holistic”) properties (representing the visual knowledge) at all levels 
using interaction with descending pathways  [1] that was confirmed in animal expe-
riments [2]. These interactions at multiple levels between measurements and prior 
knowledge can help to differentiate individual patient’s symptoms and response 
treatments variability in a way similar to a new, complex object inspection [3, 4]. 
Machine learning algorithms for analyzing   subtle signal variations will hopefully 
lead to better analysis of individual patients’ conditions. 

Diagnostic findings of neurologists are based on interaction of their measurements 
and experience. In the most cases, they estimate values of the Hoehn and Yahr scale 
and the UPDRS (Unified Parkinson's Disease Rating Scale). However, these are not 
always precise and can be partially subjective. In our data mining approach we use the 
neurologist’s diagnosis as decision attributes and measurements as condition 
attributes. 

2 Methods 

Our experiments were performed on ten Parkinson Disease (PD) patients who had 
undergone the Deep Brain Stimulation (DBS) surgery mainly for treatment of their 
motor symptoms.  They were qualified for the surgery and observed postoperatively 
in the Dept. of Neurology and got surgical DBS implementation in the Institute of 
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Neurology and Psychiatry WUM [5].  We conducted horizontal RS (reflexive sac-
cades) measurements in ten PD patients during four sessions designed as S1: Me-
dOffDBSOff, S2: MedOffDBSOn, S3: MedOnDBSOff, S4: MedOnDBSOn. During 
the first session (S1) the patient was off medications (L-Dopa) and DBS stimulators 
was OFF; in the second session (S2) the patient was off medication, but the stimulator 
was ON; in the third session (S3) the patient was after his/her doses of L-Dopa and 
the stimulator was OFF, and in the fourth session (S4) the patient was on medication 
with the stimulator ON. Changes in motor performance, behavioral dysfunction, cog-
nitive impairment and functional disability were evaluated in each session according 
to the UPDRS. The reflexive saccades (RS) were recorded by head-mounted sacca-
dometer (Ober Consulting, Poland). We have used an infrared eye track system 
coupled with a head tracking system (JAZZ-pursuit – Ober Consulting, Poland) in 
order to obtain high accuracy and precision in eye tracking and to compensate possi-
ble subjects’ head movements relative to the monitor. Thus subjects did not need to be 
positioned in an unnatural chinrest.  

A patient was sited at the distance of 60-70 cm from the monitor with head sup-
ported by a headrest in order to minimize head motion. We measured fast eye move-
ments in response to a light spot switched on and off, which moved horizontally from 
the straight eye fixation position (0 deg) to 10 deg to the left or 10 deg to the right 
after arbitrary time ranging between 0.5–1.5 s. When the patient fixated eyes on the 
spot in the middle marker (0 deg) the spot then changed color from white to green, 
indicating a signal for performance of RS (reflexive saccades); or from white to red 
meaning a signal for performing AS (antisaccades). Then the central spot was switch-
ed off and one of the two peripheral targets, selected at random with equal probabili-
ty, was illuminated instead. Patients had to look at the targets and follow them as they 
moved in the RS task or made opposite direction saccades in the AS task. After mak-
ing a saccade to the peripheral target, the target remained on for 0.1 s after which 
another trial was initiated.  

In each test the subject had to perform 20 RS and 20 AS in a row in Med-off  
(medication off) within two situations: with DBS off (S1) and DBS on (S2).  In the 
next step the patient took medication and had a break for one half to one hour, and 
then the same experiments were performed, with DBS off (S3) and DBS on (S4). In 
this work we have analyzed only RS data using the following population parameters 
averaged for both eyes: delay mean (+/-SD –standard deviation); amplitude mean (+/- 
SD); max velocity mean (+/-SD); duration mean (+/-SD).   

2.1 Theoretical Basis 

The structure of data is an important point of our analysis. Here we represent it in the 
form of information system or a decision table. We define such an information system 
(after Pawlak [6]) as a pair S = (U, A), where U, A are nonempty finite sets called the 
universe of objects and the set of attributes, respectively. If a ∈ A and u ∈ U, the 
value a(u) is a unique element of V (where V is a value set).  
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The indiscernibility relation of any subset B of A or IND(B), is defined [6] as fol-
lows: (x, y) ∈ IND(B) or xI(B)y if and only if a(x) = a(y) for every a ∈ B, where a(x) 
∈ V. IND(B) is an equivalence relation, and [u]B is the equivalence class of u, or a B-
elementary granule. The family of all equivalence classes of IND(B) will be denoted 
U/I(B) or U/B. The block of the partition U/B containing u will be denoted by B(u). 

We define a lower approximation of symptoms set X  U in relation to a symp-

tom attribute B as X = {u  U: [u]B  X }, and the upper approximation of X as 

X = {u  U: [u]B X }. In other words, all symptoms are classified into two 

categories (sets). The lower movement approximation set X has the property that all 
symptoms with certain attributes are part of X, and the upper movement approxima-
tion set has property that only some symptoms with attributes in B are part of X (for 

more details see [5]). The difference of X and X is defined as the boundary re-

gion of X i.e., BN B (X). If BN B (X) is empty set than X is exact (crisp) with respect to 
B; otherwise if BNB (X)  and X is not exact (i.e., it is rough) with respect to B. We 

say that the B-lower approximation of a given set X is union of all B-granules that are 
included in X, and the B-upper approximation of X is of the union of all B-granules 
that have nonempty intersection with X.    

The system S will be called a decision table S = (U, C, D) where C is the condition 
and D is the decision attribute [6]. In the table below (Table 2), as an example, the 
decision attribute D, based on the expert opinion, is placed in the last column, and 
condition attributes measured by the neurologist, are placed in other columns. On the 
basis of each row in the table, rules describing the condition of each patient can 
be proposed.  As the number of rules is same as the number of rows, these rules can 
have many particular conditions. The main concept of our approach is to describe 
different symptoms in different patients by using such rules. On the basis of such 
rules, using the modus ponens principle we wish to find universal rules to relate 
symptoms and treatments in different patients.    

However, symptoms even for the same treatments are not always the same;  
therefore our rules must have certain “flexibility”, or granularity, which can be 
interpreted as the probability of finding certain symptoms in a group of patients 
under consideration. The granular computation simulates the way in which neu-
rologists interact with patients. This way of thinking relies on the ability to perceive 
a patient’s symptoms under various levels of granularity (i.e., abstraction) in order to 
abstract and consider only those symptoms that serve to determine a specific treat-
ment and thus to switch among different granularities. By focusing on different levels 
of granularity, one can obtain different levels of knowledge, as well as a greater un-
derstanding of the inherent knowledge structure. Granular computing is thus essential 
in human intelligent problem solving behaviors in problem-specific tasks. 

We define the notion of a reduct B⊂A. The set B is a reduct of the information sys-
tem if IND(B) = IND(A) and no proper subset of B has this property. In case of deci-
sion tables decision reduct is a set B⊂A of attributes which cannot be further reduced 
and IND(B) ⊂ IND(d). A decision rule is a formula of the form (ai1 = v1) ∧...∧ ( aik = 

vk) ⇒ d = vd, where 1≤ i1 < ... < ik ≤ m, vi ∈ Vai . Atomic subformulas (ai1 = v1) are 
called conditions. We say that rule r is applicable to object, or alternatively, the object 

⊆
B ∈ ⊆

B ∈ ∩ φ≠

B B

φ≠
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matches rule, if its attribute values satisfy the rule. With a rule we can connect some 
numerical characteristics such as matching and support. We can replace the original 
attribute ai with new, binary attributes which indicate whether actual attribute value 
for an object is greater or lower than c (see [7]), we define c as a cut.  Thus a cut for 
an attribute ai ∈ A, with Vai will be a value c ∈ Vai. A template of A is a propositional 
formula vi ∈ Vai. A generalized template is a formula of the form ⁄(ai ∈ Ti) where Ti 
⊂ Vai. An object satisfies (matches) a template if for every attribute ai we have ai = vi 
where ai ∈ A.  The template is a natural way to split the original information system 
into two distinct sub-tables. One of these sub-tables consists of the objects that satisfy 
the template, while the second contains all others.  A decomposition tree is defined as 
a binary tree, whose every internal node is labeled by some template and external 
node (leaf) is associated with a set of objects matching all templates in a path from the 
root to a given leaf [8].  

In a second test we have divided our data into two or more subsets. By training on 
all but one of these subsets (the training set) using machine learning (ML), we ob-
tained classifiers that when applied to the remaining (test) set gave new numerical 
decision attributes, well correlated with neurologist decision attributes (based on a 
confusion matrix).   

3 Results 

The patients’ mean age was 51.1±10.2(SD) years, mean disease duration was 
11.3±3.2 years, mean UPDRS (related to all symptoms): S1: 66.6±13.8 S2: 
30.0±16.3; S3: 58.1±13.5; S4: 22.3±13.6; mean UPDRS III (related only to motor 
symptoms): S1: 42.7±11.3 S2: 17.8±10.6; S3: 34.1±10.8; S4: 10.9±8.3;  mean RS 
latencies: S1:291.2±93.1ms, S2: 199.6±39.5ms, S3: 232.9±82.7ms; S4: 183.2±30ms. 

Differences between latencies: S1-S2, and S1-S4 were statistically significant (t-
test p< 0.01) even when they were variable in individual patients (Fig. 1), while S1-S3 
was not statistically significant, this is similar to differences between UPDRS/UPDRS 
III: S1-S2, and S1-S4 were statistically significant (t< 0.001) and S1-S3 was not sta-
tistically significant. 

Other parameters of RS did not change significantly with the session number. 

3.1 Rough Set and Machine Learning Approach 

As described above we have used the RSES 2.2 (Rough System Exploration Program) 
[8] in order to find regularities in our data. At first our data was placed in the informa-
tion table as originally proposed by Pawlak [6].  

The full table has 15 attributes and 36 objects (measurements). In the Table 1 are 
values of 11 attributes for two patient: P# - patient number, age – patient’s age, sex – 
patient’s sex: 0 - female, 1 – male, t_dur – duration of the disease, S# - Session num-
ber, UPDRS – total UPDRS, HYsc – Hoehn and Yahr scale all measured by the neu-
rologist and saccades measurements:  SccDur  - saccade duration; SccLat  - saccade 
latency; SccAmp – saccade amplitude, and SccVel – saccade velocity.   
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Fig. 1. An example of experim
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Tab

P# age  sex  t_dur  S#   UP

28  54   1       8      1      58
28  54   1       8      2     40 
28  54   1       8       2     40
28  54   1       8       4     16
38  56   0      11     1      49 
38  56   0      11     2      22 
38  56   0      11     3      37 
38  56   0      11     4      12 
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In the next step, we have performed reduction of attributes (see reduct in the Me-
thod section) to a minimum number of attributes describing our results.   We have 
also created a discretization table: here single values of measurements were replaced 
by their range (as describe in the Method section on cut sets). As the result we have 
obtained the decision table (Table 2 –see below).  

Table 2. Part of the decision discretized-table 

 Pat#   age       t_dur S# HYsc  SccDur          SccLat           SccAmp         UPDRS 

"28  “(-Inf,55.0)"  *   1    *   "(-Inf,45.5)"   "(260.0,Inf)"   "(10.5,Inf)"   "(55.0,Inf)"  
"28  “(-Inf,55.0)"  *   2    *   "(45.5,Inf)"    "(260.0,Inf)"   "(10.5,Inf)"   "(22.5,55.0)"  
28  "(-Inf,55.0)"  *   2    *   "(45.5,Inf)"    "(-Inf,260.0)"  "(-Inf,10.5)"  "(22.5,55.0)"  

228   "(-Inf,55.0)" *   4    *   "(45.5,Inf)"    "(-Inf,260.0)"  "(-Inf,10.5)"  "(14.0,22.5)"  
"38   "(55.0,Inf)"  *   1    *   "(-Inf,45.5)"     "(260.0,Inf)"  "(10.5,Inf)"  "(22.5,55.0)"  
"38   "(55.0,Inf)"  *   2    *   "(45.5,Inf)"     "(-Inf,260.0)"  "(10.5,Inf)"  "(14.0,22.5)"  
"38   "(55.0,Inf)"  *   3    *   "(-Inf,45.5)"    "(260.0,Inf)"   "(10.5,Inf)"  "(22.5,55.0)"  
"38   "(55.0,Inf)"  *   4    *   "(-Inf,45.5)"    "(-Inf,260.0)" "(-Inf,10.5)"  "(-Inf,14.0)" 

In the first column is the patient’s number, in the second the patient’s age divided 
in our group into patients below (Pat#28) or above (Pat#38) 55 years of age; disease 
duration and Hoehn and Yahr scale were not considered important (stars), along with 
session number; and other parameters of saccades were also divided into ranges. It is 
interesting to note how the UPDRS were divided into different ranges: above 55, 22.5 
to 55, 14 to 22.5, and below 14 (the last column).   On the basis of this decision table 
we can write the following rule: 

 ('Pat'=28)&('age'="(-Inf,55.0)”)&('Sess'=1)&('SccDur'=”(-Inf,45.5)")&('SccLat'  
   =”(260.0,Inf)")& (' SccAmp')="(10.5,Inf)")  => ('UPDRS'="(55.0,Inf)"  )  (1) 

We read this formula above (eq. 1), as stating that each row of the table (Table 1) 
can be written in form of this equation (eq. 1). It states that if we evaluate patient #28 
and with age below 55 and in session #1 and with saccade duration below 45.5 and 
saccade latency above 260 and … and saccade amplitude above 10.5 then patient’s 
UPDRS is above 55.  

These equations are parts of a data mining system bases on rough set theory [6].  
We have tested our rule using the machine-learning concept. Randomly dividing our 
data into 6 groups, we took 5 groups as training set and tested the fourth. By changing 
groups belonging to the training and test sets, we have removed the effect of acciden-
tal group divisions. The results of each test were averaged – thus we have performed a 
6-fold cross-validation. The results are gives as a confusion matrix (Table 3). As a 
machine-learning algorithm we have used the decomposition tree (see Methods). 

We have performed several tests trying to predict UPDRS values on the basis of 
measures saccades properties. As changes in UPDRS and saccade latencies were 
similar when the session number was changed (Fig.2) we tried to predict individual 
UPDRS values only from RS latencies. Here however, we did not get good results.  
When to the session number, patient age, RS: latency, amplitude, and duration were 
added, the global accuracy in UPRDS prediction was about 80% (ML: decomposition 
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tree, cross-validation-method).  This is good result for such a small population show-
ing power of the data mining and machine learning methods in this type of neurologi-
cal analysis. As UPDRS is a standard measurement in PD, the above results give the 
possibility of at least partly replace or augmenting neurologist estimates with the eye 
movements (EM) measurement results.  

Table 3. Confusion matrix for different session numbers (S1-S4) 

    Predicted 

Actual 

 55.0, 
Inf 

22.5, 
55.0 

-Inf,  
14.0 

14.0, 
22.51 

ACC 

55.0, Inf 0.3 0.3 0 0 0.2 

22.5, 55.0 0 1.5 0 0 1 

-Inf, 14.0 0.0 0.3 0 0.2 0 

14.0, 22.5 0 0 0 0 0 

TPR 0.2 0.8 0 0  

TPR: True positive rates for decision classes, ACC: Accuracy for decision classes: 
the global coverage was 0.44, the global accuracy was 0.79, coverage for decision 
classes: 0.2, 0.5, 0.3, 0.0.  

Another question that result is, whether EM can help to estimate possible effects of 
different treatments in individual patients? In order to demonstrate an answer, we 
have removed EM measurements and added other typically measured attributes such 
as: the Schwab and England ADL Scale, and UPDRS III and UPDRS IV to the deci-
sion table and tried to predict the effects of different treatments as represented by 
sessions 1 to 4 (medication and stimulation effects).  Table 4 is a part of full decision 
discretized-table with decision attributes – the session number placed in the last col-
umn. On the basis of this table we have formulated rules using a rough set system and 
tested them with randomly divided data into 6 groups. We took 5 as training set (us-
ing ML protocol) and tested with sixth. In order to remove effect of the accidental 
division we have exchanged training and test groups and averaged results placed in 
the confusion matrix (Tabel 5).     

Table 4. Part of  the decision  discretized-table without eye movement measurements 

 Pat#               age       t_dur   SEngs       UPDRS III    UPDRS IV   UPDRS   Sess# 

"(27.5,41.5)" "(43.5,Inf)" * "(-Inf, 75)" "(36.0,46.0)"  "(10.5,Inf)" "(1.75,Inf)"      1  
"(27.5,41.5)" "(43.5,Inf)" * "(75, Inf)" "(13.0,26.0)"  "(10.5,Inf)" "(-Inf,1.75)"      2  

 "(27.5,41.5)" "(43.5,Inf)" * "(75, Inf)"   "(-Inf,6.0)"    "(10.5,Inf)" "(-Inf,1.75)"    4  

 "(27.5,41.5)" "(43.5,Inf)" * "(-Inf, 75)" "(26.0,36.0)"  "(10.5,Inf)" "(1.75,Inf)"     1  

 "(27.5,41.5)" "(43.5,Inf)" * "(75, Inf)"  "(13.0,26.0)"  "(10.5,Inf)" "(-Inf,1.75)"    2  

 "(27.5,41.5)" "(43.5,Inf)" * "(-Inf, 75)" "(13.0,26.0)"  "(10.5,Inf)" "(1.75,Inf)"     3  

 "(27.5,41.5)" "(43.5,Inf)" * "(75, Inf)"   "(-Inf,6.0)"    "(10.5,Inf)"  "(-Inf,1.75)"    4 
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Table 5. Confusion matrix for different session numbers (S1-S4) 

    Predicted 

Actual 

  1 2 3 4 ACC 

1 0.5 0 0.5 0 0.3 

2 0 0.5 0 0.3 0.4 

3 0.8 0 0.2 0 0.2 

4 0 0.5 0 0.5 0.4 

TPR 0.3 0.3 0.2 0.4   

 
TPR: True positive rates for decision classes, ACC: Accuracy for decision classes: 

the global coverage was 0.64, the global accuracy was 0.53, coverage for decision 
classes: 0.5, 0.5, 0.75, 0.7.  

We have performed the same procedures once more to test results of patients’ eye 
movement influence on our predictions.    

Table 6. Part of  the decision  discretized-table with eye movement measurements 

 Pat#          age    SccVel      UPDRS III      HYsc     SccDur SccLat  SccAmp  Ses# 

"(27.5,34.5)"*"(458.5,578.0)" "(36, Inf)" "(1.75,Inf)" "(38,Inf)" "(308.5,Inf)" *      1  

"(27.5,34.5)"*"(458.5,578)" "(11.5,36)" "(-Inf,1.75)" "(38.0,Inf)" "(-Inf,308.5)" *  2  

 "(27.5,34.5)"*"(341.5,403)" "(-Inf,11.5) " "(-Inf,1.75)" "(38,Inf)" "(-Inf,308.5)" * 4  

 "(34.5,Inf)" * "(665.5,Inf)" "(11.5,36.0)" "(1.75,Inf)" "(38.0,Inf)" "(-Inf,308.5)" * 1  

 "(34.5,Inf)" * "(458.5,578)""(11.5,36)""(-Inf,1.75)" "(38.0,Inf)" "(-Inf,308.5)" *   2  

 "(34.5,Inf)" * "(578.0,665.5)""(11.5,36)""(1.75,Inf)" "(38.0,Inf)" "(308.5,Inf)" *   3  

  "(34.5,Inf)"*"(458.5,578)""(-Inf,11.1)" "(-Inf,1.75)" "(38, Inf)" "(-Inf,308.5)"  *  4 

Table 7. Confusion matrix for different session numbers (S1-S4) 

    Predicted 

Actual 

  1 2 3 4 ACC 

1 0.8 0 0 0 0.7 

2 0 0.7 0 0 0.7 

3 0.2 0 0.8 0 0.6 

4 0 0.2 0 0.3 0.25 

TPR 0.7 0.7 0.6 0.25   

 
TPR: True positive rates for decision classes, ACC: Accuracy for decision classes, 

the global coverage was 0.5; the global accuracy was 0.91; coverage for decision 
classes: 0.6, 0.6, 0.6, 0.25.  
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As above, results of each test were averaged in a 6-fold cross-validation giving as   
the confusion matrix (Table 3). As a machine-learning algorithm we have used the 
decomposition tree (see Methods). 

In summary, two last results have demonstrated that adding eye movement (EM) 
results to classical measurements performed by the most neurologists, can result in 
improved predictions of disease progression measured, as measured by improvement 
in global accuracy from 0.53 to 0.91.  The EM measurements may also partly replaces 
neurological measurements such as the UPDRS, as global accuracy of the total 
UPDRS predictions taken from EM data was 0.79 for the above 10 PD patients. 

4 Discussion 

In current therapeutic protocols, even with the large numbers of approaches and clini-
cal trials, there have still been few conclusive results on therapeutic identification and 
measurement of PD symptoms. There are multiple reasons for such failures: first, the 
shortcomings of current disease models in target validation and testing; second, diffi-
culties in choosing clinical endpoints; third difficulties in finding sensitive biomarkers 
of disease progression. One clear problem is that the disease starts long before motor 
symptoms are observed, and another is that individual pathological mechanisms form 
a large spectrum. We have given an example comparing classical neurological diag-
nostic protocols with a new approach. The main difference between these types of 
measures is in their precision and objectivity. Our approach is doctor-independent and 
can be performed automatically. In the near future it may help in transforming some 
hospital-based to home-based treatments. In this scenario it will be possible to meas-
ure patient symptoms at home, and send these for consultation by neurologists. Such 
methods will be faster, more precise and can help with more frequent measurements. 
In consequence, they may help not only to determine more objectively a patient’s 
symptoms, but also to follow up disease progression in more frequent intervals, some-
thing not possible currently, with the limited time resources of neurologists. If we 
obtain such information, it may lead to more appropriate therapies and the slowing 
down of disease progression. It is one of the purposes of this work to try to extract 
knowledge from symptoms in order further on to develop more appropriate therapies 
to stem disease progression. 

5 Conclusions 

We have presented a comparison of classical statistical averaging methods for PD 
diagnosis with rough set (RS) approaches. We used processed neurological data from 
PD patients in four different treatments and we have plotted averaged effects of the 
medication and brain stimulation in individual patients. As these effects are strongly 
patient dependent they could not give enough information to predict new patient’s 
behavior. The RS and ML approaches are more universal giving general rules for 
predicting individual patient responses to treatments as demonstrated in UPDRS pre-
dictions.  
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Abstract. Despite the public education efforts to alert parents about the safety 
threat hyperthermia poses for young children left unattended inside a car, the 
number of victims each year is increasing. For this reason, this work focuses on 
using current technology to help prevent such fatalities. One proposed solution 
is provide a trustworthy mechanism that permits to alerts parents or caregivers 
whom accidentally leave their children in a baby seat inside an enclosed car, we 
propose a multi-agent system to monitor the baby seats inside cars. 

Keywords: Hyperthermia, Baby car seats, Software agents. 

1 Introduction 

In recent years, the number of children that die from hyperthermia after being left 
unattended in closed cars has increased [1, 2]. In addition to those who die, it is 
estimated that annually, hundreds of children experience varying degrees of heat 
illness from being left in cars [3]. One explanation attributes this rise to increasing 
stress levels in daily life [2, 4].  

In the United States, child deaths by hyperthermia have been on the rise since the 
early ’90s, when new safety regulations mandated that children, often injured by 
front-seat, passenger-side airbags, should always ride in the backseat. The laws did 
successfully reduce airbag injuries to kids, but they also inadvertently made children 
less visible in the car, and they’re one of the factors often cited to explain the 
eightfold increase in hyperthermia deaths since the regulations passed [4]. 

Hyperthermia is a dramatic and devastating medical condition [5, 6]. It strikes 
healthy people suddenly, and many of them die [1]. Those who survive may sustain 
permanent neurologic damage and other vital organs if emergency treatment is not 
provided [5, 7]. Hyperthermia it is characterized by a body temperature above 40°C 
and is accompanied by mental status changes (disorientation, lethargy, delirium, and 
coma) [8, 9]. Individuals who are most at risk for hyperthermia are the elderly and 
young children [9]. A study conducted to investigate the thermoregulation of young 
children compared to that of adults points out that the sweating and skin temperature 
responses of the children are not enough to prevent a rise in body temperature [10].  
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According to the National Highway Traffic Safety Administration (NHTSA), 
heatstroke is the leading cause of non-crash vehicle fatalities in children aged 14 and 
under [11]. A car parked in the sun can reach 51°C in minutes, even when the windows 
are partially open [1, 11]. The critical temperature for lethal thermal cellular injury is 
around 42.2°C [12]. In [1], the authors demonstrated that on sunny days, even when 
the ambient temperature is mild or relatively cool, there is a rapid and significant 
heating of the interior of vehicles [1]. On days when the ambient temperature was 
22°C, that study showed that the internal vehicle temperature can reach 47°C within 60 
minutes, with 80% of the temperature rise occurring in the first 30 minutes [1].  

In order to resolve this issue, we propose a multi-agent system that detects when 
young children left in child safety seats inside cars are at high risk of hyperthermia and 
sends an alert message to the driver’s smartphone.  

The remainder of this paper is organized as follows. Section 2 we briefly describe 
how we are using the INGENIAS methodology [13] to develop the multi-agent 
system. Section 3 describes the implementation of the proposed system based on 
Arduino microcontroller and Raspberry pi mini-computer. Finally, in Section 4, we 
outline the conclusions obtained. 

2 Multi-agent System 

The system has two main types of agencies: Monitoring Agency and User Agency 
(Figure 1). 

 

 

Fig. 1. Multi-agent architecture 
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The Monitoring Agency is in charge of monitoring the conditions facing young 
children left by error in a baby seat inside a vehicle. It consists of the Coordinator 
agent, the Temperature agent, the GPS agent, the Sound agent and the Motion agent. 

• The temperature agent is responsible for reading the temperature inside the 
vehicle using a temperature sensor. It executes a proactive monitoring process 
to obtain the measure. 

• The GPS agent is in charge of advice when there is a change in routine of the 
driver. This happens when the driver breaks a well-established routine. 

• The sound agent is in charge of identifying the sound inside the vehicle. This 
data is collected to confirm the presence of a baby in a car. 

• The motion agent is responsible for identifying whether there is motion inside 
the baby seat car. 

• The coordinator agent is responsible for identifying conditions in which there 
is a high risk of heatstroke for the child. To do this, the agent receives data 
from the temperature agent, sound agent, GPS agent and motion agent. Based 
on this data the coordinator agent must make a decision to alert the driver or 
not. 

The User Agency is formed by the Interface Agent. The interface agent is the 
mediator between the users and the agents. It is in charge of sending a heatstroke risk 
alert to the driver’s smartphone. 

Another component of the multi-agent system is the Shared Ontology, which 
provides a conceptualization of the hyperthermia risk domain. The Shared Ontology is 
used for the consistent communication of the agencies. 

In the next paragraphs we illustrate how we have used INGENIAS methodology to 
develop our system. We will describe the agent meta-model diagrams, which describe 
the roles and tasks of the agents proposed. I addition the organizational model of the 
multi-agent system will be presented. 
 

 

Fig. 2. Coordinator agent model 

Figure 2 shows that the goal of the Coordinator agent is to send heatstroke alerts to 
the Interface agent. For this, the Coordinator agent must to identify and create the type 
of notification to be sent to the user, in order to alert about a possible risk. For this, the 
agent uses the model notices CANoE, which to be explained in section 3. 
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Its role is “Supervisor” since it must receive the information sent by other agents 
that make up the monitoring agency. 

In the following lines, we describe each of the tasks carried out by this agent. 
Get environment data: this task consists of obtaining available information provided 

by the Temperature Agent, GPS Agent, Motion Agent and Sound Agent (Monitoring 
agents). 

Identify risks: the agent must analyze the information obtained from the monitoring 
agents in order to determine the existence of a heatstroke risk. 

Figure 3 shows the Temperature agent diagram, whose goal is called “Get 
temperature” since the agent must obtain the environmental temperature of the baby 
car seat. To do this, the agent uses a temperature sensor. 

 

 
Fig. 3. Temperature agent model 

In order to attain this goal it should carry out the following tasks: 
Read sensor data: this task consists of getting the data provided by the temperature 

sensor. 
Send sensor data: the agent must send the temperature obtained with the 

temperature sensor to the Coordinator agent. 
Figure 4 shows the Motion agent diagram, whose goal is called “Body movement 

detect”. To do this, the agent must detect movement of the child in the baby car seat 
using a body movement detect sensor. 

Finally, in Figure 5 the organizational model is presented. In this model the basis for 
the multi-agent system definition and construction is defined. 

 

 

Fig. 4. Motion agent model 
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Fig. 5. Organization model diagram 

3 Prototype 

A prototype system has been developed on an Android based smartphone. We are also 
using a micro-controller Arduino [14] and Raspberry Pi [15] computer. Both 
technologies allowed us to create the device that will be attached to the baby car seat. 
Arduino acquires raw data from the sensors (motion, temperature and sound) and a 
GPS device, preprocesses and transmits them to a Raspberry Pi computer. The 
platform that we are using to develop the multi-agent system is JADE [16] running on 
a Raspberry Pi. 

Figure 6 shows the exchange of information between the agents that form the 
multi-agent system proposed using the JADE framework. 
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Fig. 6. Exchange of information between agents in JADE 

The user interface consists of two parts: a notification area and a message area.  
A notification area shows the notification of potential risk of hyperthermia by a 

small icon on the top of a display, which is realized by the Android notification 
framework. This notification is based on CANoE, a model for the design of context-
aware notifications in critical environments [17]. CANoE has been designed to be used 
in critical environments by taking into consideration three sources of context for 
adaptation: the recipient of the notification; the issuer of the notification; and the 
characteristics of the environment where the notification occurs. 

Figure 7 shows a schematic view of the notification model, which considers as 
inputs the actual situation of baby car seat inside a car, the context of the children 
involved in the situation of negligence. The model adapts the message content, the 
delivery and determines the presentation mechanism based on the context through the 
following three design guidelines: Configure the Content (1), Assign Response Priority 
to the Parents as the receiver of the notification (2), and Adapt the presentation of the 
notification to the parents (3). Finally, the outputs of each of these adaption processes 
(Message, Priority and Mechanism) are integrated to form a notification. 

A user can receive a notification while he/she is utilizing other applications. Once a 
notification is sent, a user can obtain more information by tapping the notification bar 
downward to show the message area implemented as an “Activity” in the Android 
programming model (Figure 8). 
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avoid children from being left alone in a car. Prevention of heat illness in children is 
crucial, and leaving a children accidentally in parked car not only on hot days but also 
on cool, sunny days, may subject the child to significant risk of mortality due to 
hyperthermia.  
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Dědek, Jan I-51
de la Calleja, Jorge II-128
De la Vega, Erick II-50
Del Bosque, Laura P. I-221
de Luna, Carlos I-233
Dı́az, Juan I-419
Douiri, Moulay Rachid II-105, II-116
Dragan, Ioan I-431
Dutkiewicz, Justyna II-499

Elalouf, Amir II-436
Escalante, Hugo Jair I-151

Fang, Yong I-257
Ferfra, Mohamed II-105, II-116
Fernandez-Vazquez, Alfonso I-349
Fierro-Radilla, Atoany I-336
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Suárez Guerra, Sergio II-242
Sucar, Luis Enrique II-184
Surynek, Pavel II-410
Szlufik, Stanislaw II-499

Tsadikovich, Dmitry II-436

Ul Haque, Hafiz Mahfooz I-453
Uribe, Diego I-62

Valdez, Fevrier II-331
Velasco Vazquez, Maria de Lourdes

I-293
Villanueva-Escudero, Carla I-281
Villatoro-Tello, Esaú I-245
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