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Preface

This volume of Advances in Intelligent Systems and Computing contains accepted
papers presented at AECIA 2014, the First International Afro-European Conference
for Industrial Advancement. The aim of AECIA is to bring together the foremost ex-
perts as well as excellent young researchers from Africa, Europe, and the rest of the
world to disseminate latest results from various fields of engineering, information and
communication technologies.

The first edition of AECIA was organized jointly by Addis Ababa Institute of Tech-
nology, Addis Ababa University, and VŠB - Technical University of Ostrava, Czech
Republic. It received 70 submissions from 19 countries from Africa, Europe, North and
South America, and Asia. After a thorough review process performed by foremost ex-
perts from academic institutions from 16 countries, a total of 31 papers was selected for
presentation at the conference, setting the acceptance rate at less than 45 percent.

The organization of the AECIA 2014 conference was entirely voluntary. The review
process required an enormous effort from the members of the International Technical
Program Committee, and we would therefore like to thank all its members for their con-
tribution to the success of this conference. We would like to express our sincere thanks
to the host of AECIA 2014, Addis Ababa University, and to the publisher, Springer,
for their hard work and support in organizing the conference. Finally, we would like to
thank all the authors for their high quality contributions. The friendly and welcoming
attitude of conference supporters and contributors made this event a success!

September 2014 Ajith Abraham
Pavel Krömer
Václav Snášel
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Feature Subset Selection Approach
by Gray-Wolf Optimization

E. Emary1,4, Hossam M. Zawbaa2,3,4, Crina Grosan2, and Abul Ella Hassenian1,4
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2 Faculty of Mathematics and Computer Science, Babes-Bolyai University, Romania
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4 Scientific Research Group in Egypt (SRGE), Egypt
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Abstract. Feature selection algorithm explores the data to eliminate noisy, ir-
relevant, redundant data, and simultaneously optimize the classification perfor-
mance. In this paper, a classification accuracy-based fitness function is proposed
by gray-wolf optimizer to find optimal feature subset. Gray-wolf optimizer is a
new evolutionary computation technique which mimics the leadership hierarchy
and hunting mechanism of gray wolves in nature. The aim of the gray wolf opti-
mization is find optimal regions of the complex search space through the interac-
tion of individuals in the population. Compared with particle swarm optimization
(PSP) and Genetic Algorithms (GA) over a set of UCI machine learning data
repository, the proposed approach proves better performance in both classifica-
tion accuracy and feature size reduction. Moreover, the gray wolf optimization
approach proves much robustness against initialization in comparison with PSO
and GA optimizers.

Keywords: Gray-wolf Optimization, feature selection, evolutionary computa-
tion.

1 Introduction

Feature selection algorithm explores the data to eliminate noisy, irrelevant, redundant
data, and simultaneously optimize the classification performance. Feature selection is
one of the most important stage in data mining, multimedia information retrieval, pat-
tern classification, and machine learning applications, which can influence the classifi-
cation accuracy rate [1],[2].

The main purpose of feature selection is to determine a minimal feature subset from
a problem domain while retaining a suitably high accuracy in representing the original
features [3]. In real world problems, feature selection is a must due to the abundance of
noisy, misleading or irrelevant features [4]. By removing these factors, learning from
data techniques can useful greatly. The motivation of feature selection in data mining,
machine learning and pattern recognition is to reduce the dimensionality of feature
space, improve the predictive accuracy of a classification algorithm, and develop the
visualization and the comprehensibility of the induced concepts [5].

Genetic Algorithm (GA), Ant Colony Optimization (ACO), and Particle Swarm Op-
timization (PSO) are popular meta-heuristic optimization techniques. The Grey Wolf

c© Springer International Publishing Switzerland 2015 1
A. Abraham, P. Krömer, & V. Snášel (eds.), Afro-European Conf. for Ind. Advancement,
Advances in Intelligent Systems and Computing 334, DOI: 10.1007/978-3-319-13572-4_1
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Optimizer (GWO) is a new optimization algorithm which simulate the grey wolves
leadership and hunting manner in nature. These techniques have been inspired by sim-
ple concepts.The inspirations are typically related to physical phenomena, animals be-
haviors, or evolutionary concepts [6]. In recent years, a lot of feature selection methods
have been proposed. There are two key issues in structure a feature selection method:
search strategies and evaluating measures. With respect to search strategies, complete
, heuristic [7] , random [8] [9] strategies were proposed. And with respect to evalu-
ating measures, these methods can be nearly divided into two classes: classification
[10],[11],[12] and classification independent [13],[14],[15]. The previous employs a
learning algorithm to evaluate the quality of selected features based on the classifi-
cation accuracies or contribution to the classification boundary, such as the so-called
wrapper method [10] and weight based algorithms [16],[17]. While the latter constructs
a classifier independent measure to evaluate the importance of features, such as inter-
class distance[13] mutual information[18], dependence measure[14] and consistency
measure [15].

In recent years, a lot of feature selection methods have been proposed. There are
two key issues in structure a feature selection method: search strategies and evaluat-
ing measures. With respect to search strategies, complete , heuristic [7] , random [8]
[9] strategies were proposed. And with respect to evaluating measures, these methods
can be nearly divided into two classes: classification [10],[11],[12] and classification
independent [13],[14],[15]. The previous employs a learning algorithm to evaluate the
quality of selected features based on the classification accuracies or contribution to the
classification boundary, such as the so-called wrapper method [10] and weight based al-
gorithms [16],[17] . While the latter constructs a classifier independent measure to eval-
uate the importance of features, such as inter-class distance[13] mutual information[18],
dependence measure[14] and consistency measure [15].

In [22], the population of particles split into a set of interacting swarms. These inter-
acting swarms applied the simple competition method. The winner is the swarm which
has a best fitness value. The loser is eject and re-initialized in the search space, other-
wise the winner remains. In [23], the swarm population divided into sub-populations
species based on their similarity. Then, the repeated particles are removed when par-
ticles are identified as having the same fitness. After destroying the repeated ones, the
new particles are added randomly until its size is resumed to its initial size.

In [24], the Bat Algorithm (BA) based on type of the sonar, which named echolo-
cation behavior. The micro-bats have the capability of echolocation which attracting
these bats can find their prey and discriminate different types of insects even in com-
plete darkness.

In this paper, a classification accuracy-based fitness function is proposed by gray-
wolf optimizer to find optimal feature subset. We compare Grey Wolf Optimizer (GWO)
algorithm against Particle Swarm Optimization (PSO) and Genetic Algorithm (GA)
algorithms for feature selection by applying three different initialization methods and
eight different datasets. The results reveal that the GWO resulted in a higher accuracy
compared to the other two optimization algorithms.
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The rest of this paper is organized as follows: Section 2 presents basics of the gray
wolf optimization. Section IV presents the details of the proposed system. In section
V, there are experimental results and result analysis. Finally in Section VI, conclusions
and future work are presented.

2 Preliminaries

2.1 Gray Wolf Optimization

Gray wolf optimization is presented in the following subsections based on the work
in [25].

Inspiration. Grey wolves are considered as apex predators, meaning that they are at the
top of the food chain. Grey wolves mostly prefer to live in a pack. The group size is 5-12
on average. They have a very strict social dominant hierarchy. The leaders are a male
and a female, called alpha. The alpha is mostly responsible for making decisions about
hunting, sleeping place, time to wake, and so on. The alpha decisions are dictated to the
pack. The second level in the hierarchy of grey wolves is beta. The betas are subordinate
wolves that help the alpha in decision-making or other pack activities. The beta wolf
can be either male or female, and he/she is probably the best candidate to be the alpha in
case one of the alpha wolves passes away or becomes very old. The lowest ranking grey
wolf is omega. The omega plays the role of scapegoat. Omega wolves always have to
submit to all the other dominant wolves. They are the last wolves that are allowed to eat.
The fourth class is called subordinate (or delta in some references). Delta wolves have
to submit to alphas and betas, but they dominate the omega. Scouts, sentinels, elders,
hunters, and caretakers belong to this category. Scouts are responsible for watching the
boundaries of the territory and warning the pack in case of any danger. Sentinels protect
and guarantee the safety of the pack. Elders are the experienced wolves who used to
be alpha or beta. Hunters help the alphas and betas when hunting prey and providing
food for the pack. Finally, the caretakers are responsible for caring for the weak, ill,
and wounded wolves in the pack.

Mathematical Model. In the mathematical model for the GWO the fittest solution is
called the alpha (α). The second and third best solutions are named beta (β ) and delta
(δ ) respectively. The rest of the candidate solutions are assumed to be omega (ω). The
hunting is guided by α , β , and δ and the ω follow these three candidates. In order
for the pack to hunt a prey they first encircling it. In order to mathematically model
encircling behavior the following equations are used 1:

−→
X (t + 1) =

−→
X p(t)+

−→
A .

−→
D (1)

where
−→
D is as defined in 2 and t is the iteration number,

−→
A ,

−→
C are coefficient vectors,

−→
X p

is the prey position and
−→
X is the gray wolf position.

−→
D = |−→C .

−→
X p(t)−−→

X (t)| (2)
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The
−→
A ,

−→
C vectors are calculated as in equations 3 and 4

−→
A = 2

−→
A .−→r1 −−→a (3)

−→
C = 2−→r2 (4)

where components of −→a are linearly decreased from 2 to 0 over the course of iterations
and r1,r2 are random vectors in [0, 1]. The hunt is usually guided by the alpha. The
beta and delta might also participate in hunting occasionally. In order to mathematically
simulate the hunting behavior of grey wolves, the alpha (best candidate solution) beta,
and delta are assumed to have better knowledge about the potential location of prey. The
first three best solutions obtained so far and oblige the other search agents (including
the omegas) to update their positions according to the position of the best search agents.
So, the updating for the wolves positions is as in equations 5,6,7.

−→
Dα = |−→C1.

−→
Xα −−→

X |,−→Dβ = |−→C2.
−→
Xβ −−→

X |,−→Dδ = |−→C3.
−→
Xδ −−→

X | (5)

−→
X1 = |−→Xα −−→

A1.
−→
Dα |,−→X2 = |−→Xβ −−→

A2.
−→
Dβ |,−→X3 = |−→Xδ −

−→
A3.

−→
Dδ | (6)

−→
X (t + 1) =

−→
X1 +

−→
X2 +

−→
X3

3
(7)

A final note about the GWO is the updating of the parameter −→a that controls the
tradeoff between exploation and exploitation. The parameter −→a is linearly updated in
each iteration to range from 2 to 0 according to the equation 8:

−→a = 2− t.
2

Maxiter
(8)

where t is the iteration number and Maxiter is the total number of iteration allowed for
the optimization.

3 The Proposed Algorithm

In this section, we present the proposed GWO optimizer based on K-nearest neighbor
for feature selection; see figure 1. We used the principles of gray wolf optimization for
the optimal feature selection problem. Each feature subset can be seen as a position
in such a space. If there are N total features, then there will be 2N different feature
subset, different from each other in the length and features included in each subset.
The optimal position is the subset with least length and highest classification accuracy.
We used gray wolf optimization for selecting the optimal feature set. Eventually, they
should converge on good, possibly optimal, positions. The GWO makes iterations of
exploration of new regions in the feature space and exploiting solution until reaching
near-optimal solution.
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Fig. 1. The overall feature selection algorithm

The solution space in here represents all possible selections of features and hence
bat positions represents binary selection of feature sets. Each feature is considered as
an individual dimension ranging from -2 to 2. To decide if a feature will be selected
or not its position value will be threshold with a constant threshold. The used fitness
function is the classification accuracy for k-nearest neighbors (KNN) classifier on the
validation set. Each individual data set is divided into three equal subsets namely train-
ing, validation and test portions. The training set and validation set are used inside the
fitness function to evaluate the selection classification accuracy while the test set is used
in the end of optimization to evaluate the final selection classification performance.

We made use of two fitness functions in gray-wolf optimization (GWO) for feature
selection, which are KNN,andKNNsize resembling the well-known forward selection.
Forward selection starts with an empty feature set (no features) and searches for a fea-
ture subset(s) with one feature by selecting the feature that achieves the highest clas-
sification performance. Then the algorithm selects another feature from the candidate
features to add to S. Feature i is selected if adding i to S achieves the largest improve-
ment in classification accuracy. While, backward selection starts with all the available
features, then candidate features are sequentially removed from the feature subset un-
til the further removal of any feature does not increase the classification performance.
Small initialization resembles forward selection, large initialization motivated by back-
ward selection and mixed initialization aiming to take the advantages of forward and
backward selection to avoid their disadvantages.
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4 Experimental Results and Discussion

4.1 Data Sets and Parameters Setting

Table 1 summarizes the 8 used data set for further experiments. The data set are drawn
from the UCI data repository [27]. The data is divided into 3 equal parts one for training,
the second part is for validation and the third part is for testing. We implement the
GWO feature selection algorithms in MatLab R2009a. The computer used to get results
is Intel (R), 2.1 GHz CPU; 2 MB RAM and the system is Windows 7 Professional. The
parameter setting for the GWO algorithm is outlined in table 2. Same number of agents
and same number of iterations are used for GA and PSO.

Table 1. Description of the data sets used in experiments

Dataset No. of features No. of samples
Lymphography 18 148

Zoo 16 101
Vote 16 300

Breastcancer 9 699
M-of-N 13 1000
Exactly 13 1000

Exactly2 13 1000
Tic-tac-toe 9 958

Table 2. Parameter setting for gray-wolf optimization

parameter value(s)
No of wolves 5

No of iterations 100
problem dimension same as number of features in any given database

Search domain [0 1]

4.2 Results and Discussion

Four scenarios has been considered when we evaluate the proposed approach. They
are: (1) Scenario 1: GWO, GA, and PSO features selection techniques using normal
initialization, (2) Scenario 2: GWO, GA, and PSO features selection techniques using
large initialization, (3) Scenario 3: GWO, GA, and PSO features selection techniques
using mixed initialization, and (4) Scenario 4: GWO, GA, and PSO features selection
techniques using small initialization.
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Tables 3, 4, 5, and 6 are showing the performance of GWO, GA, PSO algorithms
on the different eight data sets. Every algorithm is applied for 5 times on every data
set to be sure about the algorithm robustness and we display the average result of all
solutions. Gray wolf optimization (GWO) algorithm achieves high accuracy with the
different data sets and initialization methods as showing in figures 2, 3, 4, and 5.

This demonstrates that GWO shows a good balance between exploration and ex-
ploitation that results in high local optima avoidance. This superior capability is due
to the adaptive value of A. As mentioned above, half of the iterations are devoted
to exploration (|A| ≥ 1) and the rest to exploitation (|A| < 1). This mechanism as-
sists GWO to provide very good exploration, local minima avoidance, and exploitation
simultaneously.

Table 3. Normal initialization results for different datasets

Dataset No. GWO GA PSO
1 0.980952 0.976190 0.985714
2 0.733333 0.970000 1.000000
3 0.773333 0.766667 0.740000
4 0.863636 0.886364 0.886364
5 1.000000 0.943333 0.946667
6 0.797909 0.797909 0.808362
7 0.977778 0.966667 0.944444
8 1.000000 0.933333 1.000000

Table 4. Large initialization results for different datasets

Dataset No. GWO GA PSO
1 0.976190 0.990476 0.985714
2 1.000000 0.760000 0.723333
3 0.773333 0.756667 0.780000
4 0.886364 0.863636 0.795455
5 1.000000 0.920000 0.883333
6 0.839721 0.843206 0.832753
7 0.966667 0.966667 0.966667
8 1.000000 0.966667 0.933333
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Fig. 2. Comparison of normal initialization results for GWO, GA, PSO with different datasets

Fig. 3. Comparison of large initialization results for GWO, GA, PSO with different datasets

Figures 6 (a), (b), (c), and (d) present the standard deviation for the obtained fitness
functions after running the each optimizer for 5 runs. The obtained standard devia-
tion for GWO is much less than the obtained standard deviation for the PSO and GA
which can be considered a prove for algorithm robustness regardless of the initialization
method. SO, GWO always converge to the optimal solution or near optimal one regard-
less of its initialization method. GWO has abrupt changes in the movement of search
agents over the initial steps of optimization. This assists a meta-heuristic to explore
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Table 5. Mixed initialization results for different datasets

Dataset No. GWO GA PSO
1 0.980952 0.985714 0.976190
2 1.000000 0.733333 0.773333
3 0.756667 0.736667 0.740000
4 0.818182 0.772727 0.772727
5 1.000000 0.966667 0.956667
6 0.832753 0.846690 0.850174
7 0.966667 0.944444 0.933333
8 0.966667 0.966667 0.900000

Fig. 4. Comparison curve of mixed initialization results for GWO, GA, PSO with different
datasets

the search space extensively. Then, these changes should be reduced to emphasize ex-
ploitation at the end of optimization. In order to observe the convergence behavior of the
GWO algorithm. The exploration power of GWO allow it to tolerate for initial solution
as it quickly explore many regions and select the promising ones for further search.



10 E. Emary et al.

Table 6. Small initialization results for different datasets

Dataset No. GWO GA PSO
1 0.980952 0.966667 0.985714
2 1 0.86 0.753333
3 0.743333 0.773333 0.726667
4 0.863636 0.840909 0.863636
5 1 0.986667 0.94
6 0.850174 0.860627 0.84669
7 0.977778 0.955556 0.944444
8 0.966667 0.933333 0.966667

Fig. 5. Comparison curve of small initialization results for GWO, GA, PSO with different datasets
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Fig. 6. (a) Standard deviation obtained for running the different methods on the different data sets
[initialization normal], (b) Standard deviation obtained for running the different methods on the
different data sets [initialization large] (c) Standard deviation obtained for running the different
methods on the different data sets [initialization mixed] and (d) Standard deviation obtained for
running the different methods on the different data sets [initialization small]

5 Conclusions and Future Work

In this paper, a system for feature selection based on intelligent search of gray wolf
optimization has be proposed. Compared with PSO and GA over a set of UCI machine
learning data repository, GWO proves much better performance as well as its proves
much robustness and fast convergence speed. Moreover, the gray wolf optimization
approach proves much robustness against initialization in comparison with PSO and GA
optimizers. Other improvement to our work may involve applying some other feature
selection algorithms and different fitness functions in the future which are expected to
further enhance the results.
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1 Department of Mathemathics and Physics,
Faculty of Electrical Engineering and Information Science,

University of Pardubice, Czech Republic
jana.heckenbergerova@upce.cz

2 Department of Computer Science
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Abstract. Data describing various natural and industrial phenomena
can be modeled by directional statistical distributions. In the field of en-
ergy, wind direction and wind speed are the most important variables for
wind energy generation, integration, and management. This work pro-
poses and evaluates a new method for accurate estimation of wind di-
rection distribution parameters utilizing the well-known Particle Swarm
Optimization algorithm. It is used to optimize the parameters of a site-
specific wind direction distribution model realized as a finite mixture of
circular normal von Mises statistical distributions. The evaluation of the
proposed algorithm is carried out using a data set describing annual wind
direction on two distinct locations. Experimental results show that the
proposed method is able to find good model parameters corresponding
to input data.

Keywords: von Mises distribution, circular normal distribution, finite
mixture model, circular data statistics, Particle Swarm Optimization,
experiments

1 Introduction

Directional data plays an important role in many scientific and applied ar-
eas. It has been used to model a wide range of phenomena from diverse areas
including medical science (sudden infant death syndrome [1]), image analysis
and video surveillance (detection of abnormal behaviour [2]), gas load forecast-
ing [3], and various applications of wind properties modelling (pollutant source
identification [4] annual wind direction modelling [5–8], wind energy potential
assessment [9]).

c© Springer International Publishing Switzerland 2015 15
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In the field of energy, wind direction and wind speed are the most important
variables for wind energy generation, integration, and management. Accurate
modelling of wind speed and direction is necessary for predicting the volume of
generated wind energy. Such predictions are crucial for effective and safe opera-
tions of stochastic renewable energy sources like wind turbines and wind farms.
In addition, wind properties affect the current-carrying capacity of overhead
power transmission lines and determine wind energy potential of a specific site.
The estimation of wind energy generation is an essential part of green energy
and gains on importance in both developed and developing regions [10, 11]. The
analysis of wind power potential of a specific site plays an important role when
selecting the location of new wind energy facilities, and has impact on both,
price of generated energy and return of investment [12].

Wind direction modelling is also important for power delivery. Dynamic
thermal rating (DTR) of overhead power transmission lines estimates their
capacity with respect to the actual operating conditions to increase system
throughput [13, 14]. It is known that wind parameters have significant impact
on thermal rating so the knowledge of wind direction probabilities on a specific
location contributes to accurate estimation of real power transmission limits and
capacity [15].

To asses the wind-related properties of a specific site, various models ana-
lyzing wind characteristics can be used [5]. Statistical wind modelling aims at
identifying the probability density function (pdf ) [16, 17] describing site-specific
wind properties (speed, direction, speed-direction tuple [18]). Statistical analy-
sis of directional wind speed is usually performed using discrete models based
on histograms of annual wind data divided into a small number of groups (sec-
tors) [5].

It is known that directional data cannot be analyzed by standard linear statis-
tical methods. Instead, periodical and directional statistical distributions such as
uniform, cardioid, wrapped normal, and von Mises distribution, can be used for
accurate circular data modelling [1, 2, 5]. A popular approach to circular data
pdf modelling is the use of a finite mixture of vonMises distributions [1, 2, 5, 7, 8].

This work introduces a new meta-heuristic approach to the estimation of
parameters of such finite mixture of von Mises distributions based on the Particle
Swarm Optimization (PSO) algorithm. The proposed method is general and can
be used to model circular data from any application domain. In this study,
however, it is used for wind direction modelling and the experiments conducted
in scope of this study performed the search for accurate parameters of annual
wind direction pdf s for two locations in Canada. The quality of the obtained
pdf s is measured by Pearson’s chi-squared goodness-of-fit function which was
also used as the fitness criterion.

The rest of this paper is organized in the following way. Section 2 summa-
rizes relevant recent work on wind direction estimation and forecasting. Sec-
tion 3 summarizes the principles of circular data statistics. Section 4 outlines
the basics of Particle Swarm Optimization and details the proposed approach
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to wind direction distribution parameters optimization. Computational experi-
ments evaluating the proposed method are shown in section 5 and conclusions
are drawn in section 6.

2 Related Work

There are many approaches to wind properties modelling and analysis. Most of
them aim at long and short-term modelling of wind speed or joint modelling of
both, wind speed and direction [6, 18–21]. However, studies focusing on wind
direction analysis, modelling, and estimation can be found as well [4, 5, 7, 8, 22].
The algorithms used for wind direction modelling include detection of local gra-
dients on synthetic aperture radar (SAR) images [22], fitting of a finite mixture
of von Mises distributions by the least square method [5] or by the expectation-
minimization algorithm [8], autoregressive moving average (ARMA) based ap-
proaches [18], and various meta-heuristic and bio-inspired methods [4, 7, 19, 20].

Wind direction determination was a part of complex method for pollutant
source identification proposed by Allen et al. [4]. The main aim of the research
was the identification of surface wind directions and other detailed characteris-
tics of pollutant sources. It used Genetic Algorithms (GA) to match pollutant
dispersion model parameters with real data recorded by field sensors.

The use of genetic fuzzy systems for local wind conditions modelling was
investigated by de la Rosa et al. [19]. A fuzzy system evolved by the GA was
used to adjust a statistical regional wind properties model to better match local
conditions on a particular site. Heckenbergerova et al. [7] used a simple GA to
find the parameters of finite mixture of von Mises distributions to model annual
wind direction probability on a specific location.

Four models of wind speed and direction based on adaptive neuro-fuzzy infer-
ence systems (ANFIS) and different probability distributions (Weibull, Frechet,
Gumbel, and joint distribution) were described by Shamshirband et al. [20]. The
study concluded that ANFIS can learn the wind speed and direction pdf well.

In this work, a popular bio-inspired real-parameter optimization meta-heurisic
algorithm called Particle Swarm Optimization is used to optimize parameters of
finite mixture of von Mises distributions describing the pdf of annual wind direc-
tions on two sites in Canada. The Particle Swarm Optimization algorithm was se-
lected because it is, in contrast to e.g. GAs, a method designed for real-parameter
optimization and has an excellent record of real-world applications [23, 24].

3 Circular Data Statistics

In this paper, finite Mixture of simple von Mises distributions (MvM) has been
selected for representing multimodal directional data. Simple von Mises dis-
tribution (SvM), defined for random circular variable θ, has two parameters:
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μ represents the prevailing wind direction, and κ (concentration parameter) in-
dicates the variance around the mean. This distribution is also known as circular
normal distribution. Its probability density function (SvM-pdf ) is given by

f(θ;μ, κ) =
1

2πI0(κ)
eκ cos(θ−μ), (1)

where κ ≥ 0, 0 ≤ μ ≤ 2π , 0 ≤ θ ≤ 2π and I0(κ) is the modified Bessel function
of the first kind and order zero

I0(κ) =
1√
2π

∫ 2π

0

eκ cos(θ) dθ =

∞∑
k=0

1

(k!)2

(κ
2

)2k

. (2)

The SvM-pdf is symmetrical and unimodal and therefore can approximate di-
rectional data with one prevailing direction only. For κ = 0, SvM distribution
becomes uniform around the circle with all directions equally probable. When
the modelled data contains more than one prevailing direction, it is necessary to
use a mixture of such distributions.

Finite mixture model of simple von Mises distributions is defined by proba-
bility density function (MvM-pdf )

φ(θ;ν) =

k∑
j=1

ωj · fj(θ;μj , κj), (3)

where k is the number of functions creating the mixture, j is the index of partic-
ular SvM-pdf with parameters μj and κj , θ is an angular variable (0 ≤ θ ≤ 2π),
and ν is a vector parameter

ν = (μ,κ,ω) = (μ1, . . . , μk, κ1, . . . , κk, ω1, . . . , ωk). (4)

Weight of each mixture member has to be nonnegative and satisfy the following
conditions

0 ≤ ωj ≤ 1 ∀j ∈ {1, . . . , k},
k∑

j=1

ωj = 1. (5)

The probability that wind direction is within particular angular sector 〈θl; θu〉
can be obtained by the integration of MvM-pdf between the boundary values of
θ,

P(θ ∈ 〈θl; θu〉) =
∫ θu

θl

φ(θ;ν) dθ, (6)

and has to be evaluate numerically [25].
Maximum likelihood estimates of MvM distribution vector parameter ν lead

to a system of nonlinear equations that has to be solved numerically as well [26].
The parameter estimates for the MvM distribution can be evaluated using an
expectation maximization algorithm fully described in [27]. In this work, a bio-
inspired meta-heuristic approach is adopted in place of commonly used numerical
methods.
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3.1 Analytical Estimation of Distribution Parameters

The distribution parameters μj , κj, and ωj , j ∈ {1 . . . k} can be numerically
approximated from data. Let us assume that histogram of annual wind data
is composed of T classes with frequencies Oi and centers θi, i = 1, . . . , T , re-
spectively. The frequency classes have to be divided into k same-length sectors
corresponding to the number of major wind directions.

Prevailing wind direction μj for each sector is estimated by

μj =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

arctan(
sj
cj
), sj ≥ 0, cj > 0

π
2 , sj > 0, cj = 0

π + arctan(
sj
cj
), cj < 0

π, sj > 0, cj = −1

2π + arctan(
sj
cj
), sj < 0, cj > 0

3π
2 , sj < 0, cj = 0

, (7)

where sj and cj represent the average sine and cosine of selected sector data.
The concentration parameter κj is for each sector estimated iteratively by

solving the equation

I1(κj)

I0(κj)
=

√
s2j + c2j , (8)

where I1(κj) is the modified Bessel function of the first kind and order one
defined by

I1(κj) =
1√
2π

2π∫

0

cos(θ) expκj cos(θ) dθ =

∞∑
k=0

1

Γ (k + 2)Γ (k + 1)

(κj

2

)2k+1

, (9)

and Γ (n) = (n − 1)! is the gamma function. Alternatively, κj can be approxi-
mated by

|κj | = {23.29041409− 16.8617370 4

√
s2j + c2j}. (10)

The latter approach is used in this study.
Initial weight ωj is approximated as

ωj =

Ju∑
i=Jl

Oi

∑T
i=1 Oi

, (11)

where Jl and Ju are index boundary values of j-th sector.
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3.2 Test of Goodness-of-Fit

Pearson’s chi-squared goodness-of-fit test, χ2, is a statistical test applied to col-
lections of categorical data, such as histograms. Its properties were first described
by Karl Pearson in 1900 [28]. It can be used to establish whether or not an
observed frequency distribution differs from a theoretical distribution. In this
study, χ2 is directly used as the objective function, fobj, to be minimized by the
optimization procedure described in the next section.

The chi-squared test statistic resembles a normalized sum of squared devia-
tions between the observed and theoretical frequencies

χ2 =

T∑
i=1

(Oi − npi)
2

npi
, (12)

where T is the number of frequency classes, n is the sum of all observed frequen-
cies, Oi, and pi represents theoretical probabilities of each frequency class. The
theoretical probabilities are evaluated either directly from the expected cumula-
tive distribution function

pi = F (ui)− F (li) (13)

or as a definite integral of the expected pdf

pi =

∫ ui

li

f(x)dx, (14)

where ui and li are boundary values of corresponding frequency class [29].

4 Particle Swarm Optimization

Particle swarm optimization is a global, population-based search and optimiza-
tion algorithm based on simulation of swarming behaviour of bird flocks, fish
schools and even human social groups [30–32]. PSO uses a population of motile
candidate particles characterized by their position, xi, and velocity, vi, inside an
n−dimensional search space they collectively explore. Each particle remembers
the best position (in terms of fitness function) it visited, yi, and is aware of the
best position discovered so far by the entire swarm, ȳ. In each iteration, the
velocity of particle i is updated [31] according to

vt+1
i = vti + c1r

t
1(yi − xt

i) + c2r
r
2(ȳ

t − xt
i), (15)

where c1 and c2 are positive acceleration constants that influence the tradeoff
between exploration and exploitation. Vectors r1 and r2 contain random val-
ues sampled from a uniform distribution on [0, 1]. The position of particle i is
updated given its velocity [31] as follows

xt+1
i = xt

i + vt+1
i . (16)
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Create population of M particles with random position and velocity;
Evaluate an objective function fobj ranking the particles in the population;
while Termination criteria not satisfied do

for i ∈ {1, . . . ,M} do
Set personal and global best position:
if fobj(xi) < fobj(yi) then

yi = xi

end
if fobj(xi) < fobj(ȳ) then

ȳ = xi

end
Update velocity of particle i by (15) and its position by (16);

end

end

Algorithm 1. Particle swarm optimization PSO gbest

A basic global PSO (gbest) according to [31, 32] is summarized in Algorithm 1.
PSO is useful for dealing with problems whose solution can be represented

as a point or surface in an n−dimensional search space. Candidate solutions
(particles) are placed in this space and provided with a random initial velocity.
The particles then move through the search space and are periodically evalu-
ated using a fitness function. Over time, particles are accelerated towards those
locations in the problem space that have relatively better fitness values.

In addition to the basic model, there is a number of alternative versions of
PSO algorithm including self-tuning PSO, niching PSO, and multiple-swarm
PSO. These variants have been developed to improve the convergent properties
of the algorithm, or to solve other specific problems [30, 31].

4.1 Particle Swarm Optimization for Optimization of Wind
Direction Distribution Parameters

The PSO for wind direction distribution parameter optimization is defined by
candidate solution representation, fitness function, and population initialization
algorithm.

In the proposed algorithm , the mixture of k von Mises distributions is rep-
resented by a candidate vector v = (v1, . . . , vn), vi ∈ [0, 1] with three parts
encoding the vector parameter ν = (μ,κ,ω) respectively

v =

μ︷ ︸︸ ︷
(v1, . . . , vk, vk+1, . . . , v2k︸ ︷︷ ︸

κ

,

ω︷ ︸︸ ︷
v2k+1, . . . , vn) . (17)

The decoding of μ involves scaling of vi, i ∈ {1, . . . , k} to [0, 2π] and the decoding
of κ requires scaling of vi, i ∈ {k + 1, . . . , 2k} to [0, 700]. The upper bound of
κj was in this work chosen with respect to precision of the numerical algorithm
used to implement I0.
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The following decoding rule is applied to satisfy the requirements for mixture
member weights ωj defined in (5).

ωj =

⎧⎪⎪⎨
⎪⎪⎩

vi, j = 1, i = 2k + 1

vi

(
1−

j−1∑
l=1

wl

)
, j > 1, i = 2k + 1 + j

. (18)

It guarantees that the sum of all weights ωj is equal to 1 and does not impose
any additional constraints on candidate vector handling. All vectors created in
scope of the optimization process are valid candidate solutions representing a
mixture of k von Mises distributions.

In the proposed algorithm, the initial population of particles is formed from
randomly perturbed analytical estimates of μ, κ, and ω created according to
the principles outlined in section 3.1. The fitness of each candidate solution is
evaluated using Pearson’s χ2 function (12). The use of a standard statistical
goodness-of-fit measure allows direct statistical interpretation of the results.

5 Experiments

A series of computational experiments with wind direction data from two distinct
locations was conducted in order to evaluate the proposed approach. The first
data set was collected at St. John’s airport located in Newfoundland, Canada.
The wind direction records cover the period from 01. 01. 2007 to 31. 12. 2009 with
time resolution of one hour and angular resolution 10 degrees. However, 2,920
hourly measurements are missing from this data set so it contains only 23,384
records. These data were used in an earlier study on wind direction modelling by
Heckenbergerova et al. [7]. The second data set describes hourly wind direction
measured at Mildred Lake, Alberta, Canada and covers the period between 1.
1. 2012 and 31. 12. 2013. This collection contains more than 17,200 records with
angular resolution of 0.1 degree. 330 records are missing from this collection due
to sensor reading errors.

PSO parameters used for the experiments were: population size 100, 50000
iterations, inertia weight w = 0.89, local PSO weight c1 = 0.50, and global PSO
weight c2 = 0.70. The parameters were selected on the basis of best practices,
previous experience with the PSO algorithm, and initial trial-and-error runs.
Each experiment was repeated 30 times due to the stochastic nature of the PSO
algorithm. Results of the experiments are shown in table 1 and visual illustrations
of the best optimized wind direction distribution estimates found for St. John’s
and Mildred Lake are shown in fig. 1(a) and fig. 1(b) respectively. Indeed, the
optimized distribution estimates fit the data more accurately than the initial
analytical estimates.

The results indicate that the proposed PSO can be used for optimization of
wind direction distribution estimates and that the distribution with optimized
parameters approximates real wind directions better than the original analytical
estimate. Moreover, the goodness-of-fit χ2 for the data from St. John’s is in all
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Table 1. Wind direction distribution estimates optimized by the PSO

Goodness-of-fit (χ2)

Location best average worst

St. John’s 66.57 133.76 161.58
Mildred Lake 112.69 141.64 194.90
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(a) St. John’s (χ2 = 66.57).
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(b) Mildred Lake (χ2 = 112.69).

Fig. 1. Best wind direction distribution estimates found by the PSO

cases (best, average, worst) better than that of the estimates obtained by GA
in [7]. It means that the worst result obtained by the PSO proposed in this work
is better than the best estimate (with χ2 = 181.64) obtained by the GA in [7].
Nevertheless, χ2 = 66.57 for St. John’s and χ2 = 112.69 for Mildred Lake means
that, from the statistical point of view, the PSO optimized MvM-pdf estimate
still does not pass the goodness-of-fit test with the level of significance α = 0.05.

6 Conclusions

This study introduced a new bio-inspired meta-heuristic method for circular
data modelling based on the popular PSO algorithm. PSO is suitable for the
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search for MvM-pdf due to its ability to solve floating-point valued problems
and good results solving real-world optimization. A new representation of MvM-
pdf vector parameter, ν, suitable for the use with PSO was defined and the
proposed algorithm was evaluated on directional wind data collected on two
distinct locations in Canada. The results show that PSO is able to improve initial
analytical ν estimates and can be used for wind direction modelling. Moreover,
the model optimized by PSO exhibits on the same data set better accuracy and
lower error than a previous model based on GA. Although more accurate than
previous ones, the optimized models still do not pass the χ2 test. Thus, from a
strict statistical perspective, these models do not match the data.

There is a plenty of opportunities for further work in this area. Different fitness
functions (e.g. R2, RMSE) as well as other real-parameter optimization methods
can be used for meta-heuristic wind direction distribution estimation. Another
research direction is the design of an algorithm that would automatically select
the number of distributions needed in the mixture to represent given data well.
From the application point of view, the proposed approach can be used to model
different types of circular data, in addition to wind direction data used as an
example in this contribution.
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22. Koch, W.: Directional analysis of SAR images aiming at wind direction. IEEE
Transactions on Geoscience and Remote Sensing 42(4), 702–710 (2004)

23. AlRashidi, M.R., El-Hawary, M.: A Survey of Particle Swarm Optimization Appli-
cations in Electric Power Systems. IEEE Transactions on Evolutionary Computa-
tion 13(4), 913–918 (2009)

24. Onwunalu, J., Durlofsky, L.: Application of a particle swarm optimization al-
gorithm for determining optimum well location and type. Computational Geo-
sciences 14(1), 183–198 (2010)

25. Mardia, K., Jupp, P.: Directional Statistics. John Wiley & Sons (2000)
26. Fisher, N.I.: Statistical analysis of circular data. Cambridge University Press (1995)
27. Banerjee, A., Dhillon, I.S., Ghosh, J., Sra, S.: Clustering on the unit hypersphere

using von Mises-Fisher distributions. Journal of Machine Learning Research 6
(2005)

28. Pearson, K.: On the criterion that a given system of deviations from the probable
in the case of a correlated system of variables is such that it can be reasonably
supposed to have arisen from random sampling. Philosophical Magazine Series
5 50, 157–175 (1900)

29. Anderson, T.W., Darling, D.A.: A Test of Goodness of Fit. Journal of the American
Statistical Association (49), 765–769 (1954)

30. Clerc, M.: Particle Swarm Optimization. ISTE. Wiley (2010)
31. Engelbrecht, A.: Computational Intelligence: An Introduction, 2nd edn. Wiley,

New York (2007)
32. Kennedy, J., Eberhart, R.: Particle Swarm Optimization. In: Proceedings of the

IEEE International Conf. on Neural Networks, vol. 4, pp. 1942–1948 (1995)



 

© Springer International Publishing Switzerland 2015 
A. Abraham, P. Krömer, & V. Snášel (eds.), Afro-European Conf. for Ind. Advancement,  

27

Advances in Intelligent Systems and Computing 334, DOI: 10.1007/978-3-319-13572-4_3 
 

A Perspective of the Cellular Network of the Future: 
Cloud-RAN 

Santhi Kumaran 

School of ICT, 
College of Science and Technology, University of Rwanda, 

Kigali, Rwanda 
santhikr@yahoo.com 

Abstract. The increasingly widespread use of smartphones capable of 
delivering high bandwidth content is leading to an exponential growth in the 
volume of traffic carried by mobile networks. The solution to this can be found 
in a new distributed architecture called Cloud Radio Access Network (C-RAN) 
which offers a new paradigm in base station architecture. It is less costly for 
mobile operators to deploy because it could run on smaller cell sites. In a C-
RAN setup, the baseband processing elements of a traditional base station are 
centrally located and connected to smaller, distributed radios, often via fiber. 
The concept of C-RAN lowers cost and power dramatically and has recently 
generated significant interests among the research community. Though some 
mobile operators across the globe are evaluating, or even already migrating to, 
C-RAN architectures, this paper will explain the need for C-RAN architecture, 
the drivers behind it and about the recent advances in mobile fronthaul 
solutions. This paper also contains comprehensive details of the various C-RAN 
deployment methodologies based on the mobile traffic needs and describes 
about the perception of C-RAN technology by different mobile operators. 

Keywords: C-RAN, BU pool, RRU, centralized baseband processing, mobile 
fronthaul. 

1 Introduction 

As smartphone users are more habitual to mobile internet with smart applications 
handling streaming video and audio, there is an explosion of the mobile traffic. The 
conventional mobile network cannot meet the demand of large amounts of mobile 
data traffic unless until very dense and low-power small-cell networks with a very 
high spatial reuse are being deployed. But these small cells face varied problems like 
high resource requirements, which in turn  increases Operation and Maintenance 
(OAM) costs, makes network planning difficult with more cells & less intervals, very 
high inter-cell interference leading to inefficient spectrum usage, inefficient resource 
sharing due to tidal effect etc. 

The above problems could be addressed by an innovative and environment friendly 
radio access network architecture called Cloud-Radio Access Network (C-RAN). 
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geographical point while distributing and densely deploying the RRUs. RRUs with 
baseband processing virtualized at the cloud is called as the C-RAN concept, which is 
intended to increase the capacity and provides ubiquitous coverage for cellular 
network of the future. 

 

Fig. 2. Cloud RAN Architecture 

 

3 Need for C-RAN Architecture 

There is a need for a single mobile network architecture such as C-RAN that 
consolidates the workloads in to a more scalable and simplified solution in a cost 
effective manner because today’s conventional mobile networks tends to limit 
flexibility and increases cost. Moreover conventional mobile operators struggle to 
attain a stable growth in this mobile internet era due to the challenges listed below: 

(i) Increasing mobile data Traffic: Smartphone and Tablet PC users require 
ubiquitous coverage for mobile internet usage. According to [3] the mobile broadband 
traffic is expected to increase from 57 exabytes in 2013 to almost 335 exabytes in 
2020 and the conventional macro cell based cellular network design restricts the 
development of high-speed mobile internet demand. 

(ii) Surging Power consumption: As stated by Huang in [4], in the conventional 
mobile architecture, outdoor base stations consume 67% of the network’s energy, 
which is expected to increase, thus leading to low power efficiency.  

(iii) High Capital Expenditure (CAPEX) and Operational Expenditure (OPEX) 
of Traditional RAN: In a conventional cellular network the increasing demands on 



30 S. Kumaran 

 

mobile traffic, can be handled by increasing the number of cells by cell splitting. But, 
microcell deployment in turn increases the cost of infrastructure equipment to 30% of 
Total Cost of Ownership (TCO) [5] and OAM costs. 

(iv) Space limitation: In traditional RAN each base station should be placed in the 
geographical center of its coverage area. Operators find difficult to get the space to 
install the base station enclosures in dense urban areas [6]. Even if site locations are 
available, the mobile operators have difficulties in renting the real estate, finding 
proper powering options, securing the location and protecting the equipment from 
weather conditions etc. which incur high CAPEX and OPEX.  

(v) Low Resource utilization rate: Generally mobile data traffic is bursty  
and fluctuating in nature because mobile users are moving from one place to  
another. Therefore, each of the base stations are designed to handle the maximum 
traffic expected by the network.  So there is a high likelihood that many of  
the base stations carry no or little traffic, and, these processing resources cannot be 
shared with other BTS leading to high energy waste [7].  

(vi) Inter cell interference problem: The main challenge of a traditional RAN 
design is to deal with radio frequency (RF) interference, which limits network 
capacity. In order to improve system capacity many small cell base stations have to be 
installed and hence base stations using the same frequency or channel will be close to 
each other causing interference which leads to low bandwidth. 

(vii) Support of heterogeneous networks: Traditional RAN lacks multisystem 
convergence, which requires heterogeneous backhaul solutions to connect the small-
cells to the core network which leads to high infrastructure cost. 

In order to overcome the above challenges, comes in the innovative C-RAN 
architecture for small cells with RRUs connected through optical fiber to a central 
base station housing the baseband processing [2]. 

4 Characteristics of C-RAN Technology  

Here we provide the functionalities and characteristics of C-RAN technology and the 
tools for its deployment. 

4.1 Multi-antenna Array& Remote Radio Unit (RRU)  

Antennas with built in RRUs are already available in the market. RRUs transmit the 
digitized waveforms to the base station cloud through an Ir interface or Common 
Public Radio Interface (CPRI) [8] or Open Base Station Architecture Initiative 
(OBSAI) [9]. AIRS (Antenna Integrated Radio Unit) from Ericsson, Alcatel-Lucent’s 
LightRadio [6], and Nokia Siemens' Liquid Radio [10] are examples of RRUs. 
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4.2 Common Base Station (BS) Pool/ Cloud 

Servers with more powerful communications processors that handle the more 
sophisticated processing functions are replacing the base stations and form a Virtual 
BS pool. For example, multicore general purpose processors (GPP) like Intel’s bank 
of x86 servers running software-defined radio (SDR) application, and IBM’s POWER 
processors are well matched to the computation - intensive portions such as the 
physical (PHY) layer. Processors like IBM PowerEN and Sun Niagara, which are 
heavily multithreaded, as well as low power ARM servers are well suited for network 
processing (MAC and transport layers). These servers require software-defined 
network implementations to give real-time responses in a few milliseconds [4].  

4.3 Mobile Fronthaul Connection 

Base Station Cloud servers, however, would require connectivity to thousands of tiny 
RRUs. This introduces a new transmission network into the C-RAN infrastructure - 
Mobile Fronthaul. It is a high bandwidth optical fiber where signals are transmitted at 
a typical bandwidth of several gigabits per second to sites at a distance as long as 40 
km. C-RAN concept is expected to deliver high-data rates of 4G networks of about 
300 Mbps and more. Therefore at least 1 Gbps fronthaul connection is required per 
base station. In many cases two 1Gbps connection is installed for redundancy 
purposes. If higher bandwidth is required these two 1Gbps connection can be unified 
using LAG [1]. If data compression adopted, would reduce bandwidth and transport 
costs [6].  

4.4 Backhaul Connection 

This is a connection from the Baseband pool toward the core mobile provider 
infrastructure. C-RAN architecture requires an enormous backhaul capacity that the 
mobile provider requires multiple 10Gig backhaul in order to ensure a non-blocking 
architecture. The newer generation mobile technologies (e.g. HSPA+, 4G, WiMAX 
etc.) uses a high capacity Carrier Ethernet- based backhaul with Synchronous 
Ethernet and 1588v2 Timing over Packet replacing previous synchronization  
schemes [1].   

4.5 Co-operative Radio 

In C-RAN Carrier Aggregation (CA) will be supported for cells served by the same 
base station enabling flexible deployment of add on cells. It is expected C-RAN 
baseband pool share more than 1000 carriers. A single RRU supports 12 are more 
carriers and cross cell configuration. [5]. When combined with Multi Input Multi 
Output (MIMO), the CA techniques may lead up to 100 megabits per second between 
the radio and the baseband units (i.e., the front-haul) [12]. LTE-A offers aggregation 
of up to five 20-megahertz LTE carriers. 
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4.6 Real Time Processing Cloud  

In order to support real time processing, massive and concurrent baseband 
calculations done by general purpose CPUs were offloaded to highly specialized 
Modem Processing Units (MPU) [14]. MPU solution which is re-configurable at 
runtime has a great advantage over traditional hard-wired designs. Intel’s software 
enhanced generic Xeon processors, IBM’s PowerPC or ARM cores [13] could be 
used. MPUs support a wide range of system partitioning, and advanced algorithms for 
interference management and coverage, including Collaborative Multi-point 
communications (CoMP), Enhanced Inter-Cell Interference Coordination (eICIC) and 
massive MIMO [14]. CoMP can improve throughput by as much as 80% at the cell 
edge, for both uplink and downlink and requires very low latency (less than 1-2 
microseconds) to provide a big boost in capacity. eICIC coordinates blank and 
almost-blank sub-frames on a real-time basis, so locating the baseband processing in 
one place greatly reduces the complexity of coordinating changes [15]. Moreover, 
Virtual BS pool framework provides the interface between SW components to control 
the overall jitter and latency, and improve the precision of the synchronization 
between the RRH and Virtual Base Station (VBS). The SW component works in a 
data-driven mode and the latency caused by data transmission between the data 
interfaces is minimized [9]. 

4.7 Synchronization Schemes 

Multiple synchronization schemes are required to support frequency and phase 
synchronization between the VBS and the RRU. Most common synchronization 
schemes are: 

• IEEE 1588v2 – 1588v2 is a packet-based protocol and is carried in-band 
with user traffic. It can support highly accurate frequency and phase 
synchronization but is affected by network congestion if not properly 
prioritized across the path [1]. 

• SyncE (AKA G.8261) is a physical layer technology that supports frequency 
synchronization and is not affected by network congestion. However it 
requires that every node in the path have hardware support for SyncE [1].  

• GPS used by many mobile providers, meets both phase and frequency time 
synchronization requirements but involves high CAPEX and low OPEX [1].  

• Transmode's active and passive WDM mobile fronthaul architectures provide 
good synchronization and transparent transport with its low power and low 
latency capabilities. 

4.8 Strong QoS (Quality of Service) 

C-RAN architecture supports multiple services for customers that have differing 
quality of service priorities. Network failure is not accepted. Therefore, C-RAN uses 
HQOS (Hierarchal QoS) that allows for higher quality of service granularity, enabling 
the backhaul provider to ensure the availability and quality of service parameters 
(latency, delay, amount of bandwidth) per user, per service [1].  
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4.9 Strong OAM (Operation and Maintenance) 

C-RAN architecture uses various tool sets specified by IETF RFC 2544, Y.1731, 
IEEE 802.1ag CTM (connectivity Fault Management), and Service OAM etc. for 
effective proactive troubleshooting. Moreover, the idle field of CPRI protocol 
between BU and RRU connections is used to develop an array of functions for 
centralized OAM. This makes network controllable and manageable [5]. 

5 C-RAN Perception by Leading Telecom Operators 

Different operators perceive the cloud-based mobile networks in a different manner 
but the core idea is to move the highly-specialized wireless architectures into more 
general purpose computing platforms ("the cloud") which takes care of performing 
the baseband processing. 

5.1 China Mobile’s C-RAN 

China Mobile calls its cloud-based mobile network architecture as Cloud-RAN (C-RAN). 
It splits the Base Station in to BaseBand Unit (BBU) and into Remote Radio Head (RRH). 
BBUs are accumulated into a BBU Pool which does the baseband processing and 
connected to RRHs via fiber which converts the Radio signal in to an RF signal. 

5.2 DOCOMO’s Advanced Cloud RAN 

NTT Docomo refers its cloud based mobile network as Advanced Centralized RAN. 
Advanced C-RAN will enable small ‘add-on’ cells for localized coverage to cooperate 
with macro cells that provide wider area coverage and increase throughput and overall 
system capacity as shown in Figure 3. This will be achieved with carrier aggregation 
technology, and will rely on some HetNet principles. The cell site equipment, 
consisting of radio and antenna, is compact and low power as that of C-RAN. High-
capacity base stations utilizing advanced C-RAN architecture will serve as master 
base stations both for multiple macro cells covering broad areas and for add-on cells 
in smaller, high-traffic areas [16].  

5.3 South Korean’s CCC 

In South Korea, both KT and SK calls in cloud-based mobile network similar to C-
RAN architecture as the Cloud Communication Center (CCC) and Smart Cloud 
Access Network (SCAN) respectively [7]. With Intel’s servers and data centers 
integrated with Samsung modems create a centralized exchange for baseband 
communications processing the CCC [10]. CCC is linked by fiber to the cell sites 
which has only the RRH and antennas. Alcatel Lucent’s LightRadio Cube [6] and 
Nokia Siemens' Liquid Radio [13] are used at the cell sites. Similar to C-RAN, CCC 
harnesses virtualization technology so that the central processing resources can be 
allocated flexibly according to the peaks and troughs of demand in different sites. The 
CCC architecture can manage 144 base stations per server and accommodate 1,000 
servers in each data center, all of them acting as a central processing entity [10].  
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Fig. 3. Advanced Cloud RAN Architecture 

6 C-RAN Deployment Methodologies 

6.1 Based on Network Traffic 

This section describes three different deployment uses cases based on the network 
traffic requirements and the suitability of adopting C-RAN architecture for them. 

(i) Deployment of combined Macro and Micro cellular Network (Suburban to 
urban flow): In a business district mobile data traffic will be very high in the 
mornings and evenings. Outside of those peak times, that capacity just goes to waste. 
But with Cloud-RAN, operators can allocate capacity where and when needed, 
following the flow of network congestion from the suburbs to the central city and 
back again [13]. Advanced Centralized RAN concept could be best suitable for this 
scenario. 

(ii) Deployment of dense Micro Cells (Heavy Urban Load): C-RAN will make dense 
urban networks possible. The C-RAN could solve lot of problems in urban geographic 
where the demand could be switching dynamically across different areas. It can be 
deployed in different ways. By splitting an omni cell in to several small sector cells or 
by splitting a big macro cells into several small cells by adding more light RRUs and 
connecting them to BU cloud/legacy cell site or by overlay techniques. 

(iii) Deployment of Pico Cells Indoor (Enterprise Building):A large financial 
center in a city can have tens of thousands of mobile devices eager to exchange 
gigabytes of data with corporate servers and the cloud. Similarly, a large suburban 
mall can contain tens of thousands of customers who want to access social-media 
websites. But today’s macro-cellular networks are not capable of providing reliable 
coverage and capacity inside buildings. With C-RAN Architecture a number of RRUs 
with antenna array units can be deployed on nearby ceilings and can be connected to 
BU or BU pool by fiber or wireless links. Cooperative radio algorithms can be 
implemented to reduce interference between cells and improve indoor capacity [18].   
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(iv) Deployment of Super-Hotspots: C-RAN is suitable for special situations such as 
a stadium with very high density. The same scenario is seen in major transportation 
hubs like metro/bus/subway stations. C-RAN provides uniform coverage in this kind 
of environment with interference management algorithms such as eICIC, CoMP 
etc.[18]. If fiber bandwidth is free, then the cost of transport is not big problem, and 
C-RAN is attractive [6].  

6.2 Based on Fronthaul Fiber Availability 

The availability of low cost fiber is a gating factor in deploying cloud RAN 
architecture. C-RAN deployment methodology is typically influenced by the 
availability of fibers. 

(i) Area with Abundant Fiber Resource: Fiber connection is directly used for fast 
C-RAN deployment in areas with abundant fibers resources. The benefits of the 
solution are: fast deployment and low cost because no additional optical transport 
network equipment is needed [19]. For multi-RAT (Radio Access Technology) star 
topology is used as shown in Figure 4 and for single-RAT ring topology can be used. 

 

 

Fig. 4. Star Topology for Fronthaul with multi-RAT 

(ii) Area with Available but limited Fiber resource: For most operators around the 
world, fiber cost is a significant chunk of their operating budget [15].When the fiber 
resource available is very limited or adding new fiber cost is high, should go for 
alternate methodologies. 

For this scenario, ring topology can be used for single-RAT and Wavelength 
Division Multiplexing (WDM)/OTN (Optical Transport Network) ring as shown in 
Figure 5 for multi-RAT sites [18]. WDM/OTN option, improves the bandwidth of 
CPRI/Ir/OBRI interface between BU pool and RRU considerably. OTN is a WDM-
based integrated bearer device. CPRI can be a service type carried by OTN. Because 
OTN is introduced into the transmission layer, it provides perfect protection, OAM, 
and fault diagnosis and can support ring, tree, and mesh topologies [20] and 
considerably reduces costs. 
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Fig. 5. WDN/OTN Ring Fronthaul Solution 

(iii) Area with limited Rental fiber resource: In this case the option is based on 
Coarse Wavelength Division Multiplexing (CWDM) technology. It combines the 
fixed broadband and mobile access network transmission at the same time for indoor 
coverage with passive optical technology, thus named as Unified PON (UniPON). It 
can provide both PON services and CPRI/Ir/OBRI transmission on the same fiber and 
supports up to 14 wavelengths. It is suitable for C-RAN centralized baseband pool 
deployment of indoor coverage [19]. 

Transmode offers various WDM topologies to cater for the limited fiber resource 
areas. There are three WDM options proposed by Transmode [21]. i) Active WDM-
Transparent, ii) Active WDM-Forward Error Correction (FEC) and enhanced 
management, and iii) Passive WDM. Figure 6 shows the Active and passive WDM 
scenarios. 

(a) The Transparent WDM option, uses 1G/2.5G and 10G Transponders (TP), brings 
important values such as network latency and sync performance, both factors that 
are critically important in fronthaul networks by adding a small portion of power 
consumption 

(b) The WDM with Forward Error Correction (FEC) and enhanced management 
option is based on Transmode’s Transponders and Muxponders (MXP), and adds 
capabilities such as in-band management, sophisticated performance monitoring 
and extended reach and address more demanding networking applications [21]. 

(c) The Passive Mobile Fronthaul option is based on Transmode’s widely 
deployed TG-Series platform, which has an extremely broad range of networking 
options including CWDM or DWDM, single fiber or fiber pair, point-to-point or 
ring architectures. Protected CPRI transport can also be offered. It supports 
optical paths up to 80 km. 
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Fig. 6. Transmode’s Passive and Active Fronthaul Networks 

Moreover,WDM topology has various schemes to use few fibers and to build an 
independent C-RAN. It is by means of enhanced fiber connection or colored fiber 
connection. All these solutions use a very few fibers to meet C-RAN bearer 
requirements in different scenarios. 

 
(a) Colored Fiber Connection  
The colored connection is similar to Tansmode’s Active Mobile fronthaul  solution 
with FEC and enhanced Management. In colored fiber connection [20], WDM is used 
to configure optical multiplexers/demultiplexers (OMDs) in the BU pool and optical 
add/drop (OAD) devices on the RRU nodes. OAD is a passive optical device that can 
be placed in an outdoor power cabinet or in an optical cross-connecting box. OMD 
and OA can be installed in the equipment room where a BBU pool is located.  Figure 
7 shows a configuration of four RRU nodes, each with an OAD1. Optimal modules 
on the BBUs and RRUs are colored WDM modules with certain wavelengths. Coarse 
WDM is used to support a maximum of 18 wavelengths, and Dense WDM is used to 
support a maximum of 80 wavelengths. 

Through colored fiber connection, both TD-SCDMA and TD-LTE C-RAN bearer 
schemes can be implemented with only one pair of fibers. 

(b) Enhanced Fiber 
Enhanced fiber connection [20] allows for cascading of up to 18 RRUs through the 
CPRI interface. A mature 6G optical module can be used for each RRU. Equipment at 
the radio side provides protection and OAM for enhanced fiber connection using 
CPRI signals. With enhanced fiber connection, six GSM sites can be networked with 
only one pair of fibers. This is an optimal transmission scheme for GSM C-RAN. 
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Fig. 7. Colored WDM Connection (source [20]) 

7 Advantages of C-RAN 

(i) Energy savings: Operators could drastically cut the processing power necessary 
(as much as 40 percent) [22,13] to run the network as a whole by putting their base 
stations in the cloud. Additionally, as the data from all base stations is centralized in 
the same location, it provides the ability to globally control the access network, when 
necessary, e.g. to selectively turn off those base stations that are not needed, which 
results in energy savings [2]. 

(ii) Efficient Spectrum Usage: C-RAN provides greater potential data capacity than 
a traditional architecture because the radio units could be more densely deployed and 
spectrum reuse is enhanced. 

(iii) Efficient resource Sharing: The capacity of a mobile network varies from time to 
time and from place to place and causes a tidal effect [5]. With C-RAN, operators can 
allocate capacity where and when needed, following the flow of network congestion 
[22] and no longer have to build networks to meet peak demands at every tower. 

(iv) Real Estate Cost:  Traditional cell sites carry with them a continuous stream of 
CAPEX, OPEX to address the high rental rates for real estate, electrical expenses, 
cost of backhaul for the cell site and security measures to protect the location from 
intruders and equipment from weather conditions etc. [23]. C-RAN solves these 
problems. 

(v) Multi System Convergence: C-RAN is expected to support multiple 
technologies, including GSM, TD-SCDMA, LTE TDD & LTE TDD-Advanced [12]. 
Baseband processing units of GSM, TD-SCDMA, and LTE networks based on  
the same platform architecture can be placed on the same BTS rack.  They can share 
the same backboard, power supply, and main control, clock, and transmission 
facilities [5].  



 A Perspective of the Cellular Network of the Future: Cloud-RAN 39 

 

(vi) Clean Systems: C-RAN consumes less power (71% compared to traditional 
RAN) and has low OPEX and supports fast system roll out. Due to simpler RRUs, 
system roll out can be up to 1/3 the usual time [19]. 

(vii) Easy Migration: As wireless access technologies evolve in a fast pace from 3G 
to 4G to 5G, operators cannot migrate from one standard to another overnight. 
Switching over to new networks in a parallel manner is not cost efficient. C-RAN can 
ease this migration with a virtualization layer and by coupling efficient accelerators 
that allocates resources to standards as necessary [24]. 

(viii) Reduced CAPEX & OPEX: The centralized location of the baseband 
processing, allows maintenance simpler and more efficient by a technician [15] thus 
saving OPEX. The base station is the most expensive element of the wireless network. 
C-RAN has shifted the hardware infrastructure at the bottom of every tower to a 
Centralized Network Computing unit leaving only the radios and antennas at the cell 
site and thus has reduced CAPEX. The CAPEX estimated 15%and OPEX estimated 
50%savings could be translated to savings for the end-users [25]. If an operator builds 
six sites in rural areas using C-RAN architecture, they can save equipment costs by 
around 9%, construction costs by around 30%, and OAM costs by around 76% [5]. 

8 Suggestions to Improve 

(i) Standardization initiatives: By adopting the more open standards and common 
platform the wireless industry could innovate at the faster pace, which would 
ultimately save development and deployment costs. 

(ii) Power Efficient Systems: The equipment suppliers must provide cost-effective power 
efficient solution so that the operators can gracefully migrate to higher capacity systems.  

(iii) Data compression:  The data between baseband and a remote radio is typically 
oversampled I/Q streams for different MIMO antennas. The higher the numbers of 
antennas in future base station, the higher the resulting data rate and bandwidth. One 
possible way to achieve these savings is by developing various frequency and time 
domain data compression schemes that will compress to I/Q streams. 

(iv) Base Station virtualization: Virtual BS concept should be developed. It will 
allow efficient resource utilization of the centralized baseband pool so that operators 
can dynamically allocate resources to various virtual base stations and air interfaces 
balancing the tidal effect. 

(v) Interference cancellation and load management: More sophisticated 
interference cancellation and load management techniques should be developed for 
good scalability and increasing capacity of the C-RAN system. 

9 Conclusion 

C-RAN and mobile fronthaul are emerging technologies that helps to address the 
ongoing rapid growth of mobile internet traffic demand. It is also estimated that the 
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processing power necessary to run the mobile network as a whole is cut as much as 40 
percent by C-RAN. Though, C-RAN is predicated on having bunch of dark fibers and 
have strict latency and synchronization requirements, it offers many advantages as 
listed in section 5.  This paper has briefly dealt with the various deployment use cases 
that could be adopted as fronthaul solutions in case of limited fibers. Enhanced and 
colored fiber connection has advantages over traditional fiber connection and 
widespread C-RAN deployment is feasible. Some advantages of C-RAN were also 
highlighted in this paper. 
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Abstract. Multi-source multi-sink wireless sensor networks (WSNs)
have got variety of application in areas that need to detect multiple en-
vironmental monitored parameters using a single sensor field/network.
This type of WSN, beside its limited resources such as energy limita-
tion like any WSNs are, has unique characteristics for instance network
congestion, since multiple sensor nodes can send data to multiple/single
sink at the same time. Research works on WSNs are not matured and
well-developed. There are a number of research issues that are not yet ad-
dressed. In particular reliable data transmission is among those that are
the decisive and unsolved ones as much as required. In this research work,
reliable data transmission is ensured using hop-by-hop(in every hop) loss
detection and recovery and it is tested using NS2 simulator. This paper
provides 100% reliable data transmission. Reliability is assured by em-
ploying hop-by-hop loss detection and recovery using a hybrid of NACK
and ACK-based approach. Since NACK-based scheme cannot handle the
unique case where all packets in a communication are lost, we used a last
single ACK feedback to make the sender sure that all packets are received
successfully. The simulation and experimental results show that the new
protocols perform well under various conditions and protocol parameter
settings.

Keywords: multi-source multi-sink wireless sensor networks, reliable
data transmission, wireless sensor networks.

1 Introduction

Awireless sensor network (WSN) consists of a group of self-organizing, lightweight
sensor nodes that are used to cooperativelymonitor physical or environmental con-
ditions. Commonly monitored parameters include temperature, sound, humidity,
vibration, pressure, motion and so on. AlthoughWSN research was initially moti-
vated by military applications, WSNs are now used in many industrial and public
service areas including traffic monitoring, weather conditions monitoring, video
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surveillance, industrial automation and healthcare applications [1]. A basic sen-
sor node includes five main components: an embedded processor, memory, radio
transceiver, senor(s), andapower source [2].Because of the sizeandcost constraints
on sensor nodes, they are limited by energy, bandwidth, memory and other re-
sources. To overcome problems that could come due to these limitations of sensor
nodes appropriate design of protocol is needed.

The rest of this section is organized as follows: section 1.1 is an introduction
about multi-source multi-destination scheme. Section 1.2 is all about reliable data
delivery ina specificwireless sensor network type i.e.multi-sourcemulti-destination
WSN.Themotivation of this paper is discussed in Section 1.3. Finally this research
organization is presented in section 1.4.

1.1 Multi-source Multi-sink Wireless Sensor Networks

In WSNs, sensor nodes sense phenomenon or phenomena and process it. After
processing the phenomenon or phenomena that they (multiple sources or sensor
nodes) sense from the environment, they have to send the processed data to the
sink or sinks. Sinks are base stations at which all the sensed data are collected
that have been sent from each sensor nodes. Unlike sensor nodes, sinks are not
resource limited such as energy and buffer, so they can be active all the time.

We can categorize wireless senor networks according to the number of sources
and sinks they have. If a wireless sensor network has only one sink and many
source nodes that can transmit at the same time, we call it multi-source single-
destination wireless sensor network. But in such types of networks if we restrict
the network in such a way that one source node can send at a time, we call
such type of networks single-source single-sink WSNs as shown in Figure 1. On
the other hand, if it has multiple sinks with multiple sensor nodes (sources),
we call it multi-source multi-sink wireless sensor network as shown in Figure 2.
This network architecture is obviously required when the same WSN is serving
multiple applications [19], each running on distinct devices. However, the need
for multiple sinks arises also in other situations. For instance, researchers are
increasingly investigating the use of actuator nodes in WSNs [3]. Different actu-
ators (sinks) take decision after they analyze or process the information gathered
by sensors from the physical world and then perform appropriate actions upon
the environment, which allows a user to effectively sense and act from a distance
[4]. Moreover, multiple sinks are required when using distributed in-network data
mining in order to discover frequent event patterns rather than transmitting raw
data streams [5].As can be seen from the diagram below, the second one (multi-
source multi-destination scheme of WSN) is complex. Since this is the case, data
collision and data lose while transmitting are likely to occur; this means, such
networks have reliability problem and the follow-on data recovery expends much
energy of sensor nodes, energy inefficient, unless appropriate protocol is designed
to overcome such limitations. So, designing reliable and energy efficient protocol
for such WSNs is crucial. In this particular work, only reliable data transmission
is considered and we will design an energy efficient protocol which cann’t affect
a 100 % reliable data transmission obtained in here.
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1.2 Reliable Data Delivery

Reliable data transmission is an important issue not only in WSNs but also
in wireless communication as a whole. Having constrained resources in WSNs
makes reliability the very critical and decisive issue. Reliability can be defined
as the number of unique data packets received by the receiver divided by the
number of data packets queued to be transmitted by the sender.

There exist many applications in Wireless Sensor Networks requiring all data
to be transmitted without loss. For example, structure monitoring needs the
entire data from all measuring points to build a model and analyze it. Consider
a sensor network deployed in a chemical plant to detect harmful gas. It is crucial
for sensor nodes to reliably transport every sensor reading back to the sink. Other
critical WSN applications such as biological monitoring, health care monitoring,
and battlefield surveillance also require high end-to-end reliability [1], [6]. On
the other hand, some applications may not require simple 100% guaranteed
transmission of data packets [7].

In WSNs, there are plenty of factors that make the system unreliable. Such
as node failure due to lack of energy source or malfunctioning of any part of it,
as it is a microelectronic device. Moreover, since bandwidth of wireless networks
is very narrow, congestion will occur while multiple sensor nodes attempt to
transmit at the same time. Problems related to such deficiencies make designing
reliable protocol challenging. So, to make sure whether the data sent by the
source to the destination delivered without any data loss and as much as possible

Fig. 1. A sensor network with single sink

Fig. 2. A sensor network with multiple sinks
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to recover from loss, if it is found that there is a data loss, a receiver feedback
and sender retransmission mechanism is usually used in WSNs. There are two
commonly used receiver feedback mechanisms: the ACK-based approach and
the NACK-based approach. In an ACK-based approach, the receiver positively
acknowledges receipt of data packets, while in a NACK-based approach, the
receiver only returns feedback to the sender if it detects a packet loss. The
NACK-based approach incurs less overhead than the ACK-based approach, but
a common problem for the NACK-based approach is that it cannot detect when
all data packets are lost, since packet loss detection is based on observing gaps
in the packet flow.

Reliable data transport in WSNs is a multifaceted problem influenced by
the physical, MAC, network, and transport communication layers. Traditional
TCP/UDP protocols and end-to-end error detection and recovery mechanism
cannot be implemented directly in WSNs because of having insufficient resources.
This problem can be overcome by using hop-by-hop error detection and recov-
ery in link layer and by designing appropriate transport control protocol. Some
existing transport protocols that are designed for the provision of reliability in
WSNs are [9,10,11,12]. Reliability can be provided by designing a reliable routing
protocol in routing layer. For example, transmitting multiple copies of a single
packet in different paths to the sink increase the probability of delivery of pack-
ets without loses [13]. RTS/CTS handshake, MAC layer acknowledgement and
randomized slot selection are some of the reliability mechanisms provided by
IEEE 802.11 in MAC layer [14]. Using judiciously chosen linear error correcting
code, intermediate nodes in a wireless network can directly recover linear com-
binations of the packets from the observed noisy superposition of transmitted
signals [15].

1.3 Motivation

Even though their application areas are very wide, a network of multiple sources
and multiple sinks was not considered in many research works. Many researches’
analysis are even considering simple network structures or topologies such as star,
tree or linear topologies [8]. In this research work, the reliable data transmission
for multi-source multi-sink network is taken as the main objective. In this type
of WSNs, when multiple sensor nodes attempt to transmit at the same time,
collision of packets would occur. If collision occurs, there will be a data loss. So,
reliable protocol that detect a data loss and recover from them is necessary.

1.4 Research Organization

In this section, introduction about WSNs, particularly about multiple sources
multiple sink type WSNs, is presented. In section two, recent related works that
have been done related to reliable data transmission is discussed. The design of
the new protocols is presented in section three. In section four, simulation results
and performance evaluation are discussed. At last, the conclusion and possible
future work are described.
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2 Literature Review

Due to the fact that WSNs are recent technologies [15], research works on them
are not matured and well-developed. There are a number of research issues that
are not yet addressed. On the other hand, there are a number of research works
done on WSNs. Specially, reliable data transmission is a main issue for WSNs.
Since it is routine to cover all works that are related to this issue, here are some
of the researches that are recent and closely related with this research work. So,
in this section, literatures that are related to reliable data transmission protocols
are presented.

Reliable data transmission can be provided using receiver feedback mecha-
nisms: ACK-based or NACK-based approaches or by any other mechanisms. In
ACK-based approach or commonly known as TCP/IP (if it is implemented in
transport layer) the data receiver sends the feedback packet (ACK) if it has suc-
cessfully received the data packet. When the data packet is sent to any receiver
the time stamp will be set for its arrival and if the data packet sender doesn’t
receive the ACK packet from the receiver within a predefined period, the sender
will consider as if the data packet has been lost during the transmission and will
resend the unacknowledged packet. In the contrary, the receiver of NACK-based
approach will send NACK packet to the data sender if and only if it detects a
packet loss.

In most wired and wireless networks that are full of resources such as energy
and bandwidth TCP (ACK-based) approach is used. Since the receiver sends
ACK for the sender to approve the successful arrival of each and every packet,
it exploits the bandwidth and energy of the nodes of a network, especially, when
the data packet size is very small. So it is not advisable to use this approach for
WSNs, because they usually have insufficient resource. The other drawback of
this approach is the high feedback overhead problem. Specially, when the senders
are sending for multiple receivers at a time, the acknowledgement that comes
from each receiver will create congestion and data loss.

Generally, it is not advisable to employ traditional TCP/IP reliable protocols
in WSNs because each sensor node in a WSN has very limited power, bandwidth
and storage space and has to cope with a lossy wireless channel. Therefore, the
reliable data transport protocols that are widely used in internet i.e. TCP are
not suitable for WSNs. Even the modified TCP, hop-by-hop TCP protocol, used
in [17] has the problem of traditional TCP which is used in wired and wireless
networks that have not deficiencies of the aforementioned resources.

On the other hand, NACK-based approach is more effective than ACK-based,
because it only generates an extra packet when data loss occurs. In NACK-based
loss detection and recovery scheme, extra packet (NACK) overhead will occur
unless it is carefully designed. Another typical NACK problem is the loss of
all data packets. In a NACK-based scheme, the receiver can detect and report
packet loss only if it is aware of the incoming packet. Thus, a NACK-based
scheme cannot handle the unique case where all packets in a communication
are lost.
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The work done in [1] proposes a new reliable data delivery protocol for gen-
eral point-to-point data delivery (uni-casting) in WSNs. The proposed protocol
adopts a NACK-based hop-by-hop loss detection and recovery scheme using
end-to-end sequence numbers. In order to solve the single/last packet problem
in the NACK-based approach, a hybrid ACK/NACK scheme is proposed where
an ACK-based approach is used as a supplement to the NACK-based approach
to solve the single/last packet problem.

However, the wireless sensor network used in the above work is a single-source
single-sink type network. In other words, in a given sensor network or sensor field,
at a time, there is only one source which can send data only to one sink. But
in real world there are many application areas that employ sensor networks in
which multiple sources can send to a sink(s) at the same time.

Reliable information forwarding in wireless sensor networks can also be pro-
vided by sending multiple copies of a single packet along multiple paths. In [13]
ReInForM is proposed to attain desired reliability. It uses redundant copies of
a packet to increase its end-to-end probability of data delivery. The degree of
redundancy introduced, is controlled using the desired reliability, the local chan-
nel error conditions, neighborhood information available at each node. Hence, it
relies heavily on the existence of multiple paths from source to sink. On gener-
ating a packet, the source node determines the importance of the information it
contains and decides the desired reliability for it. It also knows the local channel
error. Such a multi-path approach would succeed only if there are sufficiently
large number of paths exists from source to sink. Moreover, the lengths of these
paths should be close to that of the shortest path. The reliability that can be
achieved using multi-path forwarding depends on the expected number of such
paths.

When a source node sends multiple copies of a single packet through multiple
paths, there would be network congestion. Specially, when multiple sources are
allowed to transmit at a time, employing ReInForM for such type WSNs, packet
collision would be uncontrolled [13].

In some network protocols like in [16], sending the sensed data to a sink may
be receiver initiated. Whenever a sink node wants to process,to take action after
processing the data or for any other reason, it sends initiation message for the
source node. It provides end-to-end reliability by using end-to-end acknowledg-
ments. In this protocol there are four main problems that are: first, since the
data transmission takes place after sink node initiation, the urgent data that
has to be transmitted to the sink immediately, will not be transmitted until sink
node initiate data transmission. Second, only one source node can send at a time
and there should be only a single path to a given sink. So, for the cases that
multiple source nodes need to send for a single/multiple sink node(s), it doesn’t
work. Third, reliability is provided by using end-to-end acknowledgement as a
result data loss recovery time is very high. At last this protocol employs only
NACK-based approach.

Reliability of the network can be provided a supplement in different layers
beside that are reviewed in above. For example, the collision avoidance and
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detection method of IEEE 802.11 MAC protocol are loss prevention tools in
MAC layer. Whenever any sensor node senses something from the environment,
it will not send it immediately to the next hop. Instead, it has to identify whether
the medium is busy.

Finally, in this research work, we tried to assure reliable data transmission for
highly congested networks by improving problems mentioned above.

3 Protocol Design

This section presents the design procedures for hop-by-hop reliable data delivery
and its implementation in NS2 simulator.

3.1 Hop-by-hop Reliable Data Delivery

To deliver reliable data from multiple sources to multiple sinks, our protocol
employs hop-by-hop loss detection and recovery scheme. Hop-by-hop loss detec-
tion and recovery is achieved by using both negative acknowledgement (NACK-
based) and last single positive acknowledgement (ACK-based) approaches.

New Packet Creation in NS2. The new packet added in this research work
is only the NACK packet (its packet type and its symbolic name is created
in ns/packet.h). But the packet type ACK is already created previously. The
header format of the ACK and the NACK packets, the basic header fields, and
their importance in error detection and recovery are discussed in the following
section.

Packet Format. For loss detection and recovery ACK, NACK and DATA pack-
ets are used. Data packets are the sensed data from the environment or what the
sensor source node wants to send for any sink node that needs the data for further
processing/action. All data packets share the same header format. The header
of a data packet contains five important fields: Packet ID, ACK/NACK Bit,
Source ID, Receiver ID, and Sender ID. Their meaning and their use are pre-
sented below.

Packet ID. This term is used to refer to the identity of packets and it is as-
sumed to be unique for all packets between a particular source/destination pair.

ACK/NACK Bit. ACK/NACK Bit is stored in the header of a data packet.
The possible value of this term is 1 or 0 to indicate whether the sender requests
the receiver to respond ACK or NACK for the sent packet respectively. If the
packet which is being sent is the last one, the sender will set the value of this bit 1
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and for packets that are other than the last packet the value of this bit is set to 0.

Source ID. Source node is a node at which packets are originally generated.
When a single receiver node is receiving packets from multiple source nodes at
the same time, Source ID is used to check in order arrival of packets that come
from the same source node, the value of Source ID is very crucial.

Sender ID. and Receiver ID. When acknowledgement needed to be sent for
the sender of the data packets, the receiver of data packets sets the Sender ID
and Receiver ID of feedback packets the value of its ID and Sender ID of the
data packets respectively.

Feedback packets (ACK and NACK) share the same header format. The
header of these packets contains four important fields: Packet ID, PacketType,
Receiver ID and LastRecieved ID.

Packet ID. It is the similar to that of Packet ID field of data packets.
PacketType. Used to identify whether data, feedback or control packets are

reciving and to take appropriate action.

LastRecieved ID. when the packet arrival is out of order, the receiver of data
packets will set the value of LastRecieved ID field in the header of NACK packet
by the sequence number of the last packet successfully received.

3.2 Protocol Operation

Old Protocol. The link layer protocol that exists before the addition of our
protocol

New Protocol. The new link layer reliable protocol

Fig. 3. The architecture of old&new link layer in NS2
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Old Protocol Operation. The general architecture of mobile nodes and its
description are presented in Figure 4 and section 4.1 respectively. Particularly
in this section, the operation of old link layer (LL class in NS2) is graphically
presented in Figure 3a.

Sender Operation. As the data packet(s) comes from the upper layer, link
layer buffers the packets until their turn to be transmitted is reached and send
them to the lower layer according to the default queuing principle used i.e. first
in first out (FIFO). The queue length is told during nodes configuration in Tcl
language as:

$ns node-config -ifqLen $val(ifqlen)

The life time of these packets in one’s node link layer is until it will be trans-
mitted to the lower layer.

If the packet is a routing packet, this layer will consult ARP (address resolu-
tion protocol) using a pointer arptable .

Receiver Operation. When the packets, whether they are data or control
packets, come from the lower layer, the only responsibility of link layer is to
send to the next upper layer that is network layer using a pointer upertarget .

New Protocol Operation. Unlike the old link layer protocol, in our new pro-
tocol during both sending and receiving packets, there are additional responsibil-
ities that are detecting a loss and recover from them. The operation of detecting
the loss and recovery are explained in sending and receiving operations discussed
below. The functions or methods that compute the intended activities are all in-
cluded in hop-by-hop.cc and hop-by-hop.h C++ files in NS2. And whenever the
packet is arrived in the receiving function (receive(p,h)) of link layer (LL.cc),
functions in the aforementioned files are consulted by using hopByhop pointer.

Sender Operation. The sender node may be a source of data to be transmitted
or an intermediate/router node. Whether the sender is a source or an interme-
diate node, the main responsibilities of the sender node are the following:

– It copies every packet before transmitting. All packets copied in this step
will be deleted when ACK is received. When NACK is received all packets
with sequence number less than the sequence number of the lost packet will
be deleted.

– If the packet being sent is other than the last packet, the sender will fill the
ACK/NACK field to 0 otherwise it will fil1 1.

– When transmitting the last packet, besides filling ACK/NACK field to 1,
the sender sets a time stamp. If ACK packet is not received before time out,
the sender will understand that all packets that are after the last negatively
acknowledged packet are lost and it will retransmit the whole data packets
starting from the last negatively acknowledged one. But if there is no any
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negatively acknowledged packet and if ACK is not received, it will transmit
the whole packets.

– If NACK packet is received, it extracts the LastRecieved ID field and it will
retransmit packets with sequence number greater than or equal to the value
of LastRecieved ID to the node that sends NACK packet.

– If ACK packet is received, it will understand that all data packets are suc-
cessfully delivered and it will free the buffer by deleting all packets.

Receiver Operation. The receiver may receive packets in link layer from
upper or lower layers. The node is receiving if packets are received in link layer
from lower layers and then there will be two main responsibilities of this layer.
Firstly, it checks in order arrival of packets. Secondly, it sends feedback pack-
ets. Sending feedback packets depends on the result of arrival checking. If there
is no loss of packets, the receiving node will send ACK packet when the last
packet with ACK/NACK field set to 1 is received. And if there is loss of pack-
ets, the receiver node will prepare NACK packet with a sequence number or
LastRecieved ID equal to a sequence number of the last successfully received
packet.

4 Simulation Results and Performance Evaluation

The new protocol, hop-by-hop loss detection and recovery, is developed in Link
layer of NS2 simulator. As described in the previous portions, the selected sensor
field or network is a grid topology in which multiple sensors can send to multiple
sinks at the same time without waiting each other and decline in reliability of
data transmission. The reliability of data transmission in this network is assured
by employing hop-by-hop loss detection and recovery. Hop-by-hop loss detec-
tion and recovery is done by using advantages of both ACK and NACK-based
approaches.

4.1 Network Simulator 2 (NS2)

Network simulator 2 (version 2) is most commonly known as NS2. It is an event-
driven simulator and it is used to simulate both wired and wireless networks.
Due to its flexibility, modular nature and open source it is widely used by many
researchers [18]. The internal structure/architecture of mobile nodes in NS2 is as
shown in Figure 4. When ever needed to add special features or new modules, it
is easy and helpful. Its front end is object oriented tk/tcl language or commonly
known as OTcl and its back end is c++ language. Our extension or modification
is done in c++ part of the simulator.

New Protocol Implementaion in NS2. Our new reliable data transmission
protocol is developed in link layer (LL.cc) of NS2. All the features/functions of
the new protocol are developed in this file.
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The OTcl Simulation Script. This is the part that the activity of the network
creation, configuration and parameters settings can be done. As tried to explain
in above, NS2 is written in two languages of which OTcl front end language is
the one. The basic parameters that are summarized in Table 1 are set in OTcl
script.

Table 1. Network configuration and parameter values

MAC type IEEE 802.11

Buffer Size 500

Number of Nodes Up to 25

Transport Layer UDP

Packet Type CBR

Packet Size 1000 bytes

Inter Sending 0.005ms

Number of Packets 10(for each source)

Topography Area 1000mx1000 m

Distance between nodes 200 m

4.2 Evaluation Methodology

The performance of the new protocol is evaluated from different perspectives.
Evaluation metrics and parameters which are used in result analysis are defined.
The definitions of evaluation metrics from 1-6 are taken from [1].

Fig. 4. The architecture of mobile nodes [18]
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Evaluation Metrics. The main goal of this research work is designing a reliable
data transmission protocol for a multi-source multi-sink wireless sensor networks.
In addition to that, extrinsic values such as latency and throughput of a network
are also considered.

1. End-to-end Delay: The end-to-end delay is measured as the interval between
the generation of a data packet at its source and the reception of that packet
at the sink. The average end-to-end delay for each source node is calculated as
the average end-to-end delay of all data packets generated by that node. The
end-to-end delay shows the average amount of time it takes for the network to
deliver a data packet from a particular source node to the sink.

2. Link Delay: The link delay measures the interval from when a packet is
sent from the sender to the time it is received at the next hop. Comparing the
link delays is useful for understanding the network congestion level at each link
as well as the impact of traffic load on a packet’s link delay.

3. End-to-end Reliability: The end-to-end reliability for each source node is
defined as the number of data packets from the node that are received at the sink
divided by the total number of data packets the node generates. The end-to-end
reliability reflects the reliability of a given path in the network.

4. Link Level Reliability: - The link-level reliability measures the reliability of
the link between two adjacent nodes. It is defined as the number of unique data
packets received by the receiver divided by the number of data packets queued
to be transmitted by the sender at every hop.

5. End-to-end Throughput : - The total throughput is measured as the number
of unique data packets received at the sink divided by the time interval between
when the first data packet is generated and the last packet is received. The
achievable total throughput reflects the efficiency of the protocol. The higher
the achievable total throughput, the faster source nodes can deliver their data
packets to the sink. Both the end-to-end reliability and the end-to-end delay can
affect the total throughput.

6. Link level Throughput : - The link throughput measures the throughput
between two neighbor nodes. Link throughput is calculated as the number of
unique data packets received at the receiver divided by the time interval between
when the first data packet is generated by the sender and the last packet is
received by the receiver.

The reliable protocol developed in this research work is fully efficient in both
end-to-end and link level reliability measurements. The network performance
regarding throughput and delay is tested: but only its end-to-end values, since,
most of the time, these metrics are decisive factors and the network is intended
to be the one that its end-to-end delay is as small as expected.

Evaluation Parameters. The performance of the new protocol is tested by
changing the following parameters. As the number of sources that can transmit
at the same time increase, collision and data loss will increase proportionally.
Increasing the number of hops between sinks and sources can also increase the
loss of packets. In addition to that when direction of transmission is changed,
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particularly for X (cross) transmission direction the probability of occurrence
of packet collision is very high. In our simulation, we used a random source
generator and we saw the result when neighboring, one hop apart and the like
nodes send at the same time. So, the performance of our protocol is evaluated
by these worst cases. The parameters used in our simulation are presented as
follows.
1. Number of sources : - The maximum number of nodes used in our experiment
are 25. To show the effect of number of sources in reliable data transmission, we
used two and three source nodes in different directions of transmission i.e. when
two nodes transmit in parallel and X-direction.

2. Number of hops : - the total number of sensor nodes between a sink and
source node in the path of transmission plus one is called number of hops. In
our experiment from 1 to 4 hopes are used when the transmission is in parallel
and maximum of 8 hops are use in X direction.

3. Direction of Transmission (position of sources and sinks): - when two or
more sensor nodes send the sensed data to the sink which is found in the same
row is called parallel transmission. But when two source sensor nodes send the
sensed data to sinks which is found in different rows and opposite direction while
transmitting, we called it X-transmission(Figure 12). In our experiment both of
them were implemented.

4. Random source: - In reality, the position of multiple sources in a network
is indeterminate. So to make our work realistic, we made the positions of source
nodes random i.e. when no, one, two or more nodes are in between.

4.3 Basic Tests of Protocol Perfomance

The new protocol is tested from different perspectives and in all cases it is
100% reliable and can convey the intended information or data to multiple sinks
without any data lose. The quality of the network i.e. throughput and delay
are tested by considering different conditions beside the main objective of the
network. We have seen the effect of the number of source nodes in a network i.e.
scalability test in section 4.3.1. At last, In section 4.3.2, interference and collision
test is analyzed.

Scalability Test. The number of sensor nodes in WSNs is proportional with
area (sensor field) needed to be controlled. Then when the sensor field is wider
the follow-on increment of number of sensor nodes has a direct negative effect
on reliability of the data transmission. In other words, when the number of
sensor nodes in a given sensor field become many, the high traffic occurrence in
a network will be higher than when the number of nodes in a sensor field are less.
The follow-on collision among packets will let packets to be corrupted or lost.
So the reliable protocol should withstand such type characteristics of WSNs and
should recover the lost data (if any). Particularly, our protocol has been tested
by increasing the number of sensor nodes up to 25 and by increasing the number
of source nodes up to 3 that can possibly transmit at the same time.
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Fig. 5. A multi-source sensor network using NS2

Single Source Single Sink: When a single source is sending to a single
sink, no packet loss is observed in our simulation. This is because of there is
no network congestion, no packet collision and as a result there is no packet
or data loss. But in real world data/packet loss is not limited only if there is
collision of packets but it is also may be data packets are corrupted. So to test
the performance of the new protocol for this particular case, we dropped packets
deliberately that are being transmitted with some time intervals and we call
the output of these senarios before and after respectively . Finally, the system
has shown that it is reliable and it can recover all the lost packets successfully.
Figure 6 & Figure 7 ,respectively, show that the end-to-end delay and the total
throughput of a single source network.

Fig. 6. End-to-end delay in ms

From those network performance figures we can observe that, as the source
node is further and further away from the sink the end-to-end delay increases
and the corresponding total throughput decreases.
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Since end-to-end delay of a packet is the difference between its reception
and sending times and this time difference is directly proportional with the dis-
tance that the packet covers, its value becomes bigger and bigger as the distance
between the source and the sink is getting further and further apart. And as
throughput is a total number of successfully delivered packets per the time dif-
ference between the reception time of the last packet and the sending time of
the first packet, its value decreases as this time difference value getting bigger.

On the other hand, when fault is injected to a network both the end-to-end
delay and total throughput values depend on not only the distance between the
source and the sink but also the time taken to recover a packet(s). That is all
what we can observe from Figure 6 and Figure 7 i.e. the after graph.

Multiple Sources Multiple Sinks. In the case of the presence of multiple
sources send their data to their corresponding sinks, there is no need to use error
model because the atmosphere is exposed to packet collision. However, packet
loss due to collision is not always happens when two or more sources send a
data. So, if needed to test the protocol when loss is always there, it is possible to
use error model as an additional. In this particular work, the protocol is tested
when even neighboring nodes and nodes in X-direction are sending. Figure 8 &
Figure 9 are for networks with two sources that can send their data at the same
time.

By further increasing the number of sources to 3 in the network as can be seen
in Figure 5, we have tested the performance of our protocol i.e. its performance
of error detection and recovery. And we analyzed that whatsoever the numbers
of sources are in a network, the protocol is always 100% reliable. Figure 10 &
Figure 11 show that the quality of the network beside reliability.

In general, when two or more sensor source nodes are sending in parallel
direction that are not neighbors there may or may not be a collision of data
packets. This means that packets may or may not be lost or its occurrence is not
always. During our simulation, its observed that, its recovery is also very fast
and the overall end-to-end delay is as small as required.

Fig. 7. Total throughput
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Fig. 8. End-to-end delay when two sources send to two sinks at a time in ms

Fig. 9. Total throughput when two sources send to two sinks at a time

Fig. 10. End-to-end delay when three sources send to three sinks at a time in ms
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When three sources are sending at the same time sometimes one of the three
sources may wait until the other two completes transmitting their data success-
fully. This job is handled by a collision avoidance principle of MAC 802.11.

Interference and Collision Test. So far, we have shown the effect of number
of sources and the quality of our protocol. When we were varying the number of
source nodes, the gap among sources were two and three hops. The direction of
transmission was only in parallel.

The minimum distanc among sources was a value of two hops but it is still a
big distance and less congestion relative to the case when two neighboring nodes
are sending. So, the later scenario is taken as one of the worst cases to evaluate
reliability, interference and collision tests.

Sources position relative to each other are changed from neighboring up until
three hop apart. So, in real world there will not be other than this worst case
coditions.

Fig. 11. Total throughput when three sources send to three sinks at a time

Fig. 12. X-derection transmission
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The second and the last worst case is when sources are sending to the X-
direction as shown in Figure 12. Source with address of 0 is sending to sink node
with address of 19 and source node with address of 12 is sending to sink with
address of 16.

Varying Position of Sources. In here we let two neighboring nodes send
at a time and during our simulation we observed four different cases for this
particular scenario.

If there are other free sensor nodes that are other than the sending nodes
and nodes in their path, the sending nodes mostly prefers to use free nodes and
try to reduce packet collision that will happen when they are sending through a
restricted path.

We restricted sending neighboring nodes not to use alternative path and we
simulate the scenario with a two row network. After many repeated simulation
results, we could observe three different situations.

– Either one of the sending nodes waits and sends its data after another sending
node completes data transmission successfully. In this condition most of the
time the frequency of data loss is very small. Or,

– When one of the sending nodes is processing or doing something, the second
node will start sending.

– Or, in the worst case, when two sending nodes start sending at the same
time, packet collision will be sever and the frequency of packet collision and
recovery will be very high. However, it is still fully reliable.

In general, the end-to-end delay is very long time duration as compared with
the end-to-end delays that have been seen in the previous senarios and that of
the total throughput is very much smaller than the previous values of the same
type as shown in Figure 13 and Figure 14 respectively.

Fig. 13. End-to-end when two neighbouring sources send to two neighboring sinks at
a time in ms
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Fig. 14. Total throughput when two neighbouring sources send to two neighboring
sinks at a time

Varying Direction of Transmission. As can be seen from Figure 12 two
sources are transmitting to the opposite direction (X-direction). In this type of
transmission there are some nodes that receive packets from different nodes at
the same time. Sensor nodes cannot receive packets from different nodes at the
same time. If they try, or forcefully obliged to receive, there will be collision and
as a result there will be a data loss. If this is the case, our protocol has to handle
such type problems by detecting and retransmitting the lost packets. If there is
a loss, it will automatically recover the lost data from the previous hop.

The reason why we don’t draw some graphs that show the network perfor-
mance during X-direction transmission is because, during simulation, it is ob-
served that one of the sending nodes should wait until the other sending node
completes transmission successfully. Because there will be one node in common
for two paths if they attempt to transmit at the same time. If this is the case,
almost all packets will be dropped. The protocol could detect but the there will
be an all time job of loss and recovery. But thanks to the collision avoidance
mechanism of MAC layer, only the first source which receives the CTS mes-
sage will start sending and the second will be the next after the sending node
completes transmitting all data packets.

At last, the reasons why we didn’t provide a comparison result with ours
are: first we are unable to get works done on multi-source multi-sink WSNs.
Second, other reliability approaches are not recommended for WSNs (for example
TCP/IP).

5 Conclusion and Future Work

5.1 Conclusion

Wireless sensor networks have scarcity of many resources such as narrow band-
width, small size and non-rechargeable battery, and small size memory. As a
result of that, there are issues that can be raised when we think about WSNs.
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Among them reliable data transmission is the very crucial and decisive one. In
most research works simple netwrok topologies are considered for experimental
analysis, for instance, single-source single-sink WSN. However, real world may
be different.

Since WSNs are recent technologies [15] their deployment, energy usage, pro-
tocols used and others are not perfectly suited to them. Like any other wireless
networks such as ad-hoc networks their bandwidth is also narrow; as a result re-
liable data transmission was difficult. Due to these deficiencies of WSNs and the
result in problem, making data transmission reliable becomes a sensitive issue.

In order to increase the reliability of the network (in our protocol), hop-
by-hop data loss detection and recovery is employed. Unlike end-to-end loss
detection and recovery which is used in normal internet protocol (like TCP
and some others), in every hop the receiving node will check whether the data
is successfully receiving. If the receiver detects some data is lost, the recovery
process will take place between two adjacent nodes i.e. the sending and the
receiving node. Furthermore the NACK-based approach with the last single ACK
packet is employed in order to fully detect the data loss. The former approach
is the best to detect any data loss but its only drawback is when the whole data
is lost. In this particular case the receiver even couldn’t know whether packet(s)
were sent to it. To avoid this problem the last single ACK packet is used. All
these ideas are implemented in NS2 simulator and some features are added to it
(the simulator is extended).

The simulation results show that the designed protocol is 100% reliable. In
addition to that by setting some protocol parameters the performance of the
protocol under varies conditions is tested and it performs well. For example,
the worst case for reliability of a network with multi-source multi-sink wireless
sensor network is when neighboring sources are sending and when two sources
are sending in X-direction. However, our protocol is even fully reliable in the
aforementioned worst cases.

5.2 Future Work

This research work was only considering uni-cast transmission that is when mul-
tiple sources for multiple/single sink(s). But in real world, for a single source
node, there could be multiple destinations of outgoing packets (multicasting).
Therefore, in the future multicasting in multi-source multi-sink WSNs can be
included.
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Abstract. Non-invasive detection of fetal heart activity using abdomi-
nal electrocardiogram (AECG) is crucial for diagnosis as well as prognosis
of heart defects. Most of the detection schemes proposed in the literature,
however, require signals recorded either from both the mother’s thoracic
and abdominal regions or only the mother’s abdomen but with multiple
leads. The scheme proposed in the current study uses signals recorded
from the mother’s abdomen by a single ECG lead for efficient maternal
QRS detection, fetal ECG extraction and enhancement, as well as fetal
heart rate variability analysis by combining spectral analysis techniques
with selected filters. The algorithm has been tested on 20 non-invasively
recorded abdominal signals from the MIT/physioNet database and the
results found were very promising.

Keywords: ECG, Heart Rate Variability, QRS, Signal Processing, S
transform, Wavelets, Hilbert transform.

1 Introduction

Fetal heart defects are among the most common birth defects that may be un-
noticed upfront that the baby appears healthy for many years after birth, or can
be so severe that its life is in immediate danger. Compared to other procedures
that are used to assess the fetal health such as cardiotocography (CTG), elec-
trocardiography (ECG) provides more useful information about the fetal heart
conditions such as the fetal heart rate (FHR) with a better predictive value.
A typical ECG signal consists of three waveforms: P-wave (the arterial activa-
tion), QRS-complex (reflects the ventricular depolarization) and T-wave (refers
to the ventricular repolarization) [1]. Fetus cardiac waveform helps physicians
to diagnose fetal heart arrhythmia such as Bradycardia, Tachycardia, Congeni-
tal heart disease, and Hypoxia. Approximately the FHR ranges from 120bpm to
160bpm [1]. In the case of Bradycardia, the FHR reduces and goes below 120bpm
and in Tachycardia the rate can go beyond 180bpm. Changes in the PR and PQ
intervals, P-wave, T-wave and ST-segment, and the width of QRS-complex have
been associated with oxygen levels. Lack of oxygen for long period can cause per-
manent damages to the brain and nervous system of the fetus, so early diagnosis
helps physicians to have an effective and appropriate intervention.

c© Springer International Publishing Switzerland 2015 65
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There are two methods that are widely used in the literature for recording fetal
ECG (FECG) signals: non-invasively by placing electrodes on the abdomen of the
mother and invasively in which case the electrodes are placed inside the uterus of
the mother on the scalp of the fetus during labor. Invasive extraction of FECG
is more accurate because of the recording electrode placed on the fetus scalp but
has its drawbacks in that it can only be done during delivery. The non-invasive
method can be used in all gestation weeks and also during delivery. Eventhough
non-invasive abdominal recorded FECG provides significant clinical information
about the health condition of the fetus, the signal is often contaminated with
large amount of noise making it difficult to accurately detect and extract the
FECG. The main sources of noise include the maternal electromyogram (EMG)
with a wide frequency range, power line interference (PLI) (50/60Hz frequency),
the slow baseline wander (BW), random electronic noise, and the maternal ECG
(MECG). In addition, use of several leads for the purpose of detection might
make the task too cumbersome. Also, due to the overlap in time and frequency
with the MECG and other noise signals, the signal to noise ratio (SNR) of the
FECG is relatively low and has been a classical problem in biomedical signal
processing. In this regard, several methods have been proposed in the literature
for extracting the FECG from composite abdominal signal and the rest of the
noise.

In the current study a novel FECG extraction scheme is proposed based on an
efficient AECG preprocessing stage followed by a robust FECG denoising tech-
nique. Joint time-frequency localized transforms are used for signal visualization
and enhancement. The proposed method is applied for extraction of FECG sig-
nals from single lead abdominal recorded ECGs with a maximum SNR suitable
for effective heart rate variability analysis of the fetus.

2 FECG Detection

In a non-invasive recording method, the abdominal signal comes with the low am-
plitude FECG and several other signals of high amplitude including the MECG
and other noise signals. The large amplitudes of these noise sources hide the
transabdominal FECG and a simple high-pass filtering of abdominal signals for
FECG extraction cannot be applied due to the over-lapping spectra of the FECG
and that of the noise components. Also, an application of a filter may introduce
some unwanted phase distortions on the FECG. Moreover, the amplitude of the
FECG depends on the electrode configuration and varies among subjects due to
body weight and size of the mother as well as positions of the fetus. Thus, it
is desirable to eliminate as much noise as possible during recording in order to
apply algorithmic analysis for further cleaning of the FECG signal.

Numerous attempts have been made in the literature to detect FECG signals
from AECG. For example, an approach to extract the FECG from two ECG
signals recorded at the thoracic and abdominal areas of the mother’s skin with
the help of a hybrid soft computing technique called Adaptive Neuro-Fuzzy
Inference System (ANFIS) has been proposed [2]. Another attempt added an
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equalizer to the ANFIS to enhance the extraction and increase the SNR [3].
A method that combines independent component analysis (ICA) and projective
filtering has also been proposed [4]. The Polynomial Networks technique has also
been exploited [5] and the Wavelet transform has been added to this method as a
post processing tool to de-noise the extracted FECG [6]. A new mother wavelet
called Abdominal Electrocardiogram Mother Wavelet for FECG extraction was
suggested to achieve optimal denoising [7]. Another method combines ICA with
Wavelets for a more effective de-trending and de-noising [8]. Sequential analysis
approach [9] and an artifact reduction procedure in AECG recordings for FECG
estimation based on dynamic segmentation of the MECG and subsequent linear
prediction of the MECG segments have also been proposed [10].

The above mentioned methods for extracting FECG have, however, their own
limitations. Some need priori information for extraction and others need signals
recorded from many leads and many of them require recording from the mother’s
thoracic area. Those methods require electrodes to be scattered on the mother’s
body and thoracic area making their application inconvenient in non-clinical
environments (home care devices, for example). It is therefore desirable to de-
velop a technique that permits extraction of FECG with a minimal abdominal
lead setup and independent of any particular recording technique. A single-lead
configuration is advantageous for implementation in a mini-apparatus, making
it suitable for ambulatory and long-term monitoring. In the current work, we
proposed a method of FECG extraction from single lead abdominal signals by
applying time-frequency localized transforms and algorithms for filtering, signal
enhancement, QRS detection, and fetal heart rate variability (FHRV) analysis.

3 Heart Rate Variability Analysis

Heart Rate Variability (HRV) has long been used as a screening tool for diag-
nostic purposes. HRV is a physiological phenomenon that reveals the state of
having non-consistent R-R durations/intervals over a number of cardiac cycles
per unit time and it provides a numeric description of HR fluctuations around a
baseline that represents an average HR of a subject. It is established that HRV
describes the ability of the heart to adapt and respond to changing circumstances
of different types and cases of stimulations and is predominantly dependent on
the extrinsic regulation of HR. The aim of HRV analysis is to evaluate the state
and conditions of the automatic nervous system (ANS) that is mainly in charge
of cardiac activity regulation. A wide variety of HRV analysis tools exist such
as statistical methods, geometric methods, and power spectral density analysis.

4 Materials and Methods

The proposed scheme in the current work is comprised of four main steps. First
step is signal preprocessing, aiming to remove the BW, PLI, and other noise
components. In the second stepWavelets, Hilbert transform and adaptive thresh-
olding based peak detection and filtering is applied to detect the MECG signal.



68 G. Lamesgin, Y. Kassaw, and D. Assefa

Third step is composed of extraction and enhancement of the FECG signal and
finally FHRV analysis. The AECG signals used for testing were taken from the
MIT/PhysioNet non-invasive FECG database. The signals were taken between
38 to 40 weeks of pregnancy from five subjects (RO1, RO4, RO7, RO8, and
RO10 as seen in Table (2)) and the duration of each signal is 60sec. The signals
were digitized at 1000Hz with 16bit resolution.

4.1 Time-Frequency Localized Transforms

Signal analysis in the time domain is mostly difficult due to many reasons such
as the complexity of the signal, the noisy nature and the like. Instead, a fre-
quency domain analysis is commonly used to identify the most distinguished
information in the signal. For a stationary signal, where the frequency structure
does not change with time, such an analysis may adequately be performed, for
example, through the Fourier transform (FT). However, most of our medical
signals, including the ECG, are non-stationary with time dependent spectral
content. The advent of joint time-frequency analysis techniques have made it
possible to efficiently analyze the later signal types. These include the Gabor
or Short Time Fourier Transform (STFT), Wigner-Ville distributions, and the
Wavelet transform. The fixed resolution of the STFT, the cross line interference
in Wigner-Ville are some of the drawbacks. The Wavelet transform was intro-
duced to circumvent those issues. The continuous Wavelet transform of a signal
h(t) is given by:

W (a, b) =
∫∞
−∞ h(t)ψ∗( t−b

a

)
/
√
adt . (1)

where a is the dilation and b is the translation parameters, ψ is the mother
Wavelet (Mexican Hat, Gaussian, Daubechies, etc) and ∗ denotes complex con-
jugation. h(t) can be reconstructed from the Wavelet transform if ψ satisfies the
admissibility criteria given by:

C =
∫∞
−∞ |ψ(w)|2/|w|dw < ∞ . (2)

The S transform [11] was introduced to address some of the drawbacks ofWavelets
and is given by:

S(τ, f) =
∫∞
−∞ h(t)|f |/√2πe−

(τ−t)2f2

2 e−i2πftdt . (3)

The resolution of the S transform is explicitly a function of frequency as opposed
to the arbitrary delation parameter used in Wavelets. The S transform not only
estimates the local power spectrum but also the local phase spectrum which is
absent in wavelets. The localizing window in the S transform is a Gaussian chosen
because it uniquely minimizes the quadratic time-frequency moment about a
time-frequency point and is symmetric in time and frequency with no side lobes.
The S transform is invertible and is directly related to the FT which allows its
easy computation using the Fast FT (FFT) through convolutions.
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Fig. 1. Column: (1) Original ECG signal (top) and the ECG signal with noise applied
(bottom), (2) Performance of different filters applied to remove the noise; (3) An ECG
signal with PLI applied (top), its amplitude S spectrum (bottom), (4) The original
(with no PLI) and filtered signals plotted together (top), the PLI filtered amplitude S
spectrum (bottom) showing the effectiveness of the notch filter.

In this study we make use of both Wavelets and the S transform to analyze
our signals and utilize the ability of the Hilbert transform to identify zero-cross
points in ECG signals as dominant peaks and apply it in QRS detection.

4.2 Signal Generation and Preprocessing

As a testing stage, a simulated ECG for both the mother and fetus was generated
(MATLAB). ECG with a peak voltage of 3.5mV and HR of 89 beats/minute was
assumed for the maternal signal. The heart of a fetus beats noticeably faster than
that of its mother, with rates ranging from 120 to 160 beats/minute, and the
amplitude of the FECG is much weaker than that of the MECG. Accordingly
an ECG signal corresponding to HR of 139 beats/minute and a peak voltage
of 0.25mV was assumed for the fetus. The measured AECG signal is usually
dominated by the maternal heartbeat signal that propagates from the chest
cavity to the abdomen. In addition, an uncorrelated Gaussian noise was added
to simulate any broadband noises within the measurement. Then filtering was
applied to the resulting noisy signal and the recovered signals from different
filters were compared to the original signal to evaluate the filters’ efficiency.

General framework of morphological ECG preprocessing has two main parts:
baseline correction and suppression of noise and the PLI. In abdominal signals
the MECG is considered as noise in FECG analysis and vise versa. So appropriate
denoising algorithms are required to emphasize one and suppress the other. In
the subsections below, we discussed different artifact removal filters and their
comparative analysis.
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Comparative Analysis of Morphological Noise Filters: Several filters
have been tested and compared in this work for their efficacy in denoising signals.
These include: window based finite impulse response (FIR) filter (which is often
considered superior to both analogue and infinite impulse response (IIR) filters),
Savitzky-Golay smoothing, Butterworth filter, and Wavelet transform approach.
The mean, SNR, and accuracy were used as parameters for comparison. The
mean of the original signal is compared with that of the recovered signal and
the error is computed from the difference of the two means. Our results showed
that FIR low pass filter, Butterworth filter, and Wavelet based filter have good
performance in terms of the mean criteria. Butterworth and Wavelet based filters
resulted in higher SNR and showed good accuracy. The performance of different
filters applied on an ECG signal with noise is demonstrated in Fig. (1).

Comparative Analysis of BW Removing Methods and PLI Filters:
BW is a common phenomenon in biomedical electrical recordings. We compared
different BW removing techniques suggested in the literature including: Savitzky-
Golay smoothing, Wavelet Approach, Zero phase filtering [12], and Polynomial
fitting (parabolic filter) combined with Zero phase filtering. The SNR was used
as parameter for comparison. Accordingly, our analysis showed that Savitzky-
Golay smoothing approach offered higher SNR.

The PLI, induced by the AC electrical power source, consists of a 50/60Hz
artifact together with its harmonics. The typical amplitude of the PLI can be
as high as 50% of the peak-to-peak amplitude of the ECG signal. Notch filter
is used to remove the PLI due to its ability to pick a specific frequency and
attenuate and eliminate it from the input spectrum while leaving the amplitude
of the rest of the frequencies relatively unchanged. In our work a 60Hz PLI was
added to the synthetic ECG and filtered with IIR notch filter. Last two columns
in Fig. (1) present the S amplitude spectrum of an ECG signal with the modeled
PLI applied, where the PLI and the rest of the signal are clearly seen and the
notch filter applied to remove the PLI performed quit satisfactorily.

4.3 The Proposed Method

Based on the above comparative analysis, we applied Butterworth low pass filter
and Wavelet denoising to reduce random noise, Savitzky-golay filter to remove
the BW, and Notch filter to extract PLI on the real signals acquired from the
MIT/physioNet database as a pre-processing stage and further analysis were
carried out. In all tasks the S transform was used for spectral visualization.

Maternal QRS Detection: The QRS complex is the most prominent wave-
form within the ECG signal with normal duration from 0.06s to 0.1s [13]. The
QRS complex consists of three characteristic points within one cardiac cycle
denoted as Q, R and S. It reflects the electrical activity within the heart dur-
ing ventricular activation. Its shape, duration and time of occurrence provide
valuable information about the current state of the heart. Because of its spe-
cific shape, the QRS complex serves as an entry point for almost all automated
ECG analysis algorithms. QRS detection is not a simple task, however, due to
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the varying morphologies of normal and abnormal complexes and that the ECG
signal experiences different types of disturbances with complex origin. The pos-
sibility of maternal QRS (MQRS) and fetal QRS (FQRS) overlaps both in time
and frequency makes the detection even more challenging.

Different QRS detection methods are available in the literature and most of
the detectors are comprised of two stages: a preprocessor stage to emphasize
the QRS complex and a decision stage to threshold the QRS enhanced sig-
nal. Some of the algorithms include: derivative-based [14], template matching
and morphologic filtering, gene-based design, STFT based [15], and Wavelet
based algorithms [16]. A combination of Wavelets, Hilbert transform and adap-
tive thresholding has also been proposed [17]. Another method operates by fea-
ture extraction, event detection, and localization of R peak by counting zero
crossings [18].

The methods of QRS detection mentioned above may not be effective for ab-
dominal ECG FQRS/MQRS detection. It is because the FQRS may overlap in
time and frequency with the MQRS complex and consequently not possible to
separate them using conventional frequency selective filtering or simple thresh-
olding. A method of adaptive thresholding and a way to emphasize the MQRSs
is required together with medical knowledge of fetal/maternal heartbeats.

The new algorithm proposed in this study for FQRS detection is comprised
of bandpass filtering, Hilbert transform and adaptive thresholding. A bandpass
filter is first applied to the signals for noise attenuation while preserving the
essential spectral content of the MQRS complex. The frequency components
of the QRS complex are different for the mother and the fetus. Therefore the
relation between the frequency contents has to be considered. This can be done
by considering the QRS durations for both adult and fetus signals and the fact
that the QRS frequencies are directly proportional to the QRS durations. The
QRS duration cannot exceed 120ms for the adult and 80ms for the fetus [19].
This gives the relation for the QRS duration:

QRSfetal/QRSadult = 80ms/120ms = 0.67 . (4)

The frequency ratio is therefore 1
0.67 = 1.5. This means that the bandpass

filter should be designed to have a frequency range of 18-35Hz for the adult
and 27-53Hz for the fetus. So applying a bandpass filter with cutoff frequen-
cies of 18 and 35Hz will emphasize the MQRS complex while reducing the
FQRS complexes. The Hilbert transform stage is useful for signal demodula-
tion without knowing the carrier frequency. If we consider a QRS complex as
a modulated waveform, the beginning and end of the QRS complex envelope
calculated using the Hilbert transform coincide with the QRS onset and offset
respectively [20]. In Hilbert transform zero-cross points in ECG signal are formed
as dominant peaks in output. Using discrete-time notation, a complex sequence
ECG(k) + iECGH(k) is formed from the real signal sequence ECG(k), where
ECGH(k) is the Hilbert transform of ECG(k). Then, the envelope signal is de-
fined as ECGe(k) =

√
ECG2(k) + ECG2

H(k). Hilbert transform of the original
function represents its harmonic conjugate and the QRS complex corresponds to
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Fig. 2. Pre-processed AECG signal, its Hilbert transform, maternal R-peaks and QRSs
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Fig. 3. Extracted and enhanced fetal signal, its Hilbert transform, detected fetal
R-peaks, and HRV results

a hump of the envelope signal. Signals with negative amplitude (lead inversion)
are seen as positive peaks in the Hilbert transform envelope.

Two important medical rules/truths are applied during the Adaptive thresh-
olding stage: two R-peaks closer than 0.2sec cannot exist in the ECG, and a time
interval greater than 2sec cannot exist in the ECG without an R-peak.

Maternal QRS Fiducial Point Detection: In order to remove the MQRS
signals it is necessary to detect the QRS onset and offset points. Two intervals
of time (search windows) in each cardiac cycle, containing the onset and offset
of the QRS respectively, are defined: [Rp - 70, Rp] for QRS onset, and [Rp, Rp
+ 80] for QRS offset, where Rp is the detected R peak at each cardiac cycle, and
the optimal values 70ms and 80ms were selected experimentally. In addition, the
MQRS interval is approximately 120 and the long refractory period to the left
of the R-peak is also considered. To remove the p-waves with the MQRS the
search window was made larger than the maximum QRS duration (120ms).

Fetal ECG Extraction and Enhancement: The MQRS signal is captured
within a window as defined above. All samples that fall within this window will
be zero padded in the FECG extraction stage. This is done to eliminate or scale
down the maternal residual peaks from the abdominal signal. After removing
the MQRS signal the remaining signals will be a noise signal, maternal residual
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signal and the fetal signal. Wavelet denoising is performed to remove the lower
frequency signal components.

Fetal QRS Peak Detection: As discussed above, the FQRS points most dom-
inate in the frequency range of 27-53Hz. So bandpass filtering within this range
emphasizes the FQRS signal and suppresses the noise signals. After the bandpass
filter, the Hilbert transform is applied so that at the QRS points positive peaked
signals will result. The next stage is comprised of an adaptive thresholding and
search back algorithm together with the two medical rules discussed earlier. If a
peak is not detected within 2sec, the time instant corresponding to the nearest
MQRS point is considered as a candidate fetal R-peak assuming that the MQRS
is overlapped with the FQRS and rejected during MQRS window removal.

Table 1. Numerical analysis of HRV. Occur time is in seconds.

Max. HR Min. HR Max. HR Min. HR

ECG Value Occur Value Occur Mean ECG Value Occur Value Occur Mean
(bpm) Time (bpm) Time HR (bpm) Time (bpm) Time HR

1 157.48 0.38 119.28 2.45 138.38 6 163.49 1.80 46.19 3.17 104.84
2 150.78 0.40 118.58 2.98 134.68 7 110.70 0.54 48.31 1.81 79.51
3 148.15 0.41 122.95 2.98 135.55 8 155.44 1.40 63.56 0.94 109.50
4 151.13 0.40 123.71 2.98 137.42 9 94.19 0.64 74.63 2.38 84.41
5 158.31 0.94 120.24 0.50 139.28 10 150.00 0.97 67.42 2.88 108.71

FHRV Analysis: The proposed FHRV algorithm in this paper is explained
as follows. The intervals between successive normal complexes are determined
first. If the peak detected is the first peak, the R-R interval is made to zero
to remove first peak duration count and for the rest peak detection points the
distance between the two peaks will be equal to the new index of peak detection
point minus the old index of peak detection point measured in time until all the
peak detection is over. The normal-to-normal (R-R) intervals (i.e. all intervals
between adjacent QRS complexes resulting from sinus node depolarizations) or
the instantaneous HR is then determined. The analysis also allows to determine
the time of ANS intervention and other useful statistical information. Simple
time domain variables that are calculated include the mean RR interval, the
mean HR, and the instantaneous low and high HRs.

5 Results and Discussion

Figure (2) presents an abdominal signal, preprocessed and Hilbert transformed
signals, maternal R-peaks, and detected MQRS onset and offset points. All ma-
ternal fiducial signals are correctly identified which was a vital step for fetal
signal extraction. Amplitude spectrum of the S transform (not shown) was used
for local time-frequency spectral visualization. Figure (3) presents the extracted
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and enhanced fetal signal, its Hilbert transform, detected fetal R-peaks, and
HRV results. The last column shows plot of the lengths of each successive in-
tervals (in seconds) against time. The longest and shortest intervals show the
time instant of dropping and rising of instantaneous HRs respectively. It also
indicates the time of the ANS intervention to decrease or increase the HR so as
to put it to normal condition. So it is possible to track the ANS activity and the
wellbeing of the fetus in general. Table (1) summarizes the highest, lowest, and
average HRs and their occurring times.

Sensitivity (SE), specificity and accuracy were calculated in order to evaluate
the performance of the proposed method in R-wave detection of the FECG sig-
nals. Table (2) lists accuracy measures of the proposed scheme on the real ECG
data acquired from MIT/physioNet database. Our proposed method can obtain
reasonable estimates of FECG signals for approximately 88% of the abdominal
signals in this database, which seems to be a promising result. The 98.38% posi-
tive prediction rate shown in the table implies that the algorithm detects almost
all existing peaks and the missed peak detection is resulted because of nonexist-
ing peaks in the original abdominal signal. This may occur due to misplacement
of leads on the mother’s abdomen, the fetus position, or similar other factors.

Table 2. Performance analysis results. SE, +P, and DER are in %.

ECG Lead TP FP FN SE +P DER ECG Lead TP FP FN SE +P DER

R01 1 7 0 0 100 100 0 R08 1 8 0 3 72.72 100 27.28
2 5 0 2 71.42 100 28.5 2 9 0 2 81.81 100 18.18
3 5 1 2 71.42 80 28.5 3 9 0 2 81.81 100 18.18
4 6 1 1 85.71 87.71 28.57 4 9 0 2 81.81 100 18.18

R04 1 7 0 0 100 100 0 R10 1 10 0 0 100 100 0
2 5 0 2 71.42 100 28.5 2 10 0 0 100 100 0
3 5 0 2 71.42 100 28.5 3 10 0 0 100 100 0
4 7 0 0 100 100 0 4 10 0 0 100 100 0

R07 1 5 0 2 71.42 100 28.5 Total Average (%) 88.05 98.39 12.65
2 7 0 0 100 100 0
3 7 0 0 100 100 0
4 7 0 0 100 100 0

6 Conclusion and Feature Work

Simple, automatic, and effective schemes are developed in this study for use
in signal processing of ECG waveforms generated from single lead non-invasive
abdominal recordings. The single lead configuration allows FECG monitoring in
a non-clinical environment. Minimal abdominal detecting electrodes are used,
and the method is simple to operate even by the mothers themselves, and hence
can be used in a normal home environment. The hybrid S transform, Wavelets,
and Hilbert transform based approach combined with selected filtering schemes
have resulted in effective spectral visualization, enhancement, and detection of
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useful ECG signals particularly FECG and maternal and fetal QRSs as well as
HRV analysis. Experiments with synthetic signals and real FECG data from a
database have very well demonstrated the feasibility of the proposed scheme.

Applications of the proposed method on different data sets may be useful for
further validation and also to investigate potential clinical implications. More-
over, the method proposed here can be applied only for single fetus signals
recorded from the mother’s abdomen. To detect twins’ signals, the algorithm
should be modified in some way. So, our future work will also focus on the
development of such modified algorithms to extract twins’ fetal signals.
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Abstract. Software process is a core of every software company and even in 
cases the processes are not documented they are still there. The cases when the 
process must be documented raise the need of powerful process framework, 
methodology, and tools that are able to catch every process aspect. Our current 
research focuses on creation of formal software process framework that 
combines mathematically precise approaches like OWL and Petri Nets with 
semi-formal techniques based on UML that make the framework easy to 
understand and use. Our recent results discussed the tools covering the 
modeling of dynamic process aspects with Colored Petri Nets transformed from 
UML activity diagrams. This paper presents the results by incorporating static 
aspects in the process of SP modeling and its simulations including resources, 
artifacts, and workers. 

Keywords: software process, formal methods, OWL, UML, formalization, 
Activity Diagram, CPN. 

1 Introduction 

Traditional approach to process modeling is to model the process based on a structure, 
behavior and functional description of a company; i.e. modeling from centralized 
perspective collecting information about activities, conditions, control paths, objects, 
roles and artifacts along with internal rules and constraints.  

Traditional specifications approaches work well for simple business processes; 
however it is not sufficient for business processes that could suffer from big 
complexity or changing environment where the main requirement is to have precise, 
stable and reusable models easily used in simulation methods [1, 7, 12]. 

With rising need of adequate adaptability and flexibility in business processes 
many research groups have been investigating various methodologies, adaptive 
process techniques, etc. [10, 17]. Another solutions involve utilization of formal 
systems, knowledge bases and mathematical models (e.g., Discrete-Event Simulation, 
System Dynamics, etc.). Implementation of formal rules and facts, the process model 
and its execution may be more adaptive to unexpected situation and events. 
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On the contrary conventional semi-formal approaches may lead to 
misunderstandings and errors and are not easy to use in process simulations without 
further processing due to their lack of formal power and formal systems are not easy 
to use in practice because of their complexity.  

This paper provides an extension to our previous effort introduced in [5], in terms 
of simulating consumption of resources, generation of artifacts and utilization of 
workers in the process thus in conjunction with the intuitive mapping framework 
providing a complex framework for simulation, analysis and verification of software 
processes.  

The paper is organized as follows: Section 2 covers the state of the art in the field 
of our research; Section 3 introduces the basic theories and proposal of the 
methodology with a simple software process example hierarchy and analysis 
including the software tool utilizing the approach; Sections 4 and 5 conclude the 
benefits of the approach and a summary of the work and outlines future work. 

2 State of the Art 

Nowadays there are many modeling techniques for process modeling as is mentioned 
in Vergidis’s paper [20]. On the other hand, the software process is quite specific [18] 
and it has been characterized as “the most complex endeavor humankind has ever 
attempted” [4].  

By converting software process models modeled in UML2 Activity diagrams to 
their Colored Petri Nets (CPN) counterparts we get advantages of well-formed formal 
language. Some of these advantages might include: verification of the model, 
performance evaluation, state space analysis and simulation [8]. 

For modeling, simulation and analysis we can use CPN tools that provide means for 
syntax checking, efficient simulation of either timed or untimed nets and their analysis. 

Other researchers had already proposed methods for UML formalization to CPN. 
Some of them focused on static part of the software (business) process formalizing 
Class diagrams and Collaboration diagrams like in the paper of Du [6], others focused 
on the dynamic part by formalizing Activity diagrams [9, 14, 19] and Interaction 
overview diagrams [16]. We are focused on formalizing dynamic part of the software 
process (UML activity diagrams). Our work extends previous effort of researches 
mentioned above to eliminate any loopholes and to make the formalization as simple 
as possible. The problem we found in work of Staines [19] and Jung [9] was lack of 
precise definition of the colorset declaration, variable declaration and arc 
expression/guard definition. Our mapping framework provides complete set of 
conversion rules with clear arc expression definitions, guard definitions and 
explanation of colorset declarations. The strongpoint of our framework is its 
simplicity with maintaining completeness and simple extensibility. Because we are 
using focus token approach to pass the token of execution between activities, it is easy 
to extend the rules to accompany advanced structures like roles, actors and resources 
by using OWL for modeling hierarchy and relationships between those entities. OWL 
has been successfully used for modeling of static aspects of the process in [3, 11, 13, 
17]. The extension of additional colorsets will be presented in this paper. The 
conversion can be still completely automated without need of any user action no 
matter of the newly added colorsets. 
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3 Proposed Approach of Extended Intuitive Mapping from 
Semi-formal to Formal Model 

Modeling with formalization framework doesn’t differ that much from normal 
modeling with UML Activity diagrams. The main difference is additional post-
modeling step consisting of automated translation of the Activity diagram to CPN.  

 

 

Fig. 1. Software Process formalization framework application 

The formalization activity in Fig. 1 is defined by framework that consists of easy to 
read and understandable intuitive mapping rules.  

At first, we define code generation of colorsets, variables and values. As a core, we 
will use colorset of type bool that will be used to pass focus from one activity to 
another. Next, we will examine all decision nodes to find out number of conditions 
used. Based on that step we will declare different enumerated colorset for each 
number of conditions used by decision node. If decision node has two conditions, we 
will generate enumerated colorset with two values, if decision node has three 
conditions, we will generate enumerated colorset with three values etc.  

Let’s consider resources, artifacts and workers. We can look at this three 
“categories” as if they were superclasses or stereotypes which can be futher 
subclassed or refined. What it means exactly can be seen on Fig. 2. Each activity in 
the process requires a worker which will perform this activity in a certain role. 
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colset Focus = bool; 

colset Conditions2 = with First | Second; 

colset Conditions3 = with First | Second | Third; 

colset Resources = with Workstation | VisualStudio; 

colset Artifacts = with VisionDocument | TestSuite; 

colset Workers = with Developer | JuniorDeveloper | SeniorDeveloper 

    | Tester; 

var b : Focus; 

var d : Focus; 

var d2 : Conditions2; 

var d3 : Conditions3; 

val T = 1`true; 

val F = 1`false; 

Fig. 3. CPN ML declarations of colorsets, variables and constants used for translation 

3.1 Extended Mapping Rules Used for Formalization 

Fig. 4 shows the transformation rule for the transformation of an activity extended by 
additional information to corresponding CPN elements. 

The resulting net is extended by three special places which represent 
buffers/accumulators for resources, artifacts and workers under roles. The resource 
pool place can have both incoming and outcoming arcs since the activity is borrowing 
the resource for limited amount of time and then returning it making it available for 
other activities. In case of resource, that can be used only once (does not return to 
resource pool after used) the connection from resource pool place to an activity is 
only one-directional (resource is lost after execution of the activity). The artifact pool 
place can have only incoming arcs since we are only creating artifacts in activities. If 
the created artifact is required as resource later in the process a special arc (dotted arc 
on Fig. 4) is drawn from the activity creating the artifact to resource pool place 
making it available as resource (but the artifact has to inherit also from the Resource 
superclass, not just the Artifact superclass). The role pool place has both incoming 
and outcoming arcs thus simulating utilization of workers (including conflicts). All 
three of these special places are singleton places meaning every activity extended by 
resources, artifacts or roles is connected to the same place.  

An incoming arc is added to the first transition of an activity for either resource 
and/or worker if needed (if present in meta-information). The arc inscription is 
generated based on the given meta-information (object flow, swimlanes).  
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Fig. 4. Extended mapping rule of an Activity 

For the resources the object associated with the activity with given multiplicity 
provides information about what type of resource is needed and how many instances 
of that resource are needed. We can easily convert the object association to valid CPN 
ML expression (see Fig. 4). 

If the activity is in a swimlane, the swimlane (role) is used for generation of arc 
inscription of the incoming arc. But unlike in the case of resources, we consider the 
workers hierarchy to represent roles in the process. And because of that, we might 
want to restrict execution of an activity to either very specific role (for example 
SeniorDeveloper, see Fig. 2) or to allow group of roles to execute the activity (for 
example Developer role, in this case doesn’t matter if the activity will be executed by 
JuniorDeveloper or SeniorDeveloper, both of them have the rights to execute the 
activity, see Fig. 2). Bearing this in mind, the generation of arc inscription for roles 
(workers) is a little bit trickier. This situation is modeled in Fig. 5. 
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Fig. 5. Arc inscriptions for roles 

Fig. 5 models a situation where we have two developers available, one 
JuniorDeveloper and one SeniorDeveloper. We have two activities that are parallel to 
each other, Activity1 and Activity2 (they are represented as single transition for 
simplicity, but in reality they are more complex, see Fig. 2). From the activity 
diagram and its meta-information (swimlanes) we know that Activity1 requires two 
workers, one JuniorDeveloper and one SeniorDeveloper. Activity2 requires only one 
worker and it can be either JuniorDeveloper or SeniorDeveloper (because of the 
generalization to Developer role). The two activities are in a conflict (even though 
they are parallel, they can’t be executed at the same time) because if Activity1 is 
executed, it allocates one JuniorDeveloper and one SeniorDeveloper for some period 
of time necessary to complete this task. While those two developers are working on 
Activity1 no other developer required for Activity2 is available (since we have only 
two developers available at any given time). You can picture it as a small team of two 
developers and the team has two user stories to implement (Activity1, Activity2). As 
you can see, the arc inscriptions of incoming arcs are different than in the resources 
case mentioned above. For each leaf of the inheritance tree, we have to also include in 
the inscription its superclasses all the way back to the root (the element which inherits 
from the Worker class). In our example, we have only one level of additional 
inheritance from Worker specializations (the JuniorDeveloper and SeniorDeveloper). 
So for each JuniorDeveloper or SeniorDeveloper we use in any inscription related to 
roles (the arc inscriptions and initial marking inscription of the role pool place) we 
have to add (via ++ multiset operator) its superclasses (in our case only one, the 
Developer class). If we would require two JuniorDevelopers for some activity, we 
would also have to include two Developers in the arc inscription. Applying that rule 
to the Fig. 5, if the Activity1 is executed, one JuniorDeveloper and one 
SeniorDeveloper is allocated for the activity (accompanied with their superclass, one 
Developer for each required subclass instance) thus leaving the roles place empty. 
While the first activity is in progress, the second activity can’t be executed because of 
the lack of needed developers. The other way around, if we execute Activity2 one 
Developer is allocated (we don’t know which one because the JuniorDeveloper and 
SeniorDeveloper tokens stays in roles place) thus blocking execution of the Activity1. 
In both scenarios of the conflict the model behaves as expected thus proving itself as a 
sound solution. 
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As mentioned, in case of the artifacts, only arcs from an activity to artifact pool 
place are added. The arc inscriptions are generated from object associations as it is in 
the resources case. 

We finish the CPN model by putting certain amount of tokens (based on estimated 
or real numbers of resources and workers) to resource pool place and to roles pool 
place.  

 

 

Fig. 6. Overall architecture  

Let’s close this chapter by presenting the overall architecture of the proposed 
solution on Fig. 6. The architecture consist of three parts, where the OWL is used as 
knowledge base for semi-formal UML model and as a knowledge base for the process 
of formalization to formal CPN model of the business process. The knowledge base 
consists of definition of domain specific entities via meta-modeling and definition of 
concrete resources, workers and artifacts along with their constraints towards the 
process. UML is used for modeling dynamic aspect of the process which is then 
converted to formal CPN model with help of OWL database. 

4 Benefits of the Approach 

Proposed software process transformation approach could be a powerful tool that may 
help adapting the quickly changing needs of software development market and enrich 
the process building with reusable formal rules. The benefits of the approach are: 

• Complex software process methodology based on combination of well-
known techniques – UML and CPN. Readability and ease of use of the 
framework are preserved by utilization of semi-formal models combined 
with strong semantics of Petri nets; 

• Assuming the UML models are serialized as XML we can formalize the 
diagrams to XML model which is supported by CPN tools using simple 
XSLT template; 

• Powerful simulation and analysis methods provided by CPN tools;  
• Approach would improve process planning, analyze and evaluate tasks 

quantitatively, assess costs and benefits of applying new tools and 
technologies on a project, train and support project staff and improve the 
communication with the customer. Now extended with enhanced simulation 
of reality because of the resource conflict modeling and statistics, artifact 
generation statistics and worker conflict modeling and utilization statistics; 

UMLOWL CPN
Knowledge base 

Knowledge base 

Formalization 



 Addition of Static Aspects to the Intuitive Mapping of UML Activity Diagram to CPN 85 

 

5 Conclusion and Future Work 

In this paper, we have presented that the software process modeling using semi-
formal techniques (represented by UML) could be successfully supported with 
powerful formal modeling language. We have proposed set of intuitive mapping rules 
for conversion between UML2 Activity diagram and CPN. We have shown the 
undisputable benefits of modeling with CPN featuring state space analysis which 
provides powerful method of analyzing reachability of each activity, simulation which 
can be used in a step-by-step manner to debug to find a root cause of possible dead-
locks in modeled process and of course means for validation and verification of the 
model itself. 

Some features of Activity diagrams such as the data part and swimlanes were left 
out because we need a good balance between readability and completeness so we 
have to choose what is really essential for this approach. By incorporating data 
component to CPN in form of additional colorsets and inscriptions the net model 
would grow rapidly. 

 This method is trying to support the process by combining both approaches to get 
rid of ambiguity of modeling with semi-formal methods and discomfort and rigidness 
of modeling with formal methods. 

Obviously, further research and studies are required to cover all problems as the 
domain of software process management and requirements specification are quite 
complex and current incomplete methodology is far from being possible to solve the 
discussed issues.  

Our future work will be dedicated to the improvement and formalization of this 
methodology. Improvements will be especially on the processes, proper description of 
formal procedures and creation of UML2 Activity diagram to CPN compiler that 
would become a headstone for other independent projects. To avoid any procedural 
flaws and misunderstandings, our task will be to create a proper formal procedure 
(description) of the methodology.  
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Abstract. It is known that large amount of unique fingerprints are generated 
during deduplication for storage on the cloud. This large number of fingerprints 
is often tackled using bloom filters. Usually bloom filters are implemented us-
ing Random Access Memory (RAM) which is limited and expensive. This 
leads to higher false positive probability which decreases the deduplication ef-
ficiency. In this paper, a Flash Assisted Segmented Bloom Filter for Dedupli-
cation (FASBF) is proposed which implements its bloom filter (BF) on solid 
state drive where only part of the whole bloom filter will be kept in RAM while 
the full bloom filter is on solid state drive. This improves duplicate lookup in 
three ways.  First the size of the bloom filter can be sufficiently large. Second, 
more number of hash functions can be used. And last, there will be more 
RAM space for fingerprint cache. This approach is evaluated using a prototype 
implemented on a study oriented network backup system. The result shows that 
this approach saves a considerable amount of memory space while satisfying 
an underlying 100MB/s backup throughput. 

Keywords: Segmented bloom filters, Solid state drives, Deduplication. 

1 Introduction 

Backup service providers use a technique called deduplication which is a data com-
pression technique which eliminates duplicate data at different granularities. In de-
duplication, unique files or chunks are identified and stored.   

Given the probability that similar byte patterns will appear hundreds, if not thou-
sands, of times deduplication process will result in significantly less data being stored 
or transmitted, when compared with the data which should have been stored or 
processed had it not been deduplicated.   

In deduplication, having smaller chunk size improves deduplication ratio, but it 
creates duplicate-lookup disk bottleneck problem. This problem arises as a result of 
keeping chunk indexes in the RAM. As data volume - which the index represents – 
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grows, the index also grows and will reach to a point where it will be very big for the 
RAM to accommodate as a whole. This, traditionally, is solved by putting part of the 
index on disk and fingerprint lookups will often need to be done on the on-disk index.   

Performance wise this traditional approach of putting the indexes on disk is un-
thinkable due to the frequent accesses to the indexes for lookups and updates. 

The other method is to use Bloom filters [1], which are space efficient probabilistic 
data structures which tell if an element is NOT a member of a set with probability 1. 
Because of its bit representation, bloom filters occupy very less space and hence can 
handle huge amount of data in a very short time. 

The use of bloom filters solves the problem of duplicate-lookup disk bottleneck to 
some degree. But when the number of items inserted to bloom filter grows large most 
of the bits in it are set and hence most of the membership queries result in false posi-
tives. This in turn will result in frequent on-disk index lookups.   

With a quest for better performance studies like [2][3][4] have implemented flash 
memory to have dynamically growing bloom filters which can go beyond the size of 
available RAM space.  

In this paper, a Flash Assisted Segmented Bloom Filter for Deduplication (FASBF) 
is proposed which implements its bloom filter (BF) on solid state drive where only 
part of the whole bloom filter will be kept in RAM while the full bloom filter is on 
solid state drive. This improves duplicate lookup in three ways.  First the size of the 
bloom filter can be sufficiently large. Second, more number of hash functions can be 
used. And last, there will be more RAM space for fingerprint cache.  

Contribution of this paper is: Bloom Filter apace is segmented (Segmented Bloom 
Filter) and these segments are grouped into a bloom filter array (Segmented Bloom 
Filter Array) where an array of these Segmented Bloom Filter Arrays is stored partial-
ly in RAM and as a whole in SSD (Solid State Drive). The SSD is also used to store 
full file fingerprint HBM(Hush Bucket Matrix) and partial HBM of chunk finger-
prints.  

The rest of the paper is organized as follows.  Section II gives brief introduction of 
standard bloom filters and design of two bloom filters which are implemented on 
flash memory. The architecture and detailed design of FASBF will be presented in 
section III. Section IV describes the environment FASBF is evaluated on and the 
result of the evaluation. And finally section V gives conclusion. 

2 Literature Review 

2.1 Standard Bloom Filters  

A bloom filter is a probabilistic data structure that is used to test whether an element 
is a member of a set. It is implemented using bit arrays, with m bits,   which have all 
bits initially set to zero. k different hash functions will each be used to map or hash 
some set element to one of the m array positions.  

One big problem with standard bloom filters is false probability, which is a condi-
tion where all array positions being checked for an element are 1 even when that ele-
ment does not exist.  
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In order to reduce the false positive probability there has to be a balance between 
the potential number of elements, the size of the bloom filter and the number of hash 
functions. 

Given bloom filter bitwise array m and the number of hash functions k we can 
compute the expected false positive probability f with: 

 1 1 1
 1  (1) 

As in  Broder et al [1], given bloom filter’s bitwise m and total number of elements n, 
the optimal number of hash functions k can be expressed as:  2 (2) 

 
If we have lower bound ε to the false positive rate f, i.e., f≤ε, we can deduce that the 
bitwise m should satisfy 
 log 1/ln 2 log . log 1  (3) 

2.2 Other Bloom Filter Designs on Flash 

Canim et al. [2] designed a Bloom Filter for flash memory which pre-allocates a single 
large space on flash as bloom filter. This bloom filter space will be divided in to n number 
of equal spaces or sub-bloom-filters and every of these sub-bloom-filters will have a cor-
responding but smaller sized partition in RAM which will be checked first while searching 
for keys and at the same time is used as buffer when inserting into the bloom filter.  

The main drawback of this design arises from the size gap between the in-RAM 
buffer space and the sub-bloom-filters in flash. Frequent block erase and page writes 
are required because the in-RAM buffer space becomes full fast due to its small size. 

In Lu et al. [3] a forest-structured bloom filter is designed to solve the drawbacks 
of [2] and optimize the process of both key insertion and lookup on flash memory 
while it can also grow dynamically.   

When a root layer bloom filter in RAM gets full a new layer of bloom fil-
ter(considered as chilled bloom filter) will be created in flash. The root-layer bloom 
filter will be written to flash in its entirety leaving the space it occupied in RAM for 
buffer space used to delay insertions. This buffer space will be partitioned in a similar 
fashion as that of [2] and at any time, only sub-BFs at one layer of the forest will be 
buffered in RAM.  

As the size of data grows the bloom filter design of [3] will face two problems. 
First, all lookups for keys which does not exist in the set will have flash reads equal to 
the height of the forest.  This will reduce the performance of the application using the 
bloom filter. Second, after a few layers are added to the flash there will be more num-
ber of blocks which needs to be buffered in RAM. This results in less buffer space per 
block, which in turn causes more flash write operations, leading to performance de-
gradation and a shorter life time of the flash memory, Debnath B. et al [5].   
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3 Architecture and Design of FASBF 

This experiment was done in a study oriented network backup system environment. 
This storage system has Backup Server (BS), Storage Proxies (SP) and Metadata 
Servers (MDS) at the front end and the backend consists of clustered storage nodes 
which themselves can have one or more Storage Components (SCs).   

Upon arrival of backup jobs from clients, the BS splits metadata from files and sends 
them to the MDS. Then Rabin fingerprinting algorithm, which implements content-
defined and variable-sized chunking, is used in SP in order to divide the files received 
from BS. SP also computes the fingerprints of both the files and the chunks. The file reci-
pes which are necessary for archival will be generated. These file recipes and chunk con-
tents generated by SP are distributed among multiple SCs in their backup sequences. 

 

Fig. 1. Architecture of FASBF 

As shown in Fig. 1, the HBM (Hash Bucket Matrix) is organized in two ways. The 
HBM for the file fingerprints will be stored both in SSD and disk in its entirety. Be-
cause of its large size only part of the HBM for chunk fingerprints will be stored in 
SSD and so the whole part will be stored in disk. 

The bloom filters, organized as Segmented Bloom Filter Array (SBFA), will be 
stored in RAM, SSD and disk. The design of FASBF required the use of segmented 
bloom filters for the sake of dividing its space and storing its partial content in RAM.  

3.1 Segmented Bloom Filter Array in RAM and SSD 

FASBF implements bloom filters in two phases. While the second phase involves 
SSD, the first phase is done totally on the RAM.   

In phase one (shown in Algorithm 1- (a)), the bloom filter will be inserted into and 
searched like any other segmented bloom filter. After deciding on the size of the 
bloom filter m and the number of hash functions k using the equations given in equa-
tions 2 and 3, the required bloom filter space is allocated in RAM.  This bloom filter 
space is divided into k equal spaces and assigned to the k different hash functions, h1 
through hk. When this bloom filter (current bloom filter) reaches its capacity it is co-
pied to SSD and is reset. This marks start of the second phase.  

In phase two (shown in Algorithm 1-(b)), the first k/p consecutive segments of all 
the individual bloom filters (PSBFA) will be in RAM (as shown in the upper part of 
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Fig. 2) along with the current bloom filter1.  Here p is the fraction of segments from 
the individual SBFAs in SSD chosen to create the in-RAM PSBFA.  

Setting higher values for p will save more RAM space but the false positive proba-
bility for the lookups on the in-RAM PSBFA will be higher resulting in frequent ac-
cesses to the in-SSD FSBFA. Choosing p to be 1 will mean the in-RAM PSBFA will 
be the exact copy of the FSBFA. 

 
Phase one: 

1. Decide size of m and k: //m is current bloom filter 
2. Allocate m and divide m in to k segments;  
3. Initialize all m bits: m = 0; 
4. while (m is not full) 
5.     hash(fingerprint): 
6.         for (j=0;j<k) 
7.           use hash function j: hj(fingerprint) in to segment j;  
8. end 
9. copy m to SSD; 

(a) 
 

Phase Two: 

1. Decide value of p; // p is fraction of the k segments to keep in RAM 
2. copy first k/p segments of m into PSBFA; 
3. reset m: m=0; 
4. do  
5.    while m is not full 
6.        hash(fingerprint): 
7.           for (j=0;j<k) 
8.             use hash function j: hj(fingerprint) in to segment j; 
9.    end 

10.    copy m to SSD; 
11.    append first k/p segments of m into PSBFA; 
12. reset m: m=0; 
13. while (there is fingerprint to be hashed) 

(b) 

Algorithm 1. Hashing in to PSBFA 

 

                                                           
1 Current bloom filter is a segmented bloom filter array which is currently in RAM and is being 

inserted into and has similar structure to that of any the rows on the bottom part of Fig. 2. 
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Fingerprint insertions are made only into the current bloom filter. Hash function k1 
will compute a bit position in its assigned segment h1 and set that position to 1, and 
hash function k2 will compute and set a bit position in h2, and so on. When the current 
bloom filter reaches its capacity, its first k/p segments will be appended to the PSBFA 
and the entire SBFA will be appended to the in-SSD FSBFA. This insures that the 
rows in the PSBFA have one-to-one correspondence with the rows in the FSBFA 
which is important during fingerprint queries.  

 

Fig. 2. Partial Segmented Bloom Filter Array (PSBFA) in RAM and Full Segmented Bloom 
Filter Array (FSBFA) in SSD 

Whenever the bloom filters are to be searched for fingerprints, first the current 
bloom filter will be looked up and if it is not found there the PSBFA will be searched. 
When the lookups on this PSBFA return true the remaining part of the corresponding 
SBFA from SSD will be brought to RAM and checked. The design of FASBF makes 
it possible to identify the row number of the row(s) in the PSBFA which returned true 
for the lookup. This row number(s) will be used to read the corresponding row(s) of 
the FSBFA in the SSD.  

3.2 Hash Buckets in SSD and HDD 

In FASBF the Rabin fingerprint algorithm is used to determine variable sized chunks 
of files or objects. An MD5 hash value of these chunks or objects, their offsets and 
length comprise an entry of the buckets.  

FASBF supports file level and chunk level deduplication, and maintains two inde-
pendent sets of HB for each of them. FASBF stores partial copies of the chunk fin-
gerprint buckets and full copies of file fingerprint buckets in SSD as shown in Fig. 1. 
When the size of the file fingerprint grows large, it is copied to disk and only part of it 
will be kept in SSD making it similar to that of the fingerprint bucket.  

Though the chunk duplicate locality in network storages is less than that of 
DDFS’s [7] which is done on disk-to-disk backup, it still can be exploited for better 
performance. This is achieved by maintaining a tanker for every independent SBFA. 
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While fingerprints are hashed into the current bloom filter array their most significant 
bits will be used to identify the hash bucket they should be put into. This insures that 
chunk fingerprints which belong to a file or a backup job are inserted into one tanker. 
It also makes it easy to identify which bucket to look into during lookups.   

3.3 FASBF Work Flow 

Because of the limited available space only the chunk level deduplication process is 
explained here.  

When a fingerprint arrives for checking, first the current bloom filter is checked. If 
there is a positive response and the current tanker 2also returns true, it means the 
chunk is a duplicate so is not stored. Negative response means we need to further 
check the fingerprint in the in-RAM partial bloom filter (PSBFA). If this query re-
turns negative, the fingerprint is definitely unique and needs to be processed accor-
dingly. If the query on the PSBFA returns true, the chunk fingerprint needs to be 
checked in the corresponding in-SSD FSBFA3. A negative response from the query 
on the in-SSD FSBFA means a unique chunk fingerprint and a positive response 
means the corresponding tanker need to be checked for confirmation.  

 
1. Check current BF for fp; // fp=md5(chunk); 
2. if  FOUND 
3. check current tanker; 
4. if FOUND 
5. fp is duplicate; 
6. end 
7. else 
8. check PSBFA; 
9. if NOT FOUND 
10. hash fp to current BF; // fp is unique; 
11. else 
12. check FSBFA; 
13. if NOT FOUND 
14. hash fp to current BF; // fp is unique; 
15. else 
16. fp is duplicate; 
17. end 
18. end 
19. end 

Algorithm 2. Chunk level deduplication 

                                                           
2 Current tanker is a tanker which resides in RAM and corresponds to the current bloom filter.  
3 Even though there are two steps involved in querying the BF a hash value hj by a hash  

function h(j) is computed only once at the beginning. 
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4 Prototype Implementation and Evaluation 

4.1 Prototype Implementation  

The prototype used to evaluate FASBF is developed using Visual C++ programming 
language in the Visual studio 2010 express environment. 

The prototype was then run on windows server environment. Hardware setup of 
this server constitute an Intel(R) Xeon(R) CPU (2 CPUs each with 4 cores and at 
2.13GHz), 8 GB RAM, 2GB network interface card. A 64GB solid state drive with a 
sequential read/write speed of 260/100MB/s respectively is used. 

4.2 Data Used for the Study 

Data from 20 users representing wide range of professions is used. Users were back-
ing up their data for one month. They backup their data incrementally on a daily basis 
and do full back up on every seventh day of their previous full backup (as a mandato-
ry) or any day (optional). At the end of this period a total of 11.089TB of data consti-
tuting a total of 39.69 million files was backed up. 

4.3 Result and Evaluation  

The performance of FASBF is evaluated using three performance measures. While its 
throughput and memory consumption are compared against the traditional approach 
which uses only RAM for its bloom filter,  its efficiency is evaluated by comparing 
results for 4kb and 8kb average chunk sizes.  

Zero Length Chunks 
As a result of file systems representing file holes with null characters (zero length 
strings), the Rabin fingerprinting algorithm generated a multitude of chunks which 
just contain a zero length string which are common even among dissimilar files.  

In order to speed up the deduplication process the MD5 of these zero length strings  
is deduplicated directly without checking in the bloom filter and hence the HBMs. 

From the set of the data collected a total of 12005360 zero length chunks were ob-
served in the 8KB average chunk size set up while 17279830 zero length chunks were 
found in the 4KB average chunk size setup. 

Deduplication Efficiency 
The Rabin fingerprint algorithm was run twice with different chunk size settings on 
the same data. In the first setup the Rabin fingerprinting module was set to run with a 
1KB, 4KB and 32KB minimum, average and maximum chunk sizes respectively. And 
the second set up was 2KB, 8KB and 64 KB minimum, average and maximum chunk 
sizes respectively.  
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Table 2 gives summary of the memory consumption. 

Table 2. Segmented bloom filter memory consumption summary 

(MIN-
AVG-
MAX) 

chunk 
size 
configu-
ration 

No of finger-
prints 

In millions 

Memory consumption (in GB) 

File level
(Size 

 in MB)

Chunk level 

Total 
(With SSD)Without

 SSD 
With 
SSD File 

level 
Chunk
level 

1K-4K-
32K 

39.69 2839 136.52 10 6.66 10.132 (6.8)

2K-8K-
64K 

39.69 1419 136.52 5 3.33 5.132(3.46)

 

5 Conclusion 

Chunking a stream of data into very small sized segments gives the advantage of hav-
ing less data to store after deduplication and less data to transfer over the network. 
But it reduces the deduplication speed to a much degree and consumes a considerable 
amount of memory.  

Another important factor which determines the deduplication speed is where the 
bloom filter is put. By putting the bloom filter partially in RAM and entirely in SSD, 
a great amount of RAM space is saved for further use. But, considerable amount of 
speed compromise is required. Chyba! Nenalezen zdroj odkazů. shows that when 
SSD is used the deduplication speed drops to well below half of the speed when it is 
not used. When this is combined with a value of 4KB for average chunk size the de-
duplication speed falls further to less than 25%.  

Because it greatly reduces the deduplication throughput the use of SSD in areas 
where there is abundant network bandwidth might not be feasible. But in areas where 
there is limitation on the availability of network bandwidth it will be tempting to con-
sider its use.  

A good option to support backup on the network in relatively limited bandwidth 
network areas is to transfer as small amount of data as possible. This can be achieved 
by removing as much duplicate data as possible at the source. This in turn can be 
achieved by splitting data to very small chunks like an average size of 4KB or even 
less.   

In order to be in the right range of false positive probability and thus reduce the 
disk access needed to verify these false positives, SSDs can be implemented. As 
shown in the evaluation result, a rough 360MB/s deduplication can be achieved with 
SSD.   
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Abstract. Demandingness of the energy calculation by means of the rail vehicle 
momentary output time integration method lies in a need for detailed input data 
as a tachogram - a time-speed relation and a corresponding passed distance 
which can be obtained by a calculation or from a train entrepreneur. A locomo-
tive load value, comprising wagons and resistance components of a track,  
determines a required tractive power value on a wheel circumference. Each 
traction power value is assigned to a traction motor current value in traction 
characteristics, which can be further used for a locomotive output calculation. 
To make the calculation more accurate a model has been created in the EMTP – 
ATP software, its advantage is to simulate a dynamic behavior of a model 
which is affected by more influences at the same time. The simulation time  
can be shortened in an exact ratio to the real time and thus an evaluation and 
implementation of changes of the model parameters can be performed more 
quickly. 

Keywords: rail transportation, mathematical model, vehicle driving, motors, 
impedance. 

1 Introduction 

Railways play a significant role in the World transport network. For assessing the 
economic costs, a result of an energy consumption calculation in the given segment of 
the railway track is a significant factor. The train run energy consumption calculation 
can be performed as follows: 

• Time integration based on the vehicle input. Relation of the driving vehicle output 
and speed on time needs to be known for the calculation. 

• Determination of consumption based on traction work and loss components. 

The aim of my observation is to improve the method of the electrical energy calcula-
tion with the help of the method of the locomotive output direct integration using the 
EMTP – ATP programme model.  By means of the EMTP – ATP programme the 
progression of voltage and current in traction motors during various periods of a run 
has been simulated. The main issue in this observation is how much the given train 
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model comes close to the actual conditions. The influence of the line feeder resistance 
and the locomotive load value has been included in the model. 
A run of a train with a 182 type locomotive has been simulated in the Přerov - Česká 
Třebová track segment (track no.270 according to the Czech Railways nomenclature), 
to be specific, between the stations with traction substations Grygov, Červenka, as 
shown in Fig. 3, where a placement of the traction substations corresponding with the 
actual condition can be seen [5]. 

2 Train Data 

The 182 type locomotive output control is a resistance one, traction motors are direct-
current six-pole series electric motors sequenced in three ways: 

• Series (6 motors in a series, U = 500 V), 
• 1. Series-parallel (2 legs of 3 series-connected motors, U = 1000 V), 
• 2. Series-parallel (3 legs of 2 series-connected motors, U = 1500 V). 

For modeling, resistance of six motors is considered with current and resistance de-
pending on speed according to the characteristic shown in Figure 5 [4]. 
The locomotive comprises 8mH smoothing choke connected in a series with a RL 
component replacing a series traction motor. The motor resistance varies in depen-
dence on speed, 5.95 Ω for 40 km/h speed and 6.66 Ω for 30 km/h speed, inductivity 
is of 11mH value. For the energy calculation, I have used data from the progression of 
voltage and current designated V30, V40 on the RL component to which a RC filter 
has been connected in parallel, serving for attenuation of transient phenomena when 
switching-over the locomotive speed. 
The locomotive has been loaded with eleven Faccs type freight wagons of 657 t total 
weight, as shown in Figure 1 [2, 7]. 

 

Fig. 1. 182 type locomotive and Faccs type freight wagon 
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3 Data of Traction Mains and Traction Substations 

The basis of the traction substation is a three-winding traction transformer 23/ 2 x 2.5 
kV with a winding in Yyd, as it is shown in Figure 2. In the same Figure there is also 
a corresponding model of a rectifying block in the EMTP – ATP comprising a 
BCTRAN transformer with corresponding values of a traction oil transformer of 5.3 
MVA output which is made by Power – Energo company [3]. 

 

Fig. 2. The traction transformer and twelve-pulse rectifier model in the Emtp – Atp 

 

Fig. 3. 182 type locomotive traction motors in the series-parallel connection and a circuit  
diagram for the train run simulation in the Grygov – Červenka segment in the EMTP – ATP 
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Fig. 5. 182 type locomotive traction characteristic, dependence of 1 motor current for speed 30 
(blue line) and 40 km/h (red line) 

Determination of the motor resistance values for the simulation has been per-
formed according to the locomotive total current, whereas the current of one traction 
motor needed to be known [6]. Motor groups sequencing for 30 km/h speed is series-
parallel with pre-sequencing a resistance step no.25, where one motor current is 225 
A (cor-responding tractive power is 135 kN) and the locomotive total current is de-
termined according to the formula below: 

 .450
3

2256
30  A

A
I =⋅=  (2) 

A calculation of the resistance for the simulation: 

 .666
450

3000
R 30  Ω.

A

V ==  (3) 
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Motor groups sequencing for 40 km/h speed is series-parallel with a shunt section 
no.2, where one motor current is 252 A (corresponding tractive power is 150 kN) and 
the locomotive total current is determined according to the formula below: 

 .504
3

2526
40  A

A
I =⋅=  (4) 

A calculation of the resistance for the simulation: 

 .5,95Ω
504A

3000V
R 40 ==  (5) 

5 Calculation of Electrical Energy Consumption of a Freight 
Train and the Grygov and Červenka Substations 

A calculation of electrical energy consumption for the run and the Červenka and Gry-
gov substations has been performed for the run at 40 km/h speed by means of the 
locomotive momentary output time integration method [1]. A period of a calculation 
step was used: 0.0001, to which a simulation time step 0.05 s corresponds according 
to the output data file View LIS file 0.05 s = 50 s real time step = 0.01388 hour. The 
output progressions of current and voltage of the traction motors at 30 and 40 km/h 
speed are shown in Figure 6. 

 

Fig. 6. The locomotive voltage and current progression at 30 – 40 km/h speed in various time 
periods during the run 

The electrical energy consumption has been calculated for 40 km/h even speed, for 
this run phase the traction motor output has been calculated and integration for the 
simulation time step t = 0.01388 h has been performed. 
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 .
1000

4040
  (kW)

IV
Powerf

⋅==  (6) 

For E182 energy consumption calculation the integration has been performed using 
the Mathcad software, the result is a matrix of values of electrical energy consump-
tion for the given time step. The result of the sum of all elements of the matrix is the 
total electrical energy consumption: 

 .5914182  kWh, (kWh)f(t)E == ∫∑  (7) 

In the railway transport the specific energy consumption (W.h / t.km) is determined 
which is the total consumption rate (W.h) related to t.km (ton-kilometre). At energy 
consumption 914.5 kW, the specific energy consumption is (designated as Wmsee): 

 .29
40

100018240
 Wh/tkm

LM

ET
Wmsee =

⋅
⋅⋅

= ∑  (8) 

where T40 is the run time at 40 km/h even speed – 0.6389 h, 
M is a weight of the locomotive and wagons – 777 tons, 
L40 is a length of the passed distance at 40 km/h even speed – 26.07 km. 

It is necessary to add the specific energy consumption (designated as Wpp) of aux-
iliary drives as compressors, ventilators, control circuits; in literature, for 182 type 
locomotive the value Ppp = 52.2 kW is mentioned as the accessory circuits input. 

 .61
40

100040
 Wh/tkm,

LM

PT
Wpp pp =

⋅
⋅⋅

=  (9) 

The specific energy consumption for the locomotive collector at 40 km/h even speed 
in summer is Wmsee + Wpp = 30.48 W.h / t.km. 

For the Grygov and Červenka substations energy consumption calculation (desig-
nated as EGrygov and ECervenka) the integration of the output has been performed 
which is the result of a product of V1, V2 voltage and I1, I2 current according to the 
values of the voltage and current progression for 40 km/h even speed run for the si-
mulation time step of 0.01388 h in the Mathcad software. 

 .(kWh)f(t) ervenkaEGrygov,EC ∫=  (10) 

The result is a matrix of the EGrygov, ECervenka values, the sum of all the matrix 
elements gives the total electrical energy consumption of the substation: 

 .6486  kWh,EGrygov =∑  (11) 

 
The sum of the ECervenka values matrix is less by approximately 13kWh: 

 .7473  kWh,ECervenka =∑  (12) 
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Fig. 7. Nomogram for determination of orientational specific energy consumption for typical 
trains 

 

Fig. 8. Rate of the energy consumption rise and drop for the Grygov and Červenka traction 
substations during the train run at 40 km/h even speed with regard to the track segment length. 
The center of the supplied track segment is marked with the red line. 

6 Conclusion 

In the paper a problem of the specific energy consumption calculation has been solved 
for a selected train – 182 type locomotive with Faccs freight wagons when running at 
40 km/h even speed in the Grygov – Červenka track segment. The accuracy of the 
calculation has been reduced due to not including the output of the traction motors at 
the train start up in the calculation, however, considering the start up phase lasting 
only few minutes in comparison to the total train run, omitting this phase of the run 
from the calculation has not caused a relevant deviation from the correct result. In this 
context, a greater error in the calculation can be caused by an inaccurate specification 
of the run time at the even speed, in no.8 formula indicated as T40.  
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A corresponding simulation in the EMTP – ATP programme has been performed, 
the resulting voltage and current progression values have been used for the specific 
energy consumption calculation by input integration for the given time. 

The specific energy consumption result for summer is 30.48 W.h/t.km, which cor-
responds to a Pn through freight train consumption at a track reduced gradient up to 
4.5 N/kN, as shown in the nomogram on Figure 7.  

Further, electrical energy consumption calculation has been performed for the en-
tire period of the run at 40 km/h even speed between the Grygov and Červenka subs-
ta-tions, whereas a difference in the consumption of the particular substations is by 
12.9 kWh higher for the Grygov substation which is caused by an unequal length of 
the distance passed at 40 km/h even speed with regard to the center – 13.93 km of the 
two-side supplied segment, as shown in Figure 8. Thus, the energy consumption of 
the substations of the track segment with a two-side power supply depends on a posi-
tion of the train starting or stopping in the segment. 
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Abstract. In this study, temperature based artificial neural network
(ANN) models and Angstrom type models for predicting global solar ra-
diation were developed for selected locations in Nigeria.The ANN models
were standard multi-layered feed forward, back-propagation neural net-
works trained with the Levenberg Marquardt algorithm using seventeen
years data collected from Nigerian Meteorological Agency (NIMET ),
Abuja, Nigeria and tested with twenty-two years monthly averaged data
downloaded from National Aeronautical Space Administration (NASA)
online database. The network inputs were latitude, longitude, elevation,
month, maximum ambient temperature (Tmax) and minimum ambient
temperature (Tmin), while monthly average global solar radiation was the
network output.The Angstrom type empirical models correlated global
solar radiation with minimum and maximum ambient temperatures. The
performance of the models were evaluated using statistical performance
indicators, namely RMSE, MBE, R2 and rank score. The coefficients of
determination (R2) of the ANN models were always greater than 99% for
all the selected locations while the highest coefficient of determination
for the empirical models was 89%. The temperature-based ANN mod-
els were thus shown to deliver superior and more reliable outcomes in
comparison with the empirical models.

Keywords: Solar Radiation Prediction, Artificial Neural Network Mod-
els, Empirical Models.

1 Introduction

Many countries of the world are confronted with current or impending energy
crises. In this scenario, solar energy plays a vital role as a renewable energy be-
cause of its unpolluted nature and its reliability in tropical countries like Nige-
ria. In any energy conversion system, the knowledge of global solar radiation is
germane for optimal system design and performance prediction, and the abil-
ity to understand and quantify its value accurately is important in the initial
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conceptualization and modeling of solar energy dependent processes in the earth-
ocean-atmosphere system. In most regions of the world, the efficient application
of solar energy seems inevitable because of the widespread sunshine availability.
Coupled with problems of access to energy supply, solar energy could serve as
an alternative for both thermal and photovoltaic applications.

The solar radiation data of any location can be obtained by measurement
or by estimation. The traditional way of obtaining these data is to install pyra-
nometers at the required locations. This is however not easy since the equipment
are usually expensive and require high technical knowhow for both installation
and maintenance. As a result, in most developing nations, these equipment are
located at few places /stations with some being poorly installed and others
manned by unskilled personnel thus resulting in poor data recording and near
total absence of accurate solar radiation data in some cases [1, 2, 3].

In order to overcome the challenges posed by shortage of solar radiation data,
estimation methods based on statistical correlations have been resorted to. Solar
radiation is related to many meteorological and geographical parameters some of
which are easily measurable. Being the primary driver of all terrestrial processes,
it is therefore cost-effective in most instances to develop methods to estimate
the global solar radiation using these parameters [4, 5, 6]. Some of these param-
eters include sunshine duration, air temperature, relative humidity, cloud cover,
precipitation etc.

2 Background

Models for predicting global solar radiation on a horizontal surface have been
proposed which differ in the number of meteorological parameters used in cor-
relating global solar radiation, accuracy and applicability. These solar radiation
prediction models can be categorized into emprical models, radiative transfer
models and ANN models. Empirical models are sets of equations that correlate
global solar radiation with a few other measurable meteorological parameters
[7].The coefficients of the empirical models are location-dependent thus limit-
ing their application. The radiative transfer models entail complex modelling of
solar radiation using geographical and meteorological parameters [7].

ANN models employ artificial intelligence techniques and are data driven. Es-
sentially, ANNs are used to learn the behaviour of a system and subsequently
used to simulate and predict this behaviour [8]. They have proved their efficiency
and superiority to other kinds of models through their ability to use input param-
eters which have no specified relationship and still produce reasonably accurate
predictions. Apart from modelling solar radiation, ANNs have been used in broad
range of applications including pattern recognition and classification [9], func-
tion approximation and prediction [10], identification and control, optimization
and diagnostics [11].

The single artificial neuron, simple network models and example sigmoid func-
tions are well discussed in the ANN literature (e.g [8, 11, 12, 13]). An ANN is a
network consisting of connected artificial neurons, including inputs, outputs and
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hidden layers. The input and output layers contain neurons of equal number to
the number of input and output parameters, respectively. The number of hidden
layers depends on the training algorithm. Basically, the mathematical equation
of an artificial neuron can be represented below:

y(x) = g

(
n∑

i=0

wixi

)
(1)

where y(x) is one output axon, x is a neuron with n input dentrites (x0 . . . xn),
w is a weight and g is a an activation sigmoid function. g should be a simple
threshold function returning 1 or 0 (see [13]).

Angstrom [14] was the first scientist to suggest a linear relationship between
global solar radiation and sunshine duration. The model he proposed has been
used in practical applications for many years to estimate the daily, monthly and
annual global solar radiation (H) from comparatively simple measurements of
sunshine duration (S). Later, Prescott [15] expressed Angsrom equation in a
more convenient form as

H

Ho
= a+ b

S

So
(2)

where H and S are daily global solar radiation received on a horizontal surface
at the ground level and the sunshine duration respectively; Ho and So are ex-
traterrestrial radiation and daylength respectively; the parameters a and b are
regression coefficients.

Many investigators have used Angstrom type model to predict monthly av-
erage global solar radiation using minimum and maximum ambient tempera-
tures as inputs parameters [16, 17, 18]. Okundamiya and Nzeako [18] proposed a
two-parameter-temperature based linear regression model for estimating global
solar radiation on a horizontal surface. This model was applied to selected cities
in Nigeria namely Lagos, Benin, Nsukka, Abuja , Yola and Katsina. The per-
formance of the developed model was evaluated using statistical performance
indicators namely root mean square error, mean bias error and t-statistic. The
good performance of the model in the selected cities re-emphasizes the fact that
temperature is an important parameter that should be used in solar radiation
modeling in Nigeria.

Reddy and Ranjan [11] obtained estimates of solar radiation at locations in
India using ANN models and compared the estimates with with those of some
correlation models. ANNs for estimating monthly mean daily and hourly values
of global solar radiation were created . The ANNs were trained and tested using
data from 13 stations spread over India. The ANN solar radiation estimates were
in good agreement with the actual values, the maximum mean absolute relative
deviation of predicted hourly global solar radiation being 4.07%.

Mubiru and Banda [19] used ANN to estimate monthly average daily global
solar irradiation on a horizontal surface at four locations in Uganda based on
weather station data (sunshine duration, maximum temperature, and cloud
cover) and location parameters of (latitude, longitude, and altitude). Results
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showed good agreement between the estimated and actual values of global so-
lar radiation. A correlation coefficient of 0.974 was obtained with MBE of
0.059MJ/m2 and RMSE of 0.385MJ/m2.

In Nigeria, ANN models have also been applied to the prediction of mete-
orological parameters for selected cities [20, 21, 23, 22]. Using sunshine hours,
maximum temperature, relative humidity and cloud cover as network inputs,
they developed feed-forward backpropagation neural networks to analyze and
predict solar radiation. The results of the ANN model prediction were found to
be more accurate than those of Angstrom-type models.

In the papers reviewed, most developed ANN models used all available mete-
orological and climatological parameters as inputs but not all these input vari-
ables are readily available in weather stations in Nigeria. But minimum and
maximum ambient temperatures are readily available in weather stations and
are easily measurable hence a purely temperature based artificial neural net-
work model which will be handy for predicting monthly average global solar
radiation will be studied and compared with temperature-based Angstrom type
emprical model.

3 Analysis

3.1 Data

Five locations, representing the range of climatic conditions obtainable in southern
part of Nigeria were selected for this study: Calabar (4.95◦N, 8.33◦E, 246m above
sea level (ASL)), Enugu (6.50◦N, 7.50◦E, 183m ASL), Owerri (5.48◦N, 7.00◦E,
127mASL), PortHarcourt (4.67◦N, 7.17◦E, 83mASL) andWarri (5.50◦N, 5.68◦E,
21m ASL). Two sets of data comprising monthly average daily global solar radi-
ation (MJ/m2/day), minimum ambient temperature (◦C) , maximum ambient
temperature (◦C), were used in this study. The first set were seventeen years (1991-
2007)measured data fromground stations at the locations obtained from theNige-
rian Meteorological Agency (NIMET), Federal Ministry of Aviation, Abuja,
Nigeria. This data set was used for training the networks. The second data set
were twenty-two years monthly averaged data for the locations obtained from the
NASA-SSE online database, and used for testing the networks. The data sets were
normalized before being used for network development to obtain zero means and
unit standard deviations.

3.2 The Empirical Model

An Angstrom-type regression model based on minimum and maximum ambient
temperatures was used in this study as follows:

H̄

H̄o
= a+ b

T̄min

T̄max
(3)

where T̄min and T̄max are monthly average minimum and maximum ambient
temperatures respectively, a and b are empirical coefficients which are obtained
by statistical regression.
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The monthly mean extraterrestrial radiation on a horizontal surface, H̄o used
in equation 3 is obtained by

H̄o =
1

D

D∑
dm=1

Ho(dm) (4)

where dm is day of the month and D is total number of days in the month. Ho

is the total daily extraterrestrial radiation on a horizontal surface given by (see
[24])

Ho =
24 ∗ 3600

π
Isc

(
1 + 0.033 cos

360d

365

)
(
πωs

180
sin δ sinφ+cos δ cosφ sinωs) (5)

where Isc is the solar constant, taken to be 1357kWh/m2, φ is the latitude and
δ is declination (see [24]):

δ = 23.45◦sin
(
360(284 + d)

365

)
(6)

and ωs is the solar hour angle (see [24]):

ωs = cos−1(− tan δ tanφ) (7)

3.3 ANN Model Development

A multilayer feedforward, back-propagation neural network was created and ini-
tialized using Matlab ANN tool box. Since it has been established that any
network which has ’tansig’ transfer function in the hidden layer and ’pureln’
transfer function in the output layer can arbitrarily approximate any function
[25, 26], this was the configuration selected. The Levenberg Marquardt algo-
rithm was also selected as the training function. The artificial neural network
model has month, longitude, latitude, elevation, maximum ambient temperature
and minimum ambient temperature as input parameters while monthly average
global solar radiation is the network output. The network architecture of the
model is shown in Figure 1.

The training process required a set of examples of proper network behavior,
network inputs and target outputs. The network was trained for 2000 epochs
and a network architecture with two hidden layers of ten neurons in each hidden
layer were used. During training which was performed with measured (NIMET)
data, and based on Leveberg Marquardt algorithm, the weights and biases of the
network were iteratively adjusted to minimize the network performance function
(i.e. mean square error).

Next, the performance of the models developed were tested by exposing them
to new data. The online monthly averaged daily climatological data obtained
from the NASA database [27] was used for testing the networks.

The performance of the developed models were evaluated quantitatively to
verify the existence of underlying trends in performance. Statistical measures
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Fig. 1. Network architecture of ANN Model

including the coefficient of determination (R2), the root mean square error
(RMSE) and the mean bias error (MBE) were used. (R2) is the proportion
of variability in a data set that is accounted for by a statistical model, where
the variability is measured quantitatively as the sum of square deviations. This
is represented notationally in equation (8).

R2 = 1−
∑n

i=1(H̄p − H̄m)2∑n
i=1(H̄m)2

(8)

RMSE is a measure of the variation of predicted values around the measured
data and it provides information on the short term performance. The lower the
RMSE, the more accurate is the estimation. RMSE is shown mathematically
by equation (9).

RMSE =

√√√√ 1

n

n∑
i=1

(H̄p − H̄m)2 (9)

MBE is an indication of the average deviation of the predicted values from
the corresponding measured data and can provide information on long term
performance of the models; the lower the MBE, the better is the long term
model prediction. A positive MBE value indicates the amount of overestimation
in the predicted global solar radiation and vice versa. MBE is represented by
equation (10). H̄m is the measured monthly average daily global solar radiation;
H̄p is the predicted monthly average daily global solar radiation; n is the number
of observations.

MBE =
1

n

n∑
i=1

(H̄p − H̄m) (10)

The best performing model was determined using a ranking method proposed by
Mubiru et al.[28]. Following their procedure, a rank score was computed as the
sum of both normalized MBE and the normalized RMSE. Both were obtained
by dividing with the mean as shown in equation (11). The model with the lowest
rank score received the highest ranking.
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Rank Score =
abs(MBE)

Mean
+

RMSE

Mean
(11)

4 Results and Discussion

The output of the developed ANN and empirical models implemented using the
measured (NIMET) dataset are shown in Figures (2a-3b). Visual observation
shows that both models give good agreement with measured data. This is con-
firmed by the values of the accuracy measures of the predictions of both models.

The RMSE, MBE, and R2 of the predictions of the ANN models, developed
(trained) with measured (NIMET) data and testing of the ANN models with
(NASA-SSE) data, are listed in Table 1. Very high R2 values ranging from
0.9950 (for Port Harcourt) to 0.9964 (for Owerri) were recorded, while a very
low MBE values ranging from 1.1955e−5 (for Enugu) to 2.3125e−6 (for Warri)
were obtained for the training predictions. The results are the characterristics
of the very high prediction accuracies associated with the ANN models.

The range of R2 and MBE for the testing predictions respectively were 0.9965
(for Enugu) to 0.9987 (for Owerri) and 0.0060 (for Owerri) to −0.2674 (for
Enugu).

The RMSE, MBE and R2 values of the temperature-based Angstrom-type
model, developed using measured (NIMET) data and implemented (tested) on
NASA-SSE data, for the locations considered, are presented in Table 2. The R2

values of the developed models ranged from 0.8167 (for Port Harcourt) to 0.8851
(for Enugu), while the MBE values ranged from 0.5612 (for Warri) to I.4204 (for
Enugu) showing these models to be of acceptable accuracy. When these models
were however implemeted on the on the NASA-SSE data, the R2 and MBE
respectively, deteriorated markedly to ranges of 0.7212 (for Port Harcourt) to
0.7665 (for Enugu) and 0.9430 (for Owerri) to −2.1167 (for Enugu). This extent
of deterioration was not recorded with the ANN models.

Values of monthly average solar radiation obtained from NASA-SSE, together
with ANN and empirical model predicted values are ploted in Figures(3a-4b),
for the locations considered. The plots show that ANN models consistently give
predictions of closer agreement with the test data. This is confirmed by the rank
scores computed by equation 11 for these models, which are presented in Table
3. Since lower rank score translates to better predictions, it is seen that better
predictions were obtained with ANN models for all the locations considered.
This was so for both the training and test cases − the ANN model were found
to give more reliable and accurate predictions of the monthly average global
solar radiation than the empirical models.
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(a) Calabar

(b) Enugu

(c) Owerri

Fig. 2. Plots of Predicted and Measured Monthly Average Global Solar Radiation
Based Using NIMET Data for (a) Calabar (b) Enugu (c) Owerri (d) Port Harcourt
and (e) Warri
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(a) Port Harcourt

(b) Warri

Fig. 2. (continued)

Table 1. Results for the ANN Model

Location Data Set RMSE MBE R2

Calabar Training 1.0935 -1.245e-6 0.9962
Testing 0.7325 -0.1359 0.9982

Enugu Training 1.2844 1.1955e-6 0.9951
Testing 1.1278 -0.2674 0.9965

Owerri Training 1.0941 6.7099e-4 0.9964
Testing 0.6391 0.0060 0.9987

Port Harcourt Training 1.2927 -1.7317e-4 0.9950
Testing 0.6579 -0.0120 0.9984

Warri Training 1.1272 2.3125e-6 0.9959
Testing 0.7910 0.0083 0.9978
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(a) Calabar

(b) Enugu

(c) Owerri

Fig. 3. Plots of Predicted and Measured Monthly Average Global Solar Radiation
Based Using NASA - SSE Data for (a) Calabar (b) Enugu (c) Owerri (d) Port Harcourt
and (e) Warri
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(a) Port Harcourt

(b) Warri

Fig. 3. (continued)

Table 2. Results for the Empirical Model

Location Model Data Set RMSE MBE R2

Calabar 1.8304 − 1.8036(Tmin/Tmax) NIMET 1.5136 -0.8512 0.8267
NASA-SSE 2.1134 -1.5214 0.7598

Enugu 1.7417 − 1.7156(Tmin/Tmax) NIMET 1.8492 -1.4204 0.8851
NASA-SSE 1.9997 -2.1167 0.7665

Owerri 1.6719 − 1.6080(Tmin/Tmax) NIMET 1.9141 0.5761 0.8493
NASA-SSE 2.4472 0.9430 0.7317

Port Harcourt 1.6191 − 1.5335(Tmin/Tmax) NIMET 1.5911 -0.6117 0.8167
NASA-SSE 2.1140 -1.1619 0.7212

Warri 1.9203 − 1.9193(Tmin/Tmax) NIMET 1.9116 0.5612 0.8508
NASA-SSE 2.1719 1.0121 0.7408
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Table 3. RANK SCORES

Location Data Set ANN Model Emperical Model

Calabar Training 0.063888 0.1438
Testing 0.051039 0.2210

Enugu Training 0.067536 0.1658
Testing 0.076403 0.2087

Owerri Training 0.060568 0.1425
Testing 0.037230 0.1941

Port Harcourt Training 0.071588 0.1184
Testing 0.040869 0.1761

Warri Training 0.064570 0.1470
Testing 0.047813 0.1892

5 Conclusions

Temperature-based artificial neural network models and empirical models for
predicting monthly average global solar radiation were studied in this work. The
ANN model has minimum ambient temperature, maximum ambient tempera-
ture, month, longitude, latitude, elevation as input parameters while monthly
average global solar radiation is the network output. The developed empirical
models were Angstrom-type model which correlated global solar radiation with
minimum and maximum ambient temperatures. The performance of the models
were evaluated based on dimensionless error statistics called rank scores and co-
efficients of determination. Using the rank score approach suggested by Mubiru
et al. [28], temperatue based ANN model performed better than the temperature
based empirical model for the locations considered. This reaffirms the fact that
minimum and maximum ambient temperatures are the most important weather
parameters for predicting monthly average global solar radiation. It is therefore
suggested that temperature based ANN models should be the choice models
for predicting monthly average global solar radiation in locations where directly
measured data is lacking since maximum and minimum temperature data are
fairly easy to obtain.
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Abstract. Sliding mode control, one of the tools available to design
robust controllers, is introduced in the outer loop of a double-loop feed-
back control of the Ball and Plate (B&P) system. Fuzzy Logic is used
to attenuate the chattering introduced by Sliding mode control. Genetic
algorithm is implemented to determine the parameters of the fuzzy sys-
tem in an optimal manner. Linear algebraic method is used to design an
inner loop angle controller by solving a set of Diophantine equations. The
mathematical model of the B&P system, obtained from Euler-Lagrange
Equations of Motion, of the proposed controller is evaluated through sim-
ulation studies. Simulation results show that the ball could be stabilized
anywhere on the plate in 3.5 seconds and it could also track a circular
trajectory of 0.4 m radius at 0.8 rad/s in 10 seconds without significant
chattering.

Keywords: Fuzzy Sliding Mode Control, Linear Algebraic Method, Ball
and Plate control, Fuzzy Logic Control, genetic Algorithm.

1 Introduction

The B&P apparatus is a two dimensional electromechanical device which can be
further categorized as a nonlinear, multivariable and unstable system [1]. Fur-
thermore, the system is under-actuated as it possesses more degrees of freedom
than the number of available actuators [2]. For a more effective control of the
Ball and Plate system, a double feedback loop structure is utilized [1]. The in-
ner loop is designed as an actuator (angular) position controller for the plate
inclination while the outer loop is implemented so as to control the balls (linear)
position on the plate.

The design of the inner control loop is based on the concept of linear algebraic
method. An overall transfer function is chosen that minimizes the Integral of
Time Multiplied by Absolute Error (ITAE) and a Two-Parameter configuration
is used for the implementation of the compensators that are obtained from the
solution of a Diophantine equation.

c© Springer International Publishing Switzerland 2015 123
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Because of the existence of uncertainty due to friction, measurement time de-
lays and parameter uncertainties, practical applications require nonlinear control
methods to be adopted in the design of the outer control loop [1]. In order to
fulfill this requirement, Sliding Mode Control is implemented. The robustness
in Sliding Mode Control is achieved as a result of high frequency switching in
the control signal which results in chattering effects. Therefore, fuzzy logic is
introduced to tune the switching gain based on the distance of the system tra-
jectory from the sliding surface. Genetic algorithm is employed to determine the
parameters of the fuzzy membership functions in an optimal manner.

1.1 Mathematical Model

In the modeling of the Ball and Plate, the method of Lagrange shall be used. To
begin with, let us define the Lagrangian function as follows [3].

L(qi, q̇i, t) = T (q̇i, t)− V (qi, t) (1)

Then, the Euler-Lagrange equations are given by:-

d

dt

(
∂L(qi, q̇i, t)

∂q̇i

)
− ∂L(qi, q̇i, t)

∂qi
= Fqi , 1 ≤ i ≤ n (2)

where, T (q̇i, t) and V (qi, t) are respectively the kinetic and potential energies
with respect to the inertial axes, n is the degree of freedom, q1 through qn are
the generalized co-ordinates, Fq1 through Fqn are the generalized forces.

Define a right-handed coordinate as shown in Fig. 1 and then choosing gen-
eralized co-ordinates as: q1 = x, q2 = y, q3 = θx and q4 = θy[2], and taking small
angle approximations, the Lagrangian becomes:

z

y

x

Ball

y, y

x, x

Fig. 1. Schematic diagram of the Ball and Plate system
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L(qi, q̇i) =
1

2
m

{
ẋ2 + ẏ2 + [xθ̇x + yθ̇y]

2
}
+

1

2

JB
R2

(
ẋ2 + ẏ2

)
+

1

2
JB

(
θ̇2x + θ̇2y

)
+

1

2
JPx θ̇

2
x +

1

2
JPy θ̇

2
y +mg (x sin θx + y sin θy)

Substituting this expression into (1) and evaluating the derivatives and rear-
ranging terms, we obtain four differential equations as follows:-

(
m+

JB
R2

)
ẍ−mx

(
θ̇x

)2

−myθ̇xθ̇y = mg sin θx (3)

(
m+

JB
R2

)
ÿ −my

(
θ̇y

)2

−mxθ̇xθ̇y = mg sin θy (4)

(
mx2 + JB + Jpx

)
θ̈x+2mxẋθ̇x+mxyθ̈y+m (ẋy + xẏ) θ̇y = τθx−mgx cos θx (5)

(
my2 + JB + Jpy

)
θ̈y+2myẏθ̇y+mxyθ̈x+m (ẋy + xẏ) θ̇x = τθy−mgy cos θy (6)

In these equations, m(kg) is the mass of the ball; R(m) is the radius of the
ball; x(m), ẋ(m/s), and ẍ (m/s2) are the ball’s position, velocity and acceler-
ation respectively along X-axis; y(m), ẏ(m/s), and ÿ(m/s2) are the ball’s po-
sition, velocity and acceleration respectively along Y-axis; θx(rad), θ̇x(rad/sec)
are respectively the plate’s deflection angle and angular velocity about X-axis.
θy(rad), θ̇y(rad/sec) are respectively the plate’s deflection angle and angular ve-
locity about Y-axis; τθx(Nm)and τθy (Nm) are respectively the torque exerted on
the plate along X-axis and Y-axis.

We note that the mass and the moment of inertia of the ball are negligible
compared to the moment of inertia of the plate [4]. If one assumes that the angle
do not change much, ±30 ◦, the sine function can be replaced by its argument
[5]. In equations (3) and (4), the velocities θ̇x and θ̇y are small and hence have
negligible effects when squared or multiplied together [6],[7]. Furthermore, the
system inputs are considered as θx and θy and not the torque moments τθxand
τθy . Due to this reason, (5) and (6) could be dropped out in the consecutive
study of the system. As a result of these assumptions, linearized, simplified
and uncoupled ordinary differential equations are obtained. Substituting for the
moment of inertia of the ball, JB = 2

5 (mR2) we get:

7

5
ẍ = gθx (7)

7

5
ÿ = gθy (8)



126 A. Negash and N.P. Singh

x* * ea2-parameter
configurationFSMC

-
+ Actuator B&P

X
+
-

Fig. 2. The proposed double feedback loop for the B & P system

2 Controller Design

One of the most effective control schemes for the Ball and Plate system is the
double feedback loop structure, a loop within a loop [1]. Refer to Fig. 2.

2.1 Selecting Parameters of the Actuator

For the B & P application consider the actuator to be a permanent magnet DC
motor. The transfer function between θL(angular position of the output gear)
and ea (angular position at the output gear) becomes:

θL
ea

=
Kt

N1

N2

[JeqLas3 + (JeqRa +DeqLa) s2 + (DeqRa +KtKa) s]
(9)

where, Jeq = Ja + JL

(
N1

N2

)2

and Deq = Da +DL

(
N1

N2

)2

The load torque could be approximated from (5) and the values of the parameters
of HUMUSOFT CE151 given in Table 1. The required angular speed of nL = 20
rev/min is estimated from animated videos using VRML. The moment of inertia
of the load is obtained from Table 1 as: JL = JP + JB ≈ 0.5Kgm2.

Based on the values of τL, JL and nL, we select a DC motor which will fulfill
these requirements- in fact, constraint of maximum and average torques are also

Table 1. Parameters of the Ball and Plate System

No. Description Parameter Value Unit

1 Mass of the Ball m 0.11 Kg
2 Radius of the Ball R 0.02 m
3 Plate Dimension (square) l xw 1 m2

4 Moment of Inertia of the Plate Jpx,y 0.5 Kgm2

5 Moment of Inertia of the Ball JB 1.76 × 10−5 Kgm2

6 Maximum Speed v 4 mms−1
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incorporated. Substituting values for parameters of the selected motor into (9)
we obtain:

θL
ea

=
4.87× 10−4

s
(10)

2.2 Design of the Inner-Loop Controller

Here, the two-parameter configuration is used to implement the overall transfer
function Go(s) and to calculate the desired compensators. Let us choose, Go(s),
the ITAE optimal overall transfer function with zero position error as [8]:

Go(s) =
ω2
o

s2 + 1.4ω0s+ ω2
o

(11)

In order to determine the value of ωo, we require that a response due to a step
input should settle in 0.4 sec. Furthermore, we want the actuating signal U(s)
due to a step input not to exceed the rated motor voltage. Through iterative
simulation, we find that the value ωo = 20 rad/sec gives the desired steady state
response with an additional gain of 253 being provided using a pre-amplifier to
limit the step response. Go(s) is implemented using the two-parameter feedback
configuration shown in Fig. 3, where L(s),M(s) and A(s) are polynomials that
describe the compensator and p is a disturbance input.

p

r y++-+
A-1(s) G(s)

M(s)

L(s)

Fig. 3. The two-parameter feedback configuration

Solving the Diophantine equation, we find that A(s) = 27.877 + s,M(s) =
3, 252 + s and L(s) = 3, 252.

2.3 Design of the Outer-Loop Controller

The sliding surface for a SISO second order plant is designed as:

s = ė+ λe (12)
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For the stability of the system trajectory confined to the sliding surface, λ
should be positive. Hence, we choose λ = 1.25 so that the response due to a
unit step input settles in about 4 seconds. We obtain the control signal based
on sliding mode control as:

u = −b−1
o {−ẍd + λė + ksgn (s)} (13)

Under computer simulation, the value of k that will not result in too large
settling time is if it is assigned the value 2.

2.4 Implementation of Fuzzy Logic and Genetic Algorithm

In non-ideal conditions, the system trajectories chatter rather than slide along
the sliding surface. As chattering is not a desired phenomenon, we shall fuzzify
the relationship between the gain k and the distance s using fuzzy logic. Three
fuzzy sets named S,M,L respectively for small, medium and large are chosen to
fuzzify the sliding surface. Similarly the switching gain k is fuzzified into three
fuzzy sets named S,M,L respectively for small, medium and large.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.5

1

Membership function plots

S M L

Input Variable "s"

Fig. 4. Approximate shapes of the fuzzy sets for the normalized variable s

In our discussion shape shall mean the location of each fuzzy set along the
universe of discourse, the width of the membership functions and the amount
of overlap with other fuzzy sets. Next, we shall find the optimal shape of the
membership functions using genetic algorithm. Since we have 12 variables to be
encoded into the chromosome (2 for each fuzzy set, i.e. the mean and the vari-
ance) and if we represent each variable using 6 bits, then we have an individual
population of length 72 bits. 100 populations are randomly generated each ob-
tained by concatenating a randomly generated bit string of length 72. These are
next scaled into the basic ranges for the variables s(0 − 0.4) and k(0 − 2). The
design parameters used in the simulation are given in Table 2.
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Table 2. Design parameters for the fuzzy sets and genetic algorithm

No. Design Parameter Value

1 Population size (Number of individual) 100
2 Membership function Gaussian : m,σ
3 Number of input fuzzy sets (s) 3
4 Number of output fuzzy sets(k) 3
5 Total number of variable to be determined 2x6=12
6 Length of bits to encode each variable 6
7 Chromosome length 12x6=72
8 Optimization function minimize

(
e2
)

9 Reproduction rate 0.15
10 Crossover rate 0.8
11 Mutation rate 0.05
12 Fuzzy inference rule max

3 Simulation Studies

The 3-D model for the B&P system is designed using V-Realm Builder. The
model is used in the study of static and dynamic position tracking of the B&P
system.

3.1 Static Position Tracking

The evolution of the sliding surface and the angle θx with time as the ball
executes free translation to reach and stay at the set-point (−0.3, 0.4) with Fuzzy
Sliding Mode Controller (FSMC) is shown in Fig. 5. The variable nature of the
control θx which depends on the sign of s is evident.

Simulation results with Sliding Mode Controller (SMC) for the same setting
is shown in Fig. 6. It is seen that there is too much chattering in the control
signal θx even after the error dynamics reaches within 2% of its steady state
value.

3.2 Trajectory Tracking

In Fig. 7, the frequency is set at 0.2 rad/sec and the ball executes a complete
motion along the reference circle in approximately 34 seconds. At an angular
frequency 0.8 rad/sec the ball is able to execute a complete motion along the
reference circle in 10 seconds but with more tracking error.
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Fig. 5. Plot of s and θx with the designed FSM controller
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Fig. 7. Circular trajectory tracking performance at 0.2 rad/sec
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Abstract. Estimation of time in project that involves several activities requires 
expert’s knowledge to give an accurate estimation of project duration. In most 
project, Program Evaluation and Review Technique (PERT) are used to esti-
mate completion time of project with the basic assumption of normality. This 
assumption is accepted by many scholars without assessing the errors in the re-
sult. Thus, this paper examines the validity of this assumption for activities with 
different probability distribution functions. The effect on the project’s comple-
tion time is addressed by considering a single probability distribution for the en-
tire activities of a network and mixed probability distribution functions within the 
network, using a computer based simulation called ARENA in Villa house con-
struction project. The findings show that the project completion time for activities 
that follow different probability distribution function do not follow normality. 

Keywords: Project completion time (PCT), Probability distribution function 
(PDF), project duration. 

1 Introduction 

In projects, the variability of time estimates for an activity is assumed to follow beta 
distribution [1, 5] and the Project Competion Time (PCT) is assumed to follow nor-
mal distribution. Different scholars have attempt to prove the validity of this assump-
tion. Elmaghraby [4] in his work on Project Planning and Control by Network Models 
recommended the use of uniform probability density function for the activity dura-
tions. Hamdy A. Taha [8] rely on the central limit theorem to postulate that the  
completion time can be portrayed using a normal distribution as a function of the 
cumulative mean and variance of all the a activities within the longest path. However, 
Dong-Eun Lee [3] stated that a normal distribution should not always be assumed in 
PCT if one wants to get a reliable result. If one assumes that PCTs are normally dis-
tributed, PERT may lead to an approximately 10 to 30% more optimistic PCT than 
when activity durations are generated assuming Triangular, Uniform, Exponential and 
Weibull functions. Whereas, Loostsma [9] proposed the use of the gamma probability 
density function.  Moreover, another assumption is that all the activities of a network 
have same Probability Distribution Function (PDF). Reliable estimation of project 
completion period occupies a central role in the decision making process. In the past,  
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scheduling methods by relaxing some of the restrictive assumptions of Program Eval-
uation and Review Technique (PERT) were commonly practiced. However, [3] hy-
pothesized that in practice, it is possible that different activities exhibit different  
characteristics that necessitates the use of different PDFs  

Several studies have been conducted on PCT of a project. Based on classification 
of the literature [2], these studies can be categorized into three methods: (1) exact 
methods, (2) approximation methods, and (3) simulation methods. Nowadays, simula-
tion based scheduling methods is a well-accepted technique, which gives project 
planners flexibility in determining project completion time. Recently, simulation 
based scheduling methods has been developed for the prediction of project comple-
tion period in use of Probability Distribution Functions (PDF) [3]. With the advent of 
this method, the reliability of estimating project completion period has been  
enhanced; enabling more realistic decisions to be taken.  

While this technique is serving as a practical tool for scheduling project activities, 
it is important to investigate its reliability as the final result is dependent on the as-
sumption that we take. Commonly the activities of a network are assumed to have a 
normal distribution. Thirty years of experiences on simulation based scheduling tech-
niques relied on normality assumptions of project completion time (PCT) for the  
simulation output [6, 7, 10]. 

It is well recognized that for a certain activity with different estimation time, eval-
uation of project completion time is commonly carried out using Program Evaluation 
and Review Technique (PERT) using beta distribution. Recently, the effect of using 
different probability distribution function on project completion times in simulation 
based scheduling has been studied. These studies basically assume that, all activities 
of a network have the same probability distribution function. However, projects with 
high degree of scatter and complexity, it is possible that different activities in the 
same network might have different probability distribution function. 

Therefore, this paper presents a simulation of PCT that has several activities and 
when the individual activities undergoes different PDF to validate the normality as-
sumption of PCT. This research attempts to address the validity of normality assump-
tion and conform the level of accuracy on the normality assumption on project  
completion time. 

2 Methodology 

The concept of the research were based on two approaches, the first approach focused 
on the theoretical simulation of a project completion time based on a hypothetical 
project, with randomly generated data with different PDFs for the identical activities 
of the network. Intentionally, the data were generated without altering the mean com-
pletion just simply by changing the PDFs.  Keeping the mean completion time same 
and differing the PDFs the results of having wide and narrow scattered activity time 
were analyzed. To back the results obtained using theoretically generated data, from  
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practical point of view it is important to investigate the PCT of an actual project hav-
ing wide scatter and different distribution characteristics. Since construction projects 
are expected to have such characteristics, a project on a villa house was considered. 
Data that are necessary for simulation were collected from nine construction compa-
nies. Every planner estimate the duration of each activity based on the company’s 
trend. Finally, data were analyzed using assumed PDFs and the best fit PDF were 
plotted using ARENA Vr. 14 input analyzer.  

3 Simulation of Project Completion Time (PCT) 

The estimation of a project time could be relatively simple as the nature of project is 
of the same simple nature.  However, when doing time estimations for major projects 
that involve several activities, it requires a little more intellect in order to give an 
accurate estimation of the time it would take to complete the project.  

For projects with high degree of scatter and complexity, it is possible that different 
activities in the same network might have different PDF. This theoretical simulation 
analysis tries to shows the characteristics of different PDFs of individual activity time 
on the total PCT.   

The network shown in Figure 1 is introduced through true random number genera-
tion to demonstrate this probability distribution functions. It consists of an Activity 
On-Arc (A-O-A) network with 12 activities. Each activity is assigned a most likely 
duration based on random numbers generated. Two classes of random number are 
generated to show both wide and narrow scatter of activity duration. To find the prob-
ability distribution function that best describes the distribution of the project competi-
tion time, analyses were made by using normal, beta, exponential and Weibull PDFs.  

3.1 Simulation of Project Using Randomly Generated Data 

According to the traditional PERT technique the probability of a certain project  
meeting a specific schedule time can be described as follows: 

 Z = 
 

 

Here, Z is the number of standard deviations of the due date or target date (x) lies 
from the mean or expected date. 

First with the normality assumption the expected completion time is determined 
using generated activity network time. 
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Fig. 1. Activity Network with Narrow and Wide Scatter 

The normal expected time (Te) which is equal to the sum of normal expected times 
of activities on critical path. i.e. t1, t2, t3… tk are the expected times of critical path 
activities, then 

 Te =∑ , i = 1, 2 ……, k 

Thus, critical path for both narrow and wide scatter activity is the bold line as 
shown in figure 1 with the expected time Te of 199.39 and 202.47 days respectively. 

The project completion time with 90% confidence is 250.09 days for wide scatter 
and 270.98 days for the narrow scatter activities as show in Table 1. However, the 
probability of completion, assuming a normal distribution, may not hold for every 
activity. Proceeding with examining the behavior of the exponential and beta distribu-
tions functions on the project completion time, on the same activity network, the ex-
pected time Te, is 173.39 and 245.33 days for wide scatter activities and 216.56 and 
245.33 days for narrow scatter activities respectively.  
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Table 1. Expected Time for Normal Probability Distribution Function 

A
ct

iv
it

y 

Expected Time (Te) 

Probability of Project 
Completion with 90 % 
Confidence Interval 

Wide Scatter Narrow Scatter 

Mean 
Standard 
Deviation Mean 

Standard 
Deviation Wide Narrow 

ac1 46.5 6.83 46.67 2.43 55.28 62.40 

ac2 38.03 6.53 36.73 1.78 - - 

ac3 24.23 6.08 25 2.46 - - 

ac4 32.2 8.86 31.57 2.15 43.59 42.72 

ac5 47.63 7.22 48.37 3.19 - - 

ac6 22.6 5.98 23.07 2.56 30.28 32.20 

ac7 47.1 5.04 44.63 3.03 - - 

ac8 34.13 3.70 30.17 2.64 38.88 41.41 

ac9 39.07 7.33 40.07 2.08 - - 

ac10 33.57 6.76 32.2 2.47 42.26 43.85 

ac11 33.47 4.93 35.57 2.69 39.81 48.40 

ac12 30.17 5.99 32.5 2.29 - - 

Expected 
Time (Te) 

250.09 270.98 
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Consequently, it is necessary to see the best fit PDFs for each activity to check the 
normality assumption. The best fit PDFs is developed by using ARENA input analyz-
er to find the completion time distribution. Furthermore, the program simulates the 
project completion time based on the best fit PDFs expressions. 

As shown in Figure 2 and 3 the best fit PDFs for both wide and narrow scattered 
activity network varied from the normality assumption where most activities show 
beta PDF and there are  some with Weibull, Poisson and uniform PDF which makes 
the individual activity’s in the network having different PDF’s. Therefore, the next 
step is to check the normality assumption of the total PCT of the network. 

By simulating this best fit probability distribution expression on each activity the 
project completion time was computed. The computed results for different PDF’s are 
shown in Figure 4 and 5.  

 

Fig. 4. Completion Time Distribution for narrow Scatter 

 

Fig. 5. Completion Time Distribution for Wide Scatter 
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3.2 Simulation of Project Using the Actual Data 

The probability of the project completion time assuming the normality, beta, exponen-
tial and best fit PDF were tried to be simulated on the theoretical simulation part using 
a randomly generated activity network. As it is explained above, there is a deviation 
from the normality assumption where each activity follows different PDF. Therefore, 
this case study tries to address ascertains that the normality assumption, which  
frequently used in construction simulation studies.  

This paper considers a villa house construction projects from nine construction 
companies. For the purpose of simulation, only excavation and earth work, concrete 
work for sub and super structure, masonry and block work activities were considered. 
As shown in figure 7, the network has 21 activities and the respective mean expected 
time for each activity is shown in Table 2. 

 

Fig. 7. Network diagram for the villa house project 

Table 2. Mean Expected Time for villa house project 

Activity Mean Expect 
time (Days) 

Activity Mean Expect 
time (Days) 

Activity Mean Expect 
time (Days) 

1 3.2 8 1.6 15 6.6 
2 5.1 9 1.9 16 1.7 
3 5.4 10 1.6 17 2.4 
4 2.8 11 2.9 18 2.7 
5 3.0 12 2.7 19 3.6 
6 3.5 13 4.6 20 6.6 
7 4.1 14 1.0 21 8.6 

Analyzing the above network with Normal, Beta, Weibull and Exponential PDF 
for critical activity 1, 2, 3, 9, 13, 16, 17, 18, 20 and 21, Table 3 indicates the project 
completion time for each activity and best fit PDFs is presented Figure 8. The result 
indicated that each activities uses different PDF and the PCTs varies when there is 
changes in PDFs. On the other hand, the normal distribution appears to best fitting for 
activities only for the same PDF throughout the whole activity time. 
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Table 3. The Project Com

  

Project Completion 
Time [days] 

Fig. 8. Best Fit P

mpletion Time of the villa house project using different PDFs 

Probability Distribution Function 
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As shown in the figure 9, dispose and Separate module groups are used with the 
default settings because these modules have no impact on Arena network. The last 
task prior to running the simulation is to construct the completion time histogram. In 
the Expression field the values used to plot the histogram is based on the research 
[11]. For the fields minimum, maximum, and # Cells, enter 5, 25, and 20. The first two 
fields represent estimates of the range of the completion time histogram, and the last 
field gives the number of time intervals on the histogram. Moreover, all the project  
activities are represented in Arena by a process module as shown in the figure 10. 

Consequently the results obtained from Arena Simulation which is the PCT is plot-
ted using a histogram. The simulation is repeated 10,000 times and it depicts that the 
normality assumptions are invalid for different activity PDF.  

4 Conclusion 

In this work two methods of determining completion time distribution were demon-
strated. The first based on a hypothetically generated data and the second on an actual 
construction project. The results of both simulations indicate that different activities 
display different probability distribution function on a same activity network, thereby 
leading to different estimation of project completion time. Thus, the current study has 
demonstrated that, realistic prediction of project completion time shall be carried out 
based on best fit PDFs rather than simply assuming normality.  
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Abstract. Though, there exists advanced ballastless track forms around the 
globe several thousand kilometers of 21st century railway lines are under 
construction with the conventional ballasted tracks. The root reasons mentioned 
here are huge initial investment and the need of advanced technology for 
ballastless tracks. Australian and South African experiences is a good example 
that T-Track economical alternative neither expensive as slab tracks nor 
problematic as traditional ballasted tracks. The spatial dynamic response of T-
track (a.k.a H-Track, Tubular Modular, T-sleeper) has been analyzed by 
developing continuous double beam model (rail and RC beam) and continuum 
subgrade for dynamic analysis using a finite element modeling software - 
ABAQUS. The primary kinematic responses of the track are evaluated based on 
time and frequency domains under different modeling parameters and train 
speed. The effect of vehicle speed on the subgrade structure has been 
investigated under single and an array of moving loads and a comparison is 
made with ballasted track responses from literature and previous studies. Based 
on the T-track dynamic analysis, results are characterized by less subgrade 
deformation under single and multiple moving loads, higher natural frequency 
ranges and less vibration modes (due to being continuously supported), less 
vertical rail stress etc.  These outputs ultimately indicate that T-track can better 
be applied and optimized for wide range of axle load and train speed. 
Specifically, T-Track can suit the climate and topography conditions of Eastern 
Ethiopian where Great Rift Valley and deserts are dominant.  

Keywords: T-Track, Double beam model, Dynamic Analysis, ABAQUS, 
Spatial responses, Frequency domain, Time domain. 

1 Introduction 

The loads imposed on the track structure can be form of repeated vertical, lateral and 
longitudinal forces resulting from traffic and changing temperatures. [16] There are a 
number of track types and forms (ballasted, modified ballasted track types, ballastless 
track forms and others developed to satisfy the heavy axle load and high speed 
demands in the world. T-track (H-Track) is ballastless and sleeperless track structure 
consists of continuously supported rails, twin parallel reinforced concrete beams and 
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transverse steel gauge members to connect the beams and railpads. The main 
advantage of it can be optimized for any axle load and speed and it is found to be 
sound alternative for track construction in some hostile environments such as deserts 
and low laying areas. [5], [6] 

The innovative ballastless structures remain feasible because of the advantages like 
resistance to high dynamic force and less maintenance requirements. However, 
Ballastless track structures lack the resiliency property provided by the ballast bed as 
in conventional track structures. Resiliency requirement in ballastless tracks is met by 
inserting resilient elements such as rail pads, placed discreetly or continuously 
between the rail and the supporting structure. Resilient materials play an important 
role in ballastless track structures by damping of dynamic impact forces and 
vibrations caused by the movement of rolling stock.[15] Being continuously 
supported, T-Track resembles to ladder tracks where the support mechanism is 
similar. [14]  

2 T-Track (Tubular Modular) 

T-Track (TMT) is a ballastless track structure developed in South Africa. The track 
structure consists of longitudinal reinforced concrete beams, which are supported on 
an engineered foundation and held in position by galvanized steel gauge bars. 
Fastening systems that are fixed to steel gussets and stirrups, which encircle the 
concrete beam, hold the rail in place. The track modules are precast off site in lengths 
of 6m and assembled on site.[6], [10] The gauge bars are not embedded in the beams 
rather encircle the beams and fixed with steel gussets and stirrups.  

2.1 Components of T-Track 

a. Gauge Bars 
Galvanized Steel gauge bars are used to maintain the gauge/spacing between the rails 
and connect the concrete beams at a spacing of approximately 3m (depending of 
specific situations). Stress analysis in gauge bars at tangent, curve and transition 
section of the track showed that the top of the gauge bar experienced tension 
regardless of its position in the track. In the transition zone (the largest stress 
occurred), the outside of the gauge bar was in pure tension, and in the circular curve 
in pure compression. However, on the straight portion of the track, the outside of the 
gauge bar experienced, firstly, compression as the train wheel neared the gauge bar, 
tension as the wheel reached the gauge bar and then compression as the train wheel 
moved away. [12], [13] 

 
b. Reinforced Concrete Beams 
The twin longitudinal RC-beams support the rails continuously and distribute wheel 
loads down to the formation layers. The beams are precast off site in a production 
plant at a standard length of 6m module. [6] The beams can be designed for different 
load axle and speed. In tubular modular track, the beams have tube holes – so as 
called Tubular Modular.  
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Fig. 1. Typical Cross Section and Plan View of T-Track Structure (mm) 

c. Formation Layer 
The formation layer is very critical layer responsible to support and transfer the load 
to natural ground and provide some resiliency to the track. In the similar manner to 
ballasted track, low frequency vibration are expected be damped by the formation 
layer. The material specification is required to be high classes of subgrade material 
such as K30 class. The South African experience suggests that the formation layer is 
according to the specification of Highway subgrade material specification. Usually 
multiple composite layers of different property used for formation construction.  

2.2 Advantages of T-Track (TMT) 

The ballastless, sleeperless and modular nature of the track makes it suitable for both 
wet and desert conditions where ballast degradation is problematic, also in mines 
where transportation of the track components is simplified. [6], [10] Extensive testing 
of Tubular Modular Track by independent experts have shown that rail stresses are 
reduced by up to 75% compared to ballasted track systems. The continuously 
supported rail over concrete beams make possible small stress and heavier axle load 
are applied.  Example: 36 tone axle load in Australia and 30 tone in South Africa 
using 48kg/m rail T-track are constructed. In the technical study, significant savings 
are also being realized in the components construction costs such as 40% earthworks 
savings and narrower formation width. T-Track, being ballastless, requires minimal 
and none plant-intensive maintenance below the rails (60% savings on maintenance as 
compared to ballasted track). [5, 10, 11, 1] The cost comparison for the earthwork 
quantity for cut/fill sections between ballasted and T-track shows a remarkable profit 
for similar conditions; 100% ballast volume; 41% on layer works and 29% on land 
saved for cut sections; 33% on layer works and 10% on fill saved for fill section of 
the earthwork. [6] 
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Table 1. Technical comparison Between T-Track & Ballasted track [6] 

T-Track Ballasted Track 

Fully integrated design Empirical design  

Ballastless, sleeperless  Ballasted with sleepers 

Continuous support Discrete support 

Reduced rail stress (lighter 
rail section used) 

Higher rail stress(large rail 
profiles required 

Continuous resilient pad 
(greater dynamic load 
disruption) 

Resilient supplied by ballast 
(compromised by 
contamination of ballast) 

Absolute fixed geometry Unstable geometry 

Reduced rolling stock 
wear, increase comfort 

Wear dependent on sleeper 
and ballast dynamics 

Stable and increase 
passenger comfort 

No fixed dynamic geometry, 
subjected to stability of 
ballast 

Design for desert 
conditions,  drainage 
friendly 

Unsuitable for desert 
conditions , drainage 
problematic 

Minimal maintenance 
required 

Standard complex 
maintenance required 

3 Track Modelling 

For structural analysis of the track, a number of computer packages are available. 
Especially programs based on finite element method can perform very detailed 
analysis of displacements, stresses and strains of track components. However, such a 
modeling of a track structure requires a vast amount of elements, especially under 
loading condition corresponding to a moving train or under other conditions causing 
wave propagation and irregularities. [2] The significance of dimension in track 
modeling is up to the analysis accuracy level required in specific track modeling. The 
complexity and analysis cost also increase as the dimension of the track model 
increase and the more accurate result will be obtained. Because track structure is a 
dynamic system, realistic models that comprise inertia and mass have to be 
considered to fully understand the system performance and response.  

3.1 Modelling Parameters 

The modeling and analysis parameters used in the paper are Ethiopian railway project 
data. The model developed in the analysis use the following parameters and values. 
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Parameters Symbol Value 
Axle load P 25 tones 

Track Gauge Standard gauge 1435 mm 
 

Rail 
Standard rail T50 50 kg/m  
Elastic Modulus,  
E 

210 GPa 

Poisson Ratio, v 0.25 
Density, ρ 7800 kg/m3 

Railpad Stiffness, Kp 50 -500 MN/m 
Damping, Cp 75000  N.s/m 

RC concrete Elastic Modulus 300 KPa 
 
 

subgrade 

Elastic Modulus,  
Ef 

50- 120 MPa 

Stiffness, Kf 170 MPa 
Damping, Cf 31 - 100 KN.s/m 
Density, ρb 1700-2000 kg/m3 

 
Formation 

layer 

Formation 
Stiffness, Kf 

170 MPa 

Formation 
Dampng, Cf 

31 KN.s/m 

3.2 Simplifications and Assumptions 

Here, the model assumes a simplified system, which models the vehicle system’s 
influence as a mass applied on the track system. The following assumptions made to 
develop the required models of the track system for analysis. 
→ The track is symmetry about the center line of the track (middle line)  
→ The loadings are transmitted/distributed on the two rails symmetrically 
→ The contact between the rail and wheels assumed as Hertzian contact theory 
→ Only vertical dynamic movement is studied  
→ Parameters of the track system are constant and linear in geometry 

3.3 Double Layer Beam Models 

When the track structure is schematized as a double beam, as shown in figure 2, the 
top beam represents the rail and the bottom beam models the concrete beams. The 
upper beam has a distributed mass m and a bending stiffness ErIr. The RC beams are 
represented as a continuous beam with a mass m2 and with some non-zero bending 
stiffness EbIb (zero for case of sleeper model in ballasted track). [4] The rail pads with 
a stiffness Kp and a damping Cp and the formation layer can be modeled as elastic 
foundation and/or as solid continuum media.  
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(a)                                             (b) 

Fig. 2. (a) Simplified Model of T-Track on Elastic foundation Assumption (b) Continuum solid 
foundation/formation layer 

3.4 Modeling of T-Track Structure  

The model of the track is an elastically supported continuous double/two-layer beam 
model consisting of rails, longitudinal beams/sleepers, and formation layer. This 
model is relatively resembles to the actual cross section and conditions of track 
structure parts. 

 

Fig. 3. 3D space Double Beam Model (standard T-Track Module) in ABAQUS 

3.5 General Static Response of T-Track 

The static load analysis give a general background for simple and direct response of 
the track. The global beam deflection (rail deflection) and response of the most upper 
components of the track can be identified. In track static analysis, the beam (rail) 
stress and deflection are the primary response quantities that can be easily identified. 

 
 
 
 



 

 

(a)    

Fig. 4. Static Deflection of R
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Fig. 5. The effect of Eigen frequency modes on  rail vertical deflection for 100 and 1000 
modes 

 
Fig. 6. A single rail Node vertical deflection with in all modes of vibration (left) 

3.8 Vibration Modes and Eigen Analysis 

Vibration and eigenvalue analysis is useful to analyze the whole structure and global 
modes of vibration such as the rail vibration can be observed. The simulation view 
shows which component of the track has dominates the most vibration modes. This is 
also very helpful to compare field measured data, which usually not clear which part 
of the track the higher vibration belongs to.  At zero frequency, the track structure 
vibrates in longitudinal and a slight vertical direction.  

The railway track structure starts vibrating in in the longitudinal direction and then 
to lateral direction when the frequency starts to increase from zero. This is true that 
the primary (most) vibrations of track structure usually found in the first few modes 
of vibration. The lowest modes of vibration dominated by the lateral vibrations and 
the modes are mainly the vibration ways of rail on concrete beams. At higher 
frequencies vertical vibration dominate most excitations. In addition, the gauge bars 
start vibrating in the middle (about 150Hz) frequencies into vertical and longitudinal 
directions. 
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(a) 

 
(b) 

 

 
(c) 

Fig. 7. T-track vibration modes (a) vertical and (b) lateral (c) lateral vibration of T-track with in 
low frequency and modes 

3.9 Dynamic Analysis 

The dynamic response of the track system under moving loads at different speeds has 
been studied. The results populated here will determined the allowable speed for the 
acceptable frequency and displacement. The contact definition between the wheel and 
the rail is taken as nonlinear Hertzian contact over closure.  

3.10 Attenuation Capacity 

Attenuation capacity of the railpad is the damping ability of resonance amplitudes in 
the track vibration. It is an important indicator of damping capacity of the railpad and 
other elastic media in the track. The two characteristics of the pad attenuation are 
based on in-service deflection and the difference in acceleration of the rail to that of 
the longitudinal reinforced concrete beam. The different in the acceleration between 
the rail and beam is the attenuation capacity of the railpads. This is an important 
property of the railpads to isolate the vibration of the rail from being transferred to the 
beam and down to the formation layer. The relative velocity of rail and beam is an 
important parameter to examine the dynamic behavior of beam model. 
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Fig. 8. Acceleration attenuation of Rail pads (time, s and acceleration, m/s2) 

At lower modes, the beam and rail vibrate same way but the direction of 
undulation in most of the cases pattern appears opposite. In such cases, the relative 
displacement of the two beams increase and stiffer railpads required to attenuate the 
vibration and decrease the undulation cycle. In other sense, relative resiliencies also 
required in the system to effectively damp the vibration. 

 

 
 

Fig. 9. T-track vertical Vibration (the rail and beam) between the scale of -1 and 1 amplitude 
Vibration modes and Relative vertical vibration of Rail and Beam 

As we can see from the figure 9 above, the rail vertical vibration pattern dominates 
the between 700Hz and 1100 Hz frequency range. After 1200 Hz, the vertical 
deflection of concrete beam dominates the vibration. On the other hand, in the low 
frequency ranges both beams deflect in a similar fashion. This condition explains the 
deflection vibration of the rail tends to be damped after about 1050 Hz and in the low 
range frequencies both beams vibrate in similar fashion up to about 200 Hz. The 
railpad does its job to damp the vibration after this frequency. It is visible between 
550 Hz and 1100 Hz the rail vibrate with larger amplitude than the concrete beam.  

Therefore, we can identify about four ranges of frequency that the track likes to 
vibrate. It is visible that the lower range frequency (0 to 300 Hz) vibrations are 
counteracted by less stiff or soft railpads. In the middle interval (350 to 700 Hz) 
medium stiff springs dominate the vibration. As the frequency intensifies in the high 
frequency range (700 to 1100 Hz), stiffer springs vibrate peak amplitudes and other 
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springs vibrate with high amplitude.  In the last domain higher vibration range, the 
vibration amplitude tends to damped out where high stiffness springs have small 
deflection; however track with softer railpad dominate the vibration.  

 

 

Fig. 10. Track vibration deflection for varying railpads Stiffness 

 

 

Fig. 11. Effect of subgrade Modulus on rail & subgrade displacement at lower frequency (Hz) 

3.11 Study the Effect of Train Speed 

Without doubt, railway transport networks have been regaining their importance in 
recent decades due to the efficiency and environmentally friendly technologies, which 
has led to increasing train speeds, higher axle loads and more frequent train usage. It 
was as early as 1938 when De Nie observed dynamic deflection increases due to 
speed effects in combination with poor subgrade conditions. It has been observed that 
running high speed trains on railway tracks, constructed on soft ground, induces high 
levels of vibration in the track and the surrounding area. These vibrations can result in 
the rapid deterioration of the track structure, causing derailment and ground failure in 
the worst scenario. The train speed has a direct relation to the subgrade deformation 
and its stiffness property, Kf. A critical velocity, Vcr (a speed that increases the beam 
displacement dramatically) of the beam-foundation system presented by Kenny [8]: 

  

where, K = stiffness, E= Elastic Modulus, I= Area moment, ρ density. 
 
From the analysis result as shown in the figure 15 (a) to (d) there is a variation in 

deflection of the roadbed from 33.33m/s to 80m/s train speed.  
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(a)     (b) 

  
(c)     (d) 

 

Fig. 12. Deflection of the roadbed (a) 33.33m/s train speed (b) 50m/s train speed (c) and (d) 
80m/s train speed 

According to the study of Suiker and De Borst (1999), the lowest critical state is 
mainly determined by the train speed not influenced by other excitation sources such 
as sleeper spacing in ballasted track. On this basis, the assumption of constant moving 
loads is reasonable for studying the train speed effect. At a time of 1.5sec and running 
speed of 80m/s, the deflection of the roadbed appears in scattered regions and local 
deformation of the roadbed will occur in the track (figure 12 (d)). 

The vector diagram shows that the roadbed particles follow a spinning movement 
just after the load passes that particular location (see figure 13). The amplitude of 
circular motion of roadbed particles depends on the ratio of wave speed propagated 
with in the roadbed body to the train speed. When frequency of vibration increases as 
the train speed increase, the wave speed in roadbed elements also increase. Then 
failure of roadbed/subgrade occurs when the ratio of the velocities greater than the 
limit. This needs further study.  

 

 

Fig. 13. subgrade particles acceleration under multiple moving loads- a vector diagram  
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3.12 Effect of Platoon Moving Loads 

A moving load is often modeled as a single load with point distribution. In reality, 
spatial distributions of wheel-rail-track interface is more complex than a point 
contact. In addition, dynamic response of a beam to an array of moving loads mimics 
a platoon of vehicles traveling along a railroad. [7] Similar track modeling parameters 
used to compare spatial response outputs of single wheel load and platoon loads and 
special concern given to the subgrade layer responses. Taking T50 conventional train 
parameters a is 2.6m and b is 4.6m, and a 25 tone axle load, the effect of platoon 
moving wheel load as shown in figures below. The effect of single wheel load model 
and multiple platoon moving loads is obviously different. Under similar modeling 
parameters and steady train speed, the kinematic responses of the track are different 
and multiple load models give higher displacement and stress. 

 

 

Fig. 14. Roadbed stress under multiple moving wheel loads at 40m/s train speed 

 

 

Fig. 15. Roadbed Displacement profile under multiple moving load 

4 T-Track for Ethiopian Railway Projects 

There are huge technical savings during construction and in-service maintenance as 
compared to conventional ballasted track. The first technical point is prefabricated 
and modular nature of the track supper structure. This simplifies the design and 
construction process and ensure quality of the track with fast construction duration. 
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The track laying work can be done with in a narrow working space. In addition to 
economic benefit, dynamic response of the track is found to be stimulating. The rail 
stress level obtained from the analysis significantly lower than ballasted track.  

T-Track is recommended for Ethiopian Railway projects due to the following 
reasons and advantages.  
• The planned and under construction track lines pass through Great Rift Valley 

and desert regions where vast sand and silt soil dominate. T-track can be the 
economic solution to alleviate ballast contamination problems 

• Due to sand blow in the eastern Ethiopia deserts, clogging of ballast and other 
granular voids will prevent ease drainage. In case of seasonal rainfall the track 
will erode and failure of track results. To avoid such causalities, T-track is good 
alternative. 

• Due to less maintenance requirement it is highly recommended 
• Due to its suitability, T-track will fit the platform requirement of Addis Ababa 

light rail transit system 
• The technology can be easily adapted without difficulties for the local manpower 

and technicians. 
• In case of track upgrading and replacement, T-track is very simple and cab be 

effectively upgraded old railway lines can be effectively replaced with T-track. 

5 Conclusion 

The two parameter model (double beam model) with elstic foundation model of 
formation layer and solid continuum element result similar results as long as the same 
constraints and  parameters are applied. From the simulation and analysis results the 
following concluding remarks are forwarded.  

• Multiple wheel load model results higher dynamic effect than single moving load 
so it is realistic to consider the platoon moving loads in modeling so that the 
ultimate stress and spatial outputs can be accurately calculated.  The vibration 
generated by multiple wheel loads was observed that front wheel starts damped 
out immediately after the load removed. As the speed of the train increases, 
another vibration induced on that particular point before the first vibration 
dissipates. Therefore, a serious of connected vibration amplitudes will be 
propagated in the track body.  

• The direction of wave about a specific point creates an epicenter for the spinning 
movement (vortex) of subgrade particles. At the local rotational points, very high 
stress will be generated that will cause roadbed failure.  

• The track structure starts to vibrate in longitudinal direction at zero frequency and 
then to lateral direction, following the vibration way of rails over concrete beams.  

• Transverse steel gauge members start vibrating at about middle modes frequency 
(about 150Hz). This indicates the track’s stability (rigidity) in the lateral direction. 
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• Being continuously supported the rail stress is found to be less that implies 
smaller rail sections can be used for the same loading and speed to ballasted 
tracks. In addition, the assembly of rail, beam and steel gauge creates a rigid 
frame that can bridge irregularities over uneven subgrade. 

• The frequency ranges and vibration modes indicate that the track can sustain 
strong vibrations. This is due to the presence of continuous support railpads. 
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Abstract. This paper attempts to apply data compression based simi-
larity method for plagiarism detection. The method has been used earlier
for plagiarism detection for Arabic and English languages. In this paper
we utilize this method for Czech language text from a local multi-domain
Czech corpus with 50 original documents with non-plagiarized parts, and
100 suspicious documents. The documents were generated so that every
document could have from 1 to 5 paragraphs. The suspicion rate in the
documents was randomly chosen from 0.2 to 0.8. The findings of the
study show that the similarity measurement based on Lempel-Ziv com-
parison algorithms is efficient for the plagiarized part of the Czech text
documents with a success rate of 82.60%. Future studies may enhance
the efficiency of the algorithms by including combined and more sophis-
ticated methods.

Keywords: similarity measurement, plagiarism detection, Lempel-Ziv
compression algorithm, plagiarism in Czech, data compression, plagia-
rism detection tools.

1 Introduction

The research to find plagiarized texts came as an answer to the massive increase
in written data in various fields of science and knowledge and the urge to pro-
tect intellectual property of authors. Many text plagiarism methods have been
utilized for this purpose.

Similarity detection covers a wide area of research including spam detection,
data compression and plagiarism detection. In addition to that, text similar-
ity is a powerful tool for documents processing. Plagiarism detection includes
many texts documents such as, students’ assignments, postgraduate theses and
dissertations, reports, academic papers and articles. This paper investigates the
viability of the similarity measurement based on Lempel-Ziv comparison algo-
rithms for detecting plagiarism of Czech texts.
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2 Methods of Plagiarism Detection

The similarity measure approach is one of the most used approaches to detect
plagiarism. To a certain extent, this method resembles the methods used in infor-
mation retrieval in that it decides the retrieval rank by measuring the similarity
to a certain query.

Generally speaking, we may rank the similarity-based plagiarism detection
techniques as: text based techniques that depend on cosine and fingerprints as
in [1,2], graph similarity that depend on ontology [3,4] and line matching as in
bioinformatics [5].

On the other hand, some machine techniques have demonstrated high ac-
curacy as in the case of k-nearest neighbors (KNN), artificial neural networks
(ANN) and support-vector machine learning (SVM).

KNN depends on the idea of X member and its relation to its nearest neighbor
n. Winnowing algorithm [6] is one of the widely used algorithms in this regard. It
depends on the selection of fingerprints of hashes of k-grams. The idea is based on
the optimization of results by trying the variations of the n value and how distant
or remote is x to its neighbors. In this case, plagiarism is decided on whether or
not x falls into the neighboring members, and the number of neighbors. One of
the drawbacks of this technique is its slow computational processing because it
requires calculation of all the remote and distant members.

The ANN learning classifier functions by modeling the way the brain works
with mathematical models. These two are commonly represented (to serve the
purpose at hand) by plagiarized and non-plagiarized texts. It resembles the mech-
anism of human neutron with other neurons that work in another brain layer.
In addition to the efficiency of this technique to detect plagiarism, it has also
proven very effective in other areas such as speech synthesis.

SVM is a statistical classifier that deals mainly with text. This technique
tries to find the boundaries between the plagiarized and non-plagiarized text by
finding the threshold for these two classes. The boundary set is called support
vectors.

Text similarity measurement can also be used for data compression. Platos et
al. [9] utilized similarity measurement in their compression algorithm for small
text files. Some other attempts to use the similarity measurement for plagiarism
detection include Prilepok et al. [7] who used this measurement to detect pla-
giarism of English texts and Soori et al. [8] who used the technique to detect
plagiarism of Arabic texts. The idea of [7] and [8] was originally inspired by
Chuda et al. [10]. In this paper, we utilize the same method to detect plagiarism
of Czech texts.

3 Similarity of Text Plagiarism Detection by Compression

The main property in the similarity is a measurement of the distance between two
texts. The ideal situation is when this distance is a metric [11]. The distance is
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formally defined as a function over Cartesian product over set S with nonnegative
real value [12,13]. The metric is a distance, which satisfies four conditions for all:

D(x, y) ≥ 0 (1)

D(x, y) = 0;x = y (2)

D(x, y) = D(y, x) (3)

D(x, z) ≤ D(x, y) +D(y, z) (4)

Conditions 1, 2, 3 and 4, above are called: nonnegative, identity, symmetry
and the triangle inequality axioms respectively. The definition is valid for any
metric, e.g. Euclidean Distance. However, applying this principle into document
or data similarity is rather more complicated than that.

The idea behind this paper is inspired by the method used in Chuda et al. [10].
This compression method uses Lempel-Ziv compression algorithm and it is used
for text plagiarism detection to detect similarity [16]. The main principle here
is the fact that the compression becomes more efficient for the same sequence of
data. Lempel-Ziv compression method is one of the currently used methods in
data compression for various kinds of data such as, texts, images and audio [17].

4 Creating Dictionaries out of Documents

Creating a dictionary is one task in the encoding process for Lempel-Ziv 78
method [16]. The dictionary is created from the input text, which is split into
separate words. If a current word from the input is not found in the dictionary,
this word is added. In case the current word is found, then the next word from
the input is added to it. This eventually creates a sequence of words. If this
sequence of words is found in the dictionary, then the sequence is extended with
the next word from the input in a similar way. However, if the sequence is not
found in the dictionary, then, it is added to the dictionary with the increased
number of sequences property. The process is repeated until we reach the end of
the input text. In our experiment, every paragraph has its own dictionary.

5 Comparison of Documents

Comparison of the documents is the main task at hand. One dictionary is cre-
ated for each and every compared file. Next, the dictionaries are compared to
each other. This aims at comparing the number of common sequences in the dic-
tionaries. This number is represented by the parameter in the following formula.
The formula below is a similarity metric between two documents.

SM =
sc

min(c1, c2)
(5)
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Where:

– sc is a count of common word sequences in both dictionaries,
– c1, c2 is a count of word sequences in the dictionary of the first or the second

document.

The SM value is in the interval between 0 and 1. If SM = 1, then the doc-
uments are similar. However, if SM = 0, then the documents have the highest
difference.

6 Experimental Setup

In our experiments we used a local small corpus of Czech texts from the online
newspaper iDNES.cz [18]. This corpus contains 4850 words. The topics were
collected from various news items including sports, politics, social daily news
and science. In our experiment, we needed to have suspicious document collection
to test the suggested approach. We created 100 false suspicious and 50 source
documents from the local corpus by using a small tool that we designed to create
source and suspicious documents as described in the next sub-section.

6.1 Document Creator Tool

The purpose of the document creator tool is to create some documents to be
used as testing data. The tool is designed as follows. We split all the documents
from the corpus into paragraphs. Next, we labeled each paragraph with a new
tagged line for quick reference that indicates its location in the corpus. After
that, we created two separate collections of documents from this paragraphs
list: a source document collection and a suspicious document collection. Finally,
we randomly selected one to five paragraphs from the list of paragraphs. The first
group is added to a newly created document and marked as source documents.
We repeated this step for all the 50 documents. The collection we have contains
120 different sets of paragraphs.

The same steps were repeated for the group of created suspicious documents.
We randomly selected from each suspicious document one to five paragraphs.
Then, the tool randomly selected the paragraphs. Each document contains some
paragraphs from the source document created earlier, and some unused para-
graphs. We repeated these steps for all the 100 documents. To create the list of
suspicious documents, we used 227 paragraphs out of the 109 paragraphs from
the source documents, and 118 unused paragraphs from our local corpus. For
each of the created suspicious document, an XML description file is made. This
file includes information about the source of each paragraph in our corpus, its
starting and ending point, byte and file name. We repeated this step for all the
100 documents.
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6.2 The Experiment

The idea of comparing a whole document where only a small part of it is plagia-
rized is futile for the reason that the plagiarized part may only be a small chunk
hidden among the total volume of text in the new document. Hence, splitting the
documents into paragraphs is essential. We chose paragraphs, because we believe
they retain some better characteristics than sentences in terms of carrying more
sense words, and they are not affected by stop words, i.e. preposition, conjunc-
tives, etc. We separated paragraphs by a line separator and created a dictionary
for each paragraph from the source document, according to the steps mentioned
earlier. From the fragmentation of the source documents, 120 paragraphs and
their corresponding dictionaries were made. These dictionary paragraphs were
used as reference dictionaries to be compared against the created suspicious
documents.

Similarly, the suspicious document sets were processed in the same manner.
The suspicious document were fragmented into 227 paragraphs. Next, a corre-
sponding dictionary was created using the same algorithm, without removing
stop words in this step. After that, this dictionary is compared against the dic-
tionaries from the source documents. To accelerate the comparison speed, only
a subset of the dictionaries were chosen for comparison for the reason that com-
paring one suspicious dictionary to all source dictionaries is time consuming. We
chose the subset as per the size of a particular dictionary with a tolerance rate
of 20%. For instance, if the dictionary of the suspected paragraphs contains 122
phrases, we choose all dictionaries with number of phrases between 98 and 146.
The 20% tolerance rate improves the comparison speed significantly. We believe
that this tolerance rate does not affect the overall efficiency of the success rate
of the algorithm. Accordingly, the paragraph with the highest similarity to each
paragraph of the tested paragraph is spotted.

6.3 Stop Words Removal

The removal of stop words increases the accuracy level of text similarity detec-
tion. In our experiment, we removed stop words from the text. We used a list
of Czech stop words from Semantikoz [19]. The list of the stop words we used
contains 138 stop words. The algorithm we used is modified so that after the
fragmentation of the text, all stop words are removed from the list of paragraphs
and the remaining words are processed by the same algorithm.

7 Results

This paper uses the terms: plagiarized document, to refer to a document which
the PlagTool managed to find all its plagiarized parts from the attached annota-
tion XML file; partially plagiarized document, to refer to a document which the
PlagTool managed to find parts of it to be plagiarized in the attached annotation
XML file (for example, 3 out of 5 parts of the original document); non-plagiarized
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Table 1. Results

Success rate

Plagiarized documents 76/ 92 82.60%

Partially plagiarized documents 16/ 92 17.40%

Non- Plagiarized documents 8/ 8 100.00%

document, to refer to a document which the PlagTool did not manage to find
any plagiarized parts of it in the annotation XML file.

In our experiments we found 86.60% plagiarized documents, 17.40% partially
plagiarized documents and 100% non-plagiarized documents.

In case of partially plagiarized documents, we encountered suspicious para-
graphs in another document, or paragraphs with higher similarly rate as another
a paragraph with the same similar content. This case occurs if one of the para-
graphs is shorter than the other.

8 The PlagTool and Visualization of Document Similarity
in PlagTool

The PlagTool aplicattion is devided into four parts. Three parts show document
visualisation and the last part shows the result.

In the PlagTool, we have used three visual representations for showing para-
graph similarity. These help the user to identify the suspicious documents and
identify their locations.

The first representation is a line chart. The line chart shows the similarity
for each suspicious paragraph in the document. The user may easily locate the
plagiarized parts of the document and the number of the plagiarized parts where
higher similarities represent paragraphs with more plagiarized content, as shown
in figure 1 where paragraphs two and three are plagiarized.

The second representation is a histogram of document similarity. The his-
togram depicts how many paragraphs are similar and accordingly how many
paragraphs are plagiarized. This is shown in figure 2.

The last visual representation is used to show the similarity in the form of
colored highlighted texts. Five colors have been used. The black color is used
to show the source document. The red color indicates that the paragraph has
a similarity rate greater than 0.2. The orange color shows the paragraphs with
lower similarity ranging between less than 0.2 and 0, where the paragraph has
only few similar words with the source document. The green text indicates that
the paragraph is not found in the source document and accordingly it is not
plagiarized. The blue color indicates the location of the plagiarized paragraph
in the source document. A snapshot of PlagTool, with the color functions, are
depicted in figure 3.

As shown in figures 1, 2, 3, the left table shows all paragraphs from the selected
document, starting and ending byte (file location) in the document, the detected
highest similarity rates, name of the document with the highest similarity rate
and its starting and ending bytes.
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Fig. 1. PlagTool: line chart of document similarity

Fig. 2. PlagTool: histogram of document similarities
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Fig. 3. PlagTool: colored visualization of similarity

The middle table opens suspicious document with color highlighting. The
color highlighting helps the user to easily identify the plagiarized paragraphs.
The part on the right side shows the content of paragraphs with the highest
detected similarity to source documents. This helps the user to compare between
the content of the paragraph from the suspicious document and the paragraph
from the source document.

The bottom part displays information about the results using three tabs. The
first two tabs show various charts of the selected suspicious document. These
charts give the user information about the overall rate of plagiarism for the se-
lected document. The last tabs shows information about the suspicious document
from the testing data set. It also shows which paragraphs are plagiarized, and
from which document they were copied. This information is useful for validating
the success rate of plagiarism detection.

9 Conclusion

In this paper, we applied the similarity detection algorithm used by Prilepok et
al. [7] for plagiarism detection of English text, and Soori et al. [8] for plagiarism
detection of Arabic text on a dataset for Czech text plagiarism detection. We
also confirmed the ability to detect plagiarized parts of the documents with the
removal of stop words, as well as the viability of this approach for Czech language.
The algorithm for similarity measurement based on the Lempel-Ziv compression
algorithm and its dictionaries proved to be efficient in detecting the plagiarized
parts of the documents. All plagiarized documents in the dataset were marked
as plagiarized and in most cases all plagiarized parts were identified, as well as,
their original versions, with a success rate of 82.6%.
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Abstract. Main purpose of the paper is comparison of throughput of
AJAX and JSP solution in highly loaded part of JavaEE information sys-
tem. Prepared performance tests and observed values of response time
and utilization of resources push us to investigate cause of low through-
put of whole information system infrastructure.

Keywords: performance test, JavaEE, AJAX, JSP, IBM WebSphere
Portal, JBoss Cahce.

1 Introduction

A university developed and maintains own information system EdISoN [11] that
provides much functionality for students, researchers and employees. Perfor-
mance of the system is sufficient in most days in years, but there are two big
peeks, before each semester. All students of faculty create their individual sched-
ules. To prevent overloading of infrastructure are students separates to group by
year of study and study results to 10 groups. Despite this system infrastructure
must serve more than 3000 requests in 10-15 minutes.

Students often complain of slowness and freezing of individual schedule cre-
ation functionality. There was no acceptable way to increase number of licenses
and upgrade of hardware to handle these 15 minutes peeks.

Our work was focused to rewrite the concerned functionality with usage of
AJAX technology [8] to save server resources and increase of throughput of
system. New solution was put under performance test [1] to compare response
time and throughput of system.

After AJAX solution was deployed on server and put to stress by students,
solution was evaluated by them via short questionnaire.

The main goal was compare increase effectiveness of new solution based on
AJAX technology with previous solution coded via JSP pages on portal server.
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2 Examined Application and Overload Peaks

2.1 Application and Known Problems

A department of computer science used to use self-development information
system [12] from 1995 to handle common agenda of education and management
system. Positive experience caused extension of usage of the system to whole
faculty.

As result of the continuous positive experience was decided to use
self-development information system for whole university 15 years ago.

Unfortunately design and implementation of existing system was inconvenient
to handle so big extend of users and functionality. The development of new in-
formation system named EdiSoN started 10 years ago from scratch. Project
stakeholders decide to use IBM WebSphere Portal [4] solution with JSP technol-
ogy [9]. First release Project was deployed in 2005. Maintenance and development
of the system is still in progress. The functionality of the system is still extended
to handle new futures based on users requirements.

One of main future of system for student is possibility to create individual
study schedule. The process contains three main steps. First of all student select
their desired subjects. Based on the number of students in particular subjects
faculty publish list of lectures and labs with defined time and lecturer and ca-
pacity. At the end students can sign in to the preferred lectures and labs until
capacity is fulfilled. The last step is most difficult one because faculty has about
1500 students and almost all of theme wants sign in their preferred lectures and
labs as soon as possible. That means almost all students create their individual
schedules immediately after sign in is launched. Current infrastructure cannot
handle so many request therefore student are separated to groups to decrease
number of concurrent users. Nevertheless biggest group contain 600 students
and many of them complaints about big response time, freezing and other errors
typical for overloaded systems.

2.2 Selected Solution

The problem with response time and overall throughput of system was only in
functionality of individual schedule creation that is used two times per year.
To minimize required effort and resources to resolve the problem stakeholders
decide to re-implement only requests and page for individual schedule creation.
Old solution with JSP components was replaced with AJAX that still use same
business logic implemented in EJB as previous JSP pages.

2.3 Java EE Application and Deployment Description

The information system consists from two WebSphere Portal deployed on two
servers . Both of servers are connected to aplication server [3] that is connected to
database server, provided by DB2 server. Web requests are distributed by proxy
server based on request subnet and web server load. Hardwer specification is
denoted in table 1.
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Table 1. Hardwar specification

Proxy Portal1 & 2 Application Database

HW

CPU Intel(R) Xeon(R)
E5-2660 v2 E5-2665 0 E5-2660 v2 E5-2660 v2

Count 2 2 12 6
Freq 2.2GHz 2.4GHz 2.2GHz 2.2GHz
RAM 4GB 16GB 16GB 24GB

OS CentOS 6.4 Red Hat Enterprise Linux Server release 6.4

SW Nginx 1.6 IBM WS Portal
Server 8.0.0.1

IBM WS AS
8.5.5.0

IBM DB2 Wg.
Ser. Ed. 10.1

3 Performance Test Configuration

Performance test infrastructure [7] was assembled from computers of one of our
student computer lab. Unfortunately between test agents and the information
system was quite wide network infrastructure but it doesn’t lead to significant
result distortion .

As performance test tool was used IBM Performance Tester 8.2 that is based
on open source project Eclipse Test & Performance Tools Platform Project.

Performance test script [2] was designed to simulate students’ behavior
with is:

1. Login to system
2. Go to page with schedule
3. Select subject.
4. Select favorite courses or labs.

The test script was created quite straightforward to this behavior [7] [6]. After
virtual user get page with schedule, AJAX request and response are processed
in cycle to simulation of selection of several subjects and courses or labs. Ajax
request and response was handled using custom code block that parse response
and extract possible subjects and schedule activities and chose randomly one.

The last optimization of script was connected with problem in login phase
and information system proxy server setting. Login page with SSO technology
has not enough throughputs to handle all virtual users at time so we added
startup delay for virtual users to distribute login in time. Proxy server was
setup to balance load based on source subnet of request that fails for agents
from one subnet. The simplest solution at the time was bypass the proxy server
and directly access servers with deployed portals and distribute request using
data pool mechanism build in performance test tool.

Scripts for the old pages based on JSP technology was almost same only
parsing of possible schedule activities was redesigned to handle standard HTML
page content.

Monitoring of system was handled by HypericHQ 5 that monitor standard pa-
rameters like processors utilization, memory utilization, amount of disk operation,
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and amount of data transfer through network etc. Another important attribute
for monitoring was amount of scheduled activities for all students stored in
database.

4 Performance Tests Runs

First test was run with 300 virtual users directly to one of the portal with
pages using new AJAX solutions. Result was in expectable range of values with
comparison to previous experience (Fig. 1, Tab. 2). Now we want to increase load
to utilize more of the infrastructure resources. Main resources utilization was on
portal and application servers but it was only 20% utilization of processors in
average.

Fig. 1. First test response time graph

Table 2. Performance counter values for first test run

Response Time [ms] Rate [per
sec]Min Average Max σ

Login 4106 6230.6 27535 2115.6 0.77

Edison main page 3709 19513.5 107634 12224.7 1.54

Select study relation 528 4551.7 14690 2051.5 0

Show schedule 598 4671.4 47331 2101.9 0

Select Subject 133 4097 49782 2074.5 2.31

Select course and Labs 53 4353.6 47946 2656.9 6.15

Logout page 53 2308.3 23413 1761.2 0.77

We run script with 500 users but response time increase to 17s in average
for schedule creation and processor utilization remain same. All other monitored
resources as memory, disk operation and network were not fully utilized too.
We minimize sleep time between requests in performance scripts to gain bigger
processor utilization but with no success.
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4.1 Search for Bottleneck

Somewhere in system was hidden throttle that cause low throughput of requests
and low utilization of all monitored resources. We don’t have any track to the
problem. We run many experiments with different settings to discover throttle.

Experiments:

1. First pages with login (SSO technology) generate quite long response time.
Most of students login into system before startup of schedule creation and
wait to proper moment. Startup delay was added for virtual users to dis-
tribute login in time and synchronization point was added into script that
allow hosted synchronize all virtual clients on all agents. With the synchro-
nization point users starts create schedule at same time as real students
does.
Result: After synchronization point system was utilized only by requests
related to schedule creation.

2. Split request to both portal servers through redirect script from direct portal
access to proxy server.
Result: Proxy server was setup to balance load based on source subnet of
request that fails for test agents from one subnet.
Changes: The simplest solution at the time was bypass the proxy server and
directly access servers with deployed portals and distribute request using
data pool mechanism build in performance test tool to both of them.

3. Test performance of both portal servers together.
Result: Amount of scheduled activities stored in database was same. Re-
sponse time of requests was almost two times longer.
Changes: Reconfigure Apache server to not wait for synchronization.

4. Log duration of most important methods in processing requests.
Result: Method which save scheduled activity – duration in average 0.2s.
All requests call another two methods to list offered activities. Each of the
methods was duration 2s in average. Main HQL query last for 10ms. Rest of
time was spent to iterate objects of offered courses and labs.

5. Application server utilizes only 50 threads from (80 allowed). Small servlet
was implemented to call directly EJB components to utilize more threads
and processor’s cores.
Result: Utilization of processors and threads was smaller.

6. Source code optimization.
Result: Performance slightly increased.

7. Increase number of dedicated thread in application server and increase of
maximum allowed opened files on database server. Result: Performance
slightly increased. But performance of all other pages in information sys-
tem was lower. Changes: Team experimentally detected number of allowed
thread to optimize performance of schedule creation and other pages.

These experiments allows us increase performance of schedule selection, but
difference between new AJAX solution and previous JSP solution was small and



178 D. Ježek and R. Liebzeit

do not fulfill our expectation. Utilization of CPU cores was maximally around
50%. Finally we found main bottleneck.

4.2 Main Cause of Low Throughput

We have no glue where to search solution to increase throughput and perfor-
mance of system. Fortunately one member of our team remembered previous
problems with JBoss Cahce [10] so we decide try to switch off the cache and
performance of portals and was increased significantly. Maximal utilization of
processor cores was over 80%.

JBoss Cache was source of problem in 2010 when after upgrade of application
server from version 7.0.0.3 to 7.0.0.5 which cause upgrade of IBM JDK. After
that update bigger load of users cause low CPU utilization and long response
time. That behavior was observed on operating system SLES 11 but on operating
system SLES 10 and Red Hat Enterprise Linux 5 work system without problems.

Another several experiments allow us optimizes setting of all parameters for
new configuration of system without JBoss Cache. Response time for pages re-
sponsive for creating student’s schedules was decreased from 4s and 21.5s for
system with JBoss Cache to 2.2s and 2.8s for system without JBoss Cache (Fig.
2 , Table 3).

With JBoss Chache Without JBoss Cache

Fig. 2. Performance graph for comparison with and without JBoss Cache

Table 3. Performance counters values with and without JBoss TreeCache

With JBoss TreeCache Without JBoss TreeCache
Response Time [ms] Response Time [ms]

Min Avg Max σ Min Avg Max σ

Login 4074 4087 4211 0 4093 4123 4237 0

Edison main page 3587 3813 6916 313 3742 3858 4294 57

Select study relation 506 579 1445 74 497 546 825 29

Show schedule 579 675 1127 50 1788 7928 17558 3484

Select Subject 259 4064 10202 1279 88 2253 13596 945

Select course and Labs 2595 21576 39910 5968 171 2879 13610 658

Throughput average 1388 selected courses per min 7253 selected courses per min
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Another experiment was designed to verify behavior of system under load of
1700 users that corresponds to number of all students in our faculty plus some
reserve. Results show that system was able to handle requests in acceptable time
(Fig. 3, Table 4).

Fig. 3. Performance graph for run with 1700 users

Table 4. Performance counters values for run with 1700 users

Response Time [ms]
Min Average Max σ

Login 4100 7268.2 56563 4557.4

Edison main page 3706 13407.2 51128 12524.8

Select study relation 501 3864.4 33300 4467.6

Show schedule 2230 12287.5 42760 7405.3

Select Subject 83 6673.8 67027 4505.3

Select course and Labs 62 7553 73982 4560.4

Throughput average 10028 selected courses per min

Now we were able to perform comparison of AJAX and JSF solution that
produce reasonable results.

4.3 Comparison of AJAX Speedup to JSP Solution

System was correctly configured and there was observed no strange behavior.
Utilization of processor cores, memory, disk and network was proportional to
system load. Now we were able to measure speed up of new solution that use
AJAX request to obtain data form server. Process of creating HTML code to
present data to user was transfer from web portal to client web browser. Old
solution use JSP pages that prepare HTML code on server side. Because system
run under portal solution not only HTML code for represent new data must
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be created but there is also created code for portal wrapper components. Both
solutions use same enterprise beans so, gathering data from database generate
same load on application server.

Measurement data (Fig. 4, Table 5) shows that speedup for observed pages
were 6.4 times and 3.8 times in average. We can deduced that speedup of some
pages is around 5 times for AJAX technology that override JSP processing and
portal page construction.

Effort required to reimplementation of those pages was 999 man-hour. In
comparison with price of better hardware is much more effective especially in
case of local peek that use only small part of functionality of information system.

Previous JSP solution New AJAX solution

Fig. 4. Performance graph for comparison JSP and AJAX solution

Table 5. Performance counters values for JSP and AJAX solution

JSP solution AJAX Solution
Response Time [ms] Response Time [ms]

Min Avg Max σ Min Avg Max σ

Edison Welcom page 1823 1834.3 2028 0

Login 1432 1450.2 1971 33.3 4107 4126.3 4311 0

Edison main page 1332 3261.6 15622 2937.5 3734 3852.7 4865 88.7

Select study relation 493 1581.1 7527 1768 505 555.3 852 33.3

Show schedule - first 169 464.3 2205 339.3

Show schedule 2069 4713.3 11434 1770 2391 4096.3 7823 1102.8

Select Subject 2247 5593.9 14478 764.3 45 871.7 4511 344.1

Select course and Labs 2303 5806.6 14493 715.5 5 1504.1 5676 584.6

Throughput average 1388 selected courses per min 7253 selected courses per min

4.4 Comparison of AJAX Speedup to JSP Solution

System was correctly configured and there was observed no strange behavior.
Utilization of processor cores, memory, disk and network was proportional to
system load. Now we were able to measure speed up of new solution that use
AJAX request to obtain data form server. Process of creating HTML code to
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present data to user was transfer from web portal to client web browser. Old
solution use JSP pages that prepare HTML code on server side. Because system
run under portal solution not only HTML code for represent new data must be
created but there is created code for also for portal wrapper components. Both
solutions use same enterprise beans so, gathering data from database generate
same load in all solutions.

Measurement data shows that speedup for observed pages was 6.4 times and
3.8 times in average. We can deduced that speedup of some pages is around
5 times for AJAX technology that override JSP processing and portal page
construction.

Effort required to reimplementation of those requests and page was 34 man-
hour. In comparison with price of better hardware is much more effective espe-
cially in case of local peek that use only small part of functionality of information
system.

4.5 Questioner

Test results show great speedup of system, but experience of students may be
different. Experience of users is on of metrics for usability testing [5] [1]. We
decide investigate users experience with schedule creation during performance
peek by short questionnaire.

Developed questionnaire evaluates experience of users witch tuned system.
Questionnaire consists from 10 questions. We send email with link to online
questionnaire to 2531 students of our faculty. Students as anonymous questioners
fill 811 (32%) questionnaires, 228 (9%) students just open questionnaire and
don’t respond any questions, rest of students 1492 (58.9%) don’t respond to
email.

The most important result for us was information about speed of appli-
cation. Questionnaire contains two question related to speed of application.
First was question if speed of application is sufficient (Fig. 5). Second was
if speed of application was better (subjectively) with comparison to previous
years (Fig. 5).

Is speed of application sufficient? Is speed of application better?

Fig. 5. Questionnaire results

Most unpleasant result from questionnaire was that over 50% of student from
first and second year of study get error during schedule creation.
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5 Conclusion

Main purpose of our experiments was measure speed-up of newly implemented
part of Edison information system for creation of individual student’s schedules.
Previous solution was implemented with JSP under IBM WebSphere Portal.
New solution use AJAX technology to override rendering of full HTML page on
server side.

We found badly functional component (JBoss Structural Cache) during the
experiments. The component cause poor throughput of system. After switch off
of the component response time for database read-only request was two times
shorter and response time for database write request was seven times shorter.

Comparison of JSP in portal page and AJAX implementation after switch off
JBoss Structural Cache component shows 6 and 4 times shorter response time
for both requests, that we was focused on.
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Abstract. In the health care monitoring, data mining is mainly used for 
classification and predicting the diseases. Various data mining techniques are 
available for classification and predicting diseases. This paper analyzes and 
evaluates various classification techniques for decision support system and for 
assisting an intelligent health monitoring system. The aim of this paper is to 
investigate the experimental results of the performance of different 
classification techniques for classifying the data from different wearable sensors 
used for monitoring different diseases. The Base Classifiers Proposed used in 
this work are IBk, Attribute Selected Classifier, Bagging, PART, J48, LMT, 
Random Forest and the Random Tree algorithm. Experiments are conducted on 
wearable sensors vital signs data set, which was simulated using a hospital 
environment. The main focus was to reduce the dimensionality of the attributes 
and perform different comparative analysis and evaluation using various 
evaluation methods like Error Metrics, ROC curves, Confusion Matrix, 
Sensitivity and Specificity. Experimental results reveal that the proposed 
framework is very efficient and can achieve high accuracy. 

Keywords: Classification, Attribute Selected Classifier, Bagging, wearable 
sensors. 

1 Introduction 

There is growing need to supply constant Health Care Monitoring (HCM) and support 
to patients with Chronic Diseases (CD) especially the disabled, and elderly. Wireless 
sensor networks (WSNs) are used for gathering the information needed. The 
information may consist of many different sensors such as vital signs (e.g. heart 
rhythm or blood pressure), etc. Thus, most of the context information can be collected 
by distributed sensors throughout the environment and even the users themselves [1]. 
Sensors data is collected from disparate sources and later need to be classified and 
analyzed to produce information that is more accurate, more complete, or more 
insightful than the individual pieces. To deal with the large volume of data produced 
by these special kinds of wireless networks, one approach is the use of Data Mining 
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techniques. Data mining plays a vital role in various applications such as business 
organizations, e-commerce, health care industry, scientific and engineering. In the 
health care industry, the data mining is mainly used for classification and predicting 
the diseases from the datasets. Various data mining techniques are available for 
predicting diseases namely Classification, Clustering, Association rules and 
Regressions. Classification is an important task in data mining. Classification of 
sensory data is a major research problem in WSNs. Woo et al. [2] proposed ECG 
signal monitoring system using body sensors. In the research used work One-class 
support vector machine classifier was used to detect abnormal heart signal values. 
Patel et al. [3] presented an approach to estimate the severity of symptoms based on 
accelerometer sensor data. The results of SVM based classification were compared 
and verified. Korel et al. [4], proposed context awareness Body area sensor network 
based health-monitoring system to detect abnormal episodes in the signal. Anthony et 
al. [5] proposed a research work used to recognize various activities of a user using a 
smart home. The data collected are classified using Multi class SVM and the result is 
compared for different kernel functions. Some Authors [6] proposed Classification 
Technique of Human Motion Context based on Wireless Sensor Network. Body 
sensor nodes are equipped with accelerometer; human motion will cause the 
waveform of the accelerometer to change accordingly. This change in waveform 
captured by sensor nodes is then analyzed by PCA (principal component analysis) and 
SVM (Support Vector Machine) method for clustering and classification. In this 
paper, Simulation Wearable sensors Data of vital signs are used for developing a 
decision support system. The rest of this paper is organized as follows. Section 2 
describes the methods used for evaluation and the base proposed classifiers. Section 3 
presents the Experimental Results and is analyzed in Section 4 followed by 
discussions in Section 5. 

2 Computational Intelligence 

2.1 Base Classifiers Used 

A) Decision tree algorithm J48 
J48 classifier is a simple C4.5 decision tree for classification. It creates a binary tree. 
The decision tree approach is most useful in classification problem. With this 
technique, a tree is constructed to model the classification process. Once the tree is 
built, it is applied to each tuple in the database and results in classification for that 
tuple [8-9]. 
 
B) Logistic Model Trees (LMT) 
A logistic model tree (LMT) [10] is an algorithm for supervised learning tasks, which 
is combined with linear logistic regression and tree induction. LMT creates a model 
tree with a standard decision tree structure with logistic regression functions at leaf 
nodes. In LMT, leaves have a associated logic regression functions instead of just 
class labels. 
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C) Random Forest 
Random forest [11] is an ensemble classifier that consists of many decision tree and 
outputs the class that is the mode of the class's output by individual trees. Random 
Forests grows many classification trees without pruning. Then each decision tree 
classifies a test sample and random forest assigns a class, which have maximum 
occurrence among these classifications. 
 
D) Random Tree 
A random tree is a tree formed by stochastic process. Types of random trees include 
Uniform spanning tree, Random minimal spanning tree, Random binary tree, Random 
recursive tree, Treap, Rapidly exploring random tree, Brownian tree, Random forest 
and branching process [12]. 
 
E) Meta-learning 
Meta-learning is about learning from learned knowledge [13]. The idea is to execute a 
number of concept learning processes on a number of data subsets, and combine their 
collective results through an extra level of learning. Meta-learning aims to compute a 
number of independent classifiers by applying learning programs to a collection of 
independent and inherently distributed databases in parallel. The “base classifiers” 
computed are then collected and combined by another learning process. The most 
popular meta-learning algorithms are bagging and boosting. Bagging [14] is a method 
for generating multiple classifiers (learners) from the same training set. The final class 
is chosen by, e.g., voting. 
 
F) PART 
Rule-based learning, especially decision trees (also called classification trees or 
hierarchical classifiers) is a rule generator that uses J48 to generate pruned decision 
trees from which rules are extracted [15].  
 
G) IBK 
The lazy IBk (commonly known as K- nearest neighbor) is one of classification 
algorithms that uses distance weighting measures with capability of various attributes 
like Date attributes, Numeric attributes, Unary attributes, Nominal attributes, Missing 
values, Binary attributes and Empty nominal attributes. K-nearest neighbours 
classifier can select appropriate value of K based on cross-validation and also do 
distance weighting [16-17].  

2.2 Attribute Selection 

It is often an essential data processing step prior to applying a learning algorithm. 
Reduction of the attribute space leads to a better understandable model and simplifies the 
usage of different visualization technique. Attribute selection reduces dataset size by 
removing irrelevant and redundant attributes. It finds a minimum set of attributes such that 
the resulting probability distribution of data classes is as close as possible of original 
distribution. Attribute evaluator method and the search method Best first evaluates the 
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worth subset of attributes by considering the individual predictive ability of each attribute 
[18]. In the preprocessing step, we have changed the class attribute to Abnormal or 
Normal where an ‘Abnormal’ specifies class 1 and a ‘Normal’ Specifies class 0.  

2.3 Cross-Validation Method 

In this paper, we applied a 10-fold cross validation test option. Cross-Validation (CV) 
is a statistical method of evaluating and comparing learning algorithms by dividing 
data into two segments: one used to learn or train a model and the other used to 
validate the model. The basic form of CV is k-fold CV. In k-fold CV the data is first 
partitioned into k equally (or nearly equally) sized segments or folds. Subsequently k 
iterations of training and validation are performed such that, within each iteration a 
different fold of the data is held-out for validation while the remaining k -1 folds are 
used for learning. The advantage of K-Fold Cross validation is that all the examples in 
the dataset are eventually used for both training and testing. 

2.4 Methods Used for Evaluation of Algorithms  

We evaluate our classifiers by measuring their performance by various methods and 
performance matrices. The following methods are used in our experiments.  

• Evaluation of time to build a model for each classifier.  
• Mean Absolute Error (MAE): 
• Root Mean Squared Error (RMSE) 
• Kappa Statistics (KS) 
• ROC curves. Additionally the AUC (Area Under ROC Curve) is taken under 

consideration.     
• Confusion Matrix 

3 Experimental Results 

3.1 Data Set and Simulation of Hospital Environment 

We simulated the environment of Baraha Medical City in Shambat, Khartoum North, 
Sudan using the framework reported in [23-24]. It is situated in a 600 Sq. meter lot 
with a garden within the compound. The hospital has five floors with a 75-bed 
capacity and provides complete medical services for patients. The Hospital receives 
patients who suffer from chronic diseases such as heart diseases, asthma, diabetes and 
abnormal blood pressure etc. Also people in post-surgery state needs continuous 
monitoring of their health condition, especially the vital signs, until their health status 
becomes stable. In our simulation, we allocated 6 chronic ill patients in each floor 
(total 30 patients) as we focused only on the monitoring and providing medical 
service for patients with chronic or terminally ill diseases. Depending on the critical 
condition of the patent, each patient was attached with several sensors. For thirty 
patients, there were a total of 300 readings at any measuring instant. Depending on 
the criticality of the patient’s condition, when a sensor finds values that fall in the 
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danger zone an automated alarm is triggered notifying the nurses and doctors through 
mobile network or Wifi systems [23]. In this project, our main task is to develop a 
decision support system that could assist the hospital management to assess the 
situation of the hospital as Normal or Abnormal (too many medical emergencies) so 
that more medical help could be sorted.  

We apply attribute selection method to reduce the number of the attributes. All 300 
attributes were labeled as A, B, C, Z, …and KN. We investigated several classifiers 
using WEKA [7] and finally managed to reduce to 6 attributes: AK, CM, CP, CW, FJ 
and KN. We found that cross-validation give the best classification with 10 Fold. 
Then the overall accuracy for all classifiers was done. We selected classifiers with 
classification accuracy between 90% to 100% as the proposed Base Classifiers. The 
Base Classifiers Proposed in our investigation in this paper are IBk, Attribute Selected 
Classifier, Bagging, Random Committee, PART, J48, LMT, Random Forest, Random 
Tree. The aim of this paper is to investigate the experimental results of the 
performance of different classification techniques for the simulation wearable sensors 
dataset. The performance factors used for analysis are accuracy and error measures. 
The accuracy measures are TP rate, F Measure, ROC area, Sensitivity and Specificity.  
The error measures are Mean Absolute Error, Root Mean Squared Error and Kappa 
Statistics.  In the preprocessing step we have changed the class attribute to Abnormal 
or Normal where a ‘Abnormal’ specifies 1 class and a ‘Normal’ Specifies 0 class. 
Table 1 depicts the various error metrics analyzed in the data set. It is inferred from 
Table 1 that Random Tree has the least MAE and highest Kappa Statistic value. 
Random Tree is an appropriate model for classifying the hospital situation in a 
minimal span of time with higher accuracy. 

Table 1. Performance Measures comparison 

Algorithm MAE RMSE KS Correctly 
Classified 

IBk 0.0978 0.3104 0.8062 673 
90.3356 % 

Attribute Selected 
Classifier 

0.1008 0.2631 0.8384 685              
91.9463 % 

Bagging 0.1527 0.2609 0.8089 674              
90.4698 % 

Random Committee 0.0643 0.1931 0.9004 708              
95.0336 % 

PART 0.101 0.264 0.8355 684              
91.8121 % 

J48 0.0865 0.2518 0.8574 692              
92.8859 % 

LMT 0.0854 0.2454 0.844 687              
92.2148 % 

Random Forest 0.0961 0.219 0.8843 702              
94.2282 % 

Random Tree 0.051 0.2258 0.8977 707              
94.8993 % 
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Table 2. Classifier performance in term of recall precision, f measure and false alarm rate 

Algorithm Recall Precision F-measure 
 

False alarm 
rate 

IBk 0.916 0.905 0.911 0.085 
Attribute Selected classifier 0.914 0.914 0.913 0.076 
Bagging  0.893 0.905 0.898 0.084 
Random Committee 0.938 0.957 0.947 0.038 
PART  0.924 0.908 0.914 0.080 
J48  0.9185 0.9316 0.924 0.061 
LMT  0.905 0.9316 0.917 0.062 
Random Forest  0.927 0.951 0.938 0.044 
Random Tree 0.9383 0.9544 0.945 0.041 

 
As an example of classifier error illustration, Figure 1 depicts the Classifier error of 

Random Committee. The blue crosses indicate the Normal class and red crosses 
indicate the Normal class and squares indicate not classified.  Table 2 depicts the 
classifier performance of each classifier in term of recall precision, f measure and 
false alarm rate. It is inferred from that Random Committee model has the highest 
precision and lowest false alarm rate, and the same recall as Radom Tree. Table 3 
depicts the algorithm performance of each classifier in term of recall precision and f 
measure for Normal class is summarized. It is inferred from Table 3 that Random 
Committee model has the highest precision and also high recall. Figure 2 depicts the 
Area under ROC of Random Committee classifier with highest area under Roc. 
Tables 4 depict the classifier performance of each classifier in term of recall 
precision, and f measure for abnormal class is summarized. It is inferred from Table 4 
that Random Committee model has the highest precision. Table 5 depicts the 
classification performance of each classifier in term of Sensitivity and Specificity 
with the Random Committee model having the highest Specificity and also high 
Sensitivity. Random Committee model also has the highest accuracy and the IBK 
model has the lowest accuracy.  

 

 
Fig. 1. Classifier error of Random Committee 



 Intelligent Decision Support for Real Time Health Care Monitoring System 189 

 

Table 3. Classification performance for Normal class 

Classifiers TP 
Rate  

FP 
Rate  

Precision Recall   F-Measure  ROC 
Area  

IBk 0.883   0.109    0.878       0.883     0.881       0.891      
Attribute selected 
classifier 

0.906   0.122    0.869       0.906     0.887       0.926      

Bagging 0.880   0.112    0.875       0.880     0.878       0.953      
Random Committee 0.943   0.071    0.922       0.943     0.932       0.984      
PART 0.926   0.124    0.869       0.926     0.897       0.955      
J48 0.903   0.109    0.881       0.903     0.892       0.934      
LMT 0.886   0.094    0.894       0.886     0.890       0.948      
Random Forest 0.937   0.084    0.909       0.937     0.923       0.973      
Random Tree 0.932   0.074    0.919       0.932     0.925       0.929      

 

 
Fig. 2. Area under ROC of Random Committee classifier 

Table 4. Classification performance of each classifier for abnormal class 

Classifiers TP 
Rate 

FP 
Rate 

Precision Recall  F-
Measure   

ROC 
Area  

IBk 0.901     0.094    0.915       0.901    0.908       0.910      

Attribute selected 
classifier 

0.878     0.094    0.913       0.878    0.895       0.926      

Bagging 0.888     0.120    0.893       0.888     0.891          0.953      
Random Committee 0.929     0.057    0.948       0.929    0.938       0.984      
PART 0.876     0.074    0.930       0.876    0.902       0.955      
J48 0.891     0.097    0.912       0.891    0.901       0.934      
LMT 0.906     0.114    0.899       0.906    0.903       0.948      

Random Forest 0.916     0.063    0.943       0.916    0.929       0.973      
Random Tree 0.926     0.068    0.938       0.926    0.932       0.929      
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Table 5. Classification performance of each classifier in term of Sensitivity and Specificity 

Classifiers Sensitivity Specificity Accuracy 
IBk 0.8907 0.914 0.9033 
Attribute Selected Classifier 0.941 0.923 0.9194 

Bagging 0.8932 0.915 0.9046 
Random Committee 0.938 0.961 0.9503 
PART 0.924 0.92 0.9221 
J48 0.918 0.938 0.9288 
LMT 0.905 0.937 0.9221 
Random Forest 0.927 0.955 0.9422 

Random Tree 0.938 0.958 0.9489 

4 Discussions 

Empirical results indicate that the execution time of Random Committee algorithm is 
lowest for classification in comparison with the rest of classification algorithms, and 
the LMT algorithm has the higher execution time. The MSE error of the classification 
values for Random Committee is lower in comparison with the rest of the based 
proposed classifiers, and the Meta bagging classifier has higher MSE error in 
comparison with the rest of the base proposed classifiers. In terms of recall precision, 
f measure and false alarm rate the Random Committee model has the highest 
precision and lowest false alarm rate, and the same recall as Random Tree. In term of 
recall precision and f- measure for Normal class it is inferred that Random Committee 
model has the highest precision and also high recall. With higher true positive rate 
and minimum false rate also with higher ROC Area when the classification is Normal 
class in comparison of the rest of the classifiers. Attribute Selected Classifier has the 
lower precision in comparison with the rest. Also from the performance of each 
classifier in term of recall precision and f measure for abnormal class, Random 
Committee model has the highest precision and also high recall (with higher true 
positive rate and minimum false rate), also has highest ROC Area in comparison with 
other classifiers. While PART classifier has the lowest precision the same as Attribute 
Selected Classifier but with highest in ROC Area compare with Attribute Selected 
Classifier. From Sensitivity, Specificity and Accuracy perspective, the Random 
Committee model has the highest Specificity and also high Sensitivity the same as 
Random Tree but with highest accuracy of all the classifiers. While IBK classifier has 
the lowest Sensitivity, Specificity and Accuracy compare with the rest of the 
classifiers. To sum up, from the execution and accuracy point of view, Random 
committee model can be identified as the best choice for analysis and detection model 
among all the other classifier algorithms. Random committee provides an advantage 
that with a reduced feature set a better classification performance and is able to offer a 
better decision support system. 
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5 Conclusions 

The main goal of this paper is to evaluate nine based classifier algorithms to develop a 
decision support system to classify the situation of an emergency hospital based on 
the Vital Signs from Wearable Sensors. We reduced the number of attributes from 
300 attributes to 6 attributes. We explored and evaluated the models with various 
methods of evaluation based on Error Metrics, ROC curves, Confusion Matrix, 
Sensitivity and Specificity. We compared the performance of the entire classifiers and 
empirical results illustrate that Random committee classifier with selection attribute 
method gives better accuracy, error rate and reduced false alarm rate and with the 
highest Sensitivity and Specificity. 
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Abstract. If the pre-processing phase, in optical character recognition systems, 
is the heart of the recognition process, the segmentation stage is the “aorta” of 
this heart. This paper introduce a reliable segmentation technique for Arabic 
handwritten script. Number of techniques like; script height, character width, 
pen thickness and word/subword gaps are used to design an efficient segmenta-
tion algorithm. the algorithm performs diacritics removal, word/subword  
segmentation, ascender characters segmentation, descender characters segmen-
tation and finally embedded characters segmentation. 

Keywords: Off-line optical character recognition, Arabic character recognition, 
segmentation algorithm, coarse and fine segmentation, handwritten character 
recognition.  

1 Introduction 

In most optical character recognition system, failing to segment a handwritten text 
correctly will definitely result in poor recognition, no matter how well the following 
and previous stages are designed. It is very obvious that a considerable share of 
reognition errors is attributed to the segmentation stage. For this reason, many 
researchers have concentrated their researches in improving segmentation 
methodology [1]. In fact, development of new segmentation algorithm is one of our 
commitments for contribution in the field of Arabic handwritten characters 
recognition.  

Character recognition of off-line Arabic handwritten script remains a challenging 
problem in pattern recognition compared with that of machine printed [8]. 

2 Methodology 

In this paper number of techniques have been developed to assist the process of dia-
critics, word, subword and characters segmentation; 

2.1 Diacritics Removal 

One of the main features of Arabic script is existence of diacritics [6]. There are six 
types of diacritics, divided in terms of prerequisites into two groups; the first group 
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2.3 Pen Thickness Estimation 

Estimation of stroke thickness is one of pillows that our segmentation algorithm is 
based on. We have developed a simple procedure that can estimate the thickness of 
stroke. The procedure starts by scanning the image of text-line from top right to bot-
tom left looking for the widest rectangle which implicitly has the widest word or 
subword, once that rectangle is detected we vertically scan it from right to left in a 
(vertical histogram), the black pixels in each column are counted with two conditions; 
it stop counting if the next pixel is white or if the count is greater than 20% of the 
text-line height which has been calculated earlier. Putting these conditions serves two 
purposes. First, it save scanning time since the scanning will be, in most cases, from 
the top of rectangle up to the base-line area where most of characters reside, and in 
some cases even before that in case of scanning through ascending characters (e.g.. 
Alif, Lam Kaf ) where second condition is fulfilled. Second, to make certain 
that we don’t add up black pixels in two or more segments in the same column like in 
the case of Jeem ( ) and hence false estimation is obtained.  Now after we scan the 
whole rectangle we end up with number of black pixels/column values ranging from 
one pixel (in case of noise or edge point of stroke) to  number of pixels less than or 
equal to 20% of the text-line height. Final step is to find the most frequent value and 
store it as a pen thickness. Pen thickness can be used in determination of whether a 
gap between two successive characters (inter-characters) is deliberately there or it is 
due to noise or discontinued writing flow. If thickness of a stroke is Pth pixels then 
after thinning process we can say that the output medial skeleton (one pixel width) 
has lost (Pth-1)/2 pixels from both sides of its contour of its original shape before 
thinning. Now if we have two adjacent strokes which are separated by a gap approx-
imately equal to the pen thickness, then this gap will be widened (as a result of thin-
ning) by as much as twice of its original space. Hence our algorithm task is to join 
these two or any strokes separated by a gap ≤  2xPth. Pen thickness was used here as a 
reference dimension to distinguish among word/subword, a character Alif or a diacrit-
ic. Stroke thickness is also used as key feature (knowledge source) in classification 
and recognition stages. 

2.4 Gaps in Text-Line 

Gaps in a text-line can be between subwords (inter-subword) and between words 
(inter-word), Fig. 5. In Arabic script (printed/handwritten) inter-word gaps and inter-
subword gaps are remarkably unequal. Generally, gaps between words are more spa-
cious than that between subwords.  This is always true in case of machine-printed 
text. In handwritten script, however, the inter-word gaps and inter-subword gaps are 
interchangeably irregular. There are two salient aspects to our approach: (i) it is not 
dependent on a large set of training data collected across a variety of writers, and (ii) 
the metric measuring the magnitude of gaps between components is statistically com-
puted using the features of the phrase image under examination. 
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We have developed a simple procedure by which we could distinguish between the 
inter-word and inter-subword gaps. The procedure starts by applying vertical histo-
gram to the text-line currently under process. The width of the gaps (0-pixels zone) 
between words and subwords are recorded as GW1, GW2, ...,GWn. Now we first find 
the minimum and maximum values of GW and save them as GWmin and GWmax re-
spectively.  

 

 
 

Fig. 5. Inter-words and inter-subwords gaps in a Text-Line 

We found experimentally that the distance between words (inter-word)Dw and the 
distance between subwords (inter-subword) Ds (as shown in Fig. 5) are governed by 
the following statements: 

 
if minmax GWGWd −=

 
 
and ( )2 / 3max mind GW GWΔ = −

 
 

then   ( )max maxGW D GW dw≥ ≥ − Δ         (1) 

 

         (2) 

 

 
Where d is the difference between GWmax and GWmin , d is the save margin (that 

we should add to GWmin or subtract fromGWmax) in order to fix a width range for Dw 
and Ds . The save margin is found experimentally. The only condition here is that 
GWmin should be equal to or greater than “Pen thickness”, if this condition is not true 
then we need to make GWmin = Pen thickness first, when we calculate d and d, then 
we proceed to equations 1 and 2. Putting this condition here prevent the system from 
inter-subwords underestimation. Underestimation occurs when GWmin tends to be-
come one pixel width which, in turn, makes d almost equal to GWmax, then Ds become 
even smaller. If this happened then the probability of considering an inter-subword as 
an inter-word is higher. In other words, numbers of subwords are mistakenly consi-
dered as words which makes the task of recognition is even harder 

The locations of gaps in the text-line are recorded. We call the information regard-
ing gaps locations and whether these gaps are inter-subword or inter-word as gap 
knowledge source and it is denoted by GP-KS.  GP-KS later participates in matching 
and recognition as we shall see in recognition part of this research. 

 

( )max minGW d D GWs− Δ > ≥
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base-area. Now the scanning in the upper zone as well as in lower zone is started from 
top-right to bottom left corner of each zone. In other word, the scanning in the upper 
zone starts from the top-right coordinate of the subword image to the upper-left coor-
dinate of the base-area and, likewise, the scanning in the lower zone starts from the 
bottom-right of the base-area to the bottom-left of the subword image. If a pixel is 
detected in the upper zone then we proceed for ascending characters extraction algo-
rithm otherwise we proceed to the lower zone searching for a pixel (i.e. descending 
character). Likewise, if a pixel is detected in the lower zone then we proceed for des-
cending characters extraction algorithm otherwise we proceed to the base-area zone 
where we can apply the embedded characters segmentation. While either of extrac-
tion algorithms is in progress, ascending and descending characters are truncated and 
saved in separate images leaving behind only characters inside the base-area (embed-
ded characters) which, in further step, will be segmented using vertical histogram and 
saved in separate images as we shall see in the next section.  

Performing this type of scanning technique guarantee the proper detection of as-
cending and descending characters according to their sequence as the writing goes 
from right to left. We have used this technique to detect and segregate ascending and 
descending characters first, then we detect and segregate the embedded characters. 
Moreover, using this type of scanning guarantee that a word is sequentially segmented 
into characters from right to left, so that in recognition stage the same sequence is 
used to retrieve and recognize the characters being segmented in this stage. 

3.1 Ascenders and Descenders 

Existence of both ascending and descending characters (from now on we call them 
ascenders and descenders respectively) in a word complicates segmenting that word 
into its constitutional characters using conventional vertical histogram technique    
[13]. For instance, the word ( آنبات   ) in Fig. 6 has its ascender ‘ آـ ‘ overshadow the 
embedded characters ‘ نـ and بـ  ‘so if we apply the vertical histogram, the first minima 
will occurs after the character ‘ بـ ‘ which is not desired segmentation point. Therefore 
we had to find a mean to segment that ascender ‘ آـ ‘ first then we go for segmenting 
the other characters.  Empirically it has been noticed that the main body of a word is 
not uniform in height over the entire width of the word. As an example, one can con-
sider the word shown in Fig. 6, the letter ' ر  ' in that word is almost entirely below the 
base-area so we call this letter as descender, while the letter 'ا' is emerging above the 
top reference line of base-area so we call this letter as ascender. Obviously we do not 
want some letters like ’ق ’ or ‘ف ‘to be falsely considered as either ascenders or des-
cenders. Consequently we need to set some threshold values for detection of ascend-
ers and descenders. These thresholds have been fixed experimentally and are  
expressed as a percentage of the main text-line height [4], [9]. The two thresholds are; 
ascending area threshold Ath and descending area threshold Dth.  
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3.2 Segmentation of Ascenders 

A segmentation model was designed for segmenting the ascenders of the Arabic  
characters shown in Fig. 7.  

According to our assumption, the detection of an ascender should occur in the up-
per zone of the word/subword currently under process. The model moves from the 
top-right to bottom-left in the upper zone until it finds a black pixel, from first de-
tected black pixel the model will follow all connected pixels in upper zone as well as 
those in base-area. Now to avoid character over segmentation we put two conditions; 
tracing of pixels will stop (assign segmentation point SP) if the number of successive 
pixels in direction-4 (according to Freeman code) reach 0.2*height of the word or if 
the pixels start changing its moving direction from direction-4 to either of direction-2, 
3, 5 or 6. Once one of these conditions is fulfilled and the current column has no more 
pixels in direction-6, the traced connected pixels are cut and saved in separate array 
and named as ascender in the same manner we followed in coarse segmentation. The 
same steps were followed again to detect and segment other ascenders if any. Once all 
ascenders are segregated from the main word/subword the next step is descenders 
segmentation. 

 

Fig. 7. The basic shapes of ascenders 

3.3 Segmentation of Descenders 

One of the most remarkable features in Arabic script states that all descenders are 
always come either in isolated form or end-letter form and are not connected to their 
succeeding (left) character. This feature in particular had significantly helped us in 
designing an efficient descenders segmentation model. This model is similar to that 
for the ascenders segmentation model. The descenders (in their basic shapes) are Ya, 
Waw, Haa, Noon, Meem, Lam,  Ain, Ssad, Seen, Ra and Hha as shown in Fig. 8.  

A model was designed to segment descenders from the word currently under seg-
mentation process. The module will use similar scanning algorithm to that used in 
case of ascenders segmentation, scanning in this case is from bottom-right corner of 
lower zone to top-left corner of the same zone. The module will try to detect first 
black pixel it came across in the zone. If the first detected pixel is at P1, then from P1 
the module will trace the descender stroke/s connected to P1 in all directions looking 
for three successive pixels in direction-0 and located inside the base-area, and each of 
them on a column of one pixel height, if this condition is fulfilled then the far east 
limit of the character is found, the module, on the other hand, will also search for 
three successive pixels in direction-4 and located inside the base-area, and each of 
them on a column of one pixel height, if  this condition is fulfilled  then  the far west 
limit of the character is found and it is most probably a character of ' ــهـ  ' , however if 
the later conditions are not fulfilled then we will make use of the significant feature 
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Fig. 9. Fine Segmentation Steps 

4 Conclusion 

Numbers of handwritten samples are used to test the different types of segmentation 
modules given in this section, i.e. text-lines segmentation, coarse segmentation and 
fine segmentation. Samples vary from having very neat to very bad Arabic handwrit-
ing script. Text-lines and coarse segmentations scored higher accuracies compared 
with fine segmentation. Segmentation-recognition of Alif and diacritics segmentation 
are very easy and effective processes. Proper base-area estimation is one of the main 
factors which tremendously affect fine segmentation. Structural Properties of Arabic 
script as well as other knowledge sources are used effectively in segmentation 
process. Other knowledge sources are extracted during segmentation process e.g. 
character coordinates with respect to base-area inter-words and inter-subwords gaps, 
and pen thickness are effectivelly utilized, hence, a very satisfied results were ob-
tained. Very neat segmentation process is promising for a good characters recognition 
stage. 
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Abstract. Graphs are common data structures in computer science
used to capture relations between set of objects. Graph drawing is a
visual representation of the graph in more readable form, usually with
vertices projected into R

2 space. Dimension reduction methods are de-
signed to transform original data in high-dimensional space into a new
data in lower-dimensional space. This work is focused on selected dimen-
sion reduction methods and their use to obtain sensible graph drawing
from the original graph. Results of the dimension reduction methods are
discussed and compared to each other and also to the classical approach
presented by Kamada and Kawai.

Keywords: Graph Drawing, Kamada and Kawai, Dimension Reduc-
tion, Principal Component Analysis, Stochastic Neighbor Embedding,
Factor Analysis, Diffusion Maps.

1 Introduction

Today, there is a wide area of graph drawing such as cartography, social net-
works or bioinformatics. Graph drawing has origins in geometric graph theory,
mathematical theory and visualization of informations. These applications can
bring graphs containing thousands of vertices and edges for various analysis (e.g.
data mining, clustering). Ordinary force-directed graph drawing methods have
its limitations. The basic Kamada and Kawai algoritm is good for small graphs.
But for bigger graphs with more than hundred of vertices it results to poor draw-
ings. The main reason of worse results for bigger graphs is that physical models
has many local minimums where method can stuck and stop improving its re-
sult [19]. This paper proposes method for graph drawing based on dimension
reduction of the original graph representation. Task of dimension reduction may
be performed by many existing methods. Each dimension reduction method has
its advantages and drawbacks and each has different results of graphs drawings.
This has the benefits in the variability of the method. Appropriate dimension
reduction method may be selected by suitability to the task of graph drawing.

c© Springer International Publishing Switzerland 2015 205
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This paper has the following structure: First, theory of graphs and graph
drawing is introduced. Then problem of dimension reduction is described fol-
lowed by description of four selected methods for dimension reduction in more
detail. In the third section, proposed method for graph drawing using dimen-
sion reduction methods is presented. Then experiments and results performed
by selected dimension reduction methods are discussed with final conclusion.

2 Graph Drawing

Graph is an abstract data structure used to model the relations and processes
in a connected network. Example of use is in physical, biological, social and
information systems. In this paper, the main focus is on undirected unweighted
graphs. Undirected graph is represented as an ordered pair G = (V,E), where
elements of the set V = {1, . . . , n} are the vertices and the set E = {e1, . . . , em}
consists of edges and sets V and E are finite. Each edge ej is represented as a
pair (u, v) where u, v ∈ V . This describes edge related with two vertices as a
connection between them. Graph theory is discussed in more details in: [10][13].

Graph drawing is part of combinatorial optimization problems [9]. As de-
scribed in [5], graph drawing is a mapping of each vertex i ∈ V from given graph
G to point pi ∈ P , where P = {p1, . . . , p0} ⊂ R

2. Each edge (u, v) of graph
G described by two vertices is mapped to the straight line connecting points pu
and pv. To obtain positions of vertices in a plane, many different graph draw-
ing methods may be used such as: Force-based algorithms [17][12][11], Spectral
algorithms [20], Tree layout algorithms [15] and Orthogonal layout methods [18].

In the following subsection, force-based spring model introduced by Kamada
and Kawai will be explained.

2.1 Kamada and Kawai Spring model

In [17] Kamada and Kawai presented their algorithm for graph drawing, where
the graph is represented as a dynamic system, where points p1, ..., pn ∈ R

2 (here
are presented as particles) are connected by springs. Good distribution of vertices
is associated to the dynamically balanced spring system. Finally, the amount of
imbalance is obtained as the total energy of springs presented in equation:

E =

n−1∑
i=1

n∑
j=i+1

1

2
kij(‖pi − pj‖ − lij)

2, (1)

where lij is the original length of the spring between particles pi and pj corre-
sponds to the desirable length between them in the drawing and is obtained as
follows:

lij =
L

dij
. (2)

The distance dij between two vertices vi and vj in a graph is defined as the
length of the shortest path between them in the graph. L is the desired length
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of a single edge in the projected plane and it is determined by distance of the
farthest pair in the graph:

L =
L0

max
i<j

dij
, (3)

where L0 is side length of the projected square area. The variable kij is the
spring strength between particles pi and pj and is obtained from equation:

kij =
K

dij
, (4)

where K is a constant strength. The desired graph drawing is obtained by min-
imizing the energy in a spring model described in equation (1). Further detail is
described in [17].

3 Dimension Reduction

The problem of dimension reduction for a set of variables X = {x1, . . . , xn}
where xi ∈ R

D is to find a lower dimensional representation of this set Y =
{y1, . . . , yn} where yi ∈ R

d and where d < D (often d � D) in such a way
to preserve content of the original data as much as possible [28][7]. Dimension
reduction methods can be used as a visualization tool to show multi-dimensional
data in R

2 or R3 space that is more convenient for humans. The high-dimensional
data is processed to extract only important features by reducing redundant com-
ponents to obtain precise representation. It is also an important task in data
preprocessing for analysis in the classification [26].

In the following subsections, several dimension reduction methods are dis-
cussed.

3.1 Principal Component Analysis

The Principal Component Analysis (PCA) [1] extracts the most important in-
formation from dataset. In other words, the PCA computes variables principal
component, which are linear combination of the original variables. Also the PCA
reduces size of the original feature space [29]. Let matrix X represents graph
dataset (connections of vertices in graph with each other), then:

Z = XA. (5)

In this context, the matrix Z consists of principal components which are linear
combinations of columns ofX and the matrix A is an orthogonal matrix. In more
details, let x1, x1, ..., xn ∈ R

p. Reconstruction of data in R
q to R

p is defined as
follows:

f(λ) = μ+ vqλ (6)

where μ ∈ R
p is the mean, vq is a p × q matrix with q orthogonal unit vectors

and λ ∈ R
q is the low-dimensional data points.
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3.2 Stochastic Neighbor Embedding

Stochastic Neighbor Embedding (SNE) is a probabilistic approach to place ob-
jects with high-dimensional representation to lower-dimensional space regarding
to preserve neighbor identities. This method do approximation of probability
distribution of neighboring points in the high-dimensional space with their prob-
ability distribution in a lower-dimensional space [16].

The asymmetric probability in high-dimension qij that object i picks as its
neighbor j from set S is done by equation with Gaussian neighborhoods:

qij =
exp(−d2ij)∑

k∈S,k �=i exp(−d2ik)
, (7)

where d2ij is dissimilarity between two points xi and xj in high-dimensional space.
It may be described in problem definition or may be computed using the scaled
Euclidean distance:

d2ij =
‖xi − xj‖2

2σ2
i

, (8)

where σi is a variance and could be set by hand or found by binary search. Lower-
dimension probability rij that point i picks as its neighbor point j is obtained
by equation:

rij =
exp(−‖yi − yj‖2)∑

k∈S,k �=i exp(−‖yi − yk‖2)
, (9)

where the dissimilarity between points yi and yj is with fixed variance (set to
1
2 ) . Finally the aim of dimension reduction in SNE is to match probability
distributions qij and rij as much as possible. It is done by minimizing cost
function which is sum of Kullback-Leiber divergences [21] between these two
distributions over neighbors for each object from set S:

C =
∑

i,j∈S,i�=j

qij log
qij
rij

=
∑
i∈S

KL(Qi||Ri) . (10)

Minimization could be done by gradient descent approach using this function:

∂C

∂yi
= 2

∑
j∈S,j �=i

(yi − yj)(qij − rij + qji − rji) . (11)

3.3 Factor Analysis

Factor Analysis is a linear method for analyzing the relations through a set of
observed variables. Main objective is to reveal some common factors in a set of
variables. For observed sample x = (x1, . . . , xD) with mean μ = (μ1, . . . , μD)
there is unobserved common factor f = (f1, . . . , fd) where d < D satisfying
condition:

xi =
d∑
j

lijfj + μi + εi (12)
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where lij is definition of constants called factorloadings and εi is added inde-
pendent error. The constraints for factors are E(f) = 0 and Cov(f) = I to
preserve factors to be uncorrelated. The result is that factors fj are indepen-
dently stretched, rotated and translated to obtain input sample x. Dimension
reduction is obtained using factor loadings that are gained from dependencies in
observed variables. For more information, Factor Analysis in details is described
in [14][8].

3.4 Diffusion Maps

Diffusion Maps is non-linear method which originates from dynamical systems.
It enables to discover the underlying manifold from sampled data with some
probability distribution. In [6] it was presented as a method based on defining
Markov random walk on the graph of the data, where eigenfunctions of Markov
matrices can be used to construct diffusion maps representing hidden complex
geometric structure. More details about Markov chain and random walk on a
graph is explained in [25] and in [2]. Basis of diffusion maps is that the Euclidean
distances in diffusion space are approximately equal to diffusion distances in the
original space [23]. In process of dimension reduction, first matrix of weights W
is constructed by equation using Gaussian kernel function between each data
point xi and xj :

W (i, j) = exp(−‖xi − xj‖2
2σ2

) , (13)

where σ is variance of the Gaussian distribution. Then the Markov matrix M is
obtained by normalization of the matrix W :

M(i, j) =
W (i, j)∑
k W (i, k)

. (14)

This defines transition probability from one data point to another data point in
a dynamical process. Using spectral decomposition of the matrix M the eigen-
values and eigen-vectors are computed. The sequence of positive eigen-values is
sorted in a descending order:

1 = λ0 > λ1 ≥ λ2 · · · (15)

Largest eigen-value λ0 is trivial because of full connectivity of graph. Therefore,
this eigen-value λ0 and its eigen-vector ψ0 are excluded from dimensionality
reduction. Dimensionality reduction is processed to obtain new features vector
yi in lower dimension d by selecting only d largest eigen-values λ1 to λd and
corresponding eigen-vectors ψi1 to ψid:

yi =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

λ1ψi1

λ2ψi2

λ3ψi3

.

.

.
λdψid

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(16)
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4 Proposed Method

Proposed method of graph visualization in R
2 space is based on dimension re-

duction of the original graph. To given graph G with vertices V = {1, ..., n}
the distance matrix T ∈ R

D×D is computed, where D = |V |. Distance between
two vertices is presented as the shortest path on a graph between them. Find-
ing shortest paths for all pairs in a undirected unweighted graph is a complex
problem. It could be done by algorithmic improvement of breath-first search
strategy proposed by Chan [4] or by ADP algorithm proposed in [27]. Obtained
distance matrix T is then high-dimensional representation of a graph. Then
the dimension reduction method on matrix T is performed and a new matrix
is obtained P ∈ R

D×d, where a new dimension d is in this case equals to 2
to be able draw graph in a plane. Vertices 1, ..., n are now drawn as a points
p1, ..., pn ∈ R

2. Because of connectivity preservation, each edge of a graph is
drawn as a straight line between two points representing two connected vertices.
Qualitative measurement of a new graph representation is acquired by using the
modified version of the original energy function proposed by Kamada and Kawai
desribed in section 2.1. For comparable measurement between different graphs

with n2−n
2 considered springs between n vertices, equation is then modified as

follows:

Enorm =
1

n2 − n

n−1∑
i=1

n∑
j=i+1

kij(‖pi − pj‖ − lij)
2, (17)

5 Experiments and Results

Experiments were performed on a graph datasets obtained from the 10th DI-
MACS Implementation Challenge website [22]. Particularly graphs jazz,
celegans and email were taken from Alex Arenas Website [3]. Graphs adjnoun,
lesmis, dolphins, karate, football and polbooks were taken from website of
Network Data [24]. Graph graph30 is manually generated small graph with 30
vertices. Properties of graphs are showed in table 1.

For each dataset, graph drawings using dimension reduction were acquired
by all presented methods. In figures 1 and 2 graph drawings are showed for
graphs graph30 and lesmis to compare results of different dimension reduction
methods.

The qualitative measures were gained for each result of the method using
Kamada and Kawai energy function from equation 17 proposed in section 4.
Lower energy for given graph drawing is assumed as an indicator of a better
representation of the graph in the plane.

For graph30 and karate graphs the best results were achieved by classical
method - Kamada and Kawai. For a bigger graphs Kamada and Kawai method
has worse results than the dimension reduction methods. Minimal energy for
email, celegans, jazz, football, adjnoun, lesmis, dolphins graphs were obtained
by PCA dimension reduction method. For polbooks graph the best representa-
tion was done by SNE method.
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Kamada and Kawai Principal Component Analysis

Diffusion Maps Factor Analysis

Fig. 1. Example of graf30 graph drawing for selected methods

Table 1. Table of graphs properties

graphs vertices edges

email 1133 5451

celegans 453 2025

jazz 198 2742

football 115 613

adjnoun 112 425

polbooks 105 441

lesmis 77 254

dolphins 62 159

karate 34 78

graph30 30 43
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Kamada and Kawai Principal Component Analysis

Stochastic Neighbor Embedding Factor Analysis

Fig. 2. Example of lesmis graph drawing for selected methods

Table 2. Table of Energies for each method and graph computed by modified Kamada
and Kawai energy fucntion. (Each value in the table is multiplied by 10−3.)

SNE DiffMaps FA PCA Kamada & Kawai

email 5.22 7.73 2.61 1.66 9.48

celegans 5.77 8.86 4.27 2.64 20.46

jazz 5.18 11.21 3.82 2.97 26.79

football 5.06 5.74 4.65 4.57 16.41

adjnoun 5.62 14.07 7.32 4.91 9.68

polbooks 1.91 3.14 3.33 2.51 4.16

lesmis 9.98 16.64 13.01 9.61 11.04

dolphins 2.43 2.70 1.97 1.93 1.97

karate 5.73 4.53 5.22 5.96 2.16

graf30 21.34 1.17 1.98 1.13 0.38
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6 Conclusion

In this work a new graph drawing approach based on dimension reduction of
graph representation was presented. All selected methods have been applied
to different graphs and example of graph drawings were illustrated in figures.
For comparative quality measurement of graph drawings among methods the
modified version of Kamada and Kawai energy function was newly introduced.
All results were caught in a table and then discussed. This paper presents that
a new approach based on dimension reduction methods may be used to obtain
good graph drawings. For larger graphs with number of vertices |V | more than
about 100 a new approach outperformed standard Kamada and Kawai method
with best results for PCA dimension reduction method.
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Abstract. In a world where fossil fuels dominate as energy sources, the need 
for an environmentally friendly and economically and commercially viable re-
newable energy source is dire. As a result, different green technologies have 
been developed for the generation of energy. One such promising technology is 
the generation of electrical power from waste heat. As waste heat recovering 
techniques, thermoelectric generator (TEG) technologies utilization in automo-
tive industry is attempted from many aspects. This paper focuses on analytical 
investigations on the dynamics of thermoelectric generators at low temperature 
(waste heat). This research proposes to design and simulate a single stage TEG 
module to contribute to the further development of TEGs as reasonable energy 
sources for the consumer market. The design process involved calculating and 
optimizing the energy balance across the heat absorber, minimizing heat losses, 
analyzing heat transfer through the thermoelectric elements, and analyzing the 
electrical power system.  

Keywords: Single stage, Thermoelectric- generator, Waste heat recovery.  

1 Introduction 

In recent years, an increasing concern of environmental issues of emissions, in partic-
ular global warming and the limitations of energy resources has resulted in extensive 
research into novel green technologies, the major one being the generation of electric-
al power using cleaner technologies. Thermoelectric power generators have emerged 
as a promising alternative green technology due to their distinct advantages. Ther-
moelectric power generation offer a potential application in the direct conversion of 
waste heat energy into electrical power where it is unnecessary to consider the cost of 
the thermal energy input. The application of this alternative green technology in con-
verting waste-heat energy directly into electrical power can also improve the overall 
efficiencies of energy conversion systems [1]. 

Automotive industry is one of the main application fields of TE technologies. One 
of the main reasons is that a large portion of all generated energy from combustion 
engine is emitted as waste heat. For a typical gasoline fueled internal combustion 
engine vehicle, only about 25% of the fuel energy is utilized for vehicle mobility and 
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accessories the remainder is lost in the form of waste heat and coolant, as well as 
friction and parasitic losses [2]. The high quality of the waste heat is demonstrated by 
the high temperature characteristic of vehicle internal environment, which provides 
possibility of desired large temperature gradients for TEGs. Exhaust gas system is an 
example of waste heat harvesting location. 

A thermoelectric power generator is a solid state device that provides direct energy 
conversion from thermal energy (heat) due to a temperature gradient into electrical 
energy based on “Seebeck effect”. The thermoelectric power cycle, with charge carri-
ers (electrons) serving as the working fluid, follows the fundamental laws of thermo-
dynamics and intimately resembles the power cycle of a conventional heat  
engine. Thermoelectric power generators offer several distinct advantages over other  
technologies [3]. 

• They are extremely reliable (typically exceed 100,000 hours of steady-state opera-
tion) and silent in operation since they have no mechanical moving parts and  
require considerably less maintenance; 

• They are simple, compact and safe; 
• They have very small size and virtually weightless; 
• They are capable of operating at elevated temperatures; 
• They are suited for small-scale and remote applications typical of rural power 

supply, where there is limited or no electricity; 
• They are environmentally friendly; 

2 Background 

2.1 Thermoelectricity and Thermoelectric Modules 

A heat engine is any device that operates continuously or cyclically and that converts 
heat to work. Examples include internal combustion engines, power plants, and ther-
moelectric devices.  

We propose to consider the analogies between a classical steam engine and a ther-
moelectric material. The analogy is that in both systems, the entropy is transported by 
a fluid, which is here a gas of electrons, also called the “Fermi gas”. At first this Fer-
mi gas can be considered to be a perfect gas, with no interactions between particles. 
Then the equivalent “partial pressure” p of the fluid in the system is the electrochemi-

cal potential eμ . 

  (1) 

Where; µc = the chemical potential,  

              e = the particle’s charge 
              υ = the electrical potential. 

Then the “gas” equivalences for the steam and thermoelectric engines are:         

e c eμ μ ν= +
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Where; Rp = resistance of p-type thermoelement 
        Rn = resistance of n-type thermoelement 
        RL = load resistance 

Thence, the power delivered W to the load is; 

  (4) 

The useful power reaches its maximum value when the load resistance is equal to the 
generator resistance. However, even if there were no loss of heat through thermal 
conduction, the efficiency could then never exceed 50%. An increase in the load resis-
tance reduces the power output but increases the efficiency. It may be shown that the 
efficiency becomes a maximum when the ratio, M, of the resistance of the load to that 
of the generator is given by;  

  (5) 

Where; ZTm = the dimensionless figure of merit 
The efficiency of the module can be given as; 

  (6) 

If ZTm were much greater than unity, M would also be very large and the efficiency 
would approach (T1-T2)/T1, which is the value for the Carnot cycle. In Figure 3, the 
variation of the efficiency with the dimensionless figure of merit for a thermoelectric 
generator in which the source and sink are at 400 and 360 K, respectively is shown. 

 

Fig. 3. Plot of efficiency against dimensionless figure of merit for the heat source at 400 K and 
the heat sink at 360 K [4] 
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2.2 Thermoelectric Materials and the Figure of Merit 

The efficiency of a thermoelectric generator is governed by the thermoelectric proper-
ties of the generator materials and the temperature drop across the generator.  The 
temperature difference, ∆T between the hot side (Th) and the cold side (Tc) sets the 
upper limit of efficiency through the Carnot efficiency η = ∆T / Th The thermoelectric 
material governs how close the efficiency can be to Carnot primarily through the 
thermoelectric figure of merit, z, defined by [7];  

  (7) 

The relevant materials properties are the Seebeck coefficient α, the thermal conductiv-
ity k, and electrical resistivity ρ, which all vary with temperature [7]. 

Established thermoelectric materials conveniently fall into three categories depend-
ing upon their temperature range of operation. Bismuth telluride and its alloys have 
the highest figures-of-merit, are extensively employed in refrigeration, and have a 
maximum operating temperature of around 450 K. Alloys based on lead telluride have 
the next highest figures-of-merit with silicon-germanium alloys having the lowest. 
Lead telluride and silicon germanium are used in generator applications with upper 
operating temperatures of around 1000 and 1300 K, respectively [5]. 

 

Fig. 4. Figure-of-merit values for different thermoelectric materials [12] 

2.3 Composition and Specification of a Thermoelectric Power Generator 
Module 

As shown in Fig. 5, it is composed of two ceramic plates (substrates) that serve  
as a foundation, providing mechanical integrity, and electrical insulation for n-type 
(heavily doped to create excess electrons) and p-type (heavily doped to create excess 
holes) semiconductor thermo-elements [6].  

2

z
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Fig. 5. Schematic diagram of a typical Single-stage thermoelectric power generator [9] 

In thermoelectric materials, electrons and holes operate as both charge carriers and 
energy carriers. There are very few modules without ceramic plates, which could 
eliminate the thermal resistance associated with the ceramic plates, but might lead to 
mechanical fragility of the module. The ceramic plates are commonly made from 
alumina (Al2O3), but when large lateral heat transfer is required, materials with high-
er thermal conductivity (e.g. beryllia and aluminum nitride) are desired. The semi-
conductor thermo-elements (e.g. silicon-germanium SiGe, lead-telluride PbTe based 
alloys) that are sandwiched between the ceramic plates are connected thermally in 
parallel and electrically in series to form a thermoelectric device (module). More than 
one pair of semiconductors are normally assembled together to form a thermoelectric 
module and within the module a pair of thermo-elements is called a thermocouple. The 
junctions connecting the thermo-elements between the hot and cold plates are intercon-
nected using highly conducting metal (e.g. copper) strips as shown in Fig 5 [9].   

3 Design of the Proposed TEG Module 

3.1 Design Concepts 

Heat Source and TEG Module Geometry 
Figure 6 shows the variation in temperature across different areas of an automotive 
waste heat exhaust system. 
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Fig. 6. Typical temperature distribution of an automobile exhaust gas system 

3.2 Thermoelectric Materials Design and Selection 

Thermoelements Selection 
It has been found convenient to introduce a quantity known as the power factor that 
contains both the Seebeck coefficient and the electrical conductivity. The power fac-

tor is defined as ( 2α σ× ) and is useful because alpha and sigma are the parameters 
that are most strongly dependent on the carrier concentration. The other quantity that 
is involved in the definition of the figure of merit is the thermal conductivity; lambda 
λ. Lambda is less dependent on the concentration of the charge carriers since it is 
often dominated by the lattice contribution. Thus, the carrier concentration that yields 
the maximum power factor for a given material is usually close to that which gives 
the highest figure of merit. 

 

Fig. 7. Thermal resistivity of silicon-germanium alloys at 300 K. Schematic plot based on the 
data of Steele and Rosi 
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Fig. 8. A simplified thermoelectric circuit consisting of one pair (N=1) of semiconducting 
pellets 

In addition to inducing an electric current I, thermoelectric effects also induce the 
generation or absorption of heat at the interface between two dissimilar In addition to 
inducing an electric current I, thermoelectric effects also induce the generation or 
absorption of heat at the interface between two dissimilar 

  (8) 

Points of Considerations for the TEG Module Heat Transfer Analysis 
• One dimensional, steady-state conduction. 
• Internal heat generation in the semiconductor plates. 
• Constant thermo-physical properties. 
• Constant temperature of the hot region. 
• Thermal resistances of the thin metallic conductors (coppers) are assumed to be 

negligible due to their high thermal conductivity values and very small thick-
ness. 

• Contact resistance at the junctions of the different layers of materials is assumed 
to be negligible if sufficient pressure is applied between the top and bottom 
plates of the TEG module. 

The expression for the power developed inside the module considering only a single 
pair of thermoelements is given by; 

  (9) 
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Fig. 9. Equivalent Thermal Circuit 

 

Fig. 10. TEG module power versus semiconductor length 

An iteration is done by holding constant the hot and cold side temperatures at their 
respected values and varying the values of Lc, (thickness of ceramic plates), (0-9mm), 
Lcu, (thickness of the copper plates) and L, (the length of the thermoelements). It is 
reasonably assumed that Lcu, is half of Lc. The corresponding length of the ther-
moelements (L) is determined based on the imposed condition that the total height of 
the module is 30mm. The other parameters are obtained by incorporating in the itera-
tion scheme the corresponding relationships and equations. Thus, for the selected row 
of geometric and thermoelectric parameters of the module and at the maximum tem-
perature gradient specified (4000c), the module produces in total 0.017801watts of 
power or 58Volts and its efficiency is 0.33%. Note that the total number of ther-
moelements is given in section 3.4.  
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Fig. 11. TEG module efficiency versus dimensionless figure of merit 

As can be seen from the efficiency versus dimensionless figure-of-merit plot, it 
closely resembles the behavior of the curve obtained experimentally for different 
thermoelectric materials. (Refer figure 3). 

3.4 Configuration of Thermoelements 

The number of pairs of thermo-elements depends on the geometric configuration of 
the pairs. 

 

Fig. 12. 3-dimensional configuration of the copper plate assembly 

The total number of copper plates that can be fitted in the square ceramic plates can 
be approximated by the formula; 

  (10) 

Where n denotes the number of copper plates that can be fitted onto the module with-
out exceeding the width. (i.e. 200mm) and g is the gap between the n and p type sem-
iconductor pellets. Thus, the total number of copper plates is selected to be 116. 

(16 ) ( 1)
*( 2) (4 )

8

n g n g
N n n

g

⎡ ⎤+ + −= − +⎢ ⎥+⎣ ⎦
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3.5 Solidworks Heat Transfer Simulation 

The 3D Solidworks model of the module with the top ceramic removed is given  
below.  

 

Fig. 13. 3D model of the assembled TEG module 

 

 

Fig. 14. Temprature values at 5 different node points on the module 



 Design of a Single Stage Thermoelectric Power Generator 227 

 

The heat transfer computer simulation attached herewith describes the performance 
of the TEG module under normal operating conditions. A simple model of the TEG 
module comprising of two pairs of semiconducting pellets (thermocouples) is used to 
simulate the steady state heat transfer phenomena inside the module. The model is 
loaded with the maximum temperature that can be provided by the heat source (auto-
motive muffler). 

From the steady state heat transfer simulation it can be seen that the maximum ef-
fective temperature gradient between the top and bottom surfaces of the semiconduc-
tor plates is 112oC. Note that the maximum temperature gradient between the hot and 
cold sides of the module in the theoretical analysis was considered to be 80oC. This 
temperature difference subsists due to assumptions that has not been considered such 
as; contact resistance between the different plates, different environmental effects and 
the resistance of the copper plate’s etc. The semiconductor plates are generating heat 
internally at a temperature value of around 430K. Thus, the values theoretically pre-
dicted in the simulation for the temperature gradient may be reduced to the anticipated 
gradient value (80oC) in the specification. In the future, improvement on power gen-
eration can be achieved by further enhancing the thermoelectric properties of the  
semiconducting pellets. 

4 TEG Module Electric Circuit Performance Analysis 

Theoretical electrical circuit performance analysis for TEG modules are very helpful 
in demonstrating the performance of the module in regards to power generation. Dif-
ferent analysis software’s including Simulink can be used to study the circuit perfor-
mance of the TEG module. In this chapter such a software model is used to estimate 
the various performance parameters of the module. The steps utilized for the study 
include; 

 
• The representation of the module as an electrical circuit and the derivation of 

the mathematical equations representing the system using Kirchhoff’s’ voltage 
law.  

• The representation of the already formulated mathematical equations as a block 
diagram in the Matlab, Simulink environment. 

• The evaluation and comparison of the simulation results with the theoretical 
predictions 

4.1 Mathematical Modelling 

The generator can be modeled using the electrical schematic shown in Figure 15, 
where the open circuit voltage, the source resistance and the capacitance represent the  
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single stage TEG module and the load is a resistor with the output as the voltage drop 
across this resistor.  

 

Fig. 15. Electrical circuit representing the single stage TEG module 

4.2 Simulink Modelling 

In general, the mathematical equations representing a given system that serves as the 
basis for a Simulink model can be derived from physical laws. The TEG module starts 
to produce power, theoretically, as soon as a temperature gradient starts to develop 
between the two extremes of the thermoelement faces. In the Simulink model such a 
very small temperature gradient is modeled with a step input from the commonly used 
blocks, to outset current and thus power generation inside the module. This step input 
is shown to be connected with a unity gain to verify that the input is not amplified 
(this can be eliminated) and then to an adder where the system parameters converge. 
The differential equation is represented by the series of blocks to the right of the adder 
and the input to the system is represented by the series of blocks to the left of the 
adder as described above. 

As can be seen from the simulation result above, the module does not produce vol-
tage for one second. When the temperature gradient develops with time, the module 
will eventually start to produce voltage. Furthermore, the TEG module produces a 
voltage of magnitude around 4.25V for the first 10seconds of operation. Given 
enough time until the system reaches the expected temperature gradient between the 
hot and cold ends of the module, the voltage is expected to reach its peak value of 
58V. (Note that this value of voltage can be computed from values of power and cur-
rent of the module obtained in the previous thermo-electric analysis.) 
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Fig. 16. Simulation result showing the variation of the TEG module’s voltage with time 

5 Conclusion 

The design of a single stage TEG module is presented as a solution, owing to the cur-
rent situation of the world with regard to uncovering green technologies that are cost 
effective and simple. Also the different ways of integrating these devices in to an 
automotive for alternative power generation and their feasibility for future applica-
tions has been established.  

Different thermoelectric materials has been studied to be employed on the TEG 
module. Si-Ge alloys, due to their satisfactory thermoelectric properties at the temper-
ature range considered (i.e. 593-673K) and their easy availability in the market has 
been chosen as the p and n type thermoelements.  

Under the assumption of a non-fluctuating temperature gradient, a rigorous theoret-
ical analysis showed that the TEG module is able to produce a voltage of about 58V. 
With an increase in temperature gradient from zero to its maximum value, a Simulink 
study shows that the TEG module has a voltage output of about 4.5V for the first 
10seceonds of operation. Given sufficient time the module can reach its peak value of 
58V in power generation. 
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Under normal operating conditions, the efficiency of the TEG module is 0.33%. 
The total power output of the module is 0.017801Watt. A Solidworks heat transfer 
simulation showed that the effective temperature gradient between the top and bottom 
faces of the thermoelements to be 1120C. However, different thermophysical and 
environmental conditions that are not considered in the simulation study can reduce 
the anticipated value to the design value (i.e. 800C).  

A systematic design procedure considering both the thermal and electrical pheno-
menon inside the module is presented which can be used on a similar study in the 
future. 
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Abstract. The problems of leather sector in Ethiopia starts from animal 
husbandry stage. This calls for intervention options as early as possible in the 
supply chain. In this paper livestock husbandry cluster is proposed to mitigate 
the problems of Ethiopian leather sector at animal husbandry stage. The first 
and the most important stage of industrial clustering procedure is identifying 
best area for cluster development. Livestock husbandry cluster identification is 
a strategic decision with uncertainties. To handle the uncertainties, Fuzzy-AHP 
based livestock husbandry cluster identification is proposed. Up to now, there is 
no research conducted on Fuzzy-AHP for livestock husbandry cluster 
identification. Therefore, the aim of this paper is to identify livestock husbandry 
cluster in Ethiopia using Fuzzy-AHP. As a result, three alternatives (i.e. West 
Gojjam, East Gojjam and North Shewa) and six quantitative and qualitative 
criteria (i.e. geographical proximity, sectorial concentration, market potential, 
support services, resource potential and potential entrepreneurs) are found. 
Finally, North Shewa is selected as best area for livestock husbandry clusters. A 
sensitivity analysis is also performed to justify the results.  

Keywords: Fuzzy-AHP, Livestock husbandry, Cluster identification. 

1 Introduction  

Ethiopia is relatively well endowed in its livestock base in Africa, and stands seventh 
in the world in cattle, ninth in sheep, and eighth in goats [12]. This amount covers 
2.88% global share of livestock population. This enormous population of livestock 
promises an ample opportunity for the development of the leather industry in the 
country. 

Even if, Ethiopia has a large livestock population, the quality of hide and skin 
supplied to tanneries is poor quality. This is mainly due to poor animal husbandry 
practices, poor handling of the hides and skins at the slaughter facilities/abattoirs, 
poor storage and preservation methods and inadequate enforcement of the existing 
laws related to hides and skins. According to research done by Leather Industry 
Development Institute (LIDI) on eight tanneries of Ethiopia, 90% of defects of sheep 
skin, 85% of defects of goat skin and 59% of defects of cattle hide occur at livestock 
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husbandry stage [1]. This problem of quality caused by defects extends to each of the 
subsequent stages of processing of the leather, thus ultimately determining the price 
paid to the primary producer and of the semi processed or an end product. To solve 
this problem, livestock husbandry cluster is proposed as a solution. In Ethiopia there 
are successful clusters which give firms the ability to grow together. Some of these 
are: Merkato footwear cluster, Guleli Handloom Cluster, Addis Ababa Ready-made 
Garments Cluster and Mekelle Metal and Wood Enterprises Cluster. 

A cluster is a concentration of interconnected, geographically close businesses 
operating together within the same commercial sector and whose activities rely on 
certain local specificities such as availability of natural resources, centres for 
technological development (through universities, research centres, technology parks, 
or a technology-based industry), and a consolidated productive structure for all tiers 
of the productive chain of the region [15]. Most researchers in the area believe that a 
cluster approach is the most feasible approach for developing small enterprises and 
large industries [19]. Similarly, developing livestock husbandry cluster will generate 
export standard meat product and quality by products. The first and the most 
important stage of clustering procedure is identifying best area for cluster 
development.  

Cluster identification process is a complex process that involves both qualitative 
and quantitative, often conflicting criteria. It is also a strategic decision with 
uncertainties. In our previous papers [13] and [14], we compare the advantage and the 
disadvantage of existing cluster identification tools. The pitfall of the existing 
methods is that, they cannot handle uncertainties. To handle the uncertainties Fuzzy-
AHP approach is selected. In this paper we use Fuzzy-AHP approach to identify 
livestock husbandry cluster for the first time.  

The rest of the paper is organized as follows: Section two explores the literature 
review; Section three presents research methodology. Section four presents results 
and discussions. Finally, Section five presents the conclusions. 

2 Literature Review  

Analytic Hierarchy Process (AHP), introduced by Saaty, is a useful and practical tool 
that provides the ability to incorporate both qualitative and quantitative factors in the 
decision-making process [5]. Any complex problem can be decomposed into several 
sub-problems using AHP in terms of hierarchical levels [4]. One of the main 
advantages of the AHP method is the simple structure and design which represent 
human mind and nature [21]. But, it is generally criticized by the use of a discrete 
scale of 1-9 which cannot handle the uncertainty and ambiguity present in deciding 
the priorities of different attributes [5].To overcome these problems, several 
researchers integrate fuzzy theory with AHP to improve the uncertainty. The use of 
Fuzzy-AHP for multiple criteria decision-making requires scientific approaches for 
deriving the weights from fuzzy pair-wise comparison matrices [20]. Recently, 
Fuzzy-AHP has been widely used to solve multi-criteria decision problems, such as: 
[9], [6], [7], [18]. However, up to now, no research has been conduct on Fuzzy-AHP 
for identification of livestock husbandry cluster.  
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Fuzzy theory is composed of three key factors: fuzzy set, membership function, 
and fuzzy number to change vague data into useful data efficiently [11]. The merit 
and strength of using fuzzy approach is to express the relative importance of the 
alternatives and the criteria with fuzzy numbers instead of using simple crisp numbers 
as most of the decision-making problems in the real world takes place in a situation 
where the pertinent data and the sequences of possible actions are not precisely 
known [11]. Triangular and trapezoidal fuzzy numbers are usually used to capture the 
vagueness of the parameters which are related to select the alternatives [8]. Triangular 
Fuzzy Numbers (TFN) are expressed with boundaries instead of crisp numbers for 
reflecting the fuzziness as decision-makers select the alternatives or pair-wise 
comparisons matrix. This paper used TFN to prioritize livestock husbandry cluster 
areas with fuzziness.  

The surveyed literatures show that the vast majority of the Fuzzy-AHP applications 
use a simple extent analysis method proposed by Chang (1996) [3]. The extent 
analysis method is used to consider the extent of an object to be satisfied for the goal, 
that is, satisfied extent [9]. In the method, the ‘‘extent’’ is quantified by using a fuzzy 
number. The basics of the Extent Analysis Method on Fuzzy-AHP are introduced in 
different researches [9], [7]. As illustrated above, extent analysis method on Fuzzy-
AHP is used to solve multi-criteria decision problems. The paper used this approach 
to identify livestock husbandry cluster.  

3 Methodology 

The methodology is based on the approach described in our previous papers [13] and 
[14].The main aim of this paper is to apply Fuzzy-AHP for livestock husbandry 
cluster identification. The methodology consists of five main steps. In the first step, 
best origins or alternatives for livestock husbandry cluster are identified. In the second 
step, cluster identification criteria are selected. In the third step, weights of cluster 
selection criteria are calculated using the Fuzzy-AHP process. During the fourth step, 
the alternative ranking results are calculated and the best origin (alternative) for the 
livestock husbandry cluster is determined. Finally, sensitivity analysis is provided.  

4 Result and Discussion  

4.1 Best Origins (Alternatives) for Livestock Husbandry 

Experts from the Ministry of Agriculture (MoA), the Ministry of Trade (MoT), the 
Leather Industry Development Institute (LIDI), the Addis Ababa Abattoirs Enterprise, 
and the Ethiopian Leather Industries Association (ELIA) have been interviewed. Raw 
hide and skin collectors, big raw hide and skin traders and raw hide and skin selectors 
in some tanneries have also been interviewed to strengthen the assessment. 
Information collected through interviews covers about the Ethiopian leather sector, 
problems and challenges of leather sector at each stage of the supply chain, suitable 
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solutions, best origin areas for sheep skin and goat skins and cattle hides, 
characteristics of Ethiopian hide and skin, quality measurement parameters of hide 
and skin, etc. the interviews were carried out face-to-face and using the telephone. 
From the interview conducted, 23 raw hide and skin source areas were identified. 
From these areas, to select best origins/areas for raw hide and skin, questionnaires are 
distributed to 30 tanneries out of which 21 were filled and returned. The 
questionnaires were distributed through personal contact, and e-mail. The 
questionnaire has two parts. In the first part, the experts asked to grade the natural 
quality of hide and skin in the given areas. In the second part, based on the given 
grade, they are asked to measure the quality of hides and skins using five parameters 
(i.e. natural heritage, feeding practice, husbandry practice, free from diseases and 
absence of branding practice). The questionnaire and the interviews were concerned 
with best origins/areas for sheep and goat skins and cattle hides production in 
Ethiopia. But the detailed analysis of the study was restricted to sheep skin. This is 
because; Ethiopian sheepskin has a reputation for its fibre strength and other qualities 
attractive to the international market. It has also a higher relative price, and leather 
manufacturers use it to produce most valuable finished products that are in high 
demand. It can be used to produce best quality dresses, gloves and shoe uppers that 
sell in high end retail outlets in Europe, the United States and other developed 
countries.  

Aggregating questionnaire results by doing frequency analysis, three best origins 
for sheep skin production; namely West Gojjam, East Gojjam and North Shewa, were 
selected. Farmers found in three areas are used for analysis. These areas are identified 
as best origins for sheep husbandry in Ethiopia. From these three origins/areas the 
best area for cluster using Fuzzy-AHP methodology has been identified. 

4.2 Identification of Cluster Selection Criteria  

The detailed analysis for cluster selection criteria is given in our previous papers [13] 
and [14]. The same criteria are used to in this study also. These are Geographical 
proximity (GP), Sectorial Concentration (SC), Market Potential (MP), Support 
Services (SS), Resource Potential (RP) and Potential Entrepreneurs (PE).  

To select best sheep husbandry cluster area, Fuzzy-AHP approach is introduced. 
The method allows a complex decision to be structured into a hierarchy descending 
from an overall objective to various criteria, sub-criteria and so on until the lowest 
level. First, the overall goal of the cluster identification problem has been identified 
which was ‘‘best area for sheep husbandry cluster”. To identify the best cluster, as 
explained above, six criteria are selected by experienced experts. Finally, the three 
sheep husbandry areas are laid down at the last level of the hierarchy. Fig 2 shows the 
hierarchical structure of the objective, criteria and alternatives.  
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Fig. 1. The hierarchical structure, the alternatives and the criteria 

4.3 Pair-wise Comparison  

After identifying the criteria, the different priority weights of each criterion were 
calculated using the Fuzzy-AHP approach. The comparison of the importance of  
one criterion over another was achieved by the help of the questionnaire. The 
questionnaire facilitates the answering of pair-wise comparison questions. The 
preference of one measure over another was decided by the experience of the experts. 

Expert used the linguistic variables to compare the criteria with respect to the main 
goal. Then the linguistic variables were converted to triangular fuzzy numbers. Table 
1 shows the linguistic variables and their corresponding triangular fuzzy numbers.  

After the pair-wise comparison matrices were formed, the consistency of the pair-
wise judgment of each comparison matrix was checked, using the calculation method 
of consistency index and consistency ratios in crisp AHP. 

Each triangular fuzzy number, M = (l, m, u) in the pair-wise comparison matrix 
was converted to a crisp number using M-crisp= (4* m + l + u)/6. After the fuzzy 
comparison matrices were converted into crisp matrices; the consistency of each 
matrix was checked by the method in crisp AHP [9]. 

After calculating the consistency ratios of the entire matrix and making it below 
0.1, the next step is to calculate the weight vector for each factor lying at different 
levels of the hierarchy using Chang’s extent analysis approach. 
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Table 1. Triangular fuzzy Scale[3],[2],[10]  

 

The fuzzy evaluation matrix with respect to the goal with triangular fuzzy numbers 
can be seen in Table 2. Before calculating the weights, the consistency of the 
comparison matrixes is checked. All of the comparison matrixes are consistent. 
Because of space limitation, the processes of the consistency check are not shown in 
this research. 

In order to find the priority weights of each criterion, Chang’s extent analysis 
approach is used. First the fuzzy synthetic extent values of the attributes were 
calculated by using Eq. (1) 

The value of fuzzy synthetic extent with respect to the  object is defined as: 

                   (1) 

The different values of fuzzy synthetic extent of the six different main criteria were 
denoted by  

Table 2. The fuzzy evaluation matrix with respect to the goal  

 

SGP=(7.84,10,12.5)*(1/51.41,1/38.8,1/29.89)= (0.15,0.26,0.42) 
SSC=(5.2,7,9.5)*(1/51.41,1/38.8,1/29.89)= (0.1,0.18,0.32) 
SMP=(4.41,5.5,7.17)*(1/51.41,1/38.8,1/29.89)= (0.09,0.14,0.24) 
SSS=(4.41,5.5,7.17)*(1/51.41,1/38.8,1/29.89)= (0.09,0.14,0.24) 
SRP=(4.37,6,8.5)*(1/51.41,1/38.8,1/29.89)= (0.09,0.15,0.28) 
SPE=(3.7,4.8,6.6)*(1/51.41,1/38.8,1/29.89)= (0.09,0.12,0.22) 

The value of Si has been compared individually and the degree of possibility of 
 are identified using Eq. (2). 

                                    (2) 

Linguistic Scale Triangu-
lar fuzzy 

scale 

Triangular 
fuzzy recip-
rocal scale 

Explanation 

Equally important  (1,1,1) (1,1,1) Two elements contribute equally 
Moderately important  (2/3,1,3/2) (2/3,1,3/2) One element is slightly favored over another 
Strongly important  (3/2,2,5/2) (2/5,1/2,2/3) One element is strongly favored 

over another 
Very strongly important (5/2,3,7/2) (2/7,1/3,2/5) An element is very strongly favored over anoth-

er 
Extremely important (7/2,4,9/2) (2/9,1/4,2/7) One element is the highest favored over another 

, , ,  ,  and . 

 GP SC MP SS RP PE 
GP (1,1,1) (2/3,1,3/2) (2/3,2,5/2) (2/3,2,5/2) (3/2,1,3/2) (5/2,3,7/2) 
SC (2/3,1,3/2)        (1,1,1) (2/3,1,3/2) (2/3,1,3/2) (2/3,1,3/2) (3/2,2,5/2) 
MP    (2/5,1/2,2/3) (2/3,1,3/2) (1,1,1) (1,1,1) (2/3,1,3/2) (2/3,1,3/2) 
SS (2/3,1/2,2/3) (2/3,1,3/2) (1,1,1) (1,1,1) (2/3,1,3/2) (2/3,1,3/2) 
RP (3/2,1,3/2) (2/3,1,3/2) (2/3,1,3/2) (2/3,1,3/2) (1,1,1) (2/3,1,3/2) 
PE (2/7,1/3,2/5)    (2/5,1/2,2/3) (2/3,1,3/2) (2/3,1,3/2) (2/3,1,3/2) (1,1,1) 

≥  )
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Thereafter, the minimum degree of possibility  has 
been determined using Eq. (3).  

 (3) 
minV(MGP ≥ MSC,MMP,MSS,MRP,MPE) = min(1,1,1,1,1) =1  
minV(MSC ≥ MGP,MMP,MSS,MRP,MPE) = min(0.68,1,1,1,1) = 0.68 
minV(MMP ≥ MGP,MSC, MSS,MRP,MPE) = min (0.43,0.78,1,0.94,1) = 0.43 
minV(MSS ≥ MGP,MSC,MMP,MRP,MPE) = min (0.43,0.78,1,0.94,1) = 0.43 
minV(MRP ≥ MGP,MSC,MMP,MSS,MPE) = min(0.54,0.86,1,1,1) = 0.54 
minV(MPE ≥ MGP,MSC,MMP,MSS,MRP) = min(0.33,0.67,0.87,0.87,0.81)= 0.45 

Therefore, the weight vector shown below was found using Eq. (4): 

      (4) 

Finally, the weight vectors have been normalized using Eq. (5) and the relative 
weights of the 6 criteria are obtained. 

   (5) 

The final weights for Geographical Proximity (GP), Sectorial Concentration (SC), 
Market Potential (MP), Support Services (SS), Resource Potential (RP) and Potential 
Entrepreneurs (PE) were found to be 0.28, 0.2, 0.13, 0.13, 0.16 and 0.1, respectively. 
It has been conclude that the most important criteria for livestock husbandry cluster 
identification process is geographical proximity criteria as it has the highest priority 
weight. Sectorial concentration is the next preferred criteria. This result is supported 
by Porter’s (1998, 1990) cluster definitions [16],[17].  

4.4 Prioritize and Rank the Alternatives (Origins)  

The same calculations were applied to the other pair-wise comparison matrices and 
the priority weights of the three alternatives with respect to Geographical Proximity 
(GP), Sectorial Concentration (SC), Market Potential (MP) , Support Services (SS), 
Resource Potential (RP) and Potential Entrepreneurs (PE) criteria illustrated in table 
3, 4, 5,6,7 and 8 respectively. 

Table 3. Fuzzy Comparison matrix of the alternatives with respect to GP criteria  

 

Table 4. Fuzzy Comparison matrix of the alternatives with respect to SC criteria  

 

)

 ′ ′ ′ ′

W´ = (1, 0.68, 0.43, 0.43, 0.54, 0.33)T

W´ = (0.28, 0.2, 0.13, 0.13, 0.16, 0.1)T 

 West Gojjam East Gojjam North Shewa Priority Weight  
West Gojjam (1,1,1) (2/3,1,3/2)  (3/2,2,5/2) 0.45 
East Gojjam (2/3,1,3/2)  (1,1,1) (2/3,1,3/2) 0.32 
North Shewa (2/5,1/2,2/3) (2/3,1,3/2) (1,1,1) 0.23 

 West Gojjam East  Gojjam North  Shewa  Priority Weight  
West Gojjam (1,1,1) (1,1,1) (3/2,2,5/2)  0.45 
East Gojjam (1,1,1)  (1,1,1) (2/3,2,5/2) 0.45 
North Shewa (2/5,1/2,2/3) (2/5,1/2,2/3) (1,1,1) 0.1 
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Table 5. Fuzzy Comparison matrix of the alternatives with respect to MP criteria  

 

Table 6. Fuzzy Comparison matrix of the alternatives with respect to SS criteria  

 

Table 7. Fuzzy Comparison matrix of the alternatives with respect to RP criteria  

 

Table 8. Fuzzy Comparison matrix of the alternatives with respect to PE criteria  

 

The priority weights of the alternatives with respect to the criteria were combined 
and the priority weights of the alternatives were determined. As shown in Table 9, 
each column of the matrix was multiplied by the priority weight at the top of the 
column and then those values were added up for each row. At the end, the priority 
weights of the alternatives with respect cluster selection criteria were calculated. 

The priority weights for the alternatives were found to be (0.30, 0.34, 0.36). 
According to the final score, North Shewa is the most preferred sheep husbandry 
cluster area as it has the highest priority weight, and East Gojjam is the next 
recommended alternative for sheep husbandry cluster.  

Table 9. The priority weight of the alternatives  

 

4.5 Sensitivity Analysis  

Sensitivity analysis is the study of how the uncertainty in the output of a mathematical 
model or system (numerical or otherwise) can be apportioned to different sources of 
uncertainty in its inputs. In this study, it is conducted in order to monitor the 
robustness of the preference ranking among the alternative areas by changing the 
priority weights of the criteria. Fifteen trails have been done to justify the result.  

 West Gojjam East Gojjam North Shewa  Priority Weight  
West Gojjam (1,1,1) (2/3,1,3/2) (2/3,1,3/2) 0.33 
East Gojjam (2/3,1,3/2) (1,1,1) (2/3,1,3/2) 0.33 
North Shewa  (2/3,1,3/2) (2/3,1,3/2) (1,1,1) 0.33 

 West Gojjam East Gojjam North Shewa Priority Weight  
West Gojjam (1,1,1) (1,1,1) (2/3,1,3/2) 0.33 
East Gojjam (1,1,1) (1,1,1) (2/3,1,3/2) 0.33 
North Shewa (2/3,1,3/2) (2/3,1,3/2) (1,1,1) 0.33 

 West Gojjam East Gojjam North Shewa Priority Weight  
West Gojjam (1,1,1) (2/3,1,3/2) (2/3,1,3/2) 0.08 
East Gojjam (2/3,1,3/2) (1,1,1) (2/3,1,3/2) 0.39 
North Shewa (3/2,2,5/2) (2/3,1,3/2) (1,1,1) 0.53 

 West Gojjam East Gojjam North Shewa Priority Weight  
West Gojjam (1,1,1) (2/3,1,3/2) (2/5,1/2,2/3) 0.08 
East Gojjam (2/3,1,3/2) (1,1,1) (2/3,1,3/2) 0.39 
North Shewa (3/2,2,5/2) (2/3,1,3/2) (1,1,1) 0.53 

 GP SC MP SS RP PE Priority Weight  
Weight Alternative 0.28 0.2 0.13 0.13 0.16 0.1  
West Gojjam 0.45 0.45 0.33 0.33 0.08 0.08 0.30 
East Gojjam 0.32 0.45 0.33 0.33 0.39 0.39 0.34 
North Shewa 0.23 0.1 0.33 0.33 0.53 0.53 0.36 
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In Fig.2, the current situation indicates North Shewa is the most preferable area for 
sheep husbandry cluster. In case 1, when all the criteria weights are equal, in case 2, 
when Geographical Proximity (GP) and Sectorial Concentration (SC) criteria 
increase, and in case 5 when Market Potential (MP) and Support Services (SS) criteria 
increase, the ranking between East Gojjam and North Shewa is exchanged. On the 
other hand, when the weights of Resource Potential (RP) and Potential Entrepreneurs 
(PE) are significantly higher than other criteria, North Shewa became the most 
preferable area for sheep husbandry cluster. Generally, for most trial cases, North 
Shewa is the most preferable area for sheep husbandry cluster. 

Sensitivity analysis shows that the ranking among the alternatives is quite sensitive 
to the changes in the weights of cluster selection criteria. 

 

Fig. 2. Sensitivity Analysis 

5 Conclusion 

In this paper, to minimize defects of hide and skin at animal husbandry stage, 
livestock husbandry cluster was proposed. Fuzzy-AHP based methodology is selected 
to identify best origin/area for livestock husbandry cluster. Fuzzy-AHP has been 
playing an increasingly important role in multiple criteria decision-making under 
uncertainty. The proposed methodology was tested on a real-world data and was 
found that it functions satisfactorily. This study identified six criteria (Geographical 
Proximity (GP), Sectorial Concentration (SC), Market Potential (MP), Support 
Services (SS), Resource Potential (RP) and Potential Entrepreneurs (PE) for cluster 
selection and three best origin/areas (West Gojjam, East Gojjam and North Shewa) 
for livestock husbandry cluster. From these areas North Shewa is selected for sheep 
husbandry cluster. Here, sensitivity analysis is also performed to discuss and explain 
the results. As a future study we plan to use FUZZY-AHP to identify industrial as 
well as Micro and Small Enterprises (MSEs) cluster. We plan also to use other 
methods for cluster identification and to compare the results with Fuzzy-AHP results. 

 

 

0
0.1
0.2
0.3
0.4
0.5
0.6 West Gojjam East Gojjam North Shewa
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Abstract. Energy is one of the building blocks of modern society. Solar energy 
is a form of renewable energy which is available abundantly and collected unre-
servedly. In this paper, the application of solar energy using parabolic trough is 
analyzed. An experimental setup was developed to investigate the performance 
of the parabolic trough. Measurements of total direct radiation on the plane of 
the collector, ambient temperature, wind speed, water flow rate, and inlet and 
outlet temperatures of the water inside the absorber tube were measured and 
employed in studying the performance of the parabolic trough. A data logger 
and a computer were employed for data acquisition and the outputs of the expe-
riment are illustrated with the help of graphs plotted using the data import-
wizard data import-wizard of the data logger and MATLAB software. Finally, 
the efficiency which is used as a measure of performance is calculated and the 
experimental results are compared with the results obtained from the mathemat-
ical model. 

Keywords: Thermal Analysis, Parabolic Trough, Solar Collector, Experimental 
Investigation, Solar Energy.  

1 Introduction 

Energy is one of the crucial inputs for socio-economic development. The rate at 
which energy is being consumed by a nation often reflects the level of prosperity that 
it could achieve. The total energy consumption increases with economic and popula-
tion growth and, at the same time, various environmental problems associated with 
human activities become increasingly serious. 

In addition to an increase in price of fossil fuel products, resources will be ex-
hausted in a relatively short period of time. The current high price of fossil fuel re-
sources is affecting economic and social development worldwide. The impact of 
energy crises is particularly felt in less developed countries where a high percentage 
of national budgets for development must be diverted to the purchase of fossil fuel 
products. To reduce the dependency on imported fuels with high price, most countries 
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have initiated programs to develop alternative energy sources based on domestic re-
newable resources. In order to achieve the goals of sustainable development, it is 
essential to minimize the consumption of finite natural resources and to mitigate the 
environmental burden to within nature’s restorative capacity. 

There is now a global consensus that the new sources of energy have to be renewa-
ble to satisfy the global energy demand in the long term. Solar thermal power plants 
are one of the most promising options for renewable electric power production. Un-
like traditional power plants, concentrating solar power systems provide an environ-
mentally friendly source of energy, producing virtually no emissions and consuming 
no fuel other than sunlight.  

Ethiopia is one of the countries which is found around the equator in which a better 
solar radiation exists that creates favorable conditions for the exploitation of solar 
energy. This can make parabolic trough solar power generation system optional for 
power production in the country. 

2 Statement of the Problem 

Ethiopia, in addition to the persistent food insecurity, is suffering from energy supply. 
It is observed through studies and recent data, energy consumption increases propor-
tionally to the gross national product. One of the possible methods of overcoming 
energy crisis is by increasing the use of freely available renewable energy sources 
such as solar energy. 

Because of the proximity to the equator, Ethiopia receives adequate sunshine 
throughout the year. The annual average daily radiation in Ethiopia reaching the 
ground is about 5.2kWh/m2/day. The minimum annual average radiation for the coun-
try as a whole is estimated to be 4.5 kWh/m2/day in July to a maximum of 5.55 
kWh/m2/day in February and March [1]. 

Many industries in the country use fuel for water heating process. However, energy 
costs for heating water is increasing at considerable rate by increasing operating costs 
and reducing profitability due to continuous escalating of fuel price. Hence, this re-
search explores solar energy as a sustainable alternative for large scale water heating 
and power generation and it is a step forward to reduce dependency on imported oils.  

3 Significance of the Research 

Energy is one of the current issues of the country. There is a large energy demand in 
the country and to fulfill this demand the government is working on different sources 
of energy.  

The result from the study explores solar energy as a sustainable alternative for 
large scale water heating and power generation and it is a step forward to reduce  
dependency on imported oils. 
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The study benefits different industries in reducing the cost related to fuel and other 
high cost energy sources. This in turn develops the energy alternatives for the industry 
as well as the country. In addition, this research can be used as a reference for further 
study in the area. 

4 Solar Energy 

Solar radiation, often called the solar resource, is a general term for the electromag-
netic radiation emitted by the sun. Solar radiation can be captured and turned into 
useful forms of energy such as heat and electricity, using a variety of technologies. 
However, the technical feasibility and economical operation of these technologies at a 
specific location depend on the available solar resource. 

From the rays of the sun, which pass through the earth’s atmosphere to the ground, 
a portion is scattered by particles or clouds. The intensity of solar radiation outside the 
atmosphere is about 1.3 kW/m². Even though only a fraction of this actually hits the 
earth’s surface, the magnitude of the energy from this source is enormous. For exam-
ple, utilizing only 1% of the earth’s deserts and applying a conversion efficiency of 
15% to produce electric energy would develop more electricity than is currently pro-
duced worldwide by fossil fuels [3]. This is not practical given the need to distribute 
the electricity to users around the world, but it does highlight the magnitude of this 
resource. 

Global radiation is radiation energy incident on a surface, which is comprised of a 
diffuse (scattered) component and a direct normal component (the part coming undis-
turbed directly from the sun). Figure 1 illustrates the definitions of global, diffuse and 
Direct Normal Radiation (DNR). 

 

Fig. 1. Direct normal, diffuse and global radiation [3] 

The main components of a CSP system are: 
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4.1 Integration of Parabolic Troughs with Other Energy Systems  

As discussed earlier, the Solar Electric Generating System (SEGS) is fundamentally a 
steam turbine power plant in which the main fuel is solar radiation. Figure 2 shows a 
schematic diagram of a typical plant configuration [3]. 

 

Fig. 2. Parabolic troughs integrated with steam power plants [12] 

5 Mathematical Modeling of the Parabolic Trough 

In analyzing the solar parabolic collector, it is important to identify each and every 
part of the collector and the terms used on the solar collector. 

In the concept and design of the parabolic collector, the first definition is strictly 
geometric as ratio of aperture area to receiver area. The ratio of these two areas  
defines the concentration ratio of the parabolic trough as [24]: 

 a

r

A
C

A
=   , a aA W L= × ,  rA DLπ=            (1) 

 

Fig. 3. Parabolic trough 
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5.1 Heat Collecting Element (HCE) Performance Model 

The HCE performance model is based on an energy balance on the collector and the 
HCE. The energy balance includes the direct normal solar irradiation incident on  
the collector, optical losses from both the collector and HCE, thermal losses from the 
HCE and the heat gained by the HTF. Temperature gradient on the receiver can be 
accounted for by a flow factor FR to allow the use of inlet fluid temperature in energy 
balance equation. Thus, it is required to drive appropriate expressions for the collector 
efficiency factor F’, the loss coefficient UL and the heat removal factor FR to numeri-
cally evaluate the outlet temperature. All the equations and relationships used in one-
dimensional HCE performance models are described in the following sections. 

5.2 One-Dimensional Energy Balance Model 

The HCE performance model uses an energy balance between the HTF and the at-
mosphere, and includes all equations and correlations necessary to predict the terms in 
the energy balance, which depend on the collector type, HCE condition, optical prop-
erties and ambient conditions. 

Figure 4 shows the one-dimensional steady-state energy balance for a cross-section 
of an HCE and Figure 8 shows the thermal resistance model and subscript definitions. 
For clarity, the incoming solar energy and optical losses have been omitted from the 
resistance model. The optical losses are due to imperfections in the collector mirrors, 
tracking errors, shading and mirror and HCE cleanliness. The effective incoming solar 
energy (solar energy minus optical losses) is absorbed by the selective coating 
(  ). Some of the energy that is absorbed by the selective coating is conducted 
through the absorber (  ) and transferred to the HTF by convection 
(  ); the remaining energy is transmitted back to the environment by convec-
tion (  ) and radiation (  ).  

Table 1. Heat flux definitions 

Heat Flux Heat 
Transfer Path [W/m]

Heat Transfer Mode and 
Transfer Path

 
Solar irradiation absorption from 
incident solar irradiation to outer 
absorber pipe surface 

 Conduction heat flux from outer 
absorber pipe surface to inner 
absorber pipe surface 

 
Convection heat flux from inner 
absorber pipe surface to heat 
transfer fluid. 

 
Convection heat from outer 
absorber pipe surface to ambient 

 Heat radiation from outer absor-
ber pipe surface to sky 

3SolAbs
q′

2 3 C o n dq ′

12 Convq ′

35Convq′

3 4 r a dq ′
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The model assumes all temperatures, heat fluxes, and thermodynamic properties 
are uniform around the circumference of the HCE. All heat flux directions shown in 
Figure 7 are positive and all terms indicated in the above paragraph are defined in 
Table 1. Dotted variables indicate rates and the prime indicates per unit length of 
receiver and a double prime indicates per unit normal aperture area. 

The energy balance equations are determined by conserving energy for each sur-
face of the HCE cross section, referencing Figure 4. 

12 23conv condq q′ ′=                           (2) 

3 23 35 34SolAbs Cond Conv radq q q q′ ′ ′ ′= + +                          (3) 

35 34HeatLoss Conv radq q q′ ′ ′= +                                (4) 

 

Fig. 4. One-dimensional steady-state energy balance 

 

Fig. 5. Thermal resistance model for a cross-section of an HCE 

In Figure 5, Point 1 is heat transfer fluid, Point 2 is absorber inner surface, Point 3 
is absorber outer surface, Point 4 is sky and Point 5 is surrounding air. 

5.3 Convection Heat Transfer between the HTF and the Absorber 

From Newton’s law of cooling, the convection heat transfer from the inside surface of 
the absorber pipe to the HTF is: 
 
 



 Thermal Analysis, Design and Experimental Investigation 251 

 

 
12 1 1 2 1( )Convq h D T Tπ′ = −   ( )W/m   

 1
1 1

1
D

k
h Nu

D
=  (5) 

In these equations, both T1 and T2 are independent of angular and longitudinal HCE 
directions, as will be all temperatures and properties in the one-dimensional energy 
balance model. 

5.4 Conduction Heat Transfer through the Absorber Wall 

Fourier’s law of conduction through a hollow cylinder describes the conduction heat 
transfer through the absorber wall [26]. 

 
23 23 2 3 2 12 ( ) / ln( / )( / )Condq k T T D D W mπ′ = −  (6) 

In this equation, the conduction heat transfer coefficient is constant and is evaluated at 
the average temperature between the inner and outer surfaces. 

5.5 Heat Transfer from the Absorber Wall to the Atmosphere 

The heat will transfer from the glass envelope to the atmosphere by convection and 
radiation. The convection will either be forced or natural, depending on whether there 
is wind. Radiation heat loss occurs due to the temperature difference between the 
glass envelope and sky. 

Convection Heat Transfer 
The convection heat transfer from the glass envelope to the atmosphere ( ) is 

the largest source of heat loss, especially if there is wind. From Newton’s law of  

cooling 

 
35 35 2 3 5( )Convq h D T Tπ′ = −  ( )W/m  

 
3

35 2
2

D

k
h Nu

D
=

 (7) 

The Nusselt number depends on whether the convection heat transfer is natural or 
forced (i.e no wind or with wind). Since the experimental setup is in the open field, 
the convection heat transfer is assumed to be forced (with wind).   

Radiation Heat Transfer 
The useful incoming solar irradiation is included in the solar absorption terms. There-
fore, the radiation transfer between the outer surface of the tube and sky is caused by 
the temperature difference between the outer surface of the tube and the sky. To ap-
proximate this, the outer surface of the tube is assumed to be a small convex gray 
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object in a large blackbody cavity (sky). The net radiation transfer between the glass 
envelope and sky becomes [26]. 

 ( )4 4
34 2 3 3 4radq D T Tσπ ε′ = − ( )W/m  (8) 

5.6 Solar Irradiation Absorption 

Using basic energy balance equation, the useful energy gained per unit collector 
length expressed in terms of the local receiver tube temperature and the absorbed 
solar radiation per unit of the aperture area, which is the difference between the ab-
sorbed solar radiation and the thermal loss and is given by: 

 ( )a ab t L t a
used

A q AU T T
q

L

− −′ =  (9) 

 
ab O tq Iα=  (10) 

 
2tA D Lπ=  (11) 

In terms of the energy transferred in to the working fluid at local fluid temperature: 

 ( )
2 2 2

1 1 1

ln
2

t
t f

used

A
T T

L
q

D D D

h D k D

⎛ ⎞ −⎜ ⎟
⎝ ⎠′ =

⎛ ⎞
+ ⎜ ⎟

⎝ ⎠

 (12) 

Rewriting Equation 7 in the form of Tt and substituting in Equation 10, the following 
equation is obtained: 

 ' ( )a t
used ab L f a

a

A A
q F q U T T

L A

⎡ ⎤′ = − −⎢ ⎥
⎣ ⎦

 (13) 

F  is collector efficiency factor which is given by: 

 
'

2 2 2

1 1 1

1

1
ln

2

L

L

U
F

D D D

U h D k D

=
⎛ ⎞

+ + ⎜ ⎟
⎝ ⎠

 (14) 

This can be rewritten in the form of: 

 

' O

L

U
F

U
=

 (15) 

The actual useful energy collected by fluid is, therefore, given by: 

 ( )a ab t L fi a
used R

A q AU T T
q F

L

− −⎡ ⎤′ = ⎢ ⎥
⎣ ⎦

 (16) 
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Where FR is the collector heat removal factor, defined as the ratio of the actual useful 
energy gain to the useful energy gain, if the entire collector was at the fluid inlet tem-
perature Tfi and it is expressed as: 

 ( )

( )

pf fo fi
R

a t
ab L fi a

a

mC T T
F

A A
q U T T

L A

−
=

⎡ ⎤
− −⎢ ⎥

⎣ ⎦

 (17) 

After rearranging the above equation, including the collector efficiency factor, it be-
comes: 

 '

1 exppf t L
R

t L f pf

mC AU F
F

AU m C

⎡ ⎤⎛ ⎞
= − −⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

 (18) 

Finally, rearranging the above equations in the form of Tfo, then the exit temperature 
of the water from the heat collecting tube can be calculated from the following equa-
tion: 

 used
fo fi

f pf

q
T T

m C

′
= +  (19) 

6 Setup of Experimental Components 

6.1 Parabolic Trough Stand 

The stand, four legged, holds all the components: the parabolic trough support, the 
ratchet mechanism and tracing mechanism, up right from the floor. It has three parts: 
the lower part of the stand is connected to the concrete foundation using anchoring 
bolts. The stand is linked to the upper part of the trough by a mechanism that allows 
360O (the actual angle of rotation need to trace the sun’s position 47.30) rotation of the 
trough to trace the sun’s monthly position. 

 

Fig. 6. Stand of the parabolic trough 
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6.2 Trough Support 

This part of the parabolic trough connects the lower part of the support to the upper 
part of the trough. The parabolic troughs are connected to this support using bearings 
so that it is free to rotate from east to west to trace the solar position. This part also 
gives a rigid structural support of the trough with the stand. The connection between 
the stand and trough support is contact connection to let the trough support rotate 
through 3600 over the stand. 

 

Fig. 7. Trough support 

6.3 The Parabolic Trough 

The parabolic trough is the most important part of the assembly. The solar radiation 
strikes the surface of the trough and is reflected to the focal point. The parabolic 
trough structure is made from RHS metal and angle iron and the reflecting material is 
aluminum sheet.  

 

Fig. 8. The parabolic trough 

6.4 Heat Exchanger 

The heat exchanger is one of the components of this experimental setup. After the 
working fluid is heated by the solar radiation, the heat should be rejected at some 
point in the experiment setup because the working fluid will circulate again through 
the collector tube. The heat exchanger that is used for this purpose is shell and tube 
heat exchanger.  
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Fig. 9. Heat exchanger 

6.5 HTF Pump 

The pump is the driving force to circulate the HTF in this experimental setup. The 
selection of the pump is done considering the layout of the setup, the total pressure 
loss and the availability of the pump in the market. 

 

Fig. 10. Top view of the experimental setup layout 

Where: 3-Inlet point of the first trough, 4-outlet of first tough, 5-inlet of second 
trough and 6-outlet of second trough.  

 

Fig. 11. Front view of the experimental setup layout 

Where: 1-outlet of pump, 2-outlet of first flow controlling valve, 7-inlet of Heat 
exchanger, 8-exit of heat exchanger, 9-inlet of reservoir, 11-outlet of second flow 
controlling valve.   
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The parabolic trough is designed to track the sun in any direction. There are two 
rotational axes to make the tracking system easy. The first rotational axis allows the 
trough to track the sun from east to west during the day and the second rotational axis 
allows the trough to rotate in the vertical rotational axis to track the seasonal sun  
direction change from east to northeast and east to southeast. 

 

Fig. 12. Rotational directions from east to west 

 

Fig. 13. Rotational Direction with vertical rotational axis 

7 Results 

In this section, the thermal performance of parabolic trough solar collector is investi-
gated using the measured data of the inlet and outlet temperatures of the working 
fluid, ambient temperature, wind speed and global radiation around the experimental 
setup. Plots of the performance parameters are also done using MATLAB software 
from the data logger import wizard to Microsoft excel worksheet. 

Generally, in the test setup, water is circulated through the absorber tube, then to 
the heat exchanger, finally to the reservoir and again it is pumped back to the absorber 
tube. A regulating mechanism which is a gate valve is used to alter the flow rate in the 
system. Temperature of water incoming into and outgoing from the absorber tube are 
logged using data acquisition system. The pump circulates the water throughout the 
day starting from sunrise up to sunset. This is in line with the general test procedure in 
all standards.   
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Abstract. The model leather products manufacturing factory of leather industry 
development institute (LIDI) suffers from poor performances due to various 
problems. The purpose of this study is, therefore, to improve the performance of 
the case company using scheduling techniques. Proper scheduling technique 
can result in dramatic improvements in layout, utilization, idle time, make span 
and tardiness reduction. The existing company performance and various another 
scenarios were analyzed by using different sequencing rules plus Johnson’s and 
Campbell’s algorithms. The analysis and discussion showed that the feasible 
scheduling was of flow shop and while product layout was seen most preferable 
that result in reduction of machine idle time & make span by 3.00 & 4.33 hours 
respectively. Total flow time was reduced by 82.9% and machine utilization 
was improved by 16.15% when compared with existing layout. Through pro-
duction lines 1 or 2 of scenario-2 with the sequence of J1, J2, J3, J4 and J5, the 
company should make possible arrangements for such improvements.  

Keywords: performance, scheduling, manufacturing, make-span, leather industry. 

1 Introduction 

Many companies fail to improve their work performances due to lack of knowledge 
how to improve it. In turn it results in failure to meet customer requirements in their 
product on time delivery and products quality as many studies finding proved. There-
fore, this research paper focuses on performance improvement technique for the mod-
el leather products manufacturing factory of leather industry development institute 
using scheduling techniques optimize performance so that customers get satisfaction 
and increase their confidence level.  To support these problems, it is important to 
summarize the previous results and conclusion.   

Performance refers to the way people or machineries do their jobs and the results 
of their works [1]. Performance improvement is methodology to find the root causes 
of a performance problem and make improvements [2]. Performance analysis is one 
of the promising tools employed for assessing performance and then taking the neces-
sary measures. The major performance improvement tools in an industry, manufactur-
ing or service, are business process reengineering(BPR), business score card 
(BSC), benchmarking, ISO 9001:2000, scheduling, assembly line balancing, queue  
system, total quality management (TQM) and so on [3]. Before selecting particular 
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performance improvement tool, enterprises need to be clear in the aim to improve and 
expected outcomes and types of improvements required, holistic or specific area.  

Table 1. Performance improvement tools comparison 

Tools  Scope Main im-
provements 

Time in 
months 

Resources 

BPR Process & people Process 6-12 high investment 
BSC Holistic model. Cascading 4-6 Low investment 
ISO 
9000:2000 

Processes and 
documentation 

Process 
control 

6-9 Assessment cost 

TQM Processes and 
products 

Continuity 24-36 Consultant costs 

Kaizen Processes or func-
tions 

Attitude 24-36 Consultant costs 

Scheduling Processes and 
people 

Make span 24-36 Scheduler costs 

Line ba-
lancing 

Processes and 
facilities 

Flow 36-60 Consultant costs 

Queue 
model 

Processes, system 
and people 

Service 48-60 Technology  
costs 

Scheduling is the process of allocating available production resources to complete a 
certain set of tasks in a given time period while satisfying one or more objectives. It 
can also decide the work flow, utilization and the layout. Hence, it has been decided 
to improve the performance of the model factory using relevant scheduling techniques 
with time parameter. Some of these techniques include job shop (a firm specializes in 
low to medium volume production and utilizes job or batch processes) the focus of 
which is to control scheduling bottleneck machines (the n on 1 problem), scheduling 
parallel machines (the n on m equal problem), scheduling serial processes (n on 2 or n 
on m problem), and scheduling goals. Another type, flow shop scheduling, is when a 
firm specializes in medium to high volume production and utilizes line or continuous 
processes. The rules that specify the job processing sequence when several jobs are 
waiting in line at a workstation are total shop time, earliest due date (EDD), first-
come, first-served (FCFS), shortest processing time (SPT) and critical ratio (CR), a 
ratio that is calculated by dividing the time remaining until a job’s due date by the 
total shop time remaining for the job [4]. Oliver Braun (2013), also worked on single-
processor scheduling with time restrictions but still considered only single parameter 
and showed that the integrated model can result in better strategic planning decisions 
in terms of expected profit and conditional value at risk compared to traditional mod-
eling approaches [5]. Camilo et al. (2009) developed an efficient numerical procedure 
to calculate mean job flow times and then solved for the optimal scheduled starting 
times using non-linear programming [6].  

In specific sub-sectors such as leather products manufacturing, there were few 
study results that considered the improvements though the sub-sector has high contri-
bution to GDP (Gross Domestic Product) of Ethiopia [7]. Furthermore, most of the 
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researchers consider only single parameter or constraint which will not come out with 
significant improvements. In the institute, problems with the performance of model 
factory can be tackled through performance-based scheduling techniques [8].  

The discussion in this paper is focused on proper selection of scheduling tech-
niques that was brought about improvements and significantly benefit the workshop 
to handle continuously increasing new design and product demand and come up with 
multiple improvements in layout, utilization, makespan, and efficiency. This solves 
the makespan time to optimum. 

2 Material and Methods 

The used methodology was considering the existing production layout type to identify 
processing time at each workstation. Then, using sequencing rules the sequence that 
minimizes makespan and utilization of resources at production lines were identified 
by direct observation followed by self-investigation such as interviewing and discus-
sion to the relevant persons, especially designers, pattern makers, supervisors and 
other staff in the workstations. Five major jobs were selected and average process 
time and order due date and ten order times sample data in each workstation was col-
lected randomly to determine activity delays and the number of delayed jobs.  

 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 

 

Fig. 1. Flow chart of methodology 

Start  

Layout, schedule makespan, flow 
time and resource utilization  

Stop 

Identify product types, 
process flow, and worksta-
tions to provide technical 
services 

Identify resources (workers 
and machineries) at each 
workstation 

Collect process time data 
randomly at each worksta-
tion by taking sample or-
ders 

Analyze, verify, compare and 
summarize the outcomes 

Average process time for 
each product at each 
workstation 

Input all the process time data for 
each job to sequencing rules table and 
algorisms  

Evaluate the outputs at each worksta-
tion with respect to total flow time, 
average tardiness, no of tardy jobs, 
makespan and utilization 
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Sequencing rules and Johnson’s algorithms were used and results were compared 
through critical ratio (CR). Then  makespan  was verified by using the Gantt chart. 
The validation process of the model was conducted by comparing the output of pro-
posed layouts and that of the existing system. Finally, based on the output compari-
son, proper scheduling type, layout and resource utilization could be defined. 

3 Discussions and Results 

3.1 Existing Factory Layout and Production Process Flow 

The existing condition contains two workstations. These are CAD/CAM center (de-
sign room) in workstation-1 and workstation-2 (leather products production section) 
in which cutting, skiving and stitching operations are being performed. The design 
outcomes from the CAD/CAM center are then moved to workstation-2 for further 
processing and or transferred to customers (producers industries) directly so that they 
can reproduce in mass for the market. By considering the former case where the de-
signed patterns are transferred to workstation-2, the pattern and design specification 
sheet is distributed for the respective cutting, then to skiving & stitching operations. 
Let’s evaluate the existing method (Fig 2). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 2. Existing arrangements of sections and machines in workstations 

3.2 Workstation-1 (CAD/CAM Center) − Scheduling Jobs on CAD/CAM 
Machine 

The CAD/CAM center is always busy and has at least 5 unprocessed jobs (leather 
bag, leather garment, leather wallet, leather belt and dress) design & pattern making, 
respectively assigned as: J1, J2, J3, J4 & J5, The scheduling is done separately using 
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dispatching rules and just to begin, data for process time and due date for two weeks 
(10 days or order intervals) is collected from product development center and an aver-
age is taken for evaluation (table 2). It takes only a couple of minutes to insert specifi-
cation and trace the pattern for a single product on CAD/CAM machine. Here given 
that, (the job, process time, due date) as :(1,35,56),(2,49,38),(3,31,45),(4,18,30) 
and(5,35,33) respectively,  by sequencing rules (FCFS, SPT, EDD and CR) the eval-
uation summary was obtained as follows (table 2).  

Table 2. CAD/CAM Machine against dispatching rules for existing condition 

Rules CAD/CAM Machine 
 Mean flow time Aver. Tardiness No of tardy jobs Utilization  

FCFS 113 76.8 4 29.7% 
SPT 87.0 50 4 38.36% 
EDD 117.8. 80.3 4 28.5% 
CR 94.6 56.5 5 35.5% 

3.3 Workstation-2 and Jobs  

Considering workstation-2 (Fig 2) in the m-machine problem with ‘n’ different prod-
ucts, we have potentially (n!)m different schedules though full enumeration is usually 
impossible. Also, jobs processed in the section are unrelated and each job is processed 
on respective sections sequentially i.e. cutting, skiving and then stitching respectively 
but some components may repeatedly visit the same machines. It also violates the 
Johnson’s rule that the job time must be known and constant and job times must be 
independent of sequence (but in our case, the sequence is a must) and jobs must fol-
low same two-step sequence plus job priorities cannot be used. 

3.4 Proposed Product Layout Type and Production Flow 

Scenario 1: Considering job shop flow where 5 jobs are done on identical parallel 
machines in batches in workstation-2, major assumptions were drawn as identical 
machines performance may be constant. Similar machines are arranged in similar 
subsections. Jobs should visit all substations before completion. The same sample is 
used. In this case the entire batch is completed before they move to the next machine 
(Fig.3). 

By using algorithms to minimize mean flow time and/or make span in each substa-
tion (one for minimizing mean flow), sequence jobs by SPT and take jobs from list 
and assign to each 1st  machine in workstation-2, substation-1 with least amount of 
assigned time and continue through all jobs. The other is to minimize make span 
while controlling mean flow time and do the same reversing scheduled tasks’ 
processing order. Students who are  training data from workstation-2, substation-1 
for 5 jobs in the months of April-May, 2014 was taken and arranged (job, process 
time in hrs per unit product) as (1,5),(2,6),(3,3),(4,8),(5,7). Using flow time and make 
span with FCFS, SPT, EDD, LPT and CR rules plus Gantt chart for all substations 
with the same procedure, the result is shown (table 3). 
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Fig. 3. Parallel identical machines arranged in production sequences 

Table 3. Scenario-1 proposed method out comes 

Rules Substation-1 Substation-2 Substation-3 
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FCFS 17.9 11.2 4 22 12 1 25 13 3 
SPT 15 0.5 1 11 0.7 1 25 2 1 
EDD 58.5 0 0 14 7 4 27 19 2 
CR 16 2.1 3 13 4 3 14 3 4 

 
Scenario-2: Considering line production where n jobs are done in separate lines on 
production sequence of serial machines, taking into account assumptions such as:  
Each line contains non identical machines arranged in production flow sequence. A 
product once entered into a production can never jump to another line. The same 
sample is used See (Fig 4). 

In this serial problem, choosing arbitrarily line-1, average process time for the four 
consecutive machines are considered. Campbell algorithm reduces (4!)5 machines 
schedules to 3.  CAD/CAM can feed all the serial lines. Time is in hours. Process 
time data was collected for 5 jobs for the months of April to May, 2014 (table 4).  
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Fig. 4. Serial machine problem/flow shop process 

Table 4. Scenario-2 proposed method out comes 

Job  
Order 

CAD/CAM  
Machine 

Cutting 
Machine-1 

Skiving 
Machine-1 

Stitching  
Machine-1 

J1 5 8 4 3 

J2 7 9 5 8 

J3 2 3 9 7 

J4 6 1 6 4 
J5 3 4 5 2 

For production line-1, Johnson’s rule 1st sequence is: J3-J2-J4-J1-J5 with makespan 
of 40 units. The 2nd and 3rd sequences and makespan are: J3-J4-J2-J5-J1 and J3-J2-J1-J4-
J5, 42 and 45 respectively. Gantt chart also shows the same result. So, makespan is 40 
hrs. For production line-2 and line-3, the same procedure followed and resulted in the 
summary (table 5). 

Table 5. Scenario-2 proposed method out comes 

Production lines Performance-based evaluation parameters 
 Mean Flow 

time 
Mean idle 
time 

Makespan  Mean average 
utilization 

Production line-1 12.22 4.3 40 30.29% 
Production line-2 15 2.5 40 49.45% 
Production line-3 17.5 2.2 42 41.2% 

Average  14.90 3.0 40.67 40.31% 
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To analyze the existing scenario’s (table 2) results show that SPT is better to schedule 
with as it has minimum flow time, tardiness and better utilization. But in workstation-
2 the schedule also violates both sequencing and Johnson’s rules. Scenario-1 consid-
ers all machines in workstation-2 categorized in section-wise (Fig.3) and the result 
summarized in (table3) shows that SPT schedule has a minimum flow time while LPT 
schedule has minimum lateness in all subsections which reduces service delays. Ma-
kespan for SPT and LPT is same. In scenario-2 (Fig.5) the outcome summary shows 
that the mean flow time is 14.90 hours and the mean idle time is 3.4 hours (table 5). 
The mean flow time and mean idle time is less than mean flow time of scenario-1 
(table 2). Makespan for scenario-2 is less than that of scenario-1 (40.67<45) hours. 
For scenario-1and scenario-2, SPT is reduced by (87-51)/87=41.4% and (87-
14.90)/87=82.9% of its hours respectively. Machine utilization for scenario-2 is in-
creased by 16.15% ((40.31%-33.8%)/40.31%). Makespan is independent of sequencing 
rules in existing method but reduced by (45-40.67)/45=9.62% while idle time is re-
duced by (6-3)/3=100% from scenario-1 to scenario-2.  Average tardiness and tardy 
jobs are reduced in SPT of scenario-1 than in existing method of CAD/CAM  
center by 93.6% (50-3.2)/50and (4-3) =1 respectively.  

4 Conclusion  

This study investigated the appropriate scheduling techniques in the model leather 
products factory of leather industry development institute by using different dispatch-
ing rules and Johnson’s algorithms across various scenarios which showed that the 
minimum flow time, makespan and idle time needed to produce a batch of products 
were found in flow shop scheduling (scenario-2) as 14.90 hours and the mean idle 
time was 3.4 hours (table 5). Makespan and flow time were reduced by 9.6% and 
82.9% respectively while machine utilization was increased by 16.15%. Product 
layout was seen best in the selected scenario. Hence scenario-2 is the best alternative 
to schedule with as it leads to better improvements.  Furthermore, the improvements 
will be good news for leather products manufacturing companies that are consulted 
under leather industry development institute those are suffering from performance 
(productivity) under 30% (LIDI Report, 2013) due to different problems like underu-
tilization, and improper layout.  

The study by other than Johnson’s algorithm and dispatching rules, many factors 
affecting the scheduling of the model leather products factory will be focused on as 
future study area. These factors include scheduling with economic-based performance 
improvement parameters that minimize costs such as set-up costs, inventory holding 
costs, shortage costs, overhead and labor costs.  
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Abstract. The purpose of this study is to find the best strategy for products dis-
tribution network in terms of response time reduction. The decision making is 
based on the carriage capacity of the cars relative to the transportation time and 
cost records. The response time for the service delivered in the manufacturing 
company is not optimum and customers are always in complaint.  Thus, due to 
high transportation cost and long time delivery, the institutional customers of 
the company were also influenced by response time to get the products on time. 
Optimum transportation time and cost has improved company’s competitive 
strategy during last decades undoubtedly. As premises of this, transportation 
cost and times are the two variable used to determine the best strategy among 
the alternatives. A lot of mathematical models have been applied to do optimi-
zation on supply chain networks, but supply chain dynamics, such as uncertain-
ty in production demand and transportation, are not present in most of them. As 
a result, to handle this variation, simulation can be a powerful tool. In this 
study, an arena simulation tool is used to analyze system performance using 
transportation cost and time as the performance parameters. In addition, based 
on the generated transportation time and cost, a simple mixed integer linear 
programing (MILP) was developed and Win QSB software has been used to 
solve and select the best network configuration Finally, the study resulted in 
strategy 2 has a minimum time and cost. By considering current situation this 
strategy is able to save the time by nearly 6.5 hours in 30 days. 

Keywords: Leather products, response time, arena simulation, production, 
MILP. 

1 Introduction 

It is very important to reduce the cycle time of product distribution that may results in 
reduction of cost of transportation. The main reason to this study motivation is that in 
the leather manufacturing industry there is high cycle time for product distribution to 
different centers. Therefore, this study focuses to answer this high cycle time reduc-
tion for the leather products distribution considering all possible strategies described 
in this study.  

Response time is the total amount of time it takes to respond to request for service 
which is the sum of the service and wait time. Thus, factors that affecting response 
time for achieving predetermined goals is assessing by performance measurement. 
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Evaluation of supply chain performance is essential for operating and managing of 
supply chain [1]. Production distribution network as a key driver of the total profita-
bility of companies has considerable impact on the supply chain performance directly 
[2]. Therefore, evaluation of performance in terms of response time is vital task for 
companies. Simply, simulation software can evaluate network performance. A few  
years ago, this method was bounded to  predicting outcomes of changes made to 
equipment, processes or systems within a distribution centers or manufacturing facili-
ty. Today, simulation can be much broader encompassing of whole supply chain net-
works and their numerous facilities, transportation modes and inventory [3].  

Configuration of production-distribution network has great effects on a supply 
chain’s long-term performances. In the sense of dynamics inherent of supply chain 
such as transportation uncertainty and demand variation, they are not presented in 
nearly all mathematical models because of tractability [4]. A wide range of techniques 
such as linear programing, integer programing, mixed-inter linear programming,  
heuristic methods and genetic algorithms have been applied for modeling of produc-
tion-distribution network. The principles of modeling methods such as simulation, 
mathematical optimization and heuristic models have been described in detail by ref-
erence [5]. In heuristic modeling methods, although acceptable answers are founded, 
but the answers are not guaranteed as an optimal. These methods are able to create an 
acceptable solution in a logical time. In decision making for production distribution 
center (DC), decision criteria is stated considered within two dimensions as Customer 
needs that are met and cost of meeting customer needs [6]. Response time is one of 
the customer service criteria which influenced by network design and configuration. 
Transportation is also supply chain costs which influenced by production-distribution 
configuration [6]. In this regard, simulation has appeared as a powerful method to 
investigate and design global strategies for the companies. According to Sara Hewitt, 
stochastic system use random number generators, so the output of the simulation is an 
estimate of the true system behavior [10].  

Vieira had presented first ideas of a research project proposing to use computer si-
mulation, in this case is Arena, in modeling and evaluation of supply chain perfor-
mance [11]. The characteristic for network management seen as a complex task. But 
Arena simulation software could become a useful tool to understand the basics of any 
net-work management [12].  

One of scenarios to improve transportation time and cost in leather products manu-
facturing industry was by adjusting the number of resources and distance between 
product distribution centers. And then Arena software was used to analyze the effects 
of that adjustment [13]. The relationships between key indicators of manufacturing 
product distribution system performance, such as transportation time and cost to be 
defined shortly in this work, are complicated and difficult to quantify [20]. For many 
companies, the key aspects of current competitiveness in order to raise customer satis-
faction focus on effective delivery time [21].  

A simulation model is a descriptive model of a process a system and usually in-
cludes parameters that allow the model to be configurable. The model will then be 
used to estimate the effects of various actions. Finally simulation draws conclusions 
and makes action decision based on the results of the simulation. In this way the real 
life system is not touched until the advantages and disadvantages of what may be 
major policy decision are first measured on the systems model [23, 24, 25]. Different 



 Response Time Reduction in the Leather Products Manufacturing Industry 273 

 

authors finding showed that arena simulation is the powerful tool to solve such a sto-
chastic system of the companies [7, 8, 9]. This model also customized to come up 
with good result.  

This study was conducted in Universal leather products manufacturing company 
producing ladies hand bag (LHB), leather luggage (LLG) and small leather articles 
(SLA). The products are shipping to distribution center by cars. The factory operates 
6 days a week starting 8:00 am to 4:30 pm from Monday to Friday and till 12:30 pm 
on Saturday. So, now day’s product varieties are rapidly being introduced into the 
market. In this situation, the company survival is determined by constantly transport-
ing products with optimum time and cost, or by improving an existing product distri-
bution system [22]. By considering to the company’s ability and limited capacity of 
DC, direct shipping of products will be added to their transportation modes. The 
amounts of each product which can be sent directly were given by company’s sales 
experts. The ability of the company for direct shipping of products is 20% of LLG, 16 
% of LHB and 10% of SLA.  

In this study, the company’s actual cycle time for product distribution is 13.29 hrs. 
This high transporting time definitely identifies reasonable cost on the company. So, 
finding the best strategy which minimizes the transportation cost and time is enabling 
the company to solve the stated high cycle time problem. A simulation model is de-
veloped to evaluate system performance based on transportation cost and time for 
different DC configurations within the company in line with developing Mixed-
integer linear programming (MILP) and solving by winQSB software. The existing 
company transportation time and cost was in random operational way. The different 
strategies were considered in this study to solve problems of high cost and time for 
the responsiveness of the company in reducing wastes. 

2 Material and Methods  

The study was conducted considering different materials and methods to achieve the 
goal of this study.  

Start  

Project Planning 

Identify process flow for production 
distribution network (conceptual 
modeling)

Data collection

Conceptual 
model 

Build verification process of 
Arena simulation model

Build validation process of Arena 
simulation model

Experimentation and analyzing 
output data

Implementation the selection 
method  

stop

 

Fig. 1. Flowchart of methodology 
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The literature reviews and software applications discussed were utilized to come 
up with good solution regarding the objective of this study. Generally, the first me-
thodology was direct contact to experts to identify transportation time and cost at each 
production distribution network, and then the second methodology was to use Arena 
simulation for identifying the minimum transportation time and cost needed for pro-
duction distribution network. Applied methodology in this study divided in separated 
nine steps model. It is necessary to complete all these steps, before the simulation 
study was completed. The application of methodology makes certain a valid simula-
tion outcome and helps the analyzer in the development of the model [17]. These 
steps are described clearly (Fig 1).  

3 Discussion and Results 

3.1 Production Process Flow 

In general, there are 6 main sections in this company (Fig.2). Raw materials first 
come to store in the form of bundles for storing & quality checking. Next, the 
processes of cutting, numbering, skiving and splitting are done. After, preparation 
stitching and completed products process flow followed.  Finally finished products 
go to inspection & packing to delivered to customers (Fig2). 

RM receiving & 
selection & 

quality inspection

cutting, 
numbering and 

skiving & 
splitting

preparation

StitchingFinal inspection
Product packing & 

Shipping to customer

 

Fig. 2. Process flow of studied leather Product Company 

3.2 Conceptual Model 

First step in each simulation modeling is building conceptual model.  

Manufactured 
leather products

Leather 
products to 

loading area for 
cars 

Loading of 
leather products 

on cars

Loading cars to 
Distribution 

Centre 

Unloading of 
leather products 

from cars

Transport leather 
products to retailers  

 

Fig. 3. Process flow of studied company product distribution network 

Conceptual model included transportation cars as inputs from manufacturer to re-
tailers. Out puts consisted of transportation time and cost for each type of cars among 
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the company’s distribution network. Products are transported from manufacturer to 
distribution center by cars. Then, based on retailer/customers demand products are 
collected and shipped to retailers by their own vehicles. Hence, this study aim is to 
find the best strategy for transporting products from the manufacturing to customers. 
In order to create each product (entity) in the simulation model, the Create module 
was used to generate arrivals of each product. Then this Create module was connected 
with the Process module. 

3.3 Decision Variables 

Variables are classified as controllable and uncontrollable. The controllable variables 
include number of different types of cars that are transported from manufacturer to 
DC and from DC to different destination of retailers. Uncontrollable variables consist 
of variables which are not under the control of simulation analyzer such as: transpor-
tation cycle time. Both types of variables are important for making decision in terms 
of the fitted and best strategy of supply chain networks 

3.4 Data Analysis 

Relevant data’s such as loading and unloading time, transportation time from an ori-
gin to its corresponding destination and products demand has been collected by inter-
viewing, observing the report of the company with direct contact to the company sales 
experts and identified to which tool it fits.   

In this study chi square test was done to find fitted distribution by using easy fit 
software. Normally Chi Square test is used to identify fitted statistical distribution. In 
general, the chi-square test statistic used is of the form:-  

 

3.5 Model Assumption 

This study represents discrete-event modeling and the factory works for 450 minutes 
in a day. The actual working time for whole system is 7.30 hours per day. Break time 
include lunch and tea break are totally 1 hour per day. The manufacturer working time 
is 8.30 hours per day (Monday up to Friday) and 4.30 hours on Saturday. There is no 
maintenance process performed during the transportation period. Each car can trans-
port the products and for running in simulation model, it should be waited until its 
capacity is being filled. The cars never starved for loading and trucks breakdown is 
not considered in this model.  

3.6 Model Verification 

Model verification is an important step in simulation modeling. It is applied to ensure 
the model whether it is running properly or not. In fact verification is a performance 
appraisal system. Several verification techniques can be applied to the model to make 
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sure that the model has been conducted correctly and it obtained various purposes of 
simulation in organizations or companies. These techniques are [15] used to conduct 
model code reviews, check the output for reasonableness, watch the animation for 
correct behavior, and use the trace and debug facilities provided in the simulation 
software. In this simulation modeling, each part of model was run with different set of 
inputs and the obtained outputs were compared with actual outputs. 

3.7 Model Validation 

Several techniques for validation of model have been offered by [14].  Model valida-
tion required abilities for drawing a conclusion map about the accuracy of the model 
based on the available evidence. In this study, validation of the model was done by 
comparing the actual data with the results that were generated by simulation software. 
In the other words, for validating of the model, the transportation cycle time from 
manufacturer to DC for a day was simulated and compared with actual time.  

Table 1. Validation data 

Replication Simulated cycle time (hours) Actual cycle time (hours) 
1 14.07  

 
13.29 

 
 

2 13.93 
3 12.62 
4 13.70 
5 12.95 

Average 13.45 
Variation (%) 1.57 

3.8 Warming up Period Determination 

In this case study, the system behavior represents steady state so that warm up period 
should be identified, because entities can be in different parts of the system while it is  
not working. While the system restarts, entities continue their routes to leave the sys-
tem. Warm up period model was run for 1 shift with 5 replications. The system needs  
 

 

Fig. 4. Warm up period determination 
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2 hours to be worm up. While warm up period was identified, it is the time to find the 
number of replications for simulation running. To estimate the number of replications, 
the model initially was run for 5 times with a run length of 7.30 hours (1 working 
day). 

3.9 Number of Replications  

One of the important steps in any validation procedure is to determine the number of 
replications, because it has directly effect on result accuracy. To determine number of 
simulation runs, cycle time can be a good estimator [18]. To do so, the formula ex-
pressed below was proposed by [19] for estimating number of replications.  1, 1 2  

Where N(m)= number of simulation runs to achieve the desired level of accuracy; 
X (m) = the mean estimate of an initial m number of runs; S(m)= the standard devia-
tion estimate of m number of runs; α = level of confidence; ε = allowable percentage 
of error; and t_(m-1,(1-α)/2) = critical value of the two-tailed t-distribution at a level 
of significance, given m-1 degrees of freedom. 
Mean, x = (14.07 + 13.93 + 12.62 + 13.70 +12.95)/5 = 13.45 and variance, 1.57/ 5 1 0.6. For 95% Confidence Level and error, 5%, . , . .  

Number of replication,  = 2.776 .. . =3.82 4 

Table 2. Estimate of mean and standard deviation 

 Simulation Cycle Time (Minutes) 
 

 
Replication 

1 14.07 0.34 
2 13.93 0.23 
3 12.62 0.69 
4 13.70 0.06 
5 12.95 0.25 

Total 67.27 1.57 

Therefore, the minimum number of replications is 4. To have more reliable and va-
lid result we examine our models under 5 time’s replications. Table 3 and table 4 
show the generated result which obtained from ARENA. Figure 7 illustrates the  
average transportation time which has been obtained from simulation model in 5 rep-
lications on 30 days of simulation run. Strategies 1, 2 and 3 are related to the direct 
shipping of product 1, 2 and 3. From strategy 4 up to strategy 6, two types of products 
are shipped in a direct manner, and finally in the strategy 7 all the products are 
shipped directly with determined amounts. 
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Table 3. Transportation time generated by Arena 

      Replication 
 
Strategy 

1 2 3 4 5 

1 140.4 140.5 140.5 140.6 130.5 
2 133.9 134.8 135.0 134.2 134.0 
3 132.7 132.6 132.9 132.6 132.6 
4 138.5 138.4 138.6 138.4 136.6 
5 119.8 120.0 120.2 119.9 120.0 
6 147.6 146.9 147.9 147.1 147.0 
7 154.9 154.7 155.3 154.9 155.0 

Table 4. Transportation cost generated by Arena 

    Replication 
 
Strategy 

1 2 3 4 5 

1 720353 727330 718051 721242 720733 
2 811438 822053 819396 817652 824231 
3 845836 848795 840176 847726 847726 
4 751192 754016 745995 753155 751167 
5 590692 585234 589665 591223 591223 
6 622187 551899 621039 625002 621821 
7 557165 553327 554787 553298 552876 

Total transportation time reduced in single product direct shipping, and strategy 1 
and strategy 3 have minimum and maximum total transportation time respectively 
(Fig 6). Strategy 4 to strategy 6 multi products direct shipping has been suggested for 
logistic network. Transportation time dramatically dropped, from strategy 3 to strate-
gy 4. It can be concluded that by increasing the amount of direct shipping, a consider-
able time reduction has been obtained. 

 

Fig. 5. Comparison of average transportation time between different strategies 

Figure 7 illustrates fluctuations in terms of transportation cost among different 
strategies. Transportation cost has a direct relationship with amount of products which 
are transported directly. The cost of transportation increases while percentages of 
direct shipping have additive trend. Since cost and time have different value for deci-
sion making to find fit strategy, optimizing model and sensitivity analysis are  
required. 
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Fig. 6. Comparison of average transportation cost between different strategies 

3.10 Selection Method 

For selection of the best configuration based on mentioned criteria a simple MILP 
was developed and solved by WINQSB software. The description of a mixed integer 
linear programming MILP is as follow:  

Min Z = h (162253.96 C1 + 149421.27 C2 + 138012.39 C3 + 182744.34 C4 +166676.87 C5 + 80474.72 

C6 + 188797.16 C7) + k (89.17 T1 + 83.63 T2 + 85.25 T3 + 25.79 T4 + 26.24 T5 + 27.96 T6 + 26.93 T7)  

s.t  1 , 1 

C1 – T1 = 0 ,                C2 – T2 = 0,            C3 – T3 = 0 

C4 – T4 = 0,    C5 – T5 = 0,  C6 – T6 = 0,     C7 – T7 = 0 

Ci,Ti = 0 or 1 (where 0 means not selected and 1 means selected)  

                                  

                                 0 ≤ h, k ≤ 1 

       h,k,i =                h + k = 1 

                                1 ≤ i ≤ 7 

According to Win QSB results, strategy 2 has the minimum time and cost based on 
different weights of transportation time and transportation cost. By considering cur-
rent situation this strategy is able to save the time by nearly 6.5 hours in 30 days.  
The percentage of transportation time improvement between the simulation result and 
the current situation result can be calculated as follows:                   100% 

The percentage of transportation time improvement resulted in this study is supported 
by the previous research [26].     146.5 140 146.5   100% 4.43% 

It improves the transportation time by 4.43%. On the other hand, this reduction in 
time is caused to increase transportation cost by: 3.59% during 30 days.  
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                    100%     612000 590000612000   100% 3.59% 

4 Conclusion 

This study is aimed to reduce response time to the market. Different alternatives were 
suggested by the experts to reduce response time. Despite of reducing response time 
by 6.5 hours and specially transportation time improvement by 4.43%, definitely a 
reasonable transportation cost which is 3.59% has been identified within 30 days. 
Conducted simulation model in this study investigated the best strategy configuration 
which is strategy 2 based on minimum transportation time and cost by using ARENA 
software. Finally, among the strategies possible alternatives were evaluated by mixed 
integer linear programing model. The results are suggested to the company for further 
improvement in its production-distribution network. For future study in this regard, it 
is recommended to do more attention on sensitivity analysis for different volume of 
direct shipping. Also, it is recommended to investigate the effect of outsourcing on 
transportation cost and time. Finally the effect of various transportation modes on 
productivity of supply networks and distribution networks can be considered in the 
future studies.  
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Abstract. The purpose of this study is to acquire lead time prediction on the ba-
sis of actual data to optimize it. Most Manufacturing industries experiences 
problems of lead time prediction.  The determination of planning values for 
manufacturing lead times has been viewed both as a problem of estimating in-
dependent, uncontrollable variables, and as a control problem, where emphasis 
is placed on managing the average lead times to match predetermined norms. 
Once a new order with specific and known processing requirements enters to 
manufacturing system, an exact lead time estimate is assigned to it that is based 
on the manufacturing current status. Thus, the customers of the case company 
was being influenced by unpredictable lead time. As a result of this, the cus-
tomers were unable to get the product of shoe on time due to indeterminate and 
fluctuating lead time. To come +up with acceptable lead time, Monte Carlo and 
Arena simulation tools were used to analyze optimal lead time. The finding of 
the tools simulation resulted in fixed lead time and order cycle numbers for the 
products order over specified periods (what is the final result reported by simu-
lation?) 

Keywords: Production, Lead time, Leather shoe, Distribution, Monte Carlo.  

1 Introduction  

Many companies fail to meet customer requirements in their product on time delivery 
and companies fail to predict their lead time as many studies finding results proved. 
Therefore, this research paper focuses on lead time prediction for the leather shoe 
company using simulation techniques optimize lead time so that customers get satis-
faction. To support these problems, it is important to summarize the previous results 
and conclusion.   

More and more companies on the global market are today capable of manufactur-
ing individual or small series orders at comparable prices and quality. The main dif-
ference between these companies is the expected production order development time 
and the observance of delivery deadlines [21].  

Since planned lead times represent the amount of time allowed for orders to flow 
through the production facility, they have a very significant impact on the system 
performance: tight lead times may lead to past orders and expediting, while loose  
lead times aggravate the overall material requirement planning (MRP) performance 
significantly [7]. 
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Lead Time is also regarded an essential element in negotiating with the customer 
[9]. Lead Time estimation is critical as it exclusively affects customer relations and 
shop floor management practices. Due date quoting, which means commitment to 
meeting customer orders on time, is a direct outcome of lead time estimation. Short 
lead times improve a manufacturer's image and future sales potential. However, not 
only short but also accurate and precise lead time estimates are desirable. 

 Leather product manufacturing industries are one of the major industries in Ethi-
opia. Competitive advantage of the selected case is providing a large variety of prod-
ucts with reasonable price in a short time. In order to be more responsiveness, meet 
customer needs, reduces response time considering the company’s ability.  

This study was conducted in  one of the oldest leather shoe company which is 
Anbessa Leather Shoe manufacturer company launched in 1927 E.C and producing 
Men's , women's and Children's shoe. The company has a capacity to produce 4000 
pairs per day and operates 6 days a week and 70% of their products are sold in local 
market and the rest are exported to different countries. 

 In this study the problem of indeterminate and fluctuate production lead time was 
found a big problem in the company. To solve this problem of the company, this 
study was conducted in selecting the best method of simulation which are Monte Car-
lo and ARENA Simulation. These tools helped to optimize lead time of Anbessa 
leather Shoe Company to meet customer orders to make delivery on time and to have 
fixed production lead time period. 

From the late 1960s, the lead time management problem has been consistently ad-
dressed in the literature. In an early works by [20] the determination of planning val-
ues for manufacturing lead times has been viewed both as a problem of estimating 
independent, uncontrollable variables, and controllable problems. Monte Carlo Simu-
lation is one of techniques using random variables to estimate possible activity dura-
tion in a probability distribution [1]. 

There are published studies aimed at solving lead time by [18, 24] were modeled 
three lead time estimation models. Each model requires the estimation of two or more 
parameters. The parameters in each model were estimated via linear regression from 
steady state simulation data. These were  Jobs in queue (JIQ), Jobs in bottleneck 
queue (JIBQ) and Combined model (COMB) and the experience obtained during 
many tests of practical implementation of these procedures, led us to the conclusion 
that it would be possible to predict lead times of planned orders on the basis of actual 
operational and assembly order lead times achieved in the past. These predictions (on 
the basis of enterprise requirement planning (ERP)-system data or on the basis of 
manually acquired past data) are accurate enough for individual production. Using 
these data, it is possible to predict lead times even for fairly complex products with 
several machining operations and individual order features. Based on [21].  There are 
six procedure for predicting lead times for future production orders.  

Lead time estimation are closely related to job due dates. In practice, job due dates 
are determined either internally by production personnel or externally as a result of 
negotiation between marketing personnel and the customer. Internally set due dates 
are often used in make to stock operations, assemble-to-order operations may set due 
dates internally for the production of components while setting the due dates for fi-
nished products externally, while externally set due dates are more prevalent in make 
to order operations. Whether due dates are set externally or internally, the degree to 
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which they are met is largely dependent on the ability to accurately predict the time 
necessary to complete product processing requirements, i.e. lead time[15]. 

Job and shop characteristics are the two factors affecting flow times. Earlier studies 
have taken job related parameters (such as total work content and number of opera-
tions) into account in rules like CON, TWK, SLK, and NOP [10]. Shop related meas-
ures such as total shop load at the time of order arrival or shop congestion on an  
orders prospective route have been considered in later rules JIQ and JIS are two well-
known examples [5]. Using job and shop status data in combination has proven to be 
more effective [25,4]. Experiments have shown that shop related measures specific to 
an order are more effective than aggregate shop congestion indicators in estimating 
flow times [14]. This work makes use of queuing theoretic findings and assumes that 
utilization rate and process time are factors defining the flow time. The proposed 
model is quadratic in both factors. Higher order terms also appear in another approach 
[16]. Studies bases their OFS (operation flow time sampling) and COPS (congestion 
and operation flow time sampling) rules on the fact that flow times are correlated 
[23]. A sample of recently completed orders is used to infer ongoing average flow 
time per operation to reflect near term shop congestion. Their results support the pre-
vious findings about superiority of using shop conditions. However; significant  
differences between the rules are found depending on shop balance. Probability dis-
tribution based approaches explicitly consider the impact of variance either of the 
workload (e.g. JIQ) or of the error in estimation [6] refers to an earlier work making 
use of the normal distribution in quoting LT estimation subject to uncertainty. Threat 
flow time as a normal distributed random variable and base LT estimation on a  
service level requirement [8]. 

In general, the study focused on lead time prediction and optimized leather shoes 
company products delivery time using simulation techniques.  

2 Material and Methods  

The study was conducted considering different materials and methods to achieve the 
goal of this study. The literature reviews and software applications discussed in this 
paper were utilized to come up with good optimized lead time prediction solution.  

Before starting with the procedure for predicting production order, the right data 
were collected from the case company.  At the beginning of lead time prediction, it is 
necessary to define the interval for data acquisition of past operational and assembly 
orders and so that it was done. This interval can be a month, a quarter, a year or sev-
eral years. As mentioned, a company wishing to predict lead times must have an 
ERP/PPC system as a basis for all further steps, because this is the database of orders 
processed in the past.  Operational or assembly order codes, type and sequence of 
operations in manufacturing and assembly orders, actual execution times of opera-
tional or assembly orders, date of completing a particular operational or assembly 
order in the previous workplace, and date of completing a particular operational or 
assembly order in the observed workplace. 

The input data for this predicting method were the actual lead times of operational 
and assembly orders processed in the past in the case company’s workplaces. 
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The principles of modeling methods such as simulation, mathematical optimization 
and heuristic models have been described in detail by reference [17]. Some customer 
service criteria which influenced by delivery time and configuration were: customer 
experience, response time, return ability, order visibility, product variety and product 
availability. Hence, simulation has appeared as a powerful method to investigate and 
design method to predict lead time of the product for the case company. 

Different authors finding showed that simulation arena is the best tool to solve 
such a stochastic system of the companies. This model also customized with Monte 
Carlo simulation in order to compromise random customer order because today's cus-
tomer order is not the same with tomorrow order's  by simulating those random cus-
tomer order distribution move towards up with good result. 

2.1 Data Analysis 

Data was collected from the case company and identified to which tool it fits.  Nor-
mally Chi Square test is used to identify fitted statistical distribution. Process of leath-
er shoe product including loading and unloading time, transportation time from one 
station to another station and demand probability distribution with in past two years 
has been collected using primary and secondary data collection techniques. Chi 
Square test was done in this study to find fitted distribution for data by using easy fit 
software. One statistical test that addresses this issue is the chi-square goodness of fit 
test. This test is commonly used to test association of variables in two-way tables, 
where the assumed model of independence is evaluated against the observed data.  

3 Discussion and Results 

3.1 Production Process Flow 

In Anbessa shoe factory, there are 3 main sections (Fig 1).  Raw materials in the form 
of leather are issued from store. They will be sent to cutting section and wait for cut-
ting processes.  After cutting processes, numbering, skiving the bundle, it will goes  
 

 
Fig. 1. Product Process flow chart 
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to stitching section to assemble all components of the leather shoe. After stitching 
complete luggage products are then going for finishing to lasting section. Finally, 
inspected and packaging will be done. The product will be kept in finishing storage 
before delivery to customer.  

3.2 Conceptual Model 

Simulation modeling is all about building the conceptual model of the case. In fact, 
modeler should identify and gather all the details and formulations that are necessary 
for the model in mind map then convert all of them into simulation software. Concep-
tual model includes inputs .Inputs to Arena models were order per arrival, time be-
tween arrivals, assembly time in each section, waiting jobs in queue in each section 
and time for inspection until deliver to customers. 

Inventory 
sufficient 

Arrivals Customer 
Demand

Update 
Inventory

Packing 

Cutting 
section 

Order 
delivered 

Quality
 check 2

Lasting 
section 

Quality
 check 1

Stitching 
section 

True 

False

True 

False

True 

False 

 

Fig. 2. Conceptual model using Arena Software 

3.3 Model Assumption 

This study represents continuous event modeling with below assumptions  

 The manufacturer working time is eight hours per day  
 There is no maintenance performed during the production period. 
 Machines are available all the time and no breakdowns 
 There is always sufficient raw materials in storage, so the production process 

never starves. 
 All Workers are assumed to produce equal product with in equivalent period 

of time. 
 Transportation time is included in processing time. 
 No power interruption   

We Are Interested in 
 Simulating the system for 10,000 hours 
 estimating process utilizations, average job waiting times and average job 

flow times (the lead time for a job from start to finish) 
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Table 1. Possibility of Order Arrival 

Order Arrive Probability Random number as-
signed 

    0 - 500 0.1 Less than 0.1 
  600 - 5000 0.15 Between 0.1 and 0.15 
  5001 - 10000 0.40 Between 0.15 and 0.40 
  10001 - 20000 0.35 Between 0.35 and 0.40 

 
The key to this simulation is to use a random number to key a lookup from the ta-

ble range 500 up to 20,000 orders (named lookup). Random numbers greater than or 
equal to 0 and less than 0.10 yielded a demand of 500 and random numbers greater 
than or equal to 0.35 yielded a demand of 20,000. The study generated 200 random 
numbers using Monte Carlo simulation tool and would got final optimal result. 

Table 2. Final average results with Monte Carlo Tool 

Order Arrive 
Processing time 
in all section(hr) 

Jobs waiting in the 
queue(hr) 

500 26.2 9.01 

5000 246.5 90.1 

10000 491 180.2 

20000 980 380.4 
Sum 1743.7 659.71 

435.925 164.9275 

 
A Monte Carlo based simulation method is designed for running the model to es-

timate the quantity(order) arrival and the lead time of product in order to help manag-
ers  to make decisions regarding product lead time and order arrival cycle to custom-
ers with alternative scenario that  they can see results for many possible variants. 
This approach offers not just one outcome, but a distribution of possible outcomes. 

 
Fig. 4. Beta distribution of demand 

Since order arrival distribution was between 500 and 20,000 the study test their 
distribution using input analyzer and select minimum corresponding p-value which is 
Beta distribution with the values of BETA (0.882, 0.831)( Fig 4.). 
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4 Model Validation 

Several techniques for validation of model have been offered [13]. In this study, vali-
dation of the model was done by comparing the actual data with the results that were 
generated by simulation software. In addition, for validating of the model, estimating 
lead time with in company when producing for one day was simulated and it was 
compared with actual lead time. Table 3 shows the validation data of Monte Carlo and 
Arena Simulation tools.  

Table 3. Validation of Simulation Tools 

Order Arrive 
Actual Lead Time of 
the Company Min(hr) 

Lead Time using Monte 
Carlo and  Arena(hr) 

0 - 500 48 35.21 
501 - 5000 352 336.6 

5001- 10000 704 671.2 
10000 -20000 1056 980 

 
The Monte Carlo and arena software simulation results shown is less than the ac-

tual lead time of the company (table 3). This implies that the simulation result is the 
predicted lead time for the company. 

5 Conclusion 

Due to ever-fiercer market competition, companies must predict lead times and deli-
very times with ever greater accuracy to handle its customers and satisfy them. If they 
give incorrect deadlines, they may not get a request from a particular company next 
time, which can lead the company into crisis. This article proposes a technique for 
predicting production order lead times on the basis of actual lead times of past opera-
tional or assembly orders. Using the proposed procedure, the company can predict the 
lead time required for delivery of any new order to any customer and make variations 
of delivery lead time calculations on the basis of an acceptable risk level by selecting 
the confidence interval with respect to the size and complexity of an order, and taking 
into account the company’s policy towards its customers.  

The study purpose alternatives simulation tools were suggested by the experts to 
predict lead time of products by using MONTE CARLO and ARENA software. Final-
ly results are suggested to the company for further improvement in its production lead 
time network within different customers’ orders. For example, when the customer 
orders is (501-5000) pieces, the predicted lead time has been reduced to 336.6 hrs 
from the current company’s lead time of 352hrs.  On this basis of the tests, it was 
found that the procedure for predicting lead times of production orders was well de-
signed and provided very useful data for sales, as well as for production planning and 
control. Signing a supply contract on the basis of reliable statistical data is completely 
different from signing a contract on the basis of uncertain, experience-based guess-
work.  
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For future study in this regard, it is recommended to improve lead time by taking 
into account the sequence of operations required to complete an order, the influence 
of the number of operations per order, and the influence of the processing time of 
operations and machine breakdown. 
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Abstract. In this paper, we investigated an ensemble neural network for the 
prediction of oil prices. Daily data from 1999 to 2012 were used to predict the 
West Taxes, Intermediate. Data were separated into four phases of training and 
testing using different percentages and obtained seven sub-datasets after 
implementing different attribute selection algorithms. We used three types of 
neural networks:  Feed forward, Recurrent and Radial Basis Function networks. 
Finally a good ensemble neural network model is formulated by the weighted 
average method. Empirical results illustrated that the ensemble neural network 
outperformed other models. 

Keywords: Oil price prediction, ensemble neural network, computational 
intelligence.  

1 Introduction 

Oil is one of the most important topics in the contemporary world and it will remain 
as a keyword in the world politically, and economically. Oil has unique properties that 
can be used to control and conquer the world successfully. The history of oil 
discovery goes back to the 1859, when the first oil was drilled in Pennsylvania, 
United States [1]. After that it became very useful in the manufacturing engines and 
cars, planes and machinery. In 1914 during the first World War the head of the French 
government at the time described that every drop of oil is equal to a drop of blood in 
an orientation to its importance [2]. 

At present, oil is the most important source of energy and one of the elements of 
modern civilization for humans. It is used as a fuel for cars, airplanes, factories and 
agricultural equipment, trucks, commercial and military ships and electric power 
generation for homes, workplaces and other places. Oil prices have undergone many 
changes and instabilities over the years. It was known as oil shocks, and the first 
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shock was in the October war in 1973, where the price rose from 2.29$ to 10.73$ for a 
barrel until 1974, and these prices continued to rise, and even achieved strong jump to 
32.51$ per barrel in 1981, this what is known as the second oil shock, and the third oil 
shock was after Iraq's invasion of  Kuwait, when the price of oil rose from 17.31$ for 
the year 1989 to 22.26$, in 1990. Oil prices continued volatility   until prices of oil 
was collapsed in 1998 and the average barrel of oil was around 9.69$ for OPEC. This 
was as a result of decline in global oil demand after the financial crisis [3]. Several 
researchers and scientists were interested in studying the factors that influence the oil 
prices, like climate [4], politics [5], and stock market [6] etc. Owners of the economic 
sector, such as commercial institutions and companies operating in the field of oil 
were very much concerned and wanted to know the prices of oil in the coming years 
in order to determine their economic policies and building plans for the future and 
make informed decisions, which will help them to avoid the problems of inflation and 
economic stagnation, losses and financial crises. Recently several artificial 
intelligence algorithms were used for oil price prediction. Artificial neural networks 
have many characteristics and does not need any hypotheses (a priori) to be 
introduced and is able to deal with incomplete information and with the large number 
of variables and generally it is flexible in modeling [7]. Therefore, this study aims to 
employ several types of neural network algorithms to develop a computational model 
that is able to predict oil prices with high accuracy and high performance, which can 
contribute to the development of the local and global economy. The rest of this paper 
is organized as follows:  After a short literature review in Section 2, Section 3 
describes the research methodology in detail. The data used and their divisions are 
found in Section 4, and experimental results are reported in Section 5 followed by 
concluding remarks. 

2 Related Works 

Artificial neural networks (ANN) [8] are designed to represent data by simulating the 
work of the human brain. ANN’s emerged in different areas such as industrial, 
medical and business, and achieved successful results therefore many researchers also 
used ANN in the oil industry. Kaboudan [9] selected multilayer perceptron (MLP) 
and Genetic programming (GP) to forecast crude oil price using monthly data, such as 
world crude production, OECD consumption, world stocks and lagged crude FOB 
crude oil price of US imports. Two methods are compared to a random walk and their 
results proved that GA has an advantage over random walk predictions. Yu et al. [10] 
constructed an empirical mode decomposition (EMD) based on  neural network  
ensemble learning. They used daily West Texas Intermediate (WTI) data from 
1/1/1986 to 30/9/2006 as training and Brent from 20/5/1987 to 30/9/2006 as testing 
data. Results proved that EMD based neural network ensemble can be used for oil 
price prediction. Haidar et al. [11]  suggested  a network to predict the oil prices using 
two groups of inputs, crude oil futures data, and Dollar index, S&P500, gold price and 
heating oil price. The authors measured performance by hit rate, root mean square 
error, correlation coefficient, mean squared error and mean absolute error. The 
authors concluded that heating oil spot price support forecast crude oil spot price in 
numerous steps prediction. Alizadeh and Mafinezhad [12] proposed General 
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Regression Neural network(GRNN) using six factors monthly data to predicting Brent 
crude oil price. Experiment results show that the model achieved high accuracy in 
normal ad crisis situations. Mingming and Jinliang [13]    collected data covering 
Brent and West Texas Intermediate (WTI) from 1946 to 2010 and adopted multiple 
wavelet recurrent neural networks (MWRNNs) to forecast crude oil prices. The study 
showed that the model has high prediction accuracy. Yu et al. [14] introduced fuzzy 
ensemble prediction model, support vector machine, radial basis function networks 
and back-propagation neural networks to predict crude oil prices. They used the data 
covering a period from January 2000 to December 2007 using West Texas 
Intermediate and Brent crude oil spot. Results showed that agent-based fuzzy 
ensemble prediction model outperformed other individual methods in accuracy. Most 
of the studies in the literature focused on constructing a new model using one 
percentage of training and testing on other hand, few researchers were interested in 
using different inputs for testing. So the objective of this paper was to provide a 
variety of the training and testing percentages with a set of different inputs using 
several kinds of neural networks to get high accuracy for the model. 

3 Research Methodology  

3.1 Feed Forward Neural Networks (FFN)  

Back propagation [15][16] method is a supervised  learning  scheme and the most  
popular technique in multilayer networks when a set of input produces its own actual 
output and then compare it with the target value by  calculating the error, after that 
error is fed back through the network. The weights of each connection are adjusted to 
reduce the error by several ways, such as gradient descent etc. until sufficient 
performance is achieved. To improve the generalization, there are several learning 
methods such as Levenberg – Marquardt (LM), Bayesian regularization (BR) and 
BFGS quasi-Newton (BFG-QN) back propagation algorithm [17]. 

3.2 Recurrent Neural Network (RCN) 

RCN is the state of the art in nonlinear time series prediction, system identification, 
and temporal pattern classification. As the output of the network at time t is used 
along with a new input to compute the output of the network at time t +1, the 
response of the network is dynamic [8]. 

3.3 Radial Basis Function (RBF) 

Radial basis function network [8] is an artificial neural network that uses radial basis 
functions as activation functions. The output of the network is a linear combination of 
radial basis functions of the inputs and neuron parameters. RBF is successful in 
numerous fields especially for system control, time series and prediction.  
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3.4 Ensemble Neural Network [18] 

The generalized ensemble method find weights for each output that minimizes the 
MAE of the ensemble. The general ensemble model (GEM) is defined by: 
                             FGEM  αF X                                                                                   1  

 
Where αFi(x) are chosen to minimize the MAE between the outputs and the desired 
values. Figure 1 illustrates the ensemble neural network approach.  

 

 

Fig. 1. Ensemble neural network for oil price prediction 

4 Experiments 

The daily data [19, 20]  (from 1999 to 2012) were used to predict the West  Taxes 
Intermediate (Output). The dataset consists of 14 variables as following: 

• Date (DT). 
• West Texas Intermediate (WTI).  
• Federal Fund rate (FFR). 
• Volatility Implied Equity Index (VIX). 
• The regional Standard & Poor's equity index US, Europe and Asia (SPX ).   
• Gasoline prices New York & US Gulf Coast  (GPNY) & (GPUS). 
• Heating oil spot prices (HP). 
• Future contracts 1,2,3,4 for WTI (FC1, FC2, FC3, FC4).  
• EUR/USD exchange rate (ER). 
• Gold prices (GP). 

 
We also examined the effect of training and testing data by randomly splitting 

them as follows: 
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• 90% - 10% (A) 
• 80% - 20% (B) 
• 70% - 30% (C) 
• 60% - 40% (D) 

We used WEKA for pre-processing experiments [21] and formulated 7 different 
sub datasets, which were derived from the original dataset after implementing several 
attribute selection algorithms, such as: 

• Attributes ranking principal: ranked list of attributes based on evaluated 
individually each attribute [22]. 

• Wrapper attributes Selection: It depends on an induction algorithm to estimate the 
merit of feature subsets [23]. 

• Relief for regression: Evaluates quality of attributes according to value of the 
given attribute for the near instance to each other   and different predicted (class) 
value [24]. 

• Correlation based Feature Selection (CFS): assesses the value of group of 
attributes by concerning the individual predictive ability of each features as well 
with the possibility of repetition among the features. Selecting a subset of the 
original attributes to reduce the dimensionality of the data and then constructing a 
model from these reduced number of features in some cases could improve the 
prediction accuracy and performance, and a simpler model that is easier to 
interpret [19][22]. Table 1 summarizes the results of attribute selection and the 7 
sub-data sets (SDS1-SDS7) obtained. 

Table 1. Attributes selection methods and their features 

 

5 Experimental Results 

5.1 Feed Forward Neural Network 

Neural network experiments are accomplished in MATLAB. We used one hidden 
layer exploring 40-45-50-55-60 neurons and used tan-sigmoidal transfer function for 

Sub 
dataset 

Method Features 

SDS1 Correlation based Feature Selection subset evaluator WTI; SPX; FG1 

SDS2 Correlation based Feature Selection subset evaluator 
DT; VIX; WTI; SPX; GPNY; 

GPUS; HP; ER;  FC1; FC2; FC3; 
FC4 

SDS3 Correlation based Feature Selection subset evaluator VIX; WTI; GPNY; ER; FC1 

SDS4 Correlation based Feature Selection subset evaluator WTI; GPNY;  FC1 

SDS5 Correlation based Feature Selection subset evaluator VIX; WTI; GPNY; FC1 

SDS6 Wrapper subset evaluator WTI; FC1 

SDS7 Wrapper subset evaluator WTI; GPUS 
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the hidden layer and pure linear function in the output layer. We measured the 
performance using mean absolute error (MAE).  

 

Fig. 2. Comparison of feed-forward networks using three different training algorithms  

According to Table 2, in most of the sub-datasets   the best results were obtained 
when using the Bayesian regulation back propagation method with 80% training and 
20% testing, and sub-dataset1 (SDS1) achieved MAE= 3.843E-05 with 90% training 
and 10% testing using 45 neurons. Figure 2 shows the best results in SDS1 using 
feed-forward networks comparing Levenberg –Marquardt (LM), Bayesian 
regularization (BR) and BFGS Quasi-Newton (BFG-QN) algorithms. 

Recurrent Neural Network 

We used a hidden layer with 10 neurons and used three training algorithms Levenberg 
–Marquardt (LM), Bayesian regularization (BR) and BFGS Quasi-Newton (BFG-
QN). Bayesian regularization method outperformed other algorithms by 51.85%. It is 
noted from Table 3 that for all the sub-datasets in the percentage 80% training and 
20% testing is the best (shaded area), except in sub-dataset (SDS5) 90% training and 
10% testing is the best. On the other hand the lowest value of the error is 3.941 E-05 
when using 90% training and 10% testing with sub-dataset (SDS5). 

Radial Basis Function Network 

We constructed the network until it reached a maximum number of neurons or the 
sum-squared error falls beneath an error goal. Table 4 shows the results obtained 
using the seven sub-datasets and different number of neurons:  40, 45, 50, 55 and 60. 
The shaded area indicates the best results when using 60 neurons in few sub-datasets 
then followed by 55 neurons. According to the percentage of training and testing sub-
dataset (SDS4 - SDS5-SDS6 - SDS7) achieved the best results with 80% training 
&20% testing. The best results over all sub-datasets is an MAE of 2.206 E-05 in 
SDS6 with 80% training & 20 % testing using 45 neurons. 
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Table 2. Performance of FFN 

Sub-
datasets Data 

Mean Absolute Error Hidden layer 
neurons LM BR BFG-QN 

SDS1 

A 1.48352E-03 3.84294E-05 8.00000E-04 45 
B 4.81400E-03 1.35000E-04 4.00000E-04 45 
C 5.77900E-03 3.55000E-04 1.50000E-03 45 
D 8.15200E-03 4.38000E-04 6.30000E-03 40 

SDS2 

A 9.17000E-04 2.83700E-03 9.00000E-04 40 

B 4.48000E-04 2.18100E-03 4.00000E-04 40 

C 2.74700E-03 1.02200E-03 1.90000E-03 45 

D 3.15700E-03 7.69000E-04 1.00000E-03 60 

SDS3 

A 1.83600E-03 1.26594E-04 1.10000E-03 50 

B 3.00400E-03 1.24897E-04 9.00000E-04 50 

C 1.21500E-02 5.31100E-03 3.10000E-03 45 

D 1.69940E-02 4.06200E-03 1.80000E-03 45 

SDS4 

A 5.58850E-02 5.74155E-05 7.80000E-03 50 

B 2.86700E-03 6.45000E-05 1.60000E-03 50 

C 2.48740E-02 3.04484E-04 7.70000E-03 50 

D 1.67079E-02 1.94000E-04 2.40000E-03 50 

SDS5 

A 3.50300E-03 9.65000E-04 2.00000E-03 55 

B 1.40900E-03 6.80000E-05 8.00000E-04 60 

C 2.19900E-02 3.73327E-04 2.80000E-03 40 

D 4.28700E-02 2.10900E-03 2.60000E-03 40 

SDS6 

A 1.44560E-02 6.23000E-05 5.70000E-03 40 

B 1.94854E-02 6.04640E-05 3.10000E-03 60 

C 3.23723E-01 3.49000E-04 4.95000E-02 55 

D 1.07220E-01 1.62000E-04 2.25000E-02 55 

SDS7 

A 5.69780E-02 1.90200E-03 1.92300E-01 40 

B 1.39500E-02 1.97000E-04 9.70000E-03 55 

C 9.65800E-02 2.25700E-03 3.45000E-02 40 

D 2.83030E-01 4.50000E-04 3.32000E-02 55 

Experiments Using Ensemble Method 

We compared the results of three different types of neural networks and observed that 
the RBF network outperformed other methods in obtaining the lowest error (MAE= 
2.206 E-05). Also the data set using training 80% and testing 20% accomplished the 
best results in all the neural network methods.  In the feed-forward and radial basis 
networks, the best results were obtained when using 45 neurons. RBF networks out 
performed again in the time factor, as it was faster than feed-forward and recurrent 
neural network.  
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To further improve the results, we used the ensemble neural network. We selected 
the best results using the category of 80% training and 20% testing for three neural 
networks. Experimental results illustrate that the proposed ensemble neural network is 
superior to other methods by achieving the lowest MAE = 2.186E-05 as shown in 
Table 5. 

Table 3. Performance of RCN 

Sub-
datasets Data 

Mean Absolute Error 
LM BR BFG-QN 

SDS1 

A 1.14102E-03 1.27500E-03 2.52400E-03 
B 1.17400E-03 2.48800E-03 5.79000E-04 
C 1.03650E-02 6.98300E-03 1.25780E-02 
D 1.29940E-02 7.69800E-03 1.29150E-02 

SDS2 

A 4.60000E-04 3.77000E-04 2.18328E-02 

B 2.22000E-04 1.74000E-04 1.18390E-02 

C 1.36700E-03 1.44800E-03 7.03600E-02 

D 8.61000E-04 3.32000E-04 3.45920E-02 

SDS3 

A 5.22000E-04 4.43900E-03 2.55500E-03 

B 3.57762E-04 1.05000E-04 6.40100E-03 

C 4.21100E-03 2.82000E-04 4.10660E-02 

D 6.82000E-04 1.68000E-04 1.67200E-02 

SDS4 

A 7.68000E-04 4.80285E-05 1.58640E-02 

B 5.20102E-05 3.94799E-05 7.16800E-03 

C 4.73000E-04 2.17658E-04 2.00530E-02 
D 2.08400E-03 1.81824E-04 6.17200E-03 

SDS5 

A 3.94114E-05 9.52860E-05 4.38700E-03 

B 1.16000E-04 1.12000E-04 4.13600E-03 

C 4.41680E-04 3.77708E-01 1.42909E-01 

D 4.95000E-04 3.62000E-04 9.70200E-03 

SDS6 

A 1.83283E-04 1.51900E-03 3.33800E-03 
B 1.72000E-04 1.89800E-03 1.58400E-03 
C 1.82716E-03 6.89000E-03 6.86900E-03 
D 9.69000E-04 5.59500E-03 4.03800E-03 

SDS7 

A 5.80000E-04 2.48000E-04 1.01690E-02 

B 1.47000E-04 2.19000E-04 2.20500E-03 

C 1.30400E-03 1.01200E-03 4.03600E-03 

D 4.30824E-04 6.10500E-03 1.03750E-02 

Table 4. Performance of Ensemble neural network  

Prediction models MAE 
Feed forward 6.0464E-05 
Recurrent 3.9479E-05 
Radial Basis Function 2.2191E-05 
Ensemble 2.1862E-05 
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Table 5. Performance of RBF 

 

6 Conclusions 

In this paper, we presented and ensemble neural network model for prediction of oil 
price. The model is based on three different types of neural networks:  feed-forward, 
recurrent and radial basis function networks. The network structure was selected after 
many experiments including a number of hidden neurons and several learning 
methods. In addition, four different groups of training and testing were experimented 
and many attribute selection algorithms were implemented, which leaded to 7 
different sub-datasets. The results illustrate that the radial basis function achieved the 
best MAE and less time to run when compared it with other individual methods. 
Ensemble methods were found to be superior when compared to the individual neural 
networks and learning methods. 

Sub-
datasets Data Mean Absolute Error based on the number of neurons  

40 45 50 55 60 

SDS1 

A 1.03146E-04 9.34926E-05 1.00340E-04 5.70070E-05 5.08729E-05 
B 1.53000E-04 1.48000E-04 1.09000E-04 2.58000E-04 2.40010E-05 
C 4.84160E-05 5.01626E-05 5.02828E-05 5.02436E-05 4.98570E-05 
D 3.88153E-05 3.81595E-05 3.81548E-05 3.81543E-05 3.81548E-05 

SDS2 

A 5.05680E-03 2.70885E-03 1.53678E-03 1.33255E-03 1.36009E-03 
B 4.09600E-03 3.23000E-03 3.02800E-03 1.85800E-03 1.68000E-03 
C 6.13000E-03 6.04800E-03 5.16800E-03 4.47700E-03 2.85700E-03 
D 8.42200E-03 8.58200E-03 7.28400E-03 5.07200E-03 4.30200E-03 

SDS3 

A 2.97000E-04 2.93000E-04 2.91000E-04 2.86000E-04 2.75000E-04 
B 7.31000E-04 7.51000E-04 7.21000E-04 3.81000E-04 2.24000E-04 
C 1.50700E-03 6.52000E-04 5.11000E-04 9.74410E-04 6.96864E-04 
D 1.60300E-03 1.56300E-03 1.51400E-03 1.52400E-03 1.54100E-03 

SDS4 

A 2.11138E-04 2.09055E-04 2.09022E-04 2.09002E-04 2.08946E-04 
B 6.08910E-05 6.23224E-05 6.23330E-05 6.23224E-05 6.35603E-05 
C 1.25481E-04 1.10437E-04 1.13763E-04 1.16843E-04 1.16840E-04 
D 4.06000E-04 3.84000E-04 3.81000E-04 3.80000E-04 3.80000E-04 

SDS5 

A 1.00800E-03 8.17000E-04 3.54000E-04 1.60000E-04 4.34000E-04 
B 1.53000E-04 1.03000E-04 1.26000E-04 1.04000E-04 1.21483E-04 
C 4.14000E-04 4.01671E-04 4.01344E-04 4.28000E-04 2.34880E-04 
D 2.54000E-04 2.16000E-04 1.97000E-04 1.85000E-04 8.74530E-05 

SDS6 

A 9.04430E-02 9.04440E-02 9.04440E-02 9.04440E-02 9.04440E-02 
B 2.21914E-05 2.20646E-05 2.21172E-05 2.21087E-05 2.21087E-05 
C 4.51944E-05 4.51615E-05 4.49053E-05 4.48180E-05 4.47060E-05 
D 3.51792E-05 3.41134E-05 3.40980E-05 3.35330E-05 3.35330E-05 

SDS7 

A 2.34000E-04 2.85000E-04 2.76000E-04 2.72000E-04 2.76000E-04 
B 4.03840E-05 4.03361E-05 3.98230E-05 3.98158E-05 3.98230E-05 
C 5.37473E-05 5.34101E-05 5.34009E-05 5.36361E-05 5.36107E-05 
D 1.21000E-04 1.20000E-04 1.20000E-04 1.16000E-04 1.16000E-04 
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Abstract. One of the biggest challenges facing Internet of Things (IoT) is the 
existing infrastructure of Internet and its mechanism of action. This paper 
proposes a new system, which sends the full Internet best path (between source 
and destination objects) to source object on IoT. This will help data of source 
object to reach its final destination object faster. This system saves most of re-
calculation of the Internet best paths again and again in the Internet Routers 
during a data trip. The authors call this system Traffic Engineer System (TES). 
The most important effect of this system is that it changes the form of "Internet 
of Things Communication Reference Model". This paper merges two addressing 
layers (IP/ID and Link) from this model in one new layer; where routers 
transition data through one address and the data have its full best path.  

Keywords: Internet of Things (IoT), IoT Communication Reference Model, 
Traffic Engineer System (TES).  

1 Introduction 

Internet of the future is likely to be dramatically different from the Internet we use 
today. This development is opening up huge opportunities for each of the scientific 
research and the economy. However, it also involves risks and undoubtedly represents 
an immense technical and scientifically challenge [1]. The Internet Protocol (IP) is 
suited for networking devices with stringent requirements [2]. According to Internet 
of the future concepts, data will be self-addressable and self-routable [3]. In the 
world of Internet of Things (IoT), can we use IP as the data exchange protocol 
directly without any modifications with urgent need for more efficiency? Especially 
with this tremendous progress in communication techniques and the power of 
hardware. The ability to uniquely identify things (objects) is critical for the success of 
IoT. This will not only allow us to uniquely identify billions of devices, but also to 
control remote devices through the Internet [4]. On the other hand in IoT, routing 
packets and inter-nodal communication have received little attention; mainly due to 
the sheer reliance on the today’s Internet as it is and as a backbone [5]. IBM's newest 
study reveals how new technologies support the development of the Internet of 
Things, and how the Internet of Things provides the foundational infrastructure for a 
smarter planet [6]. 
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1.1 Previous Work 

This paper represents a supplement to authors’ previous paper [7] related to the 
communication between objects in Internet of Things (IoT). Figure 1 illustrates the 
output model "IoT Communication Reference Model" in that paper. The model is 
built from 7 layers, bottom to top, in the following order: Physical, Quality of Service, 
Security, Link, IP/ID, End-to-End, and Data; where two new layers have been added 
to the original model (Security and Quality of Service). This paper merges other two 
layers from the model in one new layer! 

 

Fig. 1. IoT Communication Reference Model 

1.2 Addressing in the Model 

Why does today’s Internet require two types of addresses (like IPv4 and MAC) to 
achieve the process of communication between source and destination objects? And 
then transfer data between these objects through the Internet communication devices 
(Routers). In the beginning, we all agree that the issue of "Addressing" as it is now is 
a successful design that has been implemented and has achieved the communication 
goals. However, that does not mean this is the only way! There may be other more 
efficient ways, especially since we are on the verge of a big changes in everything 
through IoT. This leads us to think about everything related to today’s Internet. 
Secondly, to answer this question we need to know a detailed and profound answer to 
the following question: what is the job and benefits of IPv4 and MAC Addresses? 
Also, because this paper wants to develop "IoT Communication Reference Model", it 
has to find the relation between these addresses, model’s layers, and Internet devices. 
Finally, note that authors use IPv4 and MAC for simplicity the idea and as a guide for 
what they need to prove (although authors know that the Internet of Things is more 
complicated than that). For example, nowadays we are going to transition to a new 
generation of IP addresses (IPv6) [8]. As well as with respect to the enormous 
diversity in addressing when adding various and highly heterogeneous objects to the 
Internet to build IoT. At the end of this paper it will become clear how the authors 
implement this idea with IPv6 and new parallel addresses to MAC. 

Table 1 shows a comparison between MAC and IPv4 Addresses [9, 10, 11, and 12] 
and contains the answer to all previous questions. IPv4 is an address for location and 
carries in data packet to help routing table in Routers to route the data to its final 
destination; Communication Address from End-to-End. MAC is a name for hardware 
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and carries in data frame to help CAM table in Switches to forward the data to the 
next neighbor on the track; Connection Address for Hop-by-Hop.  

So we cannot make Internet work without one of these addresses, because each 
address has its characteristics, advantages, specific role, and final goal. However, it is 
possible to change its mechanism of action! 

Table 1. Comparison between IPv4 address and MAC address 

Addressing 
VS IPv4 MAC 

1. Name Internet Protocol Media Access Control 
2. Addressing It’s address for location It is more comparable to a name than an address 
3. Assigned by Network administrator or Internet Service Provider During manufacturing the Network card 
4. Nature Logical Address Physical Address 
5. Static/Dynamic Static/Dynamic and could be changed Static and Permanent and could not be changed 
6. Unique Unique; relation to the time or provider Unique; relation to the hardware 
7. Location Intranet/Internet - Per Card LAN/Link - Per Card 
8. Size 32 bit (4 Byte) 48 bit (6 Byte) 
9. Notation Dotted Binary/Decimal Columned Hexadecimal 
10. Formula Network ID + Host ID (As needed) Manufactory ID + Card ID (fifty-fifty) 
11. Types Class A,B, and C - Private and Public Accordingly manufacturers classification 

12. Datagram Packet carry First Source’s IP and Final 
Destination’s IP 

Frame carry neighborly relationship Source MAC and 
Destination MAC 

13. Goals Communication Address from End-to-End 
somewhat resembles Passport number in our life 

Connection Address for Hop-by-Hop somewhat 
resembles the local ID in our life. 

14. Using for Routing Packets by Routing Tables Forwarding Frames by CAM Tables (MAC Tables) 
15. IoT CRM Layer 5th IP/ID Layer 4th Link Layer 
16. Devices Layer 3 Devices; like Router Layer 2 Devices; like Switch 
17. Tables Routing Table support around 370,000 Network CAM or MAC Table support around 8000 MAC 
18. General broadcast 255.255.255.255 ff:ff:ff:ff:ff:ff 
19. Translation DNS: URL or Name  IP Address ARP: IP Address  MAC Address 
20. Source IANA IEEE  

1.3 Imaginary Simulation Scenario 

An imaginary simulated scenario to simplify the problem is introduced: Suppose that 
there are two persons on a trip in a country for the first time. The first person has a 
map for this country while the second has no map. Therefore, if we assume that they 
will go to the same destination, who will be the faster? Definitely the first one, 
because the second will lose some time by asking people about the destination. The 
current situation today when data transition in Internet to its destination, it represents 
the other person: asking each Router during the trip about the best path to the 
destination. Note: Persons represent the Data, Destination represents destination 
object IP address, Map represents the Best path, and People represent Routers. 

The remaining part of this paper is organized as follows: Section 2: discusses the 
issue of best path to the final destination with latest mechanisms and its problems 
from our point of view. Section 3: our proposed system "Traffic Engineer System". 
Section 4: results and discussions. Section 5: conclusions and future work. Section 6: 
acknowledgments. 

2 Best Path for Final Destination 

With the rapid growth of the Internet and the establishment of IP as the Layer 3 
protocol of choice in most environments, the drawbacks of traditional IP routing 
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became more and more obvious [13]. One of these drawbacks is re-calculation of the 
Internet best paths to final destination again and again in the Internet Routers during 
data trip. In recent years, there have been several attempts to reduce the repetition of 
this process, improve its performance, and accelerate it. The best and most powerful 
of those attempts is Cisco Express Forwarding (CEF) from Cisco, Multiprotocol 
Label Switching (MPLS), and Traffic Engineer mechanism. 

2.1 Cisco Express Forwarding (CEF) 

The basic function of a router is to move packets through the Internet. For a router to 
forward packets, it needs to look up the destination IP address of the packet in a 
Routing Table and decide which route to use to switch the packet by using ARP Table 
[14]. Cisco developed Cisco Express Forwarding (CEF) for its line of routers, 
offering high-performance packet forwarding through the use of dynamic lookup 
tables. A CEF-based multilayer switch (switch/router) consists of two basic functional 
blocks. 1) The Layer 3 Engine is involved in building routing information (Routing 
Table and ARP Table). 2) The Layer 3 Forwarding Engine can be used to switch 
packets in hardware (Forwarding Information Base FIB and Adjacency Table). 
Forwarding Information Base (FIB) contains routing or forwarding information and 
the next-hop address for each entry. Adjacency Table consists of the MAC addresses 
of nodes that can be reached in a single Layer 2 next-hop. In brief: “CEF means route 
once from FIB and switches many in hardware”. At times, however, a packet cannot 
be switched in hardware, according to the FIB [15]. As a result, there is still a 
question and search for the best path for one-time in each session between the source 
(sender) and the destination (receiver) objects; which means that the process occurs 
only for one-time in Router. However, it is still repeated in all Routers from the 
Internet and along the trip until the data reaches its final destination. Figure 2 
illustrates this issue and the time it takes to repeat this process. 

 
 
 

Fig. 2.  Re-Calculate the Best Path on Routers 

2.2 Multi-Protocol Label Switching (MPLS) 

Multiprotocol Label Switching (MPLS) has been around for several years. It is a 
popular networking technology that advertises labels attached to IP packets between 
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routers to forward the packets across the Internet. Where routers build a label-to-label 
mapping so forward the traffic by looking at the label and not the destination IP 
address. MPLS is a great benefit to the service providers that deploy it and to their 
customers, because one of the reasons for a label-swapping protocol is the need for 
speed [14]. MPLS was created to combine the benefits of connectionless Layer 3 
routing and forwarding with connection oriented Layer 2 forwarding [13].  

2.3 Traffic Engineer  

With IoT the delivery of Internet communications services has become very 
competitive and end-users are demanding very high quality service from their service 
providers. Consequently, performance optimization of large scale IP networks, 
especially Internet backbones, has become an important problem [16]. Traffic 
engineering (TE), or the ability to steer traffic through the Internet, is to get the traffic 
from edge to edge in the Internet in the most optimal way. For example, TE can bring 
a solution by steering the traffic or a portion of it away from the overloaded links, 
because the forwarding paradigm of IP is based on Routing Protocol mechanisms, 
which is least-cost path forwarding (best path). The IP forwarding paradigm does not 
take into account the available bandwidth capacity of the link, which might differ 
significantly from the cost that is assigned to the link [14].  

2.4 Lessons Learned 

It is noticeable that all these genius solutions are not exposed to the root of the 
problem! These solutions are made from the perspective of the devices themselves or 
a service provider not from the infrastructure of the Internet as a whole. The problem 
is to re-calculate the Internet best paths to final destination again and again in the 
Internet Routers during a data trip. This leads to excess consumption of the processor, 
memory and time in Internet devices. The only benefit of a repetition of this process is 
to select the best path in an accurate way, which can be achieved without re-calculate 
this process. This paper attempts to prevent the process of re-calculation of the best 
path using the proposed “Traffic Engineer System” (see Figure 2).  

3 Traffic Engineer System 

There is a massive growth of the Internet towards the Internet of Things. As a result 
of this, there are an enormous diversity and tremendous increase will happen in 
objects Addressing. We need a system able to help source object data to reach its final 
destination through these addresses. Where calculating and determining the full best 
path depends on final destination address. But for one-time in Routers along the trip 
to save time and thereby increases the speed. Traffic Engineer System TES will 
perform this function on Internet of Things. Like other TCP/IP-based services, TES is 
a protocol that works on servers. These servers maybe in 1) Internet Routers, 2) DNS 
servers (As additional service to DNS), or 3) NEW servers. This paper prefers the 
third option and will work to create it; this paper is the first step. The idea of working 



308 A.H. Alhamedi et al. 

 

for this system is derived from some of the systems and protocols, such as: Domain 
Name Services (DNS) as a system and Open Shortest Path First (OSPF) as a protocol 
[9, 10, 17, and 18]. 

3.1 TES Server 

TES server provides the source object with the full Internet best path to final 
destination; instead of the source's data continues to ask Internet Routers repeatedly 
along the trip about it. Thus, the objects should have the TES server IP like DNS 
server IP. 

1) The source object sends a unicast query containing the IP for destination object 
to a TES server.  
2) The source object eventually receives a reply, which includes the full best path 
for the destination object through the internet. 
Source object can then arrive to the destination faster; where transition will be 

with one address and switch all the time in hardware.  
Since the best paths to all possible Internet final destinations are huge and a single 

server might not hold all these paths. As a result, there is a good suggestion that the 
source object’s TES server (Nearest server) asks another TES server. At most 
calculated that process twice; the first at the TES Nearest server and the second at the 
Service Provider TES server. Please see Figure 3. We conclude from this that TES 
adds an additional delay -sometimes substantial- to the Internet applications that use 
it. Fortunately, it is possible to cache the desired best paths in TES Nearest server, 
which helps to reduce TES network traffic as well as the average TES delay. Also, it 
is possible to use a local cache for the best path in IoT objects themselves for 6 
minutes for example; to get rid of TES-requests to any TES server as well as to get rid 
of TES reply time.  

 

Fig. 3. Traffic Engineer System Servers 

3.2 Database of Topology 

TES aims to find the full best path to any destination in the Internet. In operation, 
each TES server sends an Internet network design (topology) to other servers on the 
Internet to build its database. After that database is constructed, the server filters the 
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database to the best paths only. The Best-Path table is populated with these resulting 
best paths per destinations in the Internet. From this table, TES servers respond to the 
query from source objects and give it the full best path for its data to travel to the final 
destination. In case of any changes in the Internet network TES servers update its 
databases and then the Best-Path table. TES servers for sure require more processor 
power, memory size, and high bandwidth, which is easy nowadays with the 
tremendous progress in Internet bandwidth and the hardware industry. 

3.3 TES Best Path Format and Some Facts 

This section represents the biggest challenges this paper faces and will help us to 
overcome them. The small size of the Maximum Transfer Unit MTU in Internet, 
which equals 1500 bytes, may represent a significant impediment to TES. TES may 
cause an increase in MTU size if it is designed freely. This paper did not want to 
change the MTU in this paper to demonstrate the principle feasibility of the idea at 
first, although there is tremendous progress in bandwidth and the hardware industry 
making it possible.  

Firstly, we need to determine the size of the additions that are added by Link and 
IP/ID layers to know the available size to design the "best path" additions. Do we 
need to change this or not? The maximum size of additions in bytes (header and tail) 
of the link layer service provided by Ethernet to packet to build the frame is 38 bytes 
[20]. The maximum size of additions in bytes (header) of the IP/ID layer service 
provided by IPv4 to segment to build the packet is 60 bytes [11].  

Secondly, we have an old technique that can help us understand what this paper 
wants to do in depth, which is Source Routing. In IP packet header options, source 
routing allows a sender of a packet to partially or completely specify the route the 
packet takes through the network. There are restrictions on a lot of Internet devices 
that do not support this feature for security reasons, but this issue was solved in the 
previous paper with Security Layer in IoT Communication Reference Model [7]. For 
example: Loose source routing option, in which a series of IP addresses for router 
interfaces is listed (up to nine addresses). The packet must pass through each of these 
addresses, although multiple hops may be taken between the addresses. This means 
that each router, instead of examining the destination IP in traveling packet and 
choose the next hop to forward the packet to, in source routing, the source takes some 
or all of these decisions by itself. This way, it removes the decision-making from the 
routers and puts it into the hands of the users [11, 20, 21, and 22].  

Thirdly, the average AS-hops between any source and any destination in the 
Internet is 3 or just a bit above 3 and the maximum is around 13. The most frequent 
total Router-hops is less than 15 hops and the largest distance and worst case in total 
Router-hops is between 25 and 30 hops in over 95% of all possible traffic through the 
Internet [23]. 
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4 Results and Discussions 

4.1 New Frame Format  

This paper will add the full best path to final destination instead of the source and 
destination IP addresses to data segment. However, unlike Source Routing, it will add 
a series of IP addresses for Routers themselves (Router ID) to represent the full best 
path. It chooses Router ID to make it easy to routers to select appropriate link to its 
neighbors. The series consists of 15 IP addresses as a maximum, because we have 60 
bytes for this; where: {15 Router * 4 bytes IP address = 60 bytes} and the most 
frequent total Router-hops in Internet is less than 15 hops. However, what will happen 
if total Router-hops are more than 15? Furthermore, there is a good suggestion that 
the source object’s data requests the rest of full best path again from the last TES 
server/router (Transit server), where it stopped due to depletion of the IP addresses 
series. Therefore, it must retain destination address in frame header. At most 
calculated that process twice; the first at the Nearest TES server and the second at the 
Transit TES server. Figure 4. Illustrates the new data frame format.  

 

Fig. 4. New Data Frame Format 

Thus in the worst case with TES, the question about the full best path will be 
repeated for only three times in Nearest, Service Provider, and Transit TES servers. 
In the perfect case, Data will be directed to their final destination without any 
question when we use a local cache in IoT objects. 

All we need in the near future is to study the implementation of the idea of TES 
with all kinds of addresses in IoT, whether with IPv6 or other addresses of IoT 
objects. In fact, there is a simple solution to this issue. Like MPLS, routers can keep 
working with IPv4 in partial of Router's IDs and IPv6 for IoT objects. Thus, when any 
object in IoT wants to communicate with another object, the full best path will be 
written in IPv4 (series of Routers IDs). 

4.2 IoT Communication Reference Model  

Now we are getting to the most important results of this paper and TES, which is its 
impact on IoT Communication Reference Model. Based on the fact that routers 
transition data through one address and the data have its full best path, this paper 
merges two addresses layers from the model in one new layer. Figure 5 illustrates the 
new model with new proposed layer Addressing Layer, which will replace the two 
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layers IP/ID and Link. The IoT Communication Reference Model is built, bottom to 
top, in the following order: Physical, Quality of Service, Security, Addressing, End-
to-End, and Data.  

The new layer: Addressing layer is classified as Layer 4. The major function of 
Addressing layer is to provide objects in IoT with the full best path to their final 
destination. 

 
Layer no.   

6 Data  

5 End-to-End  

4 
IP/ID 

+          
Link 

Addressing  The proposed layer 

3 Security  The proposed layer 

2 Quality of Service  The proposed layer 

1 Physical  

Fig. 5. New IoT Communication Reference Model 

5 Conclusions 

IoT will achieve ’6A connectivity’ (i.e., any time, any one, any thing, any place, any 
service, and any network) eventually as the vision of ITU and European project 
cluster (CERP-IoT). Building this infrastructure of any NETWORK remains the 
biggest challenge for driving future ubiquitous and pervasive computing [24]. The 
Traffic Engineer System (TES) is the proposed solution to this challenge. TES is a 
distributed database implemented in a hierarchy of TES servers and TCP/IP protocol 
that allows source objects in IoT to query the full best path for specific destination 
objects. With TES Source object can arrive to the destination faster; although 
transition will be with one address and switch all the time in hardware. In the worst 
case with TES, the question about the full best path will be repeated for only three 
times in Nearest, Service Provider, and Transit TES servers. In the perfect case, Data 
will be directed to their final destination without any question when it uses a local 
cache in IoT objects. 

In the end as authors to this paper, we should recognize that there is a great 
challenge facing this paper. This paper requires a lot of changes and testing at the 
level of today’s operating systems and devices in addition to creating a new system 
(TES), which requires support of one sponsors at implementation stage as a project 
and a specialized team work in many disciplines of Information Technology. 
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Abstract. Cloud computing emerged in recent years as the most significant de-
velopments in modern computing. However, there are several risks involved in 
using a cloud environment. To make the decision of migrating to cloud services 
there is a great need to assess the various risks involved. The main target of risk 
assessment is to define appropriate controls for reducing or eliminating those 
risks. We conducted a survey and formulated different associated risk factors to 
simulate the data from the experiments. We applied different feature selection 
algorithms such as Best-First, and  random search algorithms methods to reduce 
the attributes to 3, 4, and 9 attributes, which enabled us to achieve better accu-
racy. Further, seven function approximation algorithms, namely   Isotonic Re-
gression, Randomizable Filter Classifier, Kstar, Extra Tree, IBK, multilayered 
perceptron, and SMOreg were selected after experimenting with more than thir-
ty different algorithms. The experimental results reveal that feature reduction 
and prediction algorithms is very efficient and can achieve high accuracy. 

Keywords: Cloud computing, classification algorithms, data mining, feature  
selection.  

1 Introduction 

Cloud computing is one of the most significant developments in modern computing, 
where computing resources such as: processing and storage are being offered as on 
demand services to individuals, companies, and government agencies, with users 
employing cloud computing for database management and mining, sharing and stor-
ing information, and deploying web services [1]. On an operational level, cloud com-
puting free up the resources and refocusing them on core business activities, thereby, 
the potential for innovation is increased. A recent Gartner research report predicts that 
the global cloud market is expected to burst in the coming years [2]. The emergence 
of cloud computing represent a fundamental change in the way information technolo-
gy service is invented, deployed, developed, maintained, scaled, updated, and paid 
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[3]. Consumers in cloud computing use services as needed, shared resources as a ser-
vice that can rapidly and elastically scale up and down as needed, and pay only for 
what is used, all these things are characterizing the cloud computing [4][5].  

It provides a level of abstraction between the physical infrastructure and the owner of 
the information being stored and processed because it stores the application software 
and databases in large data centers, where the management of the data and services are 
not trustworthy [6]. In recent years there is obvious migration to cloud computing with 
end users, quietly handling a growing number of personal data, such as photographs, 
music files, book marks, and much more, on remote servers accessible via a network 
[7]. The use of cloud computing services can cause risks to consumers. Before consum-
ers start using cloud computing services they must confirm whether the product satisfies 
their needs and understand the risks involved in using this service [8].  

In this paper, we present the application of data mining approach to assess the var-
ious risk factors. Feature selection techniques are used to reduce features and achieve 
better accuracy. We further applied different function approximation algorithms to 
find out which one is performed best over different datasets. 

The rest of this paper is organized as follows. In Section 2 we give a brief sum-
mary about the cloud computing risk factors.  Section 3 discusses feature selection 
methods followed by the different prediction algorithms in Section 4. Experiments are 
shown in Section 5 and finally conclusions are provided in the last Section. 

2 Cloud Computing Risk Factors 

We define the various risk factors associated with cloud computing as follows:  

2.1 Authentication and Access Control (A&AC) 

Organization’s private and sensitive data must be secure and only authenticated users 
can access it. When using cloud, the data is processed and stored outside the premise 
of an enterprise, which brings a level of risk because outsourced services bypass the 
”physical, logical, and personnel controls”, any outside or unwanted access is denied. 

2.2 Data Loss (DL) 

Data loss means that the valuable data disappear without a trace. Cloud customers 
need to make sure that this will never happen to their sensitive data. 

2.3 Insecure Application Programming (IAP) 

APIs is an important and necessary part to the security and availability for whole 
cloud services. Building interfaces, injecting services will increase risk, there for 
some organization may in force to relinquish their credentials to third party in order to 
enable their agency. 
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2.4 Data Transfer (DT) 

Sensitive data are obtained from customers, processed and stored at the cloud provid-
er end. All data flow over network needs to be secured in order to prevent seepage of 
customer’s sensitive information. The application provided by the cloud provider to 
their customers has to be used and managed over the web. The risk comes from the 
security holes in the web applications. 

2.5 Insufficient due Diligence (IDD) 

Before using the cloud services, the organization needs to fully understand the cloud 
environment and its associated risk. 

2.6 Shared Environment (ShE) 

Multi-tenancy is a key factor of cloud computing services. To achieve scalability 
cloud provider provide shared infrastructure, platform, and application to deliver their 
services. This shared nature enables multiple users to share same computer resources, 
which may lead to leaking data to other tenants, also, if one tenant carried malicious 
activities the reputation of other tenants may be affected. 

2.7 Regulatory Compliance (RC) 

If the provider is unable or unwilling to subject to external audits and security certifi-
cation, and they do not give their customers any information about the security con-
trols that have been evaluated. It should only be considered for most trivial functions. 
Regardless of the location, the custodian is ultimately responsible for ensuring the 
security, protection, and integrity of the data, especially when they are passed to a 
third party. 

2.8 Data Breaches (DB) 

Breaching into a cloud environment will potentially attack all users’ data. Those at-
tackers can exploit a single flaw in one client application to get to all other client’s 
data as well, if the cloud service databases are not designed properly. 

2.9 Business Continuity and Service Availability (BC& SA) 

The nature of the business environment, competitive pressure, and the changes hap-
pening in it leads to some events that may affect the cloud service provider, such as a 
merger, goes broke, bankruptcy, or it acquisition by another company. These things 
lead to loss or deterioration of service delivery performance, and quality of service. 
Another important thing to the cloud-computing provider is that their customers must 
be provided with service around the clock, but outages do occur and can be unex-
pected and costly to customers. 
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2.10 Data location and Investigative Support (DL&IS) 

Most cloud service providers have many data centers around the globe. Regarding 
privacy regulation in different jurisdictions, in different countries where the govern-
ment restricts the access to data in their borders, or if the data stored in high-risk 
countries, all these things make data location big concern issue. The investigation of 
an illegal activity may be impossible in a cloud computing environment, because 
multiple customer’s data can be a located in different data centers that are spread 
around the globe, If the enterprise relies on the cloud service for the processing of 
business records then it must take into account the factor of the inability or unwilling-
ness of the provider to support it. 

2.11 Data Segregation (DS) 

The risks arise here come from the failure of the mechanisms to separate data in sto-
rage, and memory, from multiple tenants in the shared infrastructure. 

2.12 Recovery (R) 

Cloud users do not know where their data is hosted. Some events such as man-made, 
or natural disaster may happen; in such events customers need to know what hap-
pened to their data and how long the recovery process will take. 

2.13 Virtualization Vulnerabilities (VV) 

Virtualization is one of the fundamental components of the cloud service. However, it 
introduces major risks as every cloud provider uses it. Beside its own risks it holds 
every risk posed by physical machines. 

2.14 Third Part Management (TPM) 

There are many issues in cloud computing related to third party because the cloud 
service provider does not directly manage the client organizations. Some old concerns 
in information security appear with outsourcing such as integrity control and sustai-
nability of supplier and all risks that clients may take if it relies on a third party. 

2.15 Interoperability and Portability (I& P) 

Interoperability and portability become crucial because if the organization locks to a 
specific cloud provider, then the organization will be at the mercy of the service level 
and pricing policies of that provider and it won’t have the freedom to work with mul-
tiple cloud provider. 
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2.16 Resource Exhaustion (RE) 

Cloud provider allocates resource according to statistical projections. Inaccurate mod-
eling of resource usage can lead to many issues such as: service unavailability, access 
control compromised, economic and reputational losses, and infrastructure oversize. 

2.17 Service Level Agreement (SLA) 

The organization needs to ensure that the terms of (SLA) are being met. Risk may 
appear with service level application such as the data owner as some cloud provider 
include explicitly some terms state that the data stored is the provider’s not the cus-
tomer’s. In the few cases where cloud vendors went out of business, their customer 
private data were sold as part of the asset to the next buyer. Also, SLA terms should 
include licensing conditions. There is the possibility for creating original work in the 
cloud, but if not protected by the appropriate contractual clauses, this original work 
may be at risk. One of the SLA terms must be for responsibilities of cloud provider 
for enabling governance. 

2.18 Data Integrity (DI) 

One of the most critical elements in all systems is data integrity. Cloud computing 
magnified the problem of data integrity and endangers the data integrity in transaction 
management, at the protocol level, which does not support transactions or guaranteed 
delivery. If data integrity is not guaranteed and there is a lack of integrity controls, 
this may result in deep problems. 

3 Feature Selection 

Data Mining is an iterative process within which the progress is defined by discovery 
of earlier, unidentified, valid patterns, and relationship in large dataset, through either 
automatic or manual tools [9, 10, 11]. Feature selection is the process of extracting 
subset instances from the original data set and it presents as an important technique in 
data preprocessing in data mining [12]. The goal of feature selection is to find the 
minimum number of related attributes from n attributes, which describe the concept as 
close as possible of the original set does, and perform the best [13]. Attribute selec-
tion reduces dataset size by removing irrelevant and redundant attributes. Appling 
feature selection technique involve both search algorithm and criterion function and 
the search algorithm applies the criterion function as a measure of the effectiveness of 
each feature subset, to compare and generate suitable solutions of the feature selection 
problem [14]. For feature selection we used Best-first, Random search, and ranker 
methods. Best-first [13] method search in the space of feature subset, and maintain a 
queue of possible solution. It deals with space of set as a graph called “feature selec-
tion lattice”, then applies one of standard graph searching algorithms. In random 
search [12], first it randomly select subset, then continue in two different ways. One 
of them is to follow sequential search. The second is to continue randomly and gener-
ate the next subset randomly.  
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4 Risk Assessment Algorithms 

Risk assessment involves building an accurate prediction model. Prediction comprises 
of two steps: in the first step called the training phase a predictor is built describing a 
predefined set of training data and in the second step the model is used for test data 
[15][16]. Following are the predictors used. 

A) Extremely Randomized Decision Trees 
It is tree-based ensemble method for supervised classifier (commonly known Extra-
Trees). Extra-Trees based on randomization process, the splitting rules are randomly 
drawn at each node of the extra-tree, and the base of chosen one of this rules to be 
associated with that node is the best performance according to a score computation. 
This allows increasing the speed of training, weakening the correlation between the 
induced decision trees, and reducing the complexity of the induction process [17]. 

B) Instance-Based Knowledge (IBK) 
IBK is an Instance-Based Learning method and is an implementation of K-nearest-
neighbors classifier [18]. In its representation it does not derive a rule set or decision 
tree and storing it, instead it uses the instances themselves to represent what is learned 
[11]. IBK compare each new instance with existing ones using distance metric; most 
commonly Euclidean distance and the closest existing instance is used to assign the 
class for the test sample [15]. 

C) Sequential Minimal Optimization (SMOreg) 
Sequential Minimal Optimization is an iterative algorithm for solving the regression 
problem using Support Vector Machine (SVM)[19]. This algorithm does it job by 
replacing all missing values and transforms nominal attributes in to binary ones [20]. 
The notable features of SMO algorithm is it does not require Quadratic programing 
solver, this make it differ from most SVM algorithms [20]. 

D) Multilayered Perceptron (Artificial Neural Networks) 
A multilayer perceptron is a feed forward artificial neural network model that maps 
sets of input data onto a set of appropriate outputs. The fundamental aspects which a 
neural network depends upon are, input and activation function of the unit, network 
architecture and the weight of each input connection [21]. 

E) K- Nearest Neighbors (K-NN or K*) 
K-NN is an instance-based learning algorithm that stores all training instances and 
does not build a model until a new instance need to be classified [9] and they use 
some domain specific distance function to retrieve single most similar instance from 
the training set [22].  

F) Isotonic Regression 
Is a regression method, it does its job by weighted least squares to evaluate linear 
regression models [23].  

G) Randomizable Filter Classifier 
Used for running an arbitrary classifier on data that has been passed through an arbi-
trary filter. Like the classifier, the structure of the filter is based exclusively on the 
training data and test instances will be processed by the filter without changing their 
structure [24]. 
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5 Experimentation Results  

We conducted a survey to finalize the risk factors. In the survey, we asked the partici-
pants to categorize risk factors to three levels according to the likelihood of happening 
and their effect on cloud computing. These categories are: Important, Neutral, and 
Not Important. 35 international experts responded to the survey from different coun-
tries and all of them agreed that the previously defined factors are important, which 
means that they have great effect over cloud computing. Next we give each risk factor 
a numeric range of values, and finally we formulated expert rules and use some statis-
tical methods to generate the data based on the rules. The Dataset contains 18 input 
attributes and comprise of 1940 instances. The 18 attributes were labeled as DI, IDD, 
RC, BC&SA, TPM, I&P, DL, IAP, DL&IS, R, RE, SLA, A&AC, ShE, DB, DS, VV 
and DI. Risk Factors are illustrated in Table 1 with their corresponding ranges for 
numeric values. The feature selection methods reduce the number of features to 3 
(first dataset), 4 (second dataset), and 9 (third dataset). We used percentage split to 
test and evaluate the algorithms. In percentage split the dataset is randomly splitting 
to training and testing data as follows: 

• 60% -  40%  (A) 
• 70% -  30%  (B) 
• 80% - 20%  (C) 
• 90%  – 10%  (D) 

The experiments were performed in WEKA that provides a collection of machine 
learning algorithms and data preprocessing tools in a graphical user interface envi-
ronment for data exploration and algorithm evaluation [18].  

Table 1. Risk factors and their associated range values 

Risk Factor Range value Risk Factor Range value 
DT 0 - 3 R 1 – 3 

IDD 1 – 3 RE 0 – 2 

RC 0 – 1 SLA 0 – 3 

BC& SA 1 – 3 A& AC 0 – 3 

TPM 0 – 2 ShE 1 – 3 

I& P 0 – 1 DB 0 – 2 

DL 0 – 3 DS 0 – 1 

IAP 0 – 1 VV 1 – 3 

DL& IS 0 - 3 DI 0 - 2 

 
Performance statistics are calculated across all datasets using Root Mean Square 

Error (RMSE) and Correlation Coefficient (CC) but since CC is almost (0.9999 or 1) 
we did not include them in the tables. We apply attribute selection method to reduce 
the number of the attributes. In the preprocessing step, the data is filtered to remove 
the irrelevant data and improve the quality. 
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We investigated three feature reduction algorithms and finally managed to reduce 
to 4, 5, and 10 attributes. Table 2 summarizes the best test results of (RMSE) from 
each data percentage with each algorithm. Figure I represent the RMSE for all dataset 
percentages and shows that more percentage of training data (90% training and 10 % 
testing) produces the best results, which means better learning. Table 3 summarizes 
the best results of (RMSE) from each algorithm among all data sets. Figure 2 
represents the RMSE we obtained using the different algorithms for all datasets. It 
shows that the K star algorithm did not perform well for first, and second datasets, 
and a little better with the third dataset.  Multilayered Perceptron and SMOreg algo-
rithms performed well with the first and second datasets and give the worst result with 
the third dataset. Randomizable Filter Classifier, Extra Tree, IBK, and Isotonic  
Regression algorithms performed well among all datasets. 

Table 2. RMSE Performance for each dataset 

Algorithm 
A B C D 

Root mean squared error (RMSE) 

Isoreg 0.0021 0.0019 0.0018 0.0017 

MLP 0.0019 0.0015 0.0016 0.0006 

SMOreg 0.0026 0.0019 0.0023 0.0024 

IBk 0.0020 0.0018 0.0018 0.0017 

K-Star 0.0045 0.0046 0.0037 0.0034 

RFC 0.0021 0.0019 0.0018 0.0017 

Extra Tree 0.0042 0.0035 0.0034 0.0031 

Table 3. The best test results from different algorithms 

Algorithm First dataset Second dataset Third dataset 
Isoreg 0.0017 0.0017 0.0017 
MLP 0.0006 0.0016 0.0118 
SMOreg 0.0019 0.0028 0.0366 
IBk 0.0017 0.0017 0.0017 
KStar 0.0177 0.0094 0.0034 
RFC 0.0018 0.0018 0.0017 
ExtraTree 0.0031 0.0032 0.0032 
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Fig. 1. Best RMSE for test data using different datasets (60, 70, 80, 90 %)  

 

Fig. 2. Best RMSE for test data for different algorithms 

6 Conclusions 

The purpose of this experimental work is to achieve feature reduction, best accuracy 
on test data set and to find out the best available approach applied to our dataset. We 
examined the performance of several machine-learning algorithms for modeling the 
cloud computing risk environment.  

The effect of subsets of training and testing data is also illustrated here by split the 
sub dataset randomly into four different groups. The empirical results show that the 
splitting of dataset to (90% - 10%) gives the best result among all other partitioning, 
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and also show that Randomizable Filter Classifier, Isotonic Regression, IBK, and 
Extra Tree algorithms gives the best results among all data sets. 
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2 IT4Innovations, VŠB - Technical University of Ostrava, 
17. listopadu 15, 708 33, Ostrava-Poruba, Czech Republic 

{jakub.stolfa,svatopluk.stolfa,martin.kopka,vaclav.snasel}@vsb.cz 

Abstract. Process mining is relatively young discipline that uses many methods 
to obtain a results that can be beneficial. These methods are used in different 
approaches that study the process instances from the statistical point of view, 
clustering methods are used, etc. Our intention is to present simple graphical 
method that can help to understand the visualized data directly. Adaptation of 
the turtle graphics is used to visualize the logs content - process instances. The 
main purpose of this paper is to present the usability of our method in the area 
of process mining and show its benefits for specific tasks. 

Keywords: Turtle Graphics, Process mining, Process.  

1 Introduction 

Process mining was introduced by Aalst in 2004. This area of the research has been 
developing during the years and uses different methods and tools to ana- lyze the data 
logs from performed processes [1, 2, 4, 5, 7]. The data are analyzed to obtain the 
overview whether the process was performed as it was designed, whether there are 
some deviations, we are trying to find interesting information about the process 
instances.  The methods that are used varies from statisti- cal methods throughout the 
different analytical methods, clustering etc. to the graphical methods. All approaches 
have their pros and cons. Sometimes these methods are too complex to use them for 
all situations. Also methods used for visualization provide complex process diagrams. 
Thus we were thinking about an easy to use method that can be used for the data 
analysis and is simple enough to be used as a first analytic tool to study the processes. 
Our idea is to use some graphical representation of the data that will be easy to 
interpret. We have decided to adopt turtle graphics approach to visualize the process - 
we are interested in process flow and process result too. 

The paper is organized as follows: Section 2 introduces the state of the art; Section 
3 describes the analyzed process that was used for the experiments, Section 4 depicts 
proposed approach, Section 5 presents the experiments that we have performed and 
explains obtained results; concluding Section 6 provides a summary and discusses the 
planned future research. 
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2 State of the Art 

In a computer graphics the turtle graphics method is a method for creating vec- tor 
graphics using a relative cursor. This cursor is called turtle. It is based on the turtle 
geometry that is a local, coordinate free version of computational geome- try. Turtle 
geometry has been used to study many diverse subjects from simple polygons to 
complex fractals, from the Euler characteristic and the formula of GaussBonnet to 
curved space-time and Einstein’s general theory of relativity [3]. Turtle graphics 
method became popular method how to teach programing to young children [8]. 

Our virtual turtle is the creature than know only its position, direction it is facing 
and the step size. Turtle can respond to four basics commands: 

 
– Forward x: the turtle moves forward x steps in the direction it is facing. During 

that move the turtle draws a line from initial position to its final position.  
It is like the turtle drag its tail in the sand and making line. 

– Move x: the turtle moves forward x steps in the direction it is facing but do not 
draw a line. 

– Turn α: the turtle changes counterclockwise its direction according the angle α 
– Resize s: this command change the length of the turtle step 

 
The turtle’s location can be represented by a point P given by a pair of coor- 

dinates (p1 , p2 ); similarly the turtle’s heading can be represented by a vector w given 
by another pair of coordinates (w1 , w2 ). The pair (P, w) is called the tur- tle’s state. 
The turtle’s state (P, w) is a complete description of what the turtle knows, and  
the four turtle  commands forward, move, turn, resize are the only way that a 
programmer can communicate with the turtle [6]. 

This was the classics definition of the turtle graphics. In our paper we present 
method for representing process execution based on the turtle graphics. We tell the 
turtle how to turn not according where the turtle is facing, but according the sides of 
the area. It means we tell the turtle go to the top, left, right or bottom side. How we 
use this setting is described in the following sections of the paper. 

3 Process Context 

We have used data logs of the SAP system. This section describes the details about 
the data that we use for the experiment. Current SAP system runs in the company that 
operates in four European countries. We chose business process of the invoice 
verification that is implemented in SAP system, user activities are controlled by SAP 
workflow system. Users participate in the invoice verification workflow in several 
different roles (creator, completor and verificator, approver, and accountant decision 
maker and poster). Generally, it is process where the creator should create the invoice, 
verifier should verify it, send to the approvers and finally when accountant gets the 
invoice, he does invoice posting. 
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Detailed description of obtained log and data preprocessing is described in our 
previous work [10]. We know the architecture of the process model because user 
activities in the SAP are controlled by SAP business workflow. It means that process 
execution should follow the process model. On the other hand the process has several 
degrees of freedom and moreover we can find out some deviations given by processed 
data. This model is depicted in the Fig. 1. Process starts with event Creation. Next one 
is Verification. Next is Approval event. Approval event can be done repeatedly. Last 
event is Posting. 

 

Fig. 1. Process model - modeled by UML activity diagram 

4 Proposed Approach 

This section presents our ideas of usage Turtle Graphics method for visualization of 
process execution. 

We have four types of events - creation, verification, approval, posting in the 
examined process. We set up aliases for the type of the events in the process. It means 
that Verification event is V, Creation event is C, Approval is A, and, finally, Posting 
is S. 

We define following turtle’s moves according the executed processes that we have 
obtained from the process log - see the section 3. It means that the sequence that 
contains information about the process topology and duration of the particular event is 
the input for the turtle. 

In our approach we control the turtle’s behavior using fixed directions as- signed to 
specific events in process log. It means we tell the turtle how to turn not according 
where the turtle is facing, but according the sides of the area. We assigned following 
directions to specific events: 

 

– event C - turtle goes up (North), 
– event V - turtle goes right (East), 
– event A - turtle goes down (South), 
– event S - turtle goes left (West). 
 

The turtle’s state is defined as a pair (P, w), where P = (px , py ) represents the 
coordinates of the turtle’s position, vector w = (wx , wy ) represents the turtle’s 
heading. The turtle’s state can be written also as (px , py , wx , wy ). Initial state of the 
turtle is Pi  = (0, 0, 0, 1). 

The turtle can be controlled by commands (the turtle knows its actual state  
P = (px , py , wx , wy ) before command execution): 
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– move(x, y) - moves turtle to state (x, y, wx, wy) without keeping track,
– turn(x, y) - moves turtle to state (px, py, wx + x,wy + y),
– forward(D) - moves turtle D steps in direction of its heading while the

turtle keeps track to final state (p′x, p
′
y, wx, wy), where p′x = px +D ∗ cosα,

p′y = py +D ∗ sinα, α = arctan
wy

wx  

Following Table 1 contains the interpretation of specific process steps by the turtle 
activity. 

Table 1. Interpretation of the process steps 

Process step Turtle move Start state 1. Turn 2. Forward

C up (North) (px, py, wx, wy) turn(−wx, 1− wy) forward(1)
V right (East) (px, py, wx, wy) turn(1− wx,−wy) forward(1)
A down (South) (px, py, wx, wy) turn(−wx,−1− wy) forward(1)
S left (West) (px, py, wx, wy) turn(−1− wx,−wy) forward(1)

 

Explanation of the definition of turn command in our rectangular model of moves 
is easy. We know the direction the turtle is facing and we know to which direction we 
want to send the turtle based on event. Then we can count the degree of the turn like 
delta of the degree from the x axis which is turtle facing and the degree of the side 
where we would like to send the turtle.  For example turtle is facing 270 degree from 
the x axis (last turn was A event) and we would like to send the turtle to the top (C 
event) - it is 90 degree. So 270 - 90 = 180. It means that turtle have to turn 180 degree 
to the right. 

Length (D) of the step is determined by the specific event duration. Event duration 
is divided to the three categories [9]: 

 
1. Category 1: If the event lasts less than 32 hours it fits to the first category 
2. Category 2: If the event lasts more than 32 hours and less than 168 hours it fits 
to the second category 
3. Category 3: If the event lasts more than 168 hours it fits to the third category 
 
It means if the event fits to the first category the turtle has to do one step, if it fits 

to the second category the turtle has to do 2 steps, and the same principle is used for 
the third category. 

This graphical approach can show us some interesting information - the loops of 
the events or loops of the sequences of the events, deviation in the process execution, 
the resultant position of the process, etc. 1 Motivation of our research in this area and 
usage of the turtle graphics to visualization of the process execution is that we can 
find and compare interesting information in the process execution more easy way than 
compare it on the sequence level. For example we can compare how close is the 
execution of the sequences, or where these sequences have common point and the 
turtle graphics can tell it to us more easy way. 
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5 Experiments and Results 

The first experiment shows four most used sequences without time parameter- 
CVAAS, CVAAAS, CVAS, CVAAAAS, CVAAAAAS as you can see in the  
Fig. 2. Starting point is surrounded by circle. End points are red. When we look at 
figure, we can see that all sequences end in points that are on the line from the starting 
point to the bottom. This is the behavior that we expect from the correct sequence. 
The difference is only the distance from the starting point. The other finding is the 
shape of the picture. We can see that the picture is simple, there is only one step right 
- it means verification in our case.  Accordingly, there is only one posting activity for 
all sequences. The difference is the bottom direction. Every sequence its specific 
number of approval activities. We can see, that there is no deviation found for the 
most used sequences. 

 

Fig. 2. Most used sequences of the process visualized by Turtle Graphics 

Next experiments show the deviations according to the proper process exe- cution - 
CVAAS (fig. 3.). On the left side we can see that the sequence visually breaks the rule 
of one C and V directions. Thus there is a creation and ver- ification made two times 
for this type of sequence. Otherwise the sequence is correct. The drawing in the 
middle shows that there is a problem at the end of the sequence, A and S were 
performed in addition even when the sequence was correctly ended. The third 
drawing on the right side shows that there is unexpected S activity directly after first 
A and then two A and final ending is made. These three results shows that the 
deviations at the beginning, at the end and in the middle of the sequence can be easily 
recognized by the visualization. 

 

Fig. 3. Topology deviations of the sequences 

These experiments led us to the simple hypothesis about resulting point of the 
process towards its start points. The positions are pictured in fig. 4. and explained in 
following list: 
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– A: Simple correct ideal process with one approval step and all purchase 
documents pre-approved. Typically raw material invoices under amount limit or 
periodic invoices. 

– B: Complex correct process with several/many approval steps. Typically raw 
material invoices above amount limit or investment invoices or invoices 
touching more cost centers (plants). 

– C, D: Less or more complex process with several/many verification steps. 
Typically invoices that have not completed purchasing / receipt process or for 
which receipt disagrees with the order. Combination with variant B is possible 
when the invoice has ”B” parameters. 

– E: Repeated posting workflow step means either discrepancy in accounting 
setting (unlikely event, probably some new posting case) or internal task in clerk 
office (responsibility, ...). These invoices should be analyzed. 

 

Fig. 4. Hypothesis about start and final positions of the process 

Result:  we checked this hypothesis through the sample of 10720 invoices with 
following result. Invoices, resulting in a relative position according to the described 
hypotheses had expected characteristics only in case when their ap- proval process 
contain just one C step. As was analyzed based on this result, more C process steps 
means some specific mistake in the process and these cases must be analyzed 
spearately in future (all examined  processes with more C steps had a problem which 
coerced rerun the process from the begin). 

The processes with more C steps cannot be simply identified by analysis of the 
final state in given model. We should use the comparison of specific subtask of the 
process (up-right direction) for this purpose. 

Final experiment on this paper shows the visualization of the topology with the 
time parameter added - Fig. 5. There are three sequences shown. The topol- ogy is 
similar - CVAAS. The difference is in the length of each activity.  We can see three 
different sizes of the shape. From the topological point of view, there is no problem or 
deviation. This is quite visible for our type of data, but we plan to study this by 
graphical methods in the future. From the time point of view there is a difference that 
is nicely visible as well. We have to say again, that even from time point of view the 
example and our sequences are quite simple, thus visible. The graphical methods will 
be used for the comparison in the future. Anyway, the visualization of such data is 
useful and another approach how to study the data. 

 



 Adaptation of Turtle Graphics Method for Visualization of the Process Execution 333 

 

 

Fig. 5. Topology and time parameter visualization 

6 Conclusion and Future Work 

Performed experiments showed the potential of the visualization using turtle graphic. 
We discussed few experiments in this paper, but even these experiments show that the 
approach can be used for the visualization and is useful. There are many ways how to 
use and customize the settings to draw the paths. 

We have adjusted the approach to our data, similar adjustment can be made for 
different data as well. The approach and the result visualization can be extended in 
many ways. 

Following tasks are opened for the future work: 

 
– The definition of turtle movements determines the shape of turtle’s line and also 

the final state position. Change of the definition can make the visualiza- tion 
more clearer. Actually two variants of the change is prepared (1. change of the 
azimuth definition of specific steps and 2. definition of the step by the angle of 
the curent direction - not fixed azimuth). 

– Comparing the graphical properties of the turtle’s lines with aim of com- paring 
the similarities of whole process / subprocess and clustering the lines according 
to found parameters of similarity.  This approach could open new access to 
clustering of the processes. 

 
For example graphics comparison methods can be used to compare similar path 

shapes that differs e.g. only in the time manner, the lines between nodes can show the 
information about the usage of this by the thickness of the line, there can be 
information about the direction of each used line, also in the wholesale view etc. Our 
approach seems to be interesting and showed some potential, we would like to 
explore, use and desribe more possible extension to it to supprort the readiness and 
interpretation of the results. 
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Abstract. This paper introduces the chosen area and problems which are 
connected to the forecasting of the results of American football games in 
National Football League (NFL). We cover the existing mobile applications for 
forecasting results which are analysed as a non-complex solutions with only 
limited prediction success ratio. We found that is possible to cover many other 
information sources to make a more complex analysis of each game and have a 
prediction based on a deep knowledge from match history. The suggested 
solution consists of a separate mobile application whose draft and 
implementation is described in the paper. Our algorithms implemented in 
developed solution provide a much better prediction success ratio than other 
mobile application. 

Keywords: Smart, Mobile, Prediction, Algorithms, NFL.  

1 Introduction 

An effort to correctly forecast the result or the winner of a specific game has a long 
tradition and can be found in almost each sport. One of them is American football in 
the USA which has nearly a hundred-year history. Moreover, due to the high 
popularity and the possibility to bet for the winner a large amount of money is 
involved in the professional league, called NFL. NFL experts and fans try to estimate 
which team wins in a specific game. However, without certain knowledge, it would 
be only guessing. In order to obtain a relatively reliable forecast, it is possible to use 
various sources of data. For example, the forecasts from experts and specialists for the 
given sport who mainly use their experience for estimation of the result. With the 
expansion of PC, a lot of computer systems for results forecasting were developed. 
The forecasts are not 100% reliable as they have only a certain probability. In the case 
of teams that perform similarly it is very hard to predict the winner and each forecast 
is different. The reason for this is the diverse approach to estimating the winner of the 
game, the dependence of other factors, etc. There many available forecasts from 
various sources for suggesting the winner. Therefore, it is complicated for the fan to 
decide which source to trust. Finally, the following of forecasts from different sources 
on regular basis is time-consuming and inconvenient.  

In regards to the expansion of smartphones, the mentioned problem can be solved 
with a mobile application which uses so called smart access [1-5]. The application 
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itself would prefer certain sources in a suitable way according to the success of their 
forecasts. 

2 Results Forecasting of NFL Games 

American football is one of the most watched and popular sports in the USA. Its 
popularity also grows in the world, especially in the Western Europe. An increasing 
number of fans and players can be also found in the Czech Republic. Currently, there 
are around 25 active clubs. NFL (National Football League) is the highest 
professional league of the American football with almost hundred-year old tradition. 
Similarly as in each sport, the fans of American football and experts are trying to 
estimate which team will win the game. A fan, who tries to win a bet or just wants  
to be precise when estimating the result of the game, has a variety of sources and data 
to use that can help him/her to assess who is the most probable winner. 

Note: Almost always the match ends with the victory of one of the competing 
teams. It can also finish as a tie, but in this sport it is very rare (in the last 40 years, 
there were only 19 ties in NFL). 

2.1 Experts 

The most common source of the forecasts are the opinions of experts in the form of 
estimating a concrete winner or in the form of a ladder of teams according to the 
current form (so called Power Rankings). Another common source, and in the case of 
bidding the main source, are the fixed-odds bets of the betting shop for specific teams. 
The process itself of the winner of the game estimating is not simple. There are many 
factors which play a role in the game. Of course the most essential is the current form 
of the competing teams. The favoured team with many wins in the past has a much 
larger chance to win another game as has a weak competitor with many losses in a 
row. However, the bigger problem is to estimate the winner of a game where the two 
teams have similar or equal strengths. In the case of changing circumstances, it is 
sometimes impossible to estimate the current form of the team. Lastly but not least, it 
is also important to take into account the injuries of the important players. The 
American football matches are also characteristic for the possibility to obtain large 
number of points in a short time. Even the loss of a favoured team against a 
significantly weaker team is relatively common in NFL. All of these factors make the 
estimation of a game result particularly difficult. Therefore, it is only possible to 
choose the winner with a certain probability.  

The NFL experts are trying to take into account the mentioned factors in their 
forecasts. Also the experiences of individual experts play a role in the estimations. 
The longer the expert works in the world of NFL, the more likely he/she is to estimate 
the winner of the upcoming games.  

 
 
 



 NFL Results Predictor as a Smart Mobile Application 337 

 

2.2 Systems for Forecasting 

Another source of forecasts are computer programmes and systems for estimating the 
results of NFL games. These sources offer a different approach towards winner 
forecasting than the human counterparts. In the case of an expert, where there is a 
specific level of judgement that is easy to define, the programme has usually a clearly 
defined algorithm or a number of rules for the selection of the favoured team in the 
given match. Moreover, the entry data, most commonly in the form of statistic, are 
fixed and do not depend on the experiences of the expert. The programmes for results 
forecasting were first introduced in the 80s in relation to the growth of computational 
machines and PC. Even though, the method for winner estimating in the way of 
statistic and other data analysis may look at first as more reliable, the history suggests 
that it is not the case. The main problem is primarily the selection of relevant data. 
Each of the played American football games offers a wide range of data. Some of the 
basic statistics of one of the NFL teams follows: 

• Number of points 
• Quarterback’s statistics (CP/AT, YDS, TD, INT)  
• Statistics of the players with running yards (ATT, YDS, TD, LG) 
• Statistics of players with  receiving yards (REC, YDS, TD, LG) 
• Statistics of defence players (T-A, SCK, INT, FF) 
• Overall number of yards gained through throw/running 
• Average number of gained yards in one attempt 
• Number of penalties or penalty yards 
• Statistics of fumbles 
• Statistics of kicks  
• Statistics of punts 
• Statistics of kick-offs and punt returns 
• Effectiveness of offense in the red zone and running of third and fourth’s 

downs 
• Duration which the offense spent on the field 
• etc. 
 
Regarding the above mentioned examples, it is clear to see that overall statistics of 

each NFL team offer high number of data. However, not all the data suggest the 
current form of the given team. This fact is together with the unpredictability of NFL 
matches the reason for having on average a similar success rate for the winner 
forecasting as experts. Therefore, it is useful to also follow this source of forecasts.  

2.3 Success and Probability 

In order to forecast the result from a specific match, it could be useful for a person to 
gather the estimations from multiple sources. In the case of different predictions for 
the winner (for a high number of sources this is a common phenomenon) the problem 
regarding to which source to favour arises. The most reliable guidance could be the 
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current success of the given source, namely the ratio of correct versus incorrect tips. 
Using this guidance, it is possible to avoid the unreliable sources (with the success 
rate of below 50%) and favour the ones which are relatively reliable (with success 
rate of above 65%). Still, there is a relatively high number of different tips. By simply 
taking the forecast from the most successful source does not bring the greatest hope 
for the correct tip for a concrete match. The success of sources differs throughout the 
season and in a specific round another source which is not the most accurate can have 
the highest success rate in percentage. However, what should be done when the 
source with the success rate of 70% suggests the team A to win, but three other teams 
with the success rate of 60% forecast the team B to become the winner? Furthermore, 
the forecast itself from one source does not always have 100% probability. Especially 
the programmes and systems for forecasting often generate even the predicted score 
of the match (or the point difference between teams) from which it is possible to 
estimate the probability of the specific team’s victory. When a very trustworthy 
forecast is required, it is necessary to choose reliable sources that give each of them 
specific weight and realise (calculate) the probability of the team’s win.  

During the current season with 16 games each week, the manual application of the 
mentioned process is quite complicated and mainly lengthy. Last but not least, the 
regular monitoring of various sources is timely and inconvenient. Mobile or desktop 
applications which could solve the problems and would provide reliable forecasts of 
the NFL games (according to the possibilities) can bring comfort and save time for 
the user [9-12].   

3 Existing Applications 

Mobile applications which are connected to NFL or generally American football are 
relative common. Few of them serve as an overview of news and played or future 
games. The rest of the applications look more or less as games and quizzes. Despite of 
the expectations, there are currently a lot of mobile applications (not considering the 
platform) which would be aimed at forecasting of NFL matches and at least partially 
fulfil the mentioned requirements. Relatively popular are the applications in which the 
user suggests his/hers favoured choices for the winner and by comparison of the 
successes of his/hers forecasts competes with other friends. Even with a high number 
of players, it is possible to estimate certain results of matches, but in most cases these 
fans’ forecasts are not very reliable. If the given application is intended for the serious 
use in estimating the results of games, it often uses only one source of forecasts. 
Either it is its own system for games forecasting or an application which uses the 
preferred choices from different experts. Then some of these applications estimate 
results on the basis of comparing the basic statistics of both teams. As an example, 
this paper introduces three applications which can be obtained for free. 

The first of these is the IronRank: NFL Predictions which is intended for the 
Android platform. The application for the calculation of the forecasts compares the 
basic statistics of both teams and according to the given key estimates the probability 
of the winner [Fig. 1a]. 
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The second application for Android is called Winning Sports Picks, [Fig. 1b]. In 
this case the basis for this games forecasting is a mathematical model. The application 
generates the suggestions for the winner even for other sports and also offers a section 
for the communication with other users.   

    

Fig. 1. a, b An example of applications IronRank: NFL Predictions and Winning Sports Picks. 

  

Fig. 2. a, b Example of the application Pick Factor Pro Football 
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The last application is Pick Factor Pro Football, [Fig. 2a, b]. This application offers 
forecasts for more sports. Other than NFL games it is for example basketball, hockey, 
European football. The forecasts are based on the analysis of experts. Apart from the 
estimations there are also news and commentary of the chosen experts. The 
application is intended for the Android and iOS platforms.  

All of the mentioned applications use only one chosen source. Apart from the rare 
case where the chosen source is especially reliable, it is useful to compare forecasts 
from more different sources. Also the smart approaches cannot be found in the 
mentioned applications. The applications themselves do not take into account for 
example the success of chose experts.  

4 Suggestion for the Mobile Application 

4.1 Data Sources 

The suggested application can obtain data from various sources, but as the main 
source the experts’ forecasts were chosen. The application can further work with this 
data. Many web servers offer the forecasts from their own experts. These are mainly 
former players or current TV commentators. Therefore, it is possible to load data from 
particular servers. However, the use of servers which collect and freely provide 
favoured choices of a larger number of experts can be more effective. For example the  
 
 

 

Fig. 3. The structure of the application 
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NFL Pickwatch server can provide forecasts for the current round of a match from 
almost 100 NFL experts. The individual successes of given experts are also available. 
The application would obtain data from the mentioned server which simplifies the 
implementation. 

4.2 The Structure of the Application 

The mobile application is developed for the Android platform. The basic element of 
the application is a list of forecasts for all games of the given NFL round (week). For 
each game, the application could suggest the winner and the probability of the 
forecast. The estimations of the experts (sources) who are put into groups (for 
example according to the TV station) can be shown in detail for each match. The 
mobile application would analyse individual sources during the season and favour 
(adjust weights of the forecasts’ calculations) specific sources according to their 
success. The user could also manually adjust the weights. The structure of the 
application is shown on the [Fig. 3]. 

4.3 Application’s Aim 

The main purpose of the application is to save the time of the user, who would 
otherwise be forced to analyse sources, and to offer clear forecasts of the NFL games 
according to the success of the individual sources. The advantage of the suggested 
application is the ability to automatically react to the current success of individual 
sources and therefore offer the most precise forecasts.  

4.4 Possible Problems 

Possible problems during the implementation of the application include the building 
of the algorithm for the calculation of the weights for individual sources according to 
their success. Furthermore, the calculation of the probability of a win for a specific 
team which is necessary to be build according to the ratios of particular sources. The 
aim is to reach the state in which the application prefers sources with the highest 
success rate in a suitable ratio and, without the interference of the user, reacts (adjusts 
the ratios) to the change of success rate of individual sources during the season.  

Another possible problem is the parsing of data from the chosen web servers. The 
websites, usually dynamic, often do not provide a well-arranged and valid code. This 
problem is partially solved by a Jsoup library which is able to work with HTML codes 
of a worse quality. 

5 Implementation of the Mobile Application 

5.1 Working with Data 

The mobile application was implemented according to the previous draft. The 
application loads data from web servers. Namely, it is the CBSSports.com from which 
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all the games for the given week are loaded and NFL Pickwatch which serves as the 
source of the experts’ forecasts. Data parsing is solved using the Jsoup library. 
Regarding the further work the data are saved into internal SQLite database selected 
based on [6-8]. The objective-relational mapping and the ORMLite framework is used 
in the application. The structure of the database is shown in the [Fig. 4]. 

After the first loading or saving of the changes in the sources’ settings, these 
calculations follow: 

• Calculation of the ratio (weight) of each expert in terms of the expert group 
(according to the success rate) 

• Calculation of the success rate for each group(according to the successes and 
ratio of experts in the group) 

• Calculation of the ratio for each group (according to the calculated success rate 
from the previous result) 

• Calculation of the probability and bids for the winner for each group (depending 
on the bids and ratios of experts) 

• Calculation of the probability and bids for winners for the each game (according 
to the bids and ratios of expert groups) 

 

 

Fig. 4. Structure of the database 
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5.2 Description of the Application 

After the start of the application, the main menu is displayed [Fig. 5a]. The user can 
see the forecasts for the current week [Fig. 5b]. The forecasts contain the names and 
logos of competing teams and the probabilities for the win in % (the addition of the 
probabilities in each game is then always 100%). Regarding the fact that the current 
season has finished, only the forecasts from the 14th week are shown. 

After the selection of the chosen forecast, the detail is displayed in which all the 
sources can be seen (expert groups) with related information (name, success rate, bids 
for the winner in the form of the logo of the chosen team and the probability of the 
forecast). It is possible to display the expert’s details for each group (name, success 
rate, bids for the winner in the form of the logo of the chosen team) [Fig. 6a, b]. 

   

Fig. 5. a, b Example of the new application 

   

Fig. 6. a, b Example of the new application 
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Furthermore, the user can set up the minimum border of success rate in % for all 
the sources (button “Success Limit”). If any of the sources have smaller success rate 
than the given border, the result is not included in the forecasts. 

6 Conclusion 

Forecasting of the NFL games with sufficient reliability is not a simple matter and the 
problems which are raised should be solved. In this paper, it is suggested to 
implement a mobile application which offers complete forecasts of the NFL games’ 
results. The advantage of the suggested application is the ability to automatically react 
to the current success rate of individual sources and therefore, the attempt to provide 
the most reliable forecasts. The aim of this application is to save user’s time that 
would otherwise have to be spent on an analysis of the mentioned data sources.  
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Abstract. Security issues of the mobile application using cloud computation 
services are discussed in this paper. Communication between smart phone as a 
client on the one side and cloud server on the other is described. Security 
analyse for proposed solution of the health monitoring application is introduced 
as well. Data about health of the person are one of the most confidential thus 
need to be secured against different types of threats. Proposed solution is based 
on the smartphone as a client gathering data and the cloud servers as a 
computational platform for data storage and analysing. The sensors embedded 
in the smart phone measure data about monitored person then are partly 
processed and sent to the server by the internet connection for the deeper 
analysis. 

Keywords: Cloud computing, security, mobile application, health care.  

1 Introduction 

Current science is characterized by an enormous growth of the ability to measure and 
gather data in previously unthinkably enormous amounts. Nevertheless, it leads to 
new requirements for development and application of new methods and ICT capable 
of storing, transmitting and further analysing data, or potentially capable of using the 
data as input data for mathematical modelling [1]. Businesses, government agencies, 
organizations, and individual consumers are rapidly adopting cloud technologies [2]. 
Businesses are becoming increasingly receptive to the potential for broadening their 
development, services, and marketing through information technologies [3] [4]. 
Security of the data is very important part of whole cloud computing concept. 
Complex view on the issues of cloud computing security can be found at [5] [6]. Both 
papers are unique by its complexity and described analysis. Several areas of research 
and dynamic development of the Mobile Cloud computing security are considered. 
Encryption and key management algorithms, named as Ad hoc Clods in [5] are 
discussed as well.  

As reported by article [5] in its conclusion cloud computing bring various benefits 
to organizations and users. There are many challenges related to security and privacy 
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in the Cloud environment. It opens up space for research new techniques for security 
and privacy in mobile Cloud and ad hoc Cloud. This includes a need for a dynamic 
security model and better crypto (and key management) algorithms that targets 
different levels of security and privacy for Cloud computing. With the increasing 
usage of the Cloud services it is possible to collect sufficient evidence from the cloud 
providers on the level of trust on each of their services. This can help the service 
providers, infrastructure providers, and the end-users to better choose the right 
services from the ever growing Cloud vendors. 

There are a lot of benefits of Cloud computing on the one side but a lot of security 
risk on the other. Many technologies are linked between in the Cloud Computing 
solutions. Together with its capabilities Cloud ¨ 

Computing inherits capabilities of these technologies but its vulnerabilities as well. 
It is necessary to understand these vulnerabilities to be able to use cloud computing 
safely. 

In by article [7] security issues for cloud models: IaaS, PaaS, and IaaS are 
presented. Issues vary depending on the model and described storage. Similarly 
presents solutions for Cloud deployment model and comprehensive paper [8] and [9]. 

In papers [10] [11]we can found, that Cloud Service as a kind of Web Services is 
based on Internet service, it faces all kinds of security problems because Internet has 
many inherent safety defects and also exists in other attacks and threats.  Therefore 
the development of Cloud Service depends on its security deeply, and it is a major 
significance to consensus on the Cloud Service security. 

Security issues of the cloud based application for mobile devices and usage of 
different frameworks is discussed in many papers, articles and analyses such as [12] 
[13]. In the paper [13] is described usage of virtualization as a tool for solving 
security issues of cloud computing using M2M (machine-to-machine) 
communications. In the M2M computing technologies personal computers, Internet, 
wireless sensors, and mobile devices are working together. There are many security 
threats for mobile devices which are the same as for the desktop and server ones. 
Virtualization technique in M2M communication is described as a way for increasing 
protection against mobile treats and increase of the performance efficiency.   

Modern solution for solving security issues is usage of the frameworks. It also 
enables to ensure the integrity, secure the data and improves user’s identification. 
Proxy-based multicloud computing framework is introduced at [14]. Several features 
such as dynamic, on-the-fly collaborations, addressing trust, resource sharing among 
cloud-based services, privacy issues without pre-established collaboration agreements 
or standardized interfaces are described in this paper. 

Another Secured Mobile-Cloud framework is proposed in [15]. Framework is 
focused on the security of data transmitted between the components of a mobile cloud 
application. Two aspects are taken into the account: energy consumptions and users 
options regarding the security level required for private data. Several distributed 
components deployed in the cloud or on the mobile device are included in the 
framework. There is proposed a proof of concept of Android prototype as well. 
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analysis can be sent to the appropriate location. Receivers of the results can be user 
himself, medical facility or for example personal doctor of the monitored person. There 
are several communication possibilities of smart phones which enable to monitor 
person not only indoors but to monitor and transmit data outside as well. Data amount 
is optimized and usage of mobile communication services such as 3G, LTE or GPRS is 
taken into the account. Amount of the data should not exceed about 1Gb per month. 
That enables to use this proposed service even if there is not possibility of Wi-Fi 
connection.  

Security of the communication is essential for whole project. Data about health of a 
person are one of the most personal and confident. There are a lot of transitions 
between client and server mostly by the internet connection. Security of the transmitted 
data in the proposed system is described in the next chapter. 

2.1 Communication between Client and Server 

Remote data processing requires model specification that will be used for the server to 
communicate with a client. The basic parameters are data format, frequency of sending 
and receiving data, volume and a mechanism of confirmation and cataloguing. 

Data Transmission Frequency 
Given the data character and their use, a frequency of one minute was chosen for the 
transmission. During this time interval, the client collects data and every minute 
prepares a data package that is sent to the server. Each one minute interval allows 
prompt evaluation and sending notifications even for some life-threatening situations.  

The system allows sending the data back in case that there was some problem and 
it was not possible to send the data. The reason can be for example, the lack of data 
connection. In this case the client creates a data package containing the data from the 
last confirmed synchronization, but not older than from the last 24 hours.  

Format and Volume of the Sent Data  
The client sends raw data measured on individual sensors. For this type of data, there 
is a simple convenient and easily processable structure of ASCI comma-separated 
values with 300 lines (local data collection in the interval of 200ms). The volume of 
the data is up to 0.5kB.  

Confirmation of Reception and Cataloguing  
The client’s database stores only a limited amount of data because the old data is 
always replaced with new data on the basis of round-robin model. This way, the 
client’s database should not exceed the size of 36MB and should allow using the 
application even on less equipped devices. This is at the same time the maximum 
possible volume of the data sent and that makes the application easy to use not only 
with the constant Wi-Fi connection but also with a connection provided by a mobile 
network operator (GPRS, CDMA, 3G, LTE).  

The individual lines of sent data are equipped with a time stamp that serves as a 
unique key in the server database. The long-term data are stored in raw and also in a 
converted form.  
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A check sum of the data package is verified during data transmission so that it 
would be possible to detect any damage or any possible change in the process. During 
the communication, the server confirms reception of the individual packages and it 
can also request completion of some lines from the last 24 hours. 

2.2 Security Model of Communication between Client and Server 

There is a duplex communication between server and client that always runs on the 
lines that can be tapped in some way, whether it is using the Wi-Fi network or the 
Internet. Therefore, it is necessary to encrypt the data and that way ensure their safety. 
For that reason, the application counts on using [16] AAA security model, 
Authentication, Authorization and Accounting. Furthermore, the application relies on 
the security on several layers of ISO/OSI model.  

Authentication, Authorization and Accounting  
The model AAA provides all of the basic needs of users’ administration and because 
it is a case of a very widespread standard, it allows connecting the application with 
other already existing services. Authentication, in this case, provides user 
authentication using a username and a password. With these, the user can access both, 
the web frontend and mobile applications (where the password is saved).  

Authorization covers the access to one’s own data and also the data of other users. 
Authorization includes used mobile devices for the collection of user data. 
Accounting serves then for billing purposes and for access logging to identify safety 
incidents.  

Verification of the Used Mobile Device  
A part of authorization is verification of a mobile device that is used by the user. To 
secure a stronger security, it is not possible to use for the communication with the 
server just any mobile device with the installed application using a username and a 
password. In order to communicate with the application, the server authenticates also 
IMEI devices that are registered to the user’s account. This security model is similar 
to the one that some banks use for their smartphone banking.  

Transmission of Recorded and Processed Data  
HTTP protocol is used for the transmission of recorded data [16]. It features a 
complete model of the security based on certificate use and it includes mechanisms 
for safe key exchange, symmetric data encrypting and simplex hashing. The server, as 
well as the application, will support encrypting using SSL 3.0, or alternatively TLS. 

Encryption of Transmitted Data  
Since the application wants to offer a truly high degree of data security, the data are 
encrypted even during the transmission on the level of the application itself. It is 
considered that the most convenient is the use of symmetric encryption with the help 
of AES protocol with the key length of 256-bit. The encryption using this protocol is 
directly implemented in the programming language Java and therefore its use is 
simple and uncomplicated for the tools of mobile devices. 
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3 Advantages and Disadvantages of Public Cloud Server 

Modern mobile applications that require efficient platform for recorded data 
processing very often use remote data processing by means of servers situated in a 
local network or in the Internet. These servers then either offer user interface with 
higher functionality or they only process the data and send them back.  

If the concern is an application that needs a remote data processing in order to 
work and it can make use of the web access as a platform for visualization of those 
processed data, it can be thought about a backend platform in form of Cloud solution. 
With Cloud solution there is a choice of its form. From the point of view of offered 
services, there can be distinguished three basic distribution models. See Fig.2. 

 

Fig. 2. Cloud computing distribution models 

3.1 Watchdog Cloud Computing Solutions 

Watchdog application is able to run in three majorly different solutions. Two of them 
are purely cloud based, and the third is a small environment oriented. 

 
Public Cloud Run as Service  
With Watchdog application, Cloud solution for processing and presenting data (in 
case of public Cloud) has a form of a software run as a service. User has to log into 
that application and the application will offer three basic services. First, there is a 
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performance for data processing and processing itself. Second, there is a presentation 
of processed data. Finally, there is a storage where the processed data are saved.  

The advantage of this solution is the already mentioned simplicity of use. The user 
does not have to care about the infrastructure nor the application. The user only uses 
the services in accordance with the SaaS model. In contrast, there are all 
disadvantages of public Clouds. The most important is undoubtedly the safety. Others 
are limited data control, impossibility to intervene in the form of application, etc.  
 
Private Cloud for Gathered Data Processing  
In case of running a Cloud application, we can think about the usual architecture 
Software as a Service as mentioned above, or about the possibilities of a private 
Cloud. 

Considering the magnitude of the whole solution, it can be spoken about private 
Cloud only in connection with the organization that operates this service for their 
clients. If it was a case of one user of this application who runs server application at 
home for own purposes, we could not be talking about a Cloud solution. In contrast to 
that, we can imagine a situation where a nursing home with 500 clients runs this 
service as a private Cloud. Here, a necessary separation of the hardware infrastructure 
from the very service is put to work. IT staff takes care of the Cloud and the service is 
consequently used by care assistants and clients.  

In case of the private Cloud the risks of security stay but the operator has an 
absolute control over the data and the form of the application (Open-source solution is 
expected) with all its positive and negative results (care of the Cloud, data backup, the 
risk of data mishandling).  
 
Server Run for Independent User  
In the case of the situation described above, where one user wants to operate the 
service only for own use, we cannot talk about Cloud solution but this form of 
operation is naturally also possible. However, there is a range of limitations and 
complications that make this solution, in our opinion, the least recommendable. 
Mobile application itself can evaluate some basic occurrences but primarily it is 
designed for constant communication with the server. Therefore, it is necessary to 
arrange either a constant access to the server through Wi-Fi or make the server 
accessible from the Internet. For domestic use, there are difficulties arising with 
public addresses, possible use of dynamic DNS records, and also the server security 
when we cannot assume that an ordinary user will be at the same time a specialist in 
the server security area. 

4 Safety in Service Run in Cloud Environment 

We can classify user data concerning the state of user’s health among one of the most 
personal data that the user has. For that reason, we have to take into consideration the 
safety of saved data and pay attention to the risks of individual solutions. [18] Safety 
risk of public Clouds might be their most mentioned weakness.  
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[19] mentions Cloud computing risk assessment where it refers to problems using 
usecase. Those problems are in most of the cases not connected to a technical 
solution. A range of safety risks connected with public Clouds run is not solely 
technical. Problems connected with cooperation with another subject play a big part 
here. For example, it is possible to use the situation when the client uses services of 
supplying company for SaaS. Even if the client verifies the company to find out if it 
meets the technical requirements, it is reliable, etc., unexpected complications can 
occur. The company can go bankrupt, it can be merged with another company or 
bought by another company. Thereafter, our data go to someone else and we cannot 
influence that. These non-technically orientated issues are the subject of risk 
management and even though we have to include their risks, they have no direct 
connection with the operation solution from the technical perspective.  

The main technical risk related to public Cloud is a loss of isolation. The isolation 
is for the run of public Cloud solution absolutely crucial. If the clients run their own 
service in public Cloud, their operator is obliged to separate their data and processors 
from other clients even though they share the same hardware. That way the physical 
disks, processors, RAM memories and network connections are shared and their 
separation happens in logical layers, in software. The virtualization safety of data 
storages is very closely connected to that. The user, however, does not have an 
influence on this operator’s environment. The effective protection of application run 
in Cloud environment resides for the user or operator in a careful selection of the 
provider and in case that the provider cannot be trusted, it is good to opt for running 
an own private Cloud.  

We have to consider that the run of a private Cloud or a home server does not 
automatically guarantee a higher safety. This presumption would be possible only in 
case where we would consider that the operator of the private cloud or home server 
has unlimited tools or skills for their protection. We would recommend the client to 
use the services of public Cloud and private Cloud in case that it is convenient to 
invest resources to building an administration of such solution. 

4.1 Gartner’s Seven Cloud-Computing Security Risks 

When a customer chooses a cloud provider, there are seven general security issues 
concerning Cloud computing described by Gartner [20]. They include issues like 
privileged user access which addresses risk of confidentiality disruption. This issue is 
connected either with data transfers and Cloud service provider. Both are addressed 
by an application security model and a careful selection of a provider. Another issue 
concerning Watchdog application is a regulatory compliance. It discusses and 
addresses the data responsibilities. Customer should choose only those providers, who 
are responsible enough to allow 3rd party organizations to verify their security level. 
By the possibility of choice, in the end, the customer is responsible for his own data 
security. There are several law related issues described by Gartner, which are data 
location and investigative support. When a customer utilizes a Cloud services, he 
often doesn’t know, where his data are located or even in what country. This 
information is in fact of a vital importance, because of a different law environment. 



 Security Issues of Mobile Application Using Cloud Computing 355 

 

Investigative support is an issue related to possibilities to investigate security 
concerns. These possibilities can be completely restricted by contract, or by law. As 
described above, data segregation on a common hardware is a key principle of Cloud 
computing. Effective utilization of encryption should be implemented in the Cloud 
architecture. Furthermore provider should have a reliable encryption model, because 
encryption model failure could cause an irreversible corruption of data. Another issue 
connected to a corruption of data is a recovery protocol implementation. Every Cloud 
provider should have a robust recovery protocol and be able to provide complete 
restoration in case of a disaster. Especially single-site infrastructure is vulnerable to 
various kinds of disasters. Last issue discussed by Gartner is one mentioned earlier in 
this article. You can never be sure, that your provider won’t go bankrupt or be 
swallowed by another company. Service contract should remember these situations 
and specify how and under what terms your data will be available in these situations. 

These risks address most common issues related with cloud-computing oriented 
solutions. It can be used as a reference for Watchdog implementation same as for 
general use with any cloud-computing oriented project. 

5 Conclusions 

This paper presents the security issues of a mobile application using cloud computing. 
Data about health status of any person are one of the most personal data and has to be 
secured thoroughly. The application which is being developed collects data by using 
the internal sensors of a smart phone. Data are partly evaluated in the device in order 
to evaluate critical situation and sent to the server for the deeper analysis. There are 
several layers of security. The application is using AAA security model, the server 
authenticates IMEI of the device and encrypting using SSL 3.0 as well. Data are also 
encrypted on the application level by the symmetric encryption by means of the AES 
protocol with the key length of 256-bit. 

Three possible cloud computing solution for the proposed application has been 
discussed: Public Cloud run as service, Private Cloud for gathered data processing 
and Server run for independent user. Only first two of them can be called pure cloud 
solutions but all of them can be used as a secured server for the application. 
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Abstract. The literature contains many proposed solutions for
automatic sign language recognition. However, the ArSL (Arabic Sign
Language), unlike ASL (American Sign Language), did not take much
attention from the research community. In this paper, we propose a new
system which does not require a deaf wear inconvenient devices like gloves
to simplify the process of hand recognition. The system is based on ges-
ture extracted from 2D images. The Scale Invariant Features Transform
(SIFT) technique is used to achieve this task as it extracts invariant
features which are robust to rotation and occlusion. Also, the Linear
Discriminant Analysis (LDA) technique is used to solve dimensionality
problem of the extracted feature vectors and to increase the separability
between classes, thus increasing the accuracy of the introduced system.
The classifiers, Support Vector Machine (SVM), k-Nearest Neighbor (k-
NN), and minimum distance will be used to identify the Arabic sign
characters. Experiments are conducted to check the performance of the
proposed system and it showed that the accuracy of the obtained results
is around 99%. Also, the experiments proved that the proposed system is
robust against any rotation and they achieved an identification rate near
to 99%. Moreover, the evaluation shown that the system is comparable
to the related work.

Keywords: SIFT, Arabic Sign Language Recognition, SVM, k-NN, LDA,
classification.

1 Introduction

For thousands of years, sign languages are the default communication languages
between deaf people. These languages have been used to successfully teach gen-
erations of deaf children. However, a communication gap between deaf and non-
deaf people is obvious. This is because the normal people find it difficult to learn
and comprehend sign languages [1–3].

A sign language is a collection of gestures, movements, postures, and facial
expressions corresponding to letters and words in natural languages. So, there
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should be a way for the non-deaf people to recognize the deaf language (i.e. sign
language). Such process is known as a sign language recognition. The aim of the
sign language recognition is to provide an accurate and convenient mechanism to
transcribe sign gestures into meaningful text or speech so that communication
between deaf and hearing society can easily be made. To achieve this aim, many
proposal attempts are designed to make fully automated systems or Human
Computer Interaction (HCI) to facilitate interaction between deaf and non-deaf
individuals [1, 4].

The sign language recognition is mainly based on gesture recognition. There
are two main categories for gesture recognition glove-based systems and vision-
based systems.

– Glove-based systems: In these systems, electromechanical devices are used
to collect data about deaf’s gestures. With this systems, the deaf person
should wear a wired glove connected to a number of sensors to collect the
gestures of the person’s hand. So, such gestures can be recognized through
a computer interface. This way gives a good result but it is inconvenient
because the user must always carry wired sensors (gloves) and this is not
natural way to communicate between deaf and non-deaf people [4].

– Vision-based systems: These systems make image processing and machine
learning techniques to identify, recognize and interpret hand gestures. Such
system can overcome the inconvenience problem of gloved-based systems as
there is no need for the deaf users to wear any electromechanical devices. In
other words, vision-based systems are more flexible to use [4].

As sign language varies from country to country (in some case, it even varies
according to the regions), our focus in this paper will be on the Arabic Sign
Language (ArSL). Many efforts [1, 4–8] have been made to establish the sign
language used in Arab countries by trying to standardize the language and spread
it among members of the deaf community and those concerned [1].

K. Assaleh et al. [1] proposed automatic ArSL recognition system which uses
the polynomial networks as a classification engine. To evaluate the performance
of their system, they have used real ArSL data collected from deaf people. Their
system was based on glove based system. They used Adaptive Neuro Fuzzy
Inference System (ANFIS) in recognition and they achieved accuracy near to
93.41%.

Al-Jarrah et al. [6], have presented two neural network systems for the recog-
nition of the sign language alphabets. They used vision based system; hence they
deal with signs as images. They extracted the orientation and location of the
hand within the image; then they used two different classifiers, namely Feed For-
ward Neural Network (FFNN) and Probabilistic Neural Networks (PNN). Their
system achieved 94.4% when they used FFNN classifier, while PNN achieved
91.3%. In another experiment [9], the images of bar hands are processed and
robust features against to rotation, translation and scaling were extracted and
they achieved 97.5%.

Nashwa El-Bendary et al. [4], proposed a system to translate Arabic sign
language into text based on vision based system. They used three features to
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represent the position of the hand. Then, they used the direction of the hand
wrist to categorize the Arabic Alphabets into three classes. To extract features,
they first detect the orientation point, and then about 50 points equally spaced by
a certain angel are used as features. Minimum distance and Multi-layer Percep-
tron (MLP) classifiers were used and achieved 91.37% and 83.7%, respectively.

Aliaa et al. [10], designed as ArSL based on Hidden Markov Model (HMM).
They collected a large dataset to recognize 20 isolated words from real videos
taken for deaf people in different clothes and skin colors and they achieved
recognition rate near to 82.22%.

Nadia et al. in [7] have designed an ArSL to identify the sign character from
high resolution video. Their system consists of two stages. In the first stage,
their system detects a hand movement in each frame to decide the final region
of processing (i.e. Region of Interest). Then, a motion detection technique was
applied to detect the time or frame of recognition. In the second stage, a sign
language recognition was implemented based on Fourier descriptors feature ex-
traction method and k-NN classifier. Their system has achieved an accuracy rate
of 90.55%.

In [11, 12], Mohandes used Hu’s moments as features and SVM classifier and
achieved 87%.

In this paper, the proposed system based on extracting features that robust
against to rotation, scaling, and shifting using Scale Invariant Feature Transform
(SIFT). In SIFT algorithm, the dimension of feature vector is not fixed, but it
depends on size and contents of the image. Thus, many images have feature
vectors with high dimensions. This leads to high dimensionality problem. LDA
is used to solve this problem and improve the accuracy of the system. Finally,
three different classifiers are used namely, SVM, k-NN, and Nearest Neighbor.
The proposed system is a part of our framework in [13].

The reminder of this paper is organized as follows. Section (2) gives an
overview of the SIFT, LDA, and classifiers SVM, k-NN, and nearest neighbor
used in our proposed system which is presented in Section (3). Section 4 intro-
duces the implementation phase, the experiment scenarios, and the discussion.
Conclusions and future works are reported in Section (5).

2 Preliminaries

2.1 Scale Invariant Features Transform (SIFT)

The SIFT algorithm takes an image and transforms it into a collection of local
feature vectors. Each of these feature vectors is supposed to be distinctive and
invariant to any scaling, rotation or translation of the image. SIFT algorithm
consists of the following steps:

– Creating the Difference of Gaussian Pyramid (Scale-Space Peak
Selection): The first stage is to construct a Gaussian, "scale space", func-
tion from the input image. This is formed by convolution (filtering) of the
original image with Gaussian functions of varying scales. The difference of
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Gaussian (DoG), D(x, y, σ) = L(x, y, kσ) − L(x, y, σ), where L(x, y, σ) and
L(x, y, kσ), are two images that produced from the convolution of Gaus-
sian functions with an input image I(x, y) with σ and kσ respectively, and
G(x, y, σ) = 1

2πσ2 exp[−x2+y2

σ2 ] represents Gaussian function [14].
– Extrema Detection: In this step, keypoints are detected. To do so, the

local maximum and minimum of D(x, y, σ) is computed by compared the
pixel with the pixels of all its 26 neighbors.

– Unreliable Keypoints Elimination: This stage attempts to eliminate
some points from the candidate list of keypoints by finding those that have
low contrast (sensitive to noise) or are poorly localised on an edge.

– Orientation Assignment: This step aims to assign one or more orientation
to the keypoints based on local image properties. The histogram is formed
from m(x, y) =

√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2

and θ(x, y) = arctan (L(x, y + 1)− L(x, y − 1))/(L(x+ 1, y)− L(x− 1, y))
which represent gradient and orientation of sample points within a region
around the keypoint [14–16].
Each sample is weighted by its gradient magnitude and by a Gaussian-
weighted circular window with a σ that is 1.5 times that of the scale of
the keypoint.
We locate the highest peak in the histogram and use this peak and any
other local peak to create a keypoint with that orientation. Some points
will be assigned multiple orientations if there are multiple peaks of similar
magnitude. The assigned orientation, location and scale for each keypoint
enables SIFT features to be robust to rotation, scale and translation

– Descriptor Computation: In this stage, the goal is to create descriptive
for the patch that is compact, highly distinctive and to be robust to changes
in illumination and camera viewpoint. The image gradient magnitudes and
orientations are sampled around the keypoint location. These values are
illustrated with small arrows at each sample location as in Fig (1). In order
to achieve orientation invariance, the coordinates of the descriptor and the
gradient orientations are rotated relative to the keypoint orientation. In our
implementation, a 16 × 16 sample array is computed and a histogram with
8 bins is used

The Number of features depends on image content, size, and choice of various
parameters such as patch size, number of angels and bins, and peak threshold.
These parameters will be briefly described below.

Peak Threshold (PeakThr) parameter is used to determine the dimension of
feature vectors because PeakThr represents the amount of contrast to extract a
keypoint. The optimum value of PeakThr is 0.0 because when the value of Peak-
Thr parameter increased, the number of features decreased and more keypoints
are eliminated; thus, the robustness of feature matching will decreased [4].

The patch size (Psize) parameter is used to extract different fine grained of
features. Increasing the size of patches will decrease the dimension of feature
vector, but at the same time it increases CPU time. The feature vector at each
keypoint is bins× bins×angels. The problem is to experiment many patch sizes
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Fig. 1. Keypoints and matching between two different characters of Arabic sign lan-
guage images, (a) Keypoints or Extrema of SIFT, (b) Matching between two images
based on SIFT features

to reach to the Psize that gives better accuracy. As reported in [4], increasing
Psize of SIFT will produce global features. Also, decreasing Psize will not extract
enough features for identification.

Using different number of angels (Nangels) and number of bins (Nbins) will
collect features in different orientations. Increasing the Nangels increases the
number of features hence improve the accuracy of the system. on the other
hand decreasing Nangels and Nbins leads to small number of features and the
identification rate will decreased specially when the images are rotated because
the features became variant against any rotation.

2.2 Linear Discriminant Analysis (LDA)

LDA is one of the most famous dimensionality reduction method used in machine
learning. LDA attempts to find a linear combination of features which separate
two or more classes [17].

The goal of LDA is to find a matrix W = max Sb

Sw
that maximizing Fisher’s

formula. Sw =
∑c

j=1

∑Nj

i=1(x
j
i − μj)(x

j
i − μj)

T represents a within-class scatter
matrix , where xi

j is the ith sample of class j, μj is the mean of class j, c is the
number of classes, and Nj is the number of samples in classj. Sb =

∑c
j=1(μj −

μ)(μj−μ)T is a between-class scatter matrix, where μ represents the mean of all
classes. The solution of Fisher’s formula is a set of eigen vectors (V ) and eigen
values (λ) of the fisher’s formula.

2.3 Classifiers

In this paper, we have applied three classifiers to assess their performance with
our approach. An overview of these classifiers is given below.
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Support Vector Machine (SVM). SVM is one of the classifiers which deals
with a problem of high dimensional datasets and gives very good results. SVM
tries to find out an optimal hyperplane separating 2-classes basing on training
cases [18].

Given a training dataset, {xi,yi}, where i = 1, 2, 3, ....., N , where N is the
number of training samples, xi is a features vector, and yi ∈ {-1,+1} is the
target label, y = +1, for samples belong to class C1 and y = −1 denotes to
samples belong to class C2. Classes C1 and C2 are linearly separable classes. Ge-
ometrically, the SVM modeling algorithm finds an optimal hyperplane with the
maximal margin to separate two classes, which requires solving the optimization
problem in equation 1.

maximize

n∑
i=1

αi − 1

2

n∑
i,j=1

αiαjyiyj(xi, xj)

subject to:
n∑

i=1

αiyi, 0 ≤ αi ≤ C

(1)

where, αi is the weight assigned to the training sample xi (if αi > 0,then xi

is called a support vector); C is a regulation parameter used to find a trade-
off between the training accuracy and the model complexity so that a superior
generalization capability can be achieved; and K is a kernel function, which is
used to measure the similarity between two samples.

K-Nearest Neighbor (k-NN). In k-NN classifier, unknown patterns are dis-
tinguished based on the similarity to known samples by computing the distances
from unknown patterns to every sample and select the K-nearest samples as the
base for classification. The unknown pattern is assigned to the class containing
the most samples among the K-nearest samples [19].

Nearest-Neighbor Classifier. The nearest neighbor or minimum distance
classifier is one of the oldest known classifiers. Its idea is extremely simple as
it does not require learning. Despite its simplicity, nearest neighbors has been
successful in a large number of classification and regression problems. To classify
an object I, first one needs to find its closest neighbor Xi among all the training
objects X and then assigns to unknown object the label Yi of Xi. Nearest neigh-
bor classifier, works very well in low dimensions. The distance can, in general,
be any metric measure: standard Euclidean distance is the most common choice.

3 The Proposed ArSL Recognition System

As shown in Fig (2), all training and testing images are collected and features are
then extracted by applying SIFT algorithm which is described above. The output
of the SIFT algorithm is feature vectors with high dimension for each image.
Processing these high dimension vectors takes more CPU time. So, we need
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to reduce the dimensions of the features by applying dimensionality reduction
method, such as LDA which is one of the most suitable methods to reduce
the dimensions and increase the separation between different classes. LDA also
decreases the distance between the objects belong to the same class. The feature
extraction and reduction are performed in both training and testing phases. The
matching or the classification of the new images are only done in the testing
phase.

The proposed system, as illustrated in Fig (2), is mainly consists of two phase:
Training and Testing.

Fig. 2. Block diagram of the proposed system

– Training Phase: The detailed steps of training phase of proposed algorithm
can be summarized as follows.
1. Collecting all training images (i.e. gestures of Arabic Sign Language).
2. Extracting features using SIFT from each images.
3. Representing each image by one feature vector. To reduce the number

features; we used LDA as a dimensionality reduction method.
– Testing Phase: The detailed steps of testing phase of proposed algorithm

can be summarized as follows.
1. Collecting the testing image,
2. Extract the features of testing images and convert them to feature

vectors.
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3. Feature vectors are projected on LDA space to reduce their dimension-
ality.

4. Matching or classifying the test feature vector to identify final decision
(i.e. identify the character corresponding to this image (sign)).

4 Experimental Results

To evaluate our proposed system, we have used Matlab platform under windows
32-bit operating system to implement it and run some experiments. The ex-
periments have been conducted using a PC with the following specifications:
Intel(R) Core(TM) i5-2400 CPU @ 3.10 GHz, and 4.00 GB RAM.

The dataset used in our experiments is an ArSL database images which were
collected in Suez Canal University. The database consisting of 210 gray level
ArSL images with size 200× 200. These images represent 30 Arabic characters
(7 images for each character). The images are collected in different illumination,
rotation, quality levels, and image partiality. All images are centered and cropped
to 200×200. Examples of these images are shown in Fig (3) in which two different
samples of the first two characters (e.g. Alef and Baa) are shown. These samples
(gestures) are collected from various individuals who have different sizes of hand.
However, this does not matter as our method depends on SIFT features.

Fig. 3. A sample of collected ArSL gestures representing two characters ( a and b
represent (Alif) while c and d represent (Ba)

4.1 Experiment Scenarios and Discussions

To test our proposed system, four scenarios are designed. We conducted the first
scenario to understand the effect of changing the number of training data and to
evaluate the performance stability over the standardize data (without occlusion
nor rotation). In this scenario, SIFT technique is used to extract features form
testing and training images. Then, SVM using Gaussian kernel, k-NN (k=5), and
Nearest Neighbor classifiers are applied to testing images to recognize the ArSL
character. In this experiment scenario, the number of training images ranged
from one to six images and the rest images are used as testing images. The
parameters of this experiment are 16 × 16 Psize, Nbins=4, Nangels=8, and
PeakThr=0. Table (1) summarize the results obtained from this scenario.
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Table 1. Accuracy (in %) of ArSL gestures when applying SIFT feature extraction
method using different training images

Classifier No. of Training Images
5 3 1

Min. Dist. 100 99.2 98.9
k-NN (k=5) 100 98.9 98.9

SVM 100 99.2 98.9

In the second scenario, we run an experiment to investigate the effect of
changing parameter values of SIFT algorithm. We used four training images
and the rest images (i.e. 3 images) are used as testing images. The accuracy of
identification is computed when the Peakthr parameter ranged from 0 to 0.2 and
different Nangels (2, 4 and 8). Also, we investigated the accuracy when the Psize
increased by 4 from 4× 4 to reach to 32× 32 (i.e we run this experiment 4 times
with different parameters). The results of this experiment is shown in Table (2).

Table 2. Identification rate (in %) of ArSL based on SIFT feature extraction method
using four training images and different values of Peakthr, Psize and Nangels

Classifiers PeakThr Psize Nangels
0 0.1 0.2 4x4 8x8 16x16 32x32 2 4 8

NN 100 97.7 94.2 94.2 99.2 100 93.2 94.2 98.9 100
k-NN 100 98.9 96.3 96.3 99.2 100 93.6 96.3 98.9 100
SVM 100 99.2 98.9 97.7 100 100 94.2 96.3 98.9 100

In the third scenario, we run an experiment to prove that our proposed system
can overcome the problems of image rotation in different angels. In this scenario,
we used SIFT Feature Extraction Methods(F.E.M.); and four training images.
In the testing phase, the testing images are rotated, then it used to identify
the ArSL character. Different orientations are used in our experiment, i.e., the
images are rotated in the following angles: (0 ◦, 45 ◦, 90 ◦, 135 ◦, 180 ◦, 225 ◦,
270 ◦ 315 ◦). The results of this experiment is shown in Table (3).

Table 3. Accuracy (in (%)) of our system when using rotated images in different angels

F.E.M. Matching Angles of rotation ( ◦)
0 45 90 135 180 225 270 315

SIFT
Min Dist. 100 98.9 97.8 96.7 100 97.8 100 98.9
k-NN_5 100 100 100 96.7 100 98.9 100 100

SVM 100 100 98.9 98.9 100 98.9 100 100
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In fourth scenario, we tested our system when the gestures are shifted or oc-
cluded horizontally and vertically in different percentage of its sizes. In other
word, we try to investigate whether our proposed system is robust against oc-
cluded images while identifying the character. In this scenario, we used four
training images and the testing images are occluded to identify the ArSL char-
acter. The results of this experiment are shown in Table (4).

Table 4. Accuracy (in (%) of our system in case of image occlusion

F.E.M. Matching
Percentage of Occlusion
Horizontal Vertical
20 40 60 20 40 60

SIFT
Nearest Neighbor 98.9 93.3 34.4 98.9 95.6 32.2

k-NN_5 97.8 95.6 38.9 97.8 96.7 53.3
SVM 98.9 95.6 52.2 98.9 96.7 45.6

In order to evaluate the performance of our proposed system, we have con-
sidered the percentage of the total number of Arabic sign characters that were
correct as the main factor. The results, summarized in Table (1, 2, 3 and 4), will
be discussed to confirm this factor.

From Table (1), we can notice that the accuracy of identifying ArSL based
on gestures achieved very high results. It can be also seen that the accuracy
slightly decreased when the number of training images are decreased. Moreover,
it can be remarked that the accuracy achieved by applying SVM classifier is
better than the one accomplished by applying the minimum distance and k-NN
classifiers. Also, we note that, SIFT achieved excellent results. Also we note from
the experiment that, the length of each feature vector reached to 28800, which
needs more CPU time. But, after applying LDA the feature length becomes only
210 features and then the classification process becomes more faster. Table (2)
shows that the best accuracy achieved when the PeakThr=0.0, Psize=16 × 16
and Nangels is 8. When the PeakThr parameter increases, the number of features
decreases and then the accuracy decreases. The highest accuracy achieved when
Psize=16 × 16. When the Psize increases, then SIFT will consider as global
features and decreases Psize will not extract more features which are necessary in
identification process. Increasing the Nangels and Nbins will extract and collect
features in different orientations and solve rotation problem.

Table (3) shows that our proposed system is robust against to rotation in
different angels (i.e. any rotation of Arabic sign images has no effect on the
accuracy of our proposed system). In addition, it is clear that the use of SVM
classifier to recognize the sign characters achieved best results among the other
classifier.

Table (4) proves that our system is not affected when the testing images are
horizontally and vertically occluded in different percentage of the image’s size.
Thanks to SIFT technique which extracts features robust to image occlusion.
From this table, it can be noticed that the SVM classifier, among other classifiers,
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achieved best recognition rate of Arabic sign characters when the images are
occluded. Also we note that, SIFT are robust against occlusion and achieved
good results. In comparison to related works, i.e., Al-Jarrah’s systems which
achieved (94.4% and 96.5% ) and Assaleh’s system which accomplished (93.5%),
our proposed system, which achieved around (99.5%) is better than these two
systems as shown in Table 5. In addition, our system has accomplished the early
the same percentage (99%) in case of rotated and occluded images.

Table 5. A comparison between proposed system and previous systems

Author Accuracy in (%)
K. Assaleh et al. [1] 93.5%
Al-Jarrah et al. [6] 94.4%
Al-Jarrah et al. [9] 97.5%

Mohandes et al. [12] 87%
Our proposed 99%

5 Conclusions

In this paper, we have proposed a system for ArSL recognition based on ges-
ture extracted from Arabic sign images. We have used SIFT technique to extract
these features. The SIFT is used as it extracts invariant features which are robust
to rotation and occlusion. Then, LDA technique is used to solve dimensionality
problem of the extracted feature vectors and to increase the separability between
classes, thus increasing the accuracy for our system. In our proposed system, we
have used three classifiers, SVM, k-NN, and minimum distance. The experimen-
tal results showed that our system has achieved an excellent accuracy around
98.9%. Also, the results proved that our approach is robust against any rota-
tion and they achieved an identification rate of near to 99%. In case of image
occlusion (about 60% of its size ), our approach has accomplished an accuracy
(approximately 50%). In our future work, we are going to find a way to improve
the results of our system in case of image occlusion and also increase the size of
the dataset to check its scalability. Also, we will try to identify characters from
video frames and then try to implement real time ArSL system.
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Abstract. Predicting stock exchange rates is receiving increasing attention and 
is a vital financial problem as it contributes to the development of effective 
strategies for stock exchange transactions. The forecasting of stock price 
movement in general is considered to be a thought-provoking and essential task 
for financial time series' exploration. In this paper, a Least Absolute Shrinkage 
and Selection Operator (LASSO) method based on a linear regression model is 
proposed as a novel method to predict financial market behavior. LASSO 
method is able to produce sparse solutions and performs very well when the 
numbers of features are less as compared to the number of observations. 
Experiments were performed with Goldman Sachs Group Inc. stock to 
determine the efficiency of the model. The results indicate that the proposed 
model outperforms the ridge linear regression model. 

Keywords: Stock price prediction, LASSO regression.  

1 Introduction 

Prediction of stock price is a crucial factor considering its contribution to the 
development of effective strategies for stock exchange transactions. The Stock market 
plays a crucial role in the country's economy. This is due to the fact that stock market 
helps in flourishing the commerce and industry that ultimately has an effect on the 
country's economy. Whenever the company requires funds for expanding its business 
or if it is setting a new venture it has two options. Either a loan can be taken from a 
financial organization or shares can be issued through the stock market. A company 
can issue its shares that are in part ownership. For issuing shares for investment in the 
stocks, a company must get listed in the stock exchange and after this they can 
accumulate the funds needed for its business. Another important function that the 
stock market plays is that it provides a generic platform for the sellers and buyers of 
stocks listed on the stock market. The buyers and sellers are basically retail and 
institutional investors. These people are the traders who provide funds for the 
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businesses by investing in stocks. If the stock's future price can be predicted, it can 
preclude significant losses and can certainly increase the profits. 

Recently, the prediction of the stock price has gathered significant interests among 
investors and in incorporating variable historical series into computer algorithms in 
order to produce estimations of estimated price fluctuations. Due to the blaring 
environment the prediction of the stock price becomes very complex. Traders often 
rely on technical indicators based on stock data which can be collected daily. Though 
the usage of these indicators provides them some information about the prices, but 
still it is difficult to have an accurate prediction of daily to weekly trends. 

For a person who is not well trained trading of stocks is risky. However a neat pile 
in quick intraday deals can be made if one has a fixation on spotting the trends in the 
market. There was a generalized mindset in recent times when depending on the 
beliefs of people trading was considered as game of buying and selling of stocks. 
Now, some new tools have been devised by the investors by utilizing a method known 
as technical analysis for predicting future prices from historical price data. On general 
technical analysis is based on technical indicators. A technical indicator for the stock 
price is a function that returns a worth for given stock price in some given span of 
time in history. Information on whether a trend will continue or whether a stock is 
oversold and overbought can be got from such technical indicators [1]. 

Apart from the technical analysis, there is a method known as fundamental 
analysis, which is concerned with the company that underlies the stock itself. It 
assesses a company's past performance as well as the trustworthiness of its accounts. 
Many performance ratios are produced that aid in evaluating the rationality of a stock. 
With the arrival of the digital computer, stock market prediction has since progressed 
into the technological world. Artificial neural networks (ANNs) and genetic 
algorithms are involved in some of the most noticeable techniques. ANNs can be 
considered as approximations of mathematical functions. The use of ANN mimics 
how the human brain functions, by serving computers with the immense data to 
mimic human thinking. The feed forward network using the backward propagation of 
errors algorithm to update the network weights is the most accepted form of ANN for 
stock market prediction that is currently in use [10]. These networks are commonly 
referred to as Back propagation networks. Time delay neural network (TDNN) or the 
time recurrent neural network (TRN) is another type of ANN that is more convenient 
in forecasting the stock price.  

We propose a system which is based on generalized linear regression model and 
use it for stock market forecasting. In this paper, we present a model that we 
implemented for the prediction of stock price based on the LASSO method which 
outperforms the ridge method and the artificial neural network model in terms of 
accuracy. 

2 Related Works 

Deng et al. [1] introduced a stock price prediction model, which extracts features 
from time series data and social networks for prediction of stock prices and 
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calculates its performance. The stock price movements were modeled as a function 
of these input features and was solved as a regression problem in a Multiple Kernel 
Learning regression framework by them. Yoo et al. [2] in their work explored 
various global events and their concerns on forecasting stock markets. They found 
that integrating event information with the prediction model plays very significant 
roles for more exact prediction. Schumann et al. [3] presented two models, namely 
ARIMA and ANN for the prediction of the stock price. Pakdaman Naeini et al. [4] 
presented two kinds of neural networks, an Elman recurrent network and a feed 
forward multilayer Perceptron (MLP) that were in turn utilized to measure a 
company’s stock value based on the record of its stock share value. They 
demonstrated that the application of MLP neural network is more capable of 
calculating stock value changes rather than Elman recurrent network and linear 
regression method. Aseervatham et al. [5] claimed that the ridge logistic regression 
reaches the same performance as the Support Vector Machine. Ticknor [6] presented 
a Bayesian regularized artificial neural network as a unique method to estimate the 
financial market behavior. Data Sets from the corporations like Goldman Sachs 
Group Inc. and Microsoft Corp. were used to perform experiments. Nair et al. [7] 
proposed an automated decision tree-adaptive neuro-fuzzy hybrid automated stock 
market prediction system. Ajith Abraham et al [8] proposed a genetic programming 
method for forecasting of stock market prices. They experimented on Nasdaq stock 
market and S and P cnx nifty data. They combined two multiobjective optimization 
algorithms with techniques like svm and neural networks to get the best results. 
Yuehui Chen et al. [9] introduced flexible neural tree method for organized 
representation of stock market data, later they used genetic programming for 
optimization of this method.  

3 Generalized Linear Models 

There is a set of methods proposed for regression in which the target value is likely to 
be a linear combination of the input variables. In mathematical notion, if Y is the 
predicted value, then its value can be obtained from equation 2 as h(x). 

Ordinary least squares method is one of the generalized linear regression model in 
which linear regression fits a linear model with coefficients w = (w1, …., wp) to 
minimize the residual sum of squares between the witnessed responses in the dataset, 
and the responses forecasted by the linear approximation. Mathematically, it solves a 
problem of minimizing the expression of type as shown in equation 3. 

The linear regression can take in its fit method arrays X, y and will accumulate the 
coefficients w of the linear model in its coef_member. However, the freedom of the 
model terms decides coefficient assessments for Ordinary Least Squares. This method 
calculates the least squares solution using a singular value decomposition of X. If X is 
a matrix of size (n, p) then this method has a cost of O(np2), if n  p. 
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3.1 Mathematical Formulation 

Consider the set of training vectors (x , ), x  belongs to Rn,    belongs to R,   
 

i = 1,…,N (1) 

 
The hypothesis or the linear regression output is given by 

 

x wTx 
(2) 

 

where w is the weight vector and d is the dimensionality of the problem or the number 
of features. 

Also, 1 has been added to make equation (2) valid. 
The cost function or the squared error function is defined as 

 

w 1 x 1 Xw y  
(3) 

 

where 
 

X xTxTxT   ,     y   
 

(4) 

 
We need to minimize the cost function to get the optimal value of the weight vector. 
Minimizing the cost function, 
 w 2 XT Xw y 0 

(5) 

 
which implies 
 XTXw XTy 

 
hence 
 

(6) 
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w X y 

 
where 
 

(7) 

 

X XTX XT (8) 

 

Putting the value of w from (7) the optimal hypothesis is obtained. 
The traditional least square method can be modified to Ridge regression model. 

The cost function for Ridge regression can be specified as 
 

w 1 x  1 Xw y 
(9) 

 

where  is the regularization parameter. After minimizing the cost function, we get 
the coefficients as 
 w  XTX λI XTy  (10) 

 

4 Suggested Linear Model  

Another modification of the least square method is the LASSO model which stands 
for Least Absolute Shrinkage and Selection Operator. The suggested model is used 
for the estimation of sparse coefficients. It is valuable in some backgrounds due to its 
affinity to prefer solutions with fewer parameter values, efficiently decreasing the 
number of variables upon which the given solution is dependent. The appropriate 
group of weights which are not zero can be recovered under certain conditions. 
Mathematically, a linear model trained with l1 prior as regularize is comprised in it. 

To fit the coefficients, the algorithm that is used for the implementation in the class 
LASSO is coordinate descent [11]. 

The new objective for LASSO can be defined as 
 w 1  1 Xw y  (11) 
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The added term corresponds to l1-norm. The lasso estimate thus explains the 
minimization of the least square penalty with  ||w||1 added where  is regularization 
parameter and ||w||1 is the l1-norm of the parameter vector. 

5 Experimentation Results 

The research data utilized for predicting stock market prices in this study was 
gathered for Goldman Sachs Group, Inc. (GS). The total number of instances 
considered for this study were 3686 trading days, from   4 May 1999 to 3 January 
2014. Each of the samples composed of daily information including low price, high 
price, opening price, close price, and trading volume. The training data set was 
selected as the first 70% of the samples, while the testing data consisted the remaining 
30% of the samples. The LASSO model was used to predict the price of the chosen 
stock for the future days. 

A comparison study was performed to test the efficiency of the model suggested in 
this study to another linear regression model that is named as Ridge and a Bayesian 
regularized artificial neural network by Jonathan L. Ticknor. For this method, the 
dataset was gathered for Goldman Sachs Group, Inc. In total number of instances 
considered for this study were 734 trading days, from 4 January 2010 to 31 December 
2012.  The training data set was chosen as the first 80% of the samples and the 
remaining 20% was used as testing dataset.  

5.1 Algorithm 

LASSO REGRESSION() 
 

1. data ←read (‘data.csv’) 
2. (train_features,train_stock_price)← 

training_function() 

3. (test_features,test_stock_price)←testing_function() 

4. Model←LASSO_train(train_features 
,train_stock_price, lambda) 

5. stock_price_predict← LASSO_predict(train_features) 

6. MAPE ← mean [abs{(test_stock_price – 
stock_price_predict)/test_stock_price}] * 100 

7. RMSE ← sqrt [mean{(test_stock_price – 
stock_price_predict)2}] 
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5.2 Results and Discussion 

The performance of the LASSO Linear regression method was measured by 
computing root mean square error (RMSE) and the mean absolute percentage error 
(MAPE). These performance metrics have been used in a number of studies and 
ensures an effective means of deciding the robustness of the model for predicting 
daily. It can be represented as : 
 

RMSE = 
∑

  (12) 

 

where n is the total number of trading days pi is the predicted stock price on day i and 
yi is the actual stock price on the same day. 

The Mean Absolute Percentage error (MAPE) metric is first found by calculating 
the absolute value of the variation between the actual stock price and the expected 
stock price. The MAPE value is calculated using the following equation. 

MAPE formula: 
 

MAPE = 
∑ | | 100% 

 

(13) 

where n is the total number of trading days pi is the predicted stock price on day i and 
yi is the actual stock price on the same day. 

Table 1. RMSE and MAPE of training and test set (Ridge vs LASSO) 

Method Training 
RMSE 

Test RMSE Training 
MAPE 

Test MAPE 

Ridge 1.7648 3.2272 1.3028 1.8065 
LASSO 1.1403 2.5401 0.9304 1.4726 

Table 2. Forecast accuracy comparison with Jonathan L. Ticknor 

Method Training MAPE (%) Testing MAPE (%) 
Bayesian Regularized ANN 1.5235 1.3291 

LASSO 0.1806 0.6869 

 
Table 1 presents the experimental results for the two methods (Ridge and LASSO) 

chosen for prediction over the Goldman Sachs (GS) dataset .The RMSE and MAPE 
values were calculated for the training and testing dataset to monitor the effectiveness 
of the models. It was deduced that the testing set MAPE of LASSO regression is less 
than the testing set MAPE of the Ridge regression method indicating that LASSO 
method is better than Ridge. The same results are reflected in the graphs from Fig. 1-
6. This can be said according to the proximity of the regression line for each graph to 
the data points. 
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6 Conclusions 

Empirical results indicated that the model outperformed the ridge linear regression 
model and Bayesian regularized artificial model. The model resulted in a MAPE of 
0.6869 with respect to 1.3291 that Bayesian artificial neural network method 
produced for the mentioned dataset. A MAPE value of 1.4726 and RMSE value 
2.5401 was produced by using LASSO algorithm, whereas MAPE value 1.8065 and 
RMSE value 3.2272 was reported by utilizing ridge regression algorithm with respect 
to the mentioned dataset for 3686 instances. To evaluate the effectiveness of this 
model, the network was successfully compared with a Bayesian regularized artificial 
neural network model. Forecast of stock market drifts is very important for the 
development of effective trading policies. 
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