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Preface

Symbiotic 2014 is the third international workshop on symbiotic interaction. The first
workshop was held in Padua during December 3–4, 2012. It was chaired by Prof.
Luciano Gamberini of the University of Padua. The workshop provided interesting
dialog with industry members, including, start-ups, small, and large companies. The
second workshop was held on December 12, 2013 and brought together academics
working on ubiquitous computing and brain computer interfaces. The workshop was
chaired by Prof. Jonathan Freeman of Goldsmiths, University of London.

This third edition of Symbiotic 2014 marks a change in the series, as the first-time
proceedings of the workshop are published. We solicited 16 high-quality submissions
in three categories: papers, posters, and demos. The workshop gathered a long list of
important scholars in many disciplines (see Program Committee), and each anonymous
paper was reviewed by three members. We accepted eight full papers, three posters,
and two demos.

The first paper in the proceedings is an introduction by the Chairs and Program
Chairs of the concept of Symbiotic Interaction including an overview of submissions.

We believe that Symbiotic will continue to grow and attract more interest from
disparate fields with the aim of investigating future relationships between computers
and humans. Symbiotic 2014 is partly funded by the MindSee Project and is partially
funded by the European Community (FP7 – ICT; Grant Agreement # 611570) and by
TEKES, the Finnish Funding Agency for Innovation through the Re:Know Project.

October 2014 Giulio Jacucci
Luciano Gamberini
Jonathan Freeman

Anna Spagnolli
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Contextual Robotics

David Kirsh

University of California, San Diego

Abstract. Robots will soon be among us in diverse forms. They will be
expected to blend in. Humans take for granted our remarkable sensitivity to
situational factors. Robots will have to learn these. When we act together we
respond to social cues that are both explicit – speech, gesture, nodding,
pointing – and implicit – eye movement, gaze, where, when and how someone
stands, oves, makes eye contact. When we cooperate on a task we need to be
aware of each other’s goals and objectives. We need to coordinate activity. In
this talk I will look at some of the diverse ways people coordinate activity when
they act jointly and talk about how detection and response to these cues
represents another hurdle for new age robots.

David Kirsh is Professor and past chair of the Department of Cognitive
Science at UCSD. He was educated at Oxford University (D.Phil), did post
doctoral research at MIT in the Artificial Intelligence Lab, and has held
research or visiting professor positions at MIT and Stanford University. He has
written extensively on situated cognition and especially on how the environ-
ment can be shaped to simplify and extend cognition, including how we
intelligently use space, and how we use external representations as an
interactive tool for thought. He runs the Interactive Cognition Lab at UCSD
where the focus is on the way humans are closely coupled to the outside world,
and how human environments have been adapted to enable us to cope with the
complexity of everyday life. Some recent projects focus on ways humans use
their bodies as things to think with, specifically in dance making and
choreographic cognition. He is co-Director of the Arthur C. Clarke Center for
Human Imagination, and he is on the board of directors for the Academy of
Neuroscience for Architecture.



Models and Measures of Human–Computer
Symbiosis

Roderick Murray-Smith

University of Glasgow

Abstract. This talk will be a response to the review paper of Jacucci et al..
I will try to frame Human-Computer Symbiosis in an abstract model, and then
examine the role of control theory and information theory in measuring the
level of symbiosis in any given human-computer dyad. I will also explore the
importance of the symbiotic stance to understanding contextual niches and
ecosystems of services involving multiple users and multiple services.

Roderick Murray-Smith is a Professor of Computing Science at Glasgow
University, in the “Inference, Dynamics and Interaction” research group, and is
the Director of SICSA, the Scottish Informatics and Computing Science
Alliance. He works in the overlap between machine learning, interaction design
and control theory. In recent years his research has included multimodal sensor-
based interaction with mobile devices, mobile spatial interaction, Brain-
Computer interaction and nonparametric machine learning. Prior to this he held
positions at the Hamilton Institute, NUIM,Technical University of Denmark,
M.I.T., and Daimler-Benz Research, Berlin. He works closely with the mobile
phone industry, having worked together with Nokia, Samsung, FT/Orange,
Bang & Olufsen and Microsoft. He is a member of Nokia’s Scientific Advisory
Board. He has co-authored three edited volumes, 19 journal papers, 16 book
chapters, and 76 conference papers.
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Symbiotic Interaction:
A Critical Definition and Comparison
to other Human-Computer Paradigms

Giulio Jacucci1,3(B), Anna Spagnolli2,
Jonathan Freeman4, and Luciano Gamberini2

1 Department of Computer Science, Helsinki Institute for Information
Technology HIIT, University of Helsinki, Helsinki, Finland

giulio.jacucci@helsinki.fi
2 Department of General Psychology, University of Padua, Padua, Italy

{anna.spagnolli,luciano.gamberini}@unipd.it
3 Helsinki Institute for Information Technology HIIT,

Aalto University, Espoo, Finland
giulio.jacucci@hiit.fi

4 Department of Psychology, I2 Media Research,
Goldsmiths University of London, London, UK

J.Freeman@gold.ac.uk

Abstract. We propose a definition of symbiotic interaction that is
informed by current developments in computing. We clearly distinguish
this definition from previous ones and from selected paradigms that
address the human-computer relationship. The definition is also informed
by a variety of human-centered frameworks in human-computer inter-
action, including embodied interactions, situationist frameworks, and
participatory and work-oriented design perspectives. Symbiotic interac-
tions can be achieved by combining computation, sensing technology,
and interaction design to realize deep perception, awareness, and under-
standing between humans and computers. Important aspects to imple-
ment are transparency, reciprocity, and collaborative use of resources for
both computers and humans. The symbiotic relationship is also char-
acterized by goals and agency independence of humans and computers.
The definition sets the premise to discuss in a critical way future research
agendas for symbiotic interactions that are sensitive to human-centered
values.

Keywords: Human-computer symbiosis · Human-computer interaction
frameworks · Research agenda · Affective computing · Persuasive
technologies · Embodied interaction

1 Introduction

Symbiotic interaction identifies interactive computerized systems that create
steps further with respect to user-centered design paradigms. Symbiotic inter-
action relies on a new generation of resources to understand users and to make
c© Springer International Publishing Switzerland 2014
G. Jacucci et al. (Eds.): Symbiotic 2014, LNCS 8820, pp. 3–20, 2014.
DOI: 10.1007/978-3-319-13500-7 1



4 G. Jacucci et al.

themselves understandable to users. We refer to the fact that distributed systems
can easily and autonomously sense the physiological and behavioral information
of users over time; it can aggregate and analyze this and other information in
a large mass of users. This makes it possible to design systems that detect the
users’ psychophysiological states. This also makes it possible to predict actions
that use this information to better adapt output to the user regardless of his/her
ability to explicitly refine his/her request. In addition to relying on these tech-
nical developments, symbiotic systems can benefit from a set of paradigms and
reflections that were developed over the last 3 decades to define how and why
human actions and experiences are affected by computers. In this introduction,
we propose a definition of symbiotic interaction that although indebted to J.C.R.
Licklider’s phrase, human-computer symbiosis, which appeared in 1960 aims to
capture current developments in computing [1]. We start by distinguishing this
definition from previous ones that use the symbiosis term and that are from
selected paradigms that address the human-computer relationship, such as per-
suasive technologies, affective computing, and telepresence. To ensure a critical
and human value sensitive approach, the definition is also informed by a variety
of human centered frameworks in human-computer interaction. This includes
embodied interactions and situationist frameworks, as well as participatory and
work-oriented design perspectives. In the discussion, we reflect in a critical way
on future research agendas for symbiotic interaction that are sensitive to human-
centered values. We also consider challenges and opportunities and pinpoint a
specific set of ethical concerns.

2 Previous Use of Symbiosis in Human-Computer
Paradigms

The concept of man-computer symbiosis [sic] dates back to 1960 when Licklider
[1] published an article that created an analogy to biology, in which an insect
and fig tree needed each other in a productive and thriving partnership. The
aim was to investigate a vision in which human brains and computing machines
would be coupled very tightly. The vision, Licklider argued, is different from
extended human (or what later would have been known as augmented human
by Engelbart [2]) as the human dominates as a sole organism. Also, it is different
from artificial intelligence, where the computer dominates as the principal prob-
lem solver. Licklider analyzes capabilities of humans and machines and envisions
which functions of human and computers are or are not separable in symbiotic
association, starting from assigning mechanical retrieval tasks to computers to
providing free time for humans for actual problem solving or decision making.
Humans will set goals, motivations, and formulate hypotheses. To the contrary,
computers convert hypotheses into testable models, models against data, trans-
form data, perform statistical inferences, and work as decision theory or game
theory machines. This vision was mostly guided by information and cognitive
processing perspectives. The vision is, to some extent, realized in a variety of
software tools that are currently used in desktop and mobile computing. In 2004,
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Roy proposed a program at MIT with the goal of magnifying human abilities
by order of magnitude (10) under the concept of human-machine symbiosis [3].
Here, the most important aspects of the research agenda were perceptual com-
puting and the capability of systems to sense the world; natural embodiments
and representations of human-friendly machines; and learning systems beyond
instructions and programming. Human performance would then be magnified by
memory, expression (translation of intention into action), listening, (selectively
attending to a variety of inputs), learning, understanding, physical skills, and
awareness. Erp et al. [4] directly apply the concept of user system symbiosis to
brain-based interfaces and EEG. They use a model based on perceptual control
theory that provides insight into what happens in high workload situations and
how this affects physiological and brain-based indices, suggesting that a sym-
biotic system should intervene in overload situations. Schalk [5] introduces the
concept of brain-computer symbiosis to overcome the limitations of our bodies’
input and output capacities by using direct interactions with the brain. This view
is guided by the speed of communication and the analyses of different interfaces
and their communicative powers. Both decoding information from the brain and
inducing information into the brain are considered. The idea of symbiotic systems
that we would like to capture unifies these inputs into a comprehensive category
that does not refer to any specific interface or application. We recognize that
humans’ and computers’ capabilities work in sole unity. Human performance is
augmented without losing control, and this attributes to the computers’ ability
to implicitly (even subliminally [6,7]) detect the users’ states and goals, which
are the main differences with prior user-centered paradigms.

3 Relevant Frameworks on Human-Computer
Interdependence

Several frameworks focus on human-computer interactions or system designs and
emphasize the interdependence between humans and machines in a way that is
relevant to the symbiotic paradigm outlined here. In this section, we will men-
tion 4 of them, which are instrumental to highlighting the principles that, in our
opinion, characterize the mediated experience in symbiotic systems: (a) telep-
resence, as the study of co-constructing between humans and machines in the
experience of being in a mediated space; (b) mixed initiative interaction, as a
framework to predict and act on users’ intentions; (c) affective and emotional
computing, as the capability of computing systems to recognize or affect emo-
tions [8]; and (d) persuasive technology, as the embedded ability of computers
to direct human behavior [9].

3.1 Telepresence

Presence or telepresence is a notion used in human-computer interaction and media
studies. This consists of the subjective experience of being in a mediated environ-
ment [10,11], namely an environment that is mainly supported by digital resources.
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Glossed as the sense of being there, this experience is described with the metaphor
of transporting the user into the mediated world or, vice versa, of transporting
digital objects and characters into the user’s environment [12]. The experience
of presence incorporates at least 2 different kinds of phenomena: the consistent
feeling of being in a specific spatial context and intuitively knowing where one is
with respect to the immediate surrounding (spatial presence [13]); and the sense
of being with another person while mediated by telecommunication technology
(social presence, [14]). Presence has been conceptually conceived according to
different and often competing models. Spagnolli et al. [15] highlight that most
presence measures imply that presence is either an illusion or an attentional phe-
nomenon; in both cases, separation between real and digital is assumed, and the
former is attributed to a stronger ontological status. Adopting either of these
approaches leads to the classic division of body and mind. This is a view that has
been criticized because it only fits forms of mediated presence that are immersive.
It has been criticized also because it does not account for the physical resources
that are necessary parts of the experience during telepresence, involving, for
instance, the body or an input device [16]. Constructionist, phenomenological, or
pragmatist concepts of presence (e.g., [17,18]) are instead closer to the notion of
symbiosis, since they show that being present in a digital, mediated environment
is necessarily a hybrid experience; it results from intertwining digital and non-
digital resources that are interdependent from each other in the constitution of the
mediated experience [16].

Reflection. (Tele)Presence is one concept that—along with other concepts, such
as hybrid or cyborg—conveys the intimacy of the relation between humans and
the tools that they use. As such, the concept captures one core aspect of the
notion of symbiosis, namely the interdependence between the units in a symbi-
otic relation. Focusing on presence, while designing a system, forces one to find
strategies to intensify this symbiosis. Some of the strategies are particularly in
line with the idea of a symbiotic system (i.e., getting an immediate and coherent
response to input that changes the environment itself) other less (i.e., realism).
Instead, presence does not overlap with symbiosis to the extent to which the
latter regards the human experience and does not directly contribute to design-
ing the relationship between humans and machines in a dynamic way, in which
machines adapt to the users.

3.2 Affective Computing

Affective computing refers to computing that relates to, arises from, or delib-
erately influences emotions [8]. Generally, this translates into research on affec-
tive input and affective output of a computing system. For the affective input,
recently, work has concentrated on multimodal fusions of different modalities.
Recently input processing has extended to physiological measures, including
brain signals. In terms of using physiological sensors to adapt an information
environment, these have been based previously, for example, on modeling aff-
ective states to adapt narratives or visualization features in interactive art.
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In Gilroy et al. [19] affective fusions of GSR, EMG, and speech are used to
model affective states in a computational dimensional model of effects, includ-
ing pleasure, arousal, and dominance. The adaptation results in size and coloring
of interactive 3D art. Another stream of research in affective computing is the
development of embodied agents that are capable of emotional expressions, as
an important step is to reproduce affective and conversational behaviors [20,21].

Reflection. Affective computing is relevant to symbiotic interaction, as it con-
centrates on detecting or affecting emotions, which can deepen the symbiotic
relationship between humans and machines. However, this is a partial view of a
symbiotic relationship, since the affective component is seen as just one of the
aspects that a symbiotic system should consider.

3.3 Persuasive Technologies

Computer applications and devices can support people in changing their habits.
They can direct users towards specific behavioral options in a variety of applica-
tion areas: sustainable choices and pro-environmental awareness [22,23], health
and wellness [24,25], safety [26]. These applications exploit psychological theo-
ries of persuasion and have been recently identified as a unified domain due to
the work of B.J. Fogg, who coined the term persuasive technology. The work
of B.J. Fogg [9] and the growing community around it are of particular interest
to a symbiotic paradigm for at least two aspects. The first is the remark that
a machine has an embedded, implicit persuasive power that rests on its very
design. This remark is based on the older notion of affordance, to which the
features of a technical tool invite a certain action on the user’s part; while the
notion of affordance has mainly inspired efforts in the area of usability, exploiting
affordances for persuasive purposes is the next step. The second aspect of per-
suasive technologies—that is of interest to a symbiotic framework—is the ethical
concern for the user’s ability to actually control his or her choices vis-a-vis the
persuasive power of technical tools [27–29]. In the field of persuasive technology,
the solution has been to exclude coercion or deception from the domain by def-
inition and then rule out possible misusages. In addition, the dominant models
of persuasive technology have been criticized for being too focused on shaping
human behavior deterministically, which is both an ethical issue and a risk for the
success of the persuasive effort [30]. Recently, researchers have criticized these
models [31] and have argued for other paradigms that more explicitly state how
computers should empower users’ choices, instead of prescribing actions.

Reflection. Symbiotic systems have a persuasive component in that they direct
the users’ choices when implicitly reconfiguring their output. They prioritize
options based on an understanding of the users’ goals and preferences. Although
this is meant to increase performance, while preserving the users’ priorities in
the mediated activity, it surely presents ethical issues related to users’ agency
and to the transparency of the systems’ criteria.
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3.4 Other Frameworks

A notable related approach is mixed initiative interaction by Horovitz [32]. It
provides an alternative way to predict a user’s intentions. It refers to a flexible
interaction strategy, wherein an agent can contribute resolving the user’s task
in an interactive manner. It can initiate a dialogue for the user when it infers
that the user may need assistance in navigation or problem solving. In mixed-
initiative interaction, both the user and the system are allowed and expected
to be active. However, it has been traditionally developed as part of an agent
system to assist users in an office tools environment. In this environment, its
success has been limited by the efforts required from the user to correct pro-
hibitive inferences and dialogue propositions mistakenly initiated by the system.
Besides symbiosis or augmentation, other metaphors have been explored, such as
the H-metaphor for vehicles, automated systems, and robotics that uses horse
riding as a way to explain optical human-machine relations [33]. In principle,
a variety of other movements, frameworks, and communities could be consid-
ered, but they are not conceptual paradigms. Exemplarily adapted interaction
[34] includes conferences (UMAP Conference on User Modelling, Adaptation
and Personalization) and journals (UMUAI or user modeling and user-adapted
interaction) concerned with user adaptive systems and user modeling that are
relevant for symbiotic interaction research agendas.

4 Critical Contribution from Human-Centred
Frameworks

4.1 Skills and Resourcefullness

Traditional human-computer interaction approaches to evaluate the usability
of products or computers for people tend to view the person as a user and
the computer as a tool, and the latter is used to accomplish a task (cfr. [35]).
Before the attention to experience design [36] HCI research has been infused
with frameworks that investigate the situated character of our actions, how
plans are used as resources [37], distributed characters of cognition and actions
[38], the historical aspects of practice, and the mediating functions of arte-
facts [39]. Carrol and Rosson [40] propose the concept of active users, which
highlights the view that users cannot be represented as information-processing
automata that merely generate responses to stimuli provided by an interface.
Other work reflects the situated character of our actions and how plans are
used as resources, particularly considering how these are inscribed or integrated
in a user interface [37]. Phenomenological approaches have inspired different
perspectives of actions related to technology use as the notions of involved unre-
flected activity and breakdown [41]. Ehn [42] presents a different explanation
of practices of design and use, while using the language games approach of
Wittgenstein and the notion of family resemblance. Ehn also discusses the con-
sequences of considering computer artefacts as tools. Artefacts are objects that
are made by human work. In designing computer artefacts, the emphasis should
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be on concernful designs of signs that make sense in the language game of use
(p. 164). Computer artefacts should be seen as mediating instrumental and/or
communicative activities; as supporting individual and/or cooperative activi-
ties; as augmenting and/or replacing human activities; and as functions and
forms that are irrevocably interconnected (p. 165) According to Ehn, computers
should not be considered just as tools but as designed artifacts that recognize
the importance of skills.

Implication. An important implication is the notion of skill and how a techno-
logical actor, such as a computer, should enhance and develop skills, instead of
just automating actions.

4.2 Manifestation and Accountability: Embodied Interaction

Dourish presents a view on how computation should be manifested through the
use of explicit, causally-connected self-representations in computational systems.
These are embodied through accounts in which systems offer their own activ-
ities with consequences for the system designs and interactions in supporting
resourceful actions [43]. In embodied interactions, the active nature of computers
is important not as an independent agent but as an augmentation and amplifi-
cation of our own activities [44]. Dourish [45] stresses that embodied approaches
to interactive systems allow us to: engage with technology in different ways that
allow us to uncover, explore, and develop the meaning of the use of technology as
it is incorporated in practice. In turn, this suggests that the meaning of the use of
the technology is, first, in flux and second, is something that is worked out again
and again in each setting. If this is true, then the technology needs to be able
to support this sort of repurposing and needs to be able to support the commu-
nication of meaning through it (p. 239). Central to Dourish’s proposition is the
notion of manifestation. Dourish presents a view on how computation should be
manifested through the use of explicit, causally-connected self-representations in
computational systems. These are embodied through accounts in which systems
offer their own activities with consequences for both the system designs and
interactions in supporting resourceful actions [43].

Implication. A key input is the opportunity to consider how computation should
be manifested in terms of providing support for resourceful interactions of users.
Additionally, transparency and accountability have important roles in this view.

4.3 Design and Computers as Theater

Several design-oriented frameworks have been proposed as the one of Redström
[46], who proposes a design philosophy for everyday computational factors, where
meaningful presence is contrasted to previous imperatives from usability as, for
example, efficient use. In this design approach, time is the central parameter, as
exemplified by slow technology [47], and aesthetics is the basis to design presence.
Redström describes the presence of an artefact in terms of how it expresses
itself as we encounter it in our everyday life. Then, we can think of artefacts
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as expressions, artefacts, and bearers of expressions, rather than functions [47].
Phenomenological approaches have also inspired design frameworks [48]. All of
these contributions, as well as attention to performative approaches as design
techniques in creating and evaluating scenarios [49–51] created the premise to
explore performances and theatrical frameworks in HCI. Laurel’s work [53] was
the first to consider theatrical metaphors and drama in the context of human-
computer interactions by applying the principles of Aristotelian poetics. Human-
computer experiences can be structured around the precepts of dramatic forms
and structures. Laurels’ aim is to derive poetics from interactive forms. Here,
interactivity is understood as the ability of humans to participate in actions in
a representational context.

Implications. As implications we conclude that besides tangible, expressionals,
perceptive, and slow technology design frameworks, recent interaction design
movements include performative perspectives; these address the roles of users
as actors and audiences, the dramaturgy of trajectories of experience, and how
fictional spaces emerge in interactions between users and interactive systems
[52,54–56]. All of these aspects are important to consider in developing symbiotic
interaction systems.

4.4 Ethics

Symbiotic systems rely on technology that might be able to acquire and elabo-
rate data from a large mass of users; this information might be sensed without
users being aware of it and without them being able to control its provisions;
finally, these systems have a model of the users based on prior behaviors and pro-
vide cues that direct the users’ choices in order to improve their performances.
Although these features are necessary to deliver the kind of services promised
by symbiotic systems, they also raise ethical issues because of their potential
threat to privacy and the possible misusage of the processed data. These risks
are enhanced when the information gathered is not only personal (i.e., relating
to or traceable to an individual person) but also sensitive. Namely, this refers to
data, such as medical information, that might result in loss of advantages or level
of security if disclosed to others who might have low or unknown trustability or
undesirable intentions. Symbiotic systems share these risks with other informa-
tion technology but also magnify the risks connected to the users’ loss of control
and agency. This is because they rely on information that is captured implicitly
and because they pre-filter the information to be shown to users. These risks
can be summarized as follows:

– User’s identification based on collected data [57].
– Permanence of personal/sensitive data after research or project Conclusion [58].
– Profiling (by merging databases, by data-mining) and attribution of new prop-

erty to the individual derived from implicit pattern [59–61].
– Use of data for monitoring [62] and surveilling sanctionable acts [63].
– Misinterpretation of data disregarding their original meaning when prod-

uced [63].
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– Production of code or software that can be misused by third parties [63].
– Damage to the person due to entry errors [63–67].
– Public disclosure of confidential information about an individual [67].
– Publicity that places an individual in a bad light in public [67].
– Access to personal information when we don not realize it or with a purpose

different from originary [63,64,66,68].
– Use of disguised data collection devices that are difficult to recognize (ambient

interfaces, wearables, ...).
– Use of copyrighted data or information [66]. Being unaware of the persuasion

deliberately pursued through technology [69].
– Anticipated persistent and non-trivial effects in research participants [70].

Generally speaking, the measures to be taken to counter these possible risks
involve ensuring the transparency in the criteria used by the system to create
profiles; this warrants the users’ awareness of ongoing data collection processes.
This also makes the data collection process intelligible to the users and modifiable
or interruptible at their will.

5 Defining Symbiotic Interaction

5.1 Core Proposition

Symbiotic interaction can be achieved by combining computation, sensing tech-
nology, and interaction design to realize deep perception, awareness, and under-
standing between humans and computers. Important aspects to implement are:

– Transparency, as the property of the computing to be for example accountable.
– Reciprocity and collaborative use of resources for both computers and humans.
– Symbiotic relationships are also characterized by goals and agency indepen-

dence of humans and computers.

To address the above propositions, the research is highly multidisciplinary,
involving computational science, engineering, psychology, and design. Specific
branches of disciplines might provide decisive contributions, as recent work
shows in neuroscience, neuropsychology, machine learning, and intelligent sys-
tems. While these basic scientific and engineering disciplines might provide the-
ories and techniques to be adopted, a variety of human-oriented disciplines are
needed for their applicability and real-world applications, such as for example
design and anthropology. As we have seen, symbiotic interaction is related to
and goes beyond recent frameworks, such as telepresence, affective and emo-
tional computing, persuasive computing, and mixed initiative interaction. Over
the years, the concept of symbiosis has surfaced from time to time in rela-
tion to human-computer Interaction. Different goals have inspired the rise. For
example, this refers to magnifying human abilities through perceptual com-
puting or the context of brain-computer interfaces. Current work in a vari-
ety of disciplines—including machine learning, sensing technologies, interaction
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design, neuroscience, and psychology—allows to create unprecedented relation-
ships between computers and humans, characterized by deeper mutual under-
standing, cooperation, and independent agency. Such novel relationships can
benefit from design and anthropological approaches to ensure transparency, opti-
mal user experience, and appropriate considerations of ethical implications.

5.2 Taxonomy of Examples and Research Agenda

A first step can be to reflect on the different features that symbiotic interaction
have compared to related frameworks. Figure 1 shows this comparison listing
regarding understanding of context, modeling of cognitive state, emotion detec-
tion, experience induction, and how manipulable or accountable a system is. The
comparison shows how symbiotic interaction could be seen as a comprehensive
relationship with most features.

Fig. 1. Comparing system features for several frameworks related to Symbiotic
Interaction

In addition, we can also present a taxonomy by taking concrete systems as
examples and using the key dimensions of Symbiotic Interaction as axis namely
(see Fig. 2)

– On the x-axis. The depth of understanding starts with no sensing, sensing
only a location, recognizing activities (walking, running, biking, for example),
cognition, language, and emotions. The hypothesis is that these are ordered
by difficulty in this sequence.

– Transparency in the y-axis. Helps answer questions such as: is the system a
black box, or provides transparent manifestation of what it is doing? Is it
configurable? Is it reciprocal to the extent that the user can use resources of
the system (computational constructs) and the system can use resources of
the users (physiology, subliminal processes, history, etc.)?

– The z axis shows how independent the goals are. There can be only one
individual goal that binds the user to the system, or there can be a variety of
independent goals of different actors.
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Fig. 2. Positioning of Symbiotic Interaction with examples of current systems. Exam-
ples used are Google Now, Carat [75] a crowdsourced batatrey management app,
implicit crowdsourcing, SciNet [71,72], sport trackers

The diagram places examples systems on each of the 3 quadrants (x and y;
y and z; and x and z). For example, in the x and y axes, Google Now has
deeper understanding beyond physical positions and activities of the users and
functions as a black box. SciNet, a system that provides access to computational
construct of the search engine through interaction [71,72], is much higher on the
transparency axis.

A sport tracker, which requires the user to select the activity that is being
done, would be placed closer to the 0 axis. Moreover, a system like MatkaHupi
[73,74] is a journey planner that automatically recognizes activities like walking,
running, taking a bus, or driving a car; these activities would be placed further
to the right in the x axis. As an example in the y and z axis quadrant a sport
tracker has mostly one goal to support users in tracking their activity. Other
systems might have multiple related goals. One example is Carat [75], in which
users have an app for managing phone batteries. However, in doing so, users
contribute data that is used in predicting how much battery time is saved by
closing or updating applications. Here, the relation between the user and system
is articulated with two interrelated goals; one is to help the user a save battery,
and the other is to crowdsource data automatically for predicted use in the whole
community of users. Finally, in implicit crowdsourcing, the goals can also be even
more unrelated, and the user might not even know that a second goal is served.
The diagram aims to show how symbiotic interaction would be placed in the
corners of the quadrants in Fig. 2.
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5.3 Some Further Challenges

While it is hard to draft a research agenda, we can attempt to summarize some
elements for future research. We aimed at defining symbiotic interaction as a
research program with distinctive characteristics, compared to previous human
computer paradigms. While we have probably omitted some previous paradigms,
we were able to single out some differences to previous paradigms as telepres-
ence, affective computing, and persuasive technologies. Besides such paradigms,
recent developments in adaptive interaction research are particularly interesting,
considering some characteristics of symbiotic interaction, such as transparency
and resourcefulness. For example, advanced visualizations that combine machine
learning and user modeling have demonstrated how sense making can emerge
by incrementally and interactively exploring a network of data [76]. Interactive
visualization also supports user involvement in the recommendation by providing
rationale behind suggested items [77] or visualizing relations of different queries
and result sets [78]. Other works provide access to computational resources and
constructs to manipulate and adapt the users’ intent models [71]. A central open
question focuses on if such approaches are to be seen as competing or alternative
approaches to black box systems. These include conventional search interfaces,
recent system that predict relevance of information through brain signals [79] or
embodied conversational agent approaches that rely on natural dialogue under-
standing. These different approaches (resourceful systems vs. black box systems)
might have fundamentally different assumptions on how the users should interact
with the computing systems. On one hand, there is skillful user who is able to
manipulate computing constructs, and on the other is a user who interacts with
a humanoid system. Each approach is possibly most suited to certain types of
tasks ad situations. Symbiotic interaction can follow these approaches as differ-
ent research directions or investigate their combinations: (1) interactive adaptive
visualizations as resourceful systems; or (2) natural interaction systems, includ-
ing human robot interactions and embodied conversational agents.

A particularly interesting theme would be collective symbiotic systems:
groups, cities, and societies. Here, goal independence of the symbiotic actants is
taken at a collective level. It means that the actants (systems, users, and organi-
zations) have a variety of different goals but can be made to interact for mutual
benefits. As examples, consider crowdsourcing or implicit crowdsourcing.

6 Introduction to the Program

The program of Symbiotic 2014 contains a variety of papers that address the
research from different perspectives. This paper aims to define symbiotic inter-
action and challenges for research, particularly comparing previous definitions of
symbiotic interaction and related frameworks. Another paper by Lessiter et al.
[80] discusses taxonomy of computer human interactions, particularly discussing
implicit loops. Other papers present reviews of previous topics in implicit inter-
action regarding physiologically based relevance [81] or subliminal cueing [82].
Some work demonstrate applications of symbiotic interaction such as wearable
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robotic exoskeletons [83], or augmented reality in music browsing [84]. Some
papers explore the experimentation with and inclusion of users as in the case of
wearable technology acceptance [85] or use of pupil dilation information [86].
The program also offers a variety of posters and demos that present issues
around interactive visualization [87], diversification in search [88], wearable hap-
tics guidance [89], a multitouch interface to robots [90], balancing exploration
and exploitation in image search [91].
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Abstract. This paper explores a high level conceptualisation (taxonomy) of
human computer interaction that intends to highlight a range of interaction uses
for advanced (symbiotic) systems. The work formed part of an EC-funded
project called CEEDs which aims to develop a virtual reality based system to
improve human ability to process information, and experience and understand
large, complex data sets by capitalising on conscious and unconscious human
responses to those data. This study, based on critical and creative thinking as
well as stakeholder consultation, identified a range of variables that impact on
the types of possible human computer interaction, including so called ‘symbi-
otic’ interactions (e.g., content displayed – raw/tagged; user response – explicit/
implicit; and whether or not there is real time influence of user response on
content display). Impact of variation in the number of concurrent users, and of
more than one group of users was also considered. This taxonomy has impli-
cations for providing new visual stimuli for creative exploration of data, and
questions are raised as to what might offer the most intuitive use of unconscious/
implicit user responses in symbiotic systems.
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1 Introduction

The quality and forms of technologies to support interactions between people and
computers have markedly increased in recent years, from simple pointers, navigators
and button click inputs to more natural and intuitive, even immersive, controls.
Interactions with technologies can be experienced as an extension of the self, typically
through increased experience/practice, for example, driving a car. However newer
technologies are attempting to remove the ‘translator’ in the mechanics and plug more
directly into our conscious as well as unconscious perceptions and intentions offering
the potential for a truly seamless, transparent experience.

Intuitive interactions enable increased focus and immersion in the task to hand,
reducing the division in attention between the primary (target) and secondary (machine
interaction) tasks. Indeed the term ‘presence’ has been used to describe this subjective
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sense of ‘being there’ in a mediated/displayed environment (e.g., Barfield et al. 1995)
and is often used to measure perceived quality of experience of a displayed environ-
ment (e.g., Lessiter et al. 2001). In these contexts, distractions emerging from the ‘real
world’ can include clumsy and awkward system interactions that demand user attention
and break the spell to mediated presence. Identifying ways of minimising distractions
or at least their impact on both the user and the machine is important to the fluidity,
meaningfulness and accuracy of inferred experience.

A high level conceptualisation of human computer interaction would benefit our
understanding of the usage possibilities within this new genre of what might be called
‘symbiotic systems’. This paper describes one such interaction taxonomy informed by
consultation with stakeholders, and critical and creative thinking. The work was born
out of an European Commission (FP7 FET) funded project called CEEDs – the Col-
lective Experience of Empathic Data systems - which explores the potential for both
conscious and unconscious (multi-)user control over displays of complex data.

2 Classifying Human-Computer Interactions

The term ‘taxonomy’ originated in the biological sciences. Taxonomies have now
extended to any “ordered classification, according to which theoretical discussions can
be focused, developments evaluated, research conducted, and data meaningfully
compared” (Milgram and Kishino 1994, p. 1323). Such classifications can shed light on
the critical and optional parameters that can serve to enhance or reduce the quality of
experience of that human computer interaction.

There are taxonomies for various types and aspects of human-computer systems
which can make it difficult to compare and pool these specific taxonomies as the extent
to which they overlap is unclear (von Landesberger et al. 2014).

From a more general perspective, Parasuraman et al. (2000) provided a framework
for dynamic function allocation systems (following the traditional trajectory of HCI)
comprising a dimension of automation ranging from fully automated to fully manual
for each of four categories of function: (a) information acquisition; (b) information
analysis; (c) decision and action selection; and (d) action implementation. However,
this type of classification does not clearly address systems which may not seek to
replace effort on behalf of the user, but rather complement or harness human efforts
at different levels of our awareness as may be the case with systems that aim to be
symbiotic.

3 Human-Computer Symbiosis

Symbiosis traditionally denotes the relationship between two or more organisms ‘living
together’ in a mutually advantageous manner. In an HCI context it similarly suggests a
mutually complementary understanding between entities (e.g., Licklider 1960;
Grootjen et al. 2010; García Peñalvo et al. 2013) that builds and grows with each
interaction. Indeed, relationships that are truly symbiotic are expected to be experi-
enced as natural, fluid and intuitive.
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How this might be achieved raises questions about how we make sense of ourselves
and how we believe that systems will be able to understand and make sense of us.
Consequently, what user data and processes (e.g., sequences of action) are important
and what could be inferred from them? Further, in what contexts or scenarios could
these symbiotic relationships with computers be of particular advantage? And impor-
tantly, how might users experience symbiotic relationships with computers, given that
this is a new type of human-computer interaction? Theoretically we imagine it will feel
seamless and natural but until these systems are tried, tested, technologically optimised,
and users become more familiar with their implementation, it is unclear how users will
initially experience and respond to them.

There are numerous projects that have developed or are developing applications of
symbiotic systems that aim to improve relevance of system outputs to user require-
ments, for instance of literature searches (e.g., EC MindSee: see www.mindsee.eu),
product recommendations (e.g., Adidas-Intel’s ‘adiVerse’), games (e.g., Kinect 2 and
Valve, both of which make use of physiological responses to influence game play), and
vehicles (e.g., AutoEmotive).

Applications are naturally variable in the quality of the interaction/symbiosis
depending on the validity (meaningfulness) and reliability (accuracy vs. uncertainty and
consistency) of the user data that are selected, how inferences are made by the system
and the timeliness of the system’s response. In today’s world, massively multivariate
data are being collected at an unfathomable rate and yet are neither fully understood nor
exploited for advantageous benefits to ourselves and wider society. Of course human-
computer interaction quality is currently dependent on, and is limited by, what we can
tell machines about ourselves and how to learn about us. We are limited by our sensory,
perceptual and cognitive abilities, and by the engineered tools we have creatively
constructed throughout our evolution to support our capacity to understand the world.
But what if new technology can help us exploit previously unexplored territories that
reside in our bodies as extensions of our interaction with the world? Eventually machine
learning and its application in symbiotic systems may supersede our current creative
capacity in as early as 2021 as predicted by Vinge (2006) (cited in Grootjen et al. 2010).

3.1 Symbiosis in Context: The CEEDs Project

The Collective Experience of Empathic Data Systems (CEEDs) project commenced in
2010 and aims to address the data deluge problem which includes symbiotic man-
machine interactions. It proposes to develop a virtual reality based system to improve
human ability to process information, and experience and understand large, complex
data sets by capitalising on conscious and unconscious human responses to those data
(see: ceeds-project.eu; e.g., Lessiter et al. 2011; Pizzi et al. 2012; Freeman et al.
(2015)).

Central to the symbiosis is having the interaction between representations of two
entities that have intent to make sense of the other, mediated by a ‘sentient’ autono-
mous agent. The representation of the ‘human’ (to the computer) relates to the physical,
observable manifestations of the user’s self that the computer is watching (user
responses). The computer represents its ‘self’ through sensorial information to be
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solved (the task related data – the data deluge) that is amenable to human detection
(visualisation e.g. patterns) at varying levels of awareness. This is how the entities
exchange information and the system and user become “confluent into a symbiotic
cooperation” (van Erp et al. 2010, p. 202).

The CEEDs system is a type of dynamic/adaptive visual analytic as it primarily
represents its understanding of the user’s intentions to explore the data visually: what
patterns do users notice/respond to and why? And how should the system appropriately
respond to support increased user understanding, discovery and creativity? Such systems
capitalise on human cognition (e.g., perception and decision making) and machine based
data processing, analysis and learning, providing a bridge between exploration and
analysis (Endert et al. 2014). How quickly the system responds to user interactions can
also pose a technical hurdle to the fluidity and perceived symbiosis of the experience.

In the early stages of the CEEDs project, development of use cases and scenarios
was required across a wide range of potential application domains: big visualised data
in the areas of neuroscience, history, archaeology and design/retail (commerce). To this
end, system commonalities across application scenarios were sought based around
possible ways in which users’ responses may be used as inputs and outputs in any
CEEDs application. A taxonomy or classification system of human computer inter-
action that included symbiotic data exchange was required.

4 Method

To inform the development of the taxonomy of interaction uses, stakeholders working
within each of the target application domains were consulted. Along with pragmatic
questions relating to the types of data used in their big data field, they were asked to
(qualitatively) comment on the relevance of the initial aims of CEEDs, as stated in the
project’s Description of Work document for their specific application area, and to
suggest other goals they envisaged being met by CEEDs.

The objective was to gather as many user requirements as possible which would
provide a wide range of material to refine and elaborate a smaller selection of higher
level uses that were deemed valid, symbiotic, in-scope of the project and could be
developed as prototypes. Having a wide application remit was useful for developing a
taxonomy of interaction uses that was general enough to apply across different contexts.

Replies were received from seven stakeholders around half of whom were project
partners. Responses included five university departments, one historical museum/
memorial site and a ‘white goods’ manufacturer. The majority were academics.

Critical and creative thinking was used to identify underlying processes and/fea-
tures that may vary in one type of interaction experience to another.

5 Results

The contextualized potential applications of CEEDs derived from the Description of
Work and stakeholder feedback were explored for interaction styles and themes. Across
the application areas, there was also some broad consistency in the goals that CEEDs
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technology could support. For instance, CEEDs supports insight and adaptability to
users’ responses to data which makes it a useful tool for the following interrelated uses:

• discovering unknown relationships (e.g., between user responses and stakeholder
data i.e., adding metadata to stakeholder databases)

• personalising experiences (e.g., refining choices)
• validating relationships (e.g., best fit)
• representing relationships (e.g., reviewing data)
• optimising experiences to a given construct (e.g., influencing others, learning

sequences of actions, improving memorability of information, optimising enjoy-
ment/presence).

Some stakeholder goals/requirements indicated a distinction between (a) (primary)
CEEDs end users – users/interactors and (b) (secondary) CEEDs beneficiaries –

CEEDs system data owners. (Primary) CEEDs end users are those who use and interact
with the system. For instance, customers are supported in their product choices by
CEEDs offering a personalised service based on their own (stored and/or real time)
unconscious desires and preferences. As an alternative example, consider a team of
neuroscientists attempting to validate/refute models to explain patterns of data. They
are supported in this discovery process by CEEDs technology because it harnesses their
unconscious responses to different visualisations of those models with the data. The
neuroscientists can test these models for unconscious ‘goodness of fit’. Primary CEEDs
end users could be both expert/professional users as well as novices.

Other stakeholder goals suggested that some CEEDs users could be more correctly
classified as CEEDs beneficiaries as they are (secondary) CEEDs users of others’ data.
These are characterised as CEEDs system/database owners and can analyse end user
responses to data in all sorts of ways. Beneficiaries could use CEEDs user data to
optimise displays for different goals (e.g., learning, empathy, sales); predicting and
influencing a users’ behaviour by understanding their states/plans/intentions in a given
context. For instance, design teams may be beneficiaries if they explore their cus-
tomers’ implicit reactions to products to improve product design. Most users in this
category were experts/professionals.

5.1 Components of Symbiotic Human-Computer Interaction

A taxonomy of these different types of human computer interaction/symbiosis within a
CEEDs context was developed that identify a number of dimensions or factors which
may change from one experience to another.

Three main entities were considered relevant in the context of inputs and outputs in
the human computer interaction, namely: the user, the ‘CEEDs engine’ (a sentient
autonomous agent/computer), and the content/data display through which the computer
relates to the user (see Fig. 1).

The taxonomy assumes that any data displayed will have meaning. There are two
main sources of data: the raw data (that comprise the data deluge) and response data
from the user. The raw data (before any users have experienced and responded to it) is
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visualised, potentially represented in other modalities, and ‘produced’ or contextualised
before it is presented to a user: the raw data will not appear as the database itself.

In this conceptualisation of symbiotic interaction, user response data (to the pre-
sentation of the raw data) are recorded and annotated into a copy of the raw dataset. For
instance data recorded may include what the user response was (e.g., a smile, a vocal
command, pupil dilation), to what specifically in the display, for how long the user
response lasted, and the inferred meaning (interpretation) of the single/combined user
response(s). This process of recording and storing user response data is termed ‘tag-
ging’ here.

The taxonomy includes variation in (a) the nature of the content displayed (raw or
pre-tagged data), (b) whether or not current users’ implicit/explicit data are measured/
monitored, and (c) whether or not there is any real time feedback from the system to user
responses (in whatever form that feedback might take). Additionally there are example
representations of multiple users in any session. Varying these characteristics produces a
wide range of interaction possibilities, the outputs of some of which are difficult to
imagine and remain to be explored from a user experience perspective. Crucially, the
displays of those datasets (raw and user) can be combined in different ways to produce
novel outputs that users can either view and/or actively explore. For further information
about the core features of the CEEDs system, see Freeman et al. (2015).

In the pictorials that were developed to accompany the taxonomy (nb. The full set
of pictorials are beyond the scope of this position paper), the three entities are con-
tained within a larger boxed space indicating the ‘current session’. In its simplest use,
the content display reflects variation in the task related dataset to be explored (raw
data). But with no feedback from the user, this provides a passive mode of operation
(merely ‘viewing') akin to television watching (see Fig. 1).

5.2 Active and Passive Interactions

In a fully interactive technology-mediated experience, the content display presents
variation in both the raw data, and the CEEDs engine’s real time reflection of its

Fig. 1. Three components of human computer interaction: passive viewing
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understanding of the current user (the user dataset/model). Its understanding develops
with each interaction by the user with the data displayed.

Of course, there are also many possible viewing experiences that are passive for the
current user whereby they have no real time explicit or implicit control over the content
display. For instance, in a passive mode, it is possible that (a) the current user response
data is nevertheless being collected albeit not represented whilst ‘viewing’ and/or
(b) the data displayed to the current user might already be an amalgamation of raw data
and user data (e.g., experiencing someone else’s visual experience of the data, or
indeed one’s own experience from a previous session). These technology mediated
experiences, whilst passive, may also provide visual stimuli that inspire insightful
explorations of data. The style of interaction between the human user and computer
(CEEDs engine) via the content display is therefore related to the presence or absence
of real time or delayed explicit and implicit user response feedback to the system.

5.3 Types of User Responses

The more the user is physically immersed and feels present in the displayed experience,
the more accurate the user model that can develop. User responses collected by the
system are ideally in response to what is displayed and not caused by extraneous
uncontrolled events outside of the displayed world. This underlines the importance of
the fluidity and usability of the user’s explicit means of controlling the display par-
ticularly with regard to naturalness of (expected) interaction.

‘Explicit’ (user) responses refer here to overt, deliberate ‘conscious’ responses.
These include behavioural responses such as gesture, pointing, verbal responses/
speech, button pressing, manipulation of tangible representations and motion/trajec-
tory. It is expected that the user’s sense of symbiosis will increase with improvements
in the accuracy and attentiveness of the CEEDs engine and naturalness of expected
response of the display (output) to users’ explicit responses (inputs). This relies on the
system understanding what users consider appropriate and expected. This area is
generally well understood in HCI.

In contrast, user responses are called ‘implicit’ when they refer to covert, uncon-
trolled responses that are ‘unconscious’. These could be physiological (e.g., ECG,
respiration, EDR, EEG, EMG, pupil dilation) or behavioural (e.g., blink rate, eye-
tracking, reflexive postural and physical responses, vocal emotion). Unlike explicit user
responses, it is not yet clear how users might expect the display to ‘intuitively’ respond
to their own implicit responses to the content display and indeed how this impacts on
subsequent explicit and implicit action loops. How will we make sense of being faced
with our own responses that previously lay beneath our conscious awareness?

5.4 Key Variables in Human-Computer Interactions

In this initial taxonomy of human-computer (symbiotic) interactions, user responses
that are implicit or explicit can be relevant, or not, to any particular CEEDs session.
User response feedback in the current session can be real time or derived from a
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previous interaction with the same or a different user’s response data. Thus user
response data can be collected without having real time impact.

Where a previous user session’s data is relevant, data displayed in the current
session have ‘pre-tags’ based on those responses of users from previous sessions
(which may or may not include previous experiences of the current user with that raw
data). It may be possible for a current user to be presented with pre-tagged raw data
(derived from a previous session) as well as real time tags based on the current users’
responses. For instance, a designer may wish to explore using explicit responses (e.g.,
gesture) the data of a target user who has previously explored the latest of their product
designs to understand which aspects of the product were particularly noticeable and
liked by the user.

5.5 Passive Interactions and Example Uses

Passive interaction examples are those in which the user cannot influence the display in
real time (no user feedback of explicit and/or implicit responses). However, it is
possible that the current user’s implicit and/or explicit response data are nevertheless
being captured and tagged on to the raw dataset. This tagged data could then be
explored by the same/another user at a different session. An example of this type of
scenario would be circumstances where it is important to control presentation of (inert/
moving) stimuli so that multiple users’ responses to standardised (identical) stimuli can
be collected and later reviewed.

In this type of ‘review’ scenario, a previous user’s data are ‘overlaid’, tagged or
have influenced the way in which raw data is presented. The current user’s responses to
those tagged raw data are inconsequential if their responses are not being collected.

In another scenario the current user could experience ‘tagged’ raw data, and whilst
their own explicit and/or implicit responses may be collected and stored, they may have
no real time influence on the display. This could represent a current user’s experience
of data that has been optimised for a given construct (e.g., learning) based on a
previous user’s data and for which the beneficiary (e.g., an expert) is testing the
effectiveness of this representation with the current user.

5.6 Active Interactions and Example Uses

There is a range of potential active interaction experiences. In all examples, raw data is
influenced in real time by the users’ own implicit and(/or) explicit responses. This relies
on the computer (in this instance, the CEEDs engine) to develop a user model based on
user responses to data displayed. Its user model influences the display to support the
goals of that experience (e.g., learning, maintain a particular level of arousal).

A user could have real time influence over their experience of pre-tagged stake-
holder data. This scenario is relevant where the goal is to reinforce or strengthen
associations between multiple serial/concurrent users’ responses and the representa-
tions in the stakeholder dataset.
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Any CEEDs active interaction session could take place with single or with multiple
concurrent users. For instance, multiple concurrent users could provide their own
responses to pre-tagged raw data. These possibilities raise issues about how the
computer will deal with user data from multiple simultaneous inputs. For instance, a
teacher in training their students to look for significant patterns in raw data may require
that the computer weights the group responses (and thus, the influence on the display)
to that expert’s response data.

More complex human-computer symbiotic interactions are possible. For instance
two groups of remotely located users (explorers and evaluators) could interact with the
same dataset: evaluators observe in real time how the explorers react to the data. If
evaluators’ explicit responses are weighted in their favour they are given more control
over the display through their explicit reactions. In the CEEDs system, members from
both groups are considered as part of one group (only the applied weighting/roles will
vary). An example might be that the evaluators are a product design team that has some
explicit control over how the explorers are experiencing a product. For instance, they
might (explicitly) command the system to direct the explorers’ attention in real time to
a new design feature to better understand how users respond to it.

There are further possible types of very complex interactions to be explored using
this taxonomy. A flavour of what might be possible has been provided in the examples
considered here. Whilst this taxonomy served the purpose of supporting the definition
of what is a CEEDs experience, its generality to a wide range of other interactive
systems remains to be tested. Further, as highlighted by Nickerson et al. (2013),
taxonomies of information systems that have been conducted often fail to apply a
rigorous methodology in their development. This paper faces this criticism. Nickerson
et al. have recently provided methodological guidance based on other taxonomic lit-
erature in other research fields. Future exploration of interaction taxonomies might
compare the classification system outlined in this paper with those derived from more
rigorous approaches.

6 Conclusions

This paper provides an initial thought based investigation towards a taxonomy of
human-computer interaction that includes advanced (symbiotic) systems. The work
was inspired through an EC funded project called CEEDs to research and develop a
visual analytics based system that facilitates user creativity and discovery in massive
datasets by exploiting measurable aspects of human perception and intention.

Through critical and creative thinking and stakeholder consultation, a range of
variables were identified that influence what might be possible with new systems that
seek to offer symbiotic and other types of human-computer interaction: primarily,
content displayed (raw/tagged), types of user responses stored by the system (explicit/
implicit), and real time influence (of explicit/implicit responses). Impact of variation in
the number of concurrent users, and of more than one group of users was also considered.

It is possible that some types of so called symbiotic systems may not be perceived
by users as symbiotic. People are variably attuned to the (conscious/unconscious)
impacts they have on others (people/objects) in our day to day interactions with the
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world. However people as technology users are far less familiar with being exposed
through technology to the influence of their implicit responses to the world (physical or
virtual) around them. Understanding how to optimally harness this symbiosis for dif-
ferent types of interaction to facilitate creativity, discovery and understanding of
complex data is no minor task. How do different levels of self-awareness of one’s own
implicit responses impact on the sense of this kind of symbiotic ‘attunement’? What
factors influence the extent to which the interactions derived from implicit user
responses are perceived as natural and not jarred?

Attempts at symbiotic interactions that make use of implicit user responses may
initially require practice and experience, like driving a car. Perhaps as we become more
familiar with using these new symbiotic tools, we will learn new ways of making more
integrated sense of our technology reflected intentions.
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Abstract. Relevance in information science has been studied for over
forty years and robust frameworks have been derived. However, infor-
mation retrieval systems are still using mainly objective, algorithmic
measures of relevance. The aim of the present paper is to raise a dis-
cussion around the possibility that bring state-of-the-art physiological
computing methods to model subjective components of relevance. We
center the discussion on the relevance types known in the information
science literature as psychological, affective and motivational relevance.
The paper presents a definition of these concepts, as well as an overview
of the recent advances in physiological computing methods developed in
information science and information retrieval. We conclude with a discus-
sion around the potential of physiological computing methods to model
psychological, affective or motivational relevance.

Keywords: Physiological computing · Affective relevance · Psycholog-
ical relevance · Information retrieval

1 Introduction

The concept of relevance has been widely studied in the field of information
science and a strong theoretical background has been developed around it [1].
It is recurrent to find distinctions between objective relevance, which is intrin-
sically dependent on the item to evaluate; and subjective relevance, which is
dependent on the perception that the user has of such item. Information sys-
tems, namely information retrieval systems, are commonly based on objective,
algorithmic relevance metrics. These metrics are especially well suited as they
are easily quantifiable measures of relevance. Nevertheless, objective relevance
alone is far from indicating the real relevance of an item in a given context. It
is evident that subjective relevance assessments play a strong role in the success
of an information-seeking task. Subjective relevance has multiple facets and,
in the present paper, we aim to engage a discussion around the concepts of
psychological, affective and motivational relevance. These concepts address the
relationship between the user’s current emotional and cognitive state and the
c© Springer International Publishing Switzerland 2014
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information item. By studying these components, we tackle directly the infor-
mation need and its relationship between the user’s current emotional, cognitive
and affective state. To give a simple example, during a complex information-
seeking task, an item can be perceived as relevant when the user is engaged into
the search task, but perceived as irrelevant when the user feels overwhelmed,
frustrated or bored.

It is not the aim of this paper to review relevance in information science, but
to compile pertinent concepts regarding subjective relevance as well as review
state-of-the-art research on physiological computing in information retrieval. By
doing so, we expect to bring arguments to raise a discussion around the need to
apply physiological computing techniques to model affective, motivational and
psychological relevance, in order to enhance the performance of current informa-
tion retrieval systems in complex search scenarios. We believe that such discus-
sion will benefit future information retrieval systems, towards more symbiotic
human-system interactions [2].

2 Subjective Relevance in Information Science

Relevance has been theoretically analyzed over the past forty years in the field of
information science by researchers such as Saracevic [3–7], Schamber [1], Mizzaro
[8,9], Ingwersen [10,11], and Borlund [12] among others.

Saracevic [3] carried out the first comprehensive review in information sci-
ence around the concept of relevance back in 1975. He compiled relevant work
mainly from the two previous decades, addressing relevance from philosophy all
the way to relevance in information retrieval systems. Additionally he aimed at
providing a framework to study relevance within the field of information science.
Later on, Saracevic updated his review as the field was growing and the discus-
sion was enlarging [6,7]. However, Saracevic has not been the only researcher
to study the multifaceted aspects of relevance. Schamber [1] or Mizzaro [8], are
examples of authors that made a substantial contribution during the 90’s by
writing comprehensive and historical reviews on relevance. We encourage inter-
ested readers to go through their work in order to gain a deeper insight in the
history of relevance in information science.

A large consensus exists within the community in considering relevance as
multifaceted, dynamic and with a high subjective component [5,9–13]. In the fol-
lowing sections, we will tackle some of the subjective aspects of relevance, leaving
out of the analysis objective and algorithmic measures of relevance. Specifically,
we will go through three relevance components addressed in the literature by dif-
ferent authors, that are highly related and interconnected, and which we believe
can be studied together. These components define the relationship between the
user state, the information need and the information item.

2.1 Psychological Relevance

The concept of psychological relevance was first raised in cognitive sciences,
in the popular book “Relevance: Communication and Cognition” by Sperber
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and Wilson [14]. In the book, the authors define a framework for relevance in
communication and cognition theory, based on the assumption that human cog-
nition only pays attention to potentially relevant information. They argue that
relevance is framed in the cognitive system according to comparisons between
assumptions and a particular cognitive state. In 1992, based on their theoretical
framework, and borrowing some of their theoretical definitions, Harter defined
psychological relevance applied to the field of information science [15]. He used
the concept of relevance of a phenomena, elaborated in the above-mentioned
book by Sperber and Wilson, as a mainstay for his definition. In plain words,
this concept refers to the fact that phenomena have a direct impact on the
person’s cognitive state, and therefore affect his assumptions by making them
stronger or more manifest.

Harter defined psychological relevance in information science as follows: “Psy-
chological relevance allows us to talk about an ‘information need’ as the current
context –the cognitive state at a given time– of an individual who consults an
information system” [15]. In his work, he illustrates through examples how the
cognitive state of an individual has a direct impact on the perceived relevance
of information items. Moreover, he makes a distinction between relevance and
“weak relevance”. In Harter’s view, relevance occurs when the fact of accessing
an information item implies a direct modification of the user’s cognitive state.
However, weak relevance occurs when the user anticipates a change on his cog-
nitive state, even though accessing the information item does not imply a direct
modification of the cognitive state. Other variants of the concept of psychological
relevance are well illustrated by Harter through well-elaborated examples.

Harter’s definition has been present in the work of other researchers, mainly
when reviewing the literature, but it has not had so far a direct implication
in the implementation of information retrieval systems. In the following para-
graph, we would like to cite other authors when rephrasing Harter’s definition
of psychological relevance. By doing so, we hope the reader will gain a clearer
understanding of the concept.

In her review, Schamber [1] rephrased Harter’s concept of psychological rele-
vance as follows: “Psychological relevance assumes that users are actively seeking
information that will change their internal context or store of knowledge, and that
if an information item does this, users will perceive it to be relevant”. Saracevic
[4] pointed at Harter’s definition in the following terms: “Psychological relevance
is viewed as a dynamic, ever changing interpretation of information need in
relation to presented texts. It is based on an assumption (stated as fact) that the
‘searcher’s cognitive state changes and evolves with the discovery of each rele-
vant citation’.” In fact, Saracevic proposed the term “cognitive relevance” for the
concept, as he argued that the focus was on cognition, rather than on psychol-
ogy. Finally, to summarize, it is pertinent to cite Mizzaro’s reference to Harter’s
work [8]: “Harter (1992) applies the theory of psychological relevance, proposed
by Sperber and Wilson, to the concept of relevance in information science. He
obtains an elegant framework and draws some very interesting conclusions for
IR and bibliometrics.”
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2.2 Affective and Motivational Relevance

As we just discussed, psychological relevance describes the relationship between
the users’ prior knowledge and cognitive state, and the information item. Instead,
affective or motivational relevance is defined as the relationship between the
users’ intents goals and motivations, and the information item [4,11]. There-
fore, affective or motivational relevance is goal oriented, and is dependent on the
user’s current cognitive context [13]. Saracevic [4,5] first adapted this term from
Schutz’s concept of relevance in philosophy [16]. Schutz named “motivational
relevance” as one of the three basic types of relevance, together with “topical rel-
evance” and “interpretational relevance”, that he defined when studying human
relationships in the social world. According to Schutz, this kind of relevance is
the one that defines the course of action, the action to be executed, the selection
of a specific alternative. Saracevic extends and applies the notion to the field
of information science. Moreover, he couples it with the notion of affective rele-
vance, resulting in the following definition: “Motivational or affective relevance
is the relation between the intents, goals, and motivations of a user, and texts
retrieved by a system or in the file of a system, or even in existence. Satisfac-
tion, success, accomplishment, and the like are criteria for inferring motivational
relevance.”

Having said that, Saracevic’s definition of affective relevance has not had
an unanimous acceptation by the community. Researchers such as Cosijn and
Ingwersen [11] or Borlund [12] have argued that the concept does not refer to a
specific type or kind of relevance but, instead, should be seen as an attribute of
relevance that influences all other types of relevance. For instance, Cosijn and
Ingwersen argue that affective relevance might act as an additional dimension,
influencing other subjective relevance types (such as situational relevance, utility,
etc.). Following Borlund’s point of view, which is in the same direction, motiva-
tional or affective relevance is actually the cause for users to search. Therefore,
according to her, intent, goals and motivations have to be seen as a characteristic
of all the types of relevance: “Thus, the ‘drive’ to want information is not an
independent, specific type of relevance, but an inherent characteristic of relevance
behavior in general” [12].

Interestingly, Cosijn and Ingwersen [11] discuss the fact that affective and
motivational relevance should be considered as two different types of relevance.
In their view, motivational relevance is indeed defining the goals and motiva-
tions of the user, hence is seen as an independent characteristic influencing all
the other kinds of relevance. Affective relevance, instead, is related to the affects
and emotions a user experience when in an information-seeking task. Namely,
they link their understanding of affective relevance with Barry’s empirical inves-
tigation [17], and her types of relevance identified as “criteria pertaining to the
user’s beliefs and preferences”. Specifically, Cosijn and Ingwersen link affective
relevance to Barry’s affectiveness, that she defines as any kind of emotional
responses to any aspect of a given document.
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3 Physiological Computing in Information Retrieval

Physiological computing is a subfield of affective computing that has gained
importance in the recent years. Researchers have studied how measuring psy-
chophysiological measures can enhance current systems, by making the system
aware of the user’s cognitive, emotional and affective state [18–22]. Physiologi-
cal computing goes far beyond information systems, and embraces a large range
of fields, from human-computer interaction (HCI) and engineering to biofeed-
back and biocybernetic adaptation or human-robot interaction (HRI), to name
a few [22]. Eye tracking, pupillometry, electroencephalography (EEG), cardio-
vascular measures (e.g. HRV, BPM), electro-dermal activity (EDA), and facial
electromyography (fEMG) are some of the techniques used to infer user emo-
tional and cognitive state [23]. Additionally, physiological computing systems
involve real-time system adaptation to the user’s psychophysiological measures.
As opposed to other traditional implicit interaction techniques such as sublimi-
nal cueing [24,25], physiological computing takes advantage of the ability of psy-
chophysiological measures to implicitly indicate the users’ cognitive, emotional
and affective state in order to adapt accordingly, with the aim of a smooth,
accurate and personalized interaction.

In the following sections we will discuss some of the previous work involv-
ing major psychophysiological measures, namely eye tracking and pupillometry,
electroencephalography and other kind of peripheral physiology. The categoriza-
tion is not obvious as one of the strengths of physiological computing systems
is their ability to use multiple sensors and measures combined, in order to more
accurately infer the user state. It is not our aim to exhaustively inspect the lit-
erature. Instead, we will focus on reporting few examples. Hopefully, the reader
will get an insight on the multiple possibilities that psychophysiological input
can bring to enhance human-machine symbiosis in information systems.

3.1 Neurophysiological Measures

The potential of brain imaging for enhancing information systems is outstanding.
Every cognitive process takes place in the brain and the science of measuring and
interpreting brain signals is ever growing. Two major techniques are being used
for noninvasive brain imaging: electroencephalography (EEG) and functional
magnetic resonance imaging (fMRI). In this section, we will focus on examples
of how EEG measurements have been beneficial or are potentially applicable
to information systems. We will exclude any example of research in the field
of fMRI, as the technique is much more intrusive and expensive, therefore, less
likely to become a viable input to everyday life information systems in the near
future.

The field of Brain-Computer Interfaces (BCI) is a living example of how
this field has raised the interest of both researchers and society [26]. When in
physiological computing systems, the focus is on passive BCIs. In this specific
case, the brain activity is passively measured in order to infer cognitive, affec-
tive or emotional states. The inferred state is then used as an input to the
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system. Therefore, interfaces where the user interacts by actively performing a
mental task (i.e. active BCIs), are not considered. Electroencephalography has
proven to be useful to implement passive brain-computer interfaces, for instance
in order to measure task engagement (e.g. [27]), cognitive workload (e.g. [28])
or motivational intensity and fatigue (e.g. [29]). Many more examples follow,
illustrating the high potential of using EEG to enhance information systems.

When in information retrieval, Eugster et al. have recently showed some
hints on how it is potentially feasible, in a near future, to infer term relevance
from brain signals only, by combining encephalography and machine learning
techniques [30].

3.2 Eye-Derived Measures

Psychologists and cognitive scientists were the first to study eye-movements and
to research eye tracking techniques. The first publication reporting an accurate
eye-tacking system was back in 1901 by Dodge and Cline [31]. More than a cen-
tury has passed and multiple eye tracking systems and applications have been
studied and reported [32]. In this section we would like to focus on information
science and information retrieval research. A large variety of eye-derived met-
rics have been used to infer the users’ interests and their perceived relevance
of information items. The goal of this section is to overview the systems that
have used eye-movements analysis to enhance user modeling, adaptation and
personalization.

Researchers such as Buscher have widely studied how to profit from eye move-
ments in information retrieval settings [33–36]. We strongly encourage readers
to go through one of his recent publications, where a large literature is covered,
together with the results of two studies, indicating the possible benefits of tak-
ing into account eye movements and reading behaviors to improve information
retrieval solutions [36]. Many more researchers have investigated the field. We
would like to recall, for instance, recent work carried out by Ajanki et al. [37].
They studied the possibility of automatically generate implicit queries from eye
movements. Their research fits very well in the field of physiological computing,
as physiological responses (in this case eye-movements) were used in order to
have an on-line adaptation of the system.

Many others have studied eye movements to infer relevance in documents,
and a large variety of features have been used [38]. Fixation length (e.g. [39]),
fixation count (e.g. [40]), thorough reading ratio (e.g. [36,41]), blink rate (e.g.
[42]) or pupil size (e.g. [43,44]) are some examples.

3.3 Other Types of Peripheral Physiology

The analysis of psychophysiological data other than eye movements and brain
activity is in the core of physiological computing. All sorts of measures are
being used to infer user states, either using one simple measure or by combining
multiple measures. For example, Kapoor et al. have shown how it is possible
through different physiological channels (electro-dermal activity and pressure
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sensors, among others) to detect frustration [45]. Kataoka et al. showed how
skin temperature can indicate stress [46]. Heart rate (HR) or blood volume pulse
(BVP) are other examples of signals that have also been used as indicators of
stress [47]. Facial electromyography (fEMG) has proven to be useful to infer the
level of valence of the user, by measuring the activity on the muscles known as
zygomaticus major (positive valence) and corrugator supercilii (negative valence)
[48,49]. Electro-dermal activity is known as a robust measure to indicate level
of arousal [50].

Regarding the special case of information retrieval, Arapakis has carried out
research exploring the applicability of all kind of physiological measures to infer
affective states during information seeking tasks, in order to enhance information
retrieval systems [51–53]. The literature is broad, and multiple combinations
of psychophysiological measures have been used to infer emotions and affective
states. We refer the reader to Lopatovska and Arapakis recent paper on emotions
in information science and information retrieval for a structured review of the
recent advances in the field [54].

More “superficial” measures such as video-based recognition of facial expres-
sions have also been analyzed in information systems in order to infer users’
emotions (e.g. [55]). In this section we have not covered face and voice recogni-
tion or gestures tracking for one main reason. In the present research, towards
an enhanced symbiotic interaction, we are especially interested in the underly-
ing physiological responses of a given affective or motivational state. The psy-
chophysiological responses described in this section are strongly related with the
user’s state while being non-voluntary and, therefore, less likely to be faked.

4 Discussion

The concept of relevance is not strongly defined. Different authors show different
points of view, and the information science community has not adopted a unified
notion of relevance yet. Mizzaro is one of the authors that have expressed their
concerns regarding the inconsistency in the terminology used in the relevance
literature, as terms are given different meanings by different authors and authors
use terms in an ambiguous manner or use different terms as synonyms [9]. Nev-
ertheless, common views are shared among the researchers, especially regard-
ing the complex, multifaceted and dynamic nature of relevance. Even though
the literature on relevance includes a much broader range of concepts than the
described in this work (e.g. utility, situational relevance), this paper aims to raise
a discussion around some very specific facets of relevance. As with relevance in
general, no strict terminology exists around psychological, affective and motiva-
tional relevance, and their definitions commonly overlap. For instance, Saracevic
defines cognitive relevance or pertinence, which is a very close concept to Har-
ter’s psychological relevance [4], and according to different authors, motivational
and affective relevance are described as a unique or as two different concepts.

The present paper overviews some uses of psychophysiological signals in infor-
mation science and information retrieval, that have been used to infer users’ per-
ception of relevance and interest in information items. Eye tracking research and



42 O. Barral and G. Jacucci

term-relevance prediction through encephalography are some of the overviewed
methods. It has to be noted that it is not our aim to replace these methods.
Instead, we think it might be useful to investigate further methods that are able
to work in a complementary way, in order to enhance user experience, system
performance and, ultimately, human-machine symbiosis. The line of research we
propose is derived from the definition of psychological, affective and motivational
relevance. These definitions agree in the fact that users’ cognitive context and
cognitive, affective and motivational state play a role in the perception of rel-
evance that users have on information items. Therefore, we would like to use
the different theoretical frameworks as an inspiration to base our approach, in
which we believe that measuring and modeling user cognitive and affective state
might be of great use to enhance current personalized information retrieval sys-
tems. In this way, we aim to reach a much more informed understanding of
the users’ perception of relevance, as it is a main factor in the user’s subjective
formulation of relevance. That is, the system will be enhanced with knowledge
about the user cognitive, affective motivational state. As previously discussed,
and in light of the broad literature regarding physiological computing, we believe
that those methods are perfectly suitable to be used in the field of personalized
information retrieval systems. Nevertheless, when designing such symbiotic sys-
tems, it is worthwhile to keep in mind that the current techniques to infer user
states through psychophysiological measures are not faultless, and that users’
acceptance of physiological recording devices is still being studied [56].

Below we formulate a set of research questions and, for each of them, we pro-
pose a method to bring an answer to them. In this way, we frame an approach to
the exciting task of merging theoretical frameworks in information science and
state-of-the-art physiological computing systems to enhance adaptive informa-
tion retrieval systems.

Q1. Which physiological measures and which cognitive states are best suited to
indicate affective relevance? It is needed to thoroughly review the literature on
physiological measures used to infer cognitive states in order to comprehensively
identify which are the cognitive states that might potentially influence percep-
tion of relevance, and which are the physiological measures that are able to
indicate them. The literature in human-computer interaction regarding the use
of psychophysiological measures is broad, and it is important to identify which
are the studies that are potentially applicable to information-seeking and infor-
mation retrieval systems. It is important to note that a large amount of these
studies are carried out in very specific and controlled experimental conditions,
and might not be applicable to our proposed approach.

Q2. Which are the information-seeking scenarios where the modeling of affec-
tive relevance is more pertinent in order to enhance current information retrieval
solutions? We hypothesize that complex search tasks are best suited for taking
advantage of psychological, motivational and affective relevance metrics. Search
tasks with a large exploratory component might benefit more than simple lookup
tasks, where the cognitive effort and context is relatively low. Research should be
carried out through user studies, in order to measure different cognitive states
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such as level of frustration, motivation, engagement, confusion, etc. and their
relationship with perceived relevance in different search scenarios. In this way,
search-tasks where the modeling of affective psychological and motivational rel-
evance is more pertinent will be identified.

Q3. How to model affective relevance? Once the information-search tasks and
the cognitive states have been identified, it is important to define, implement
and test several user models based on affective and cognitive states of relevance
in order to discuss how these models can be applied to currently available infor-
mation retrieval systems. A possible approach are latent variable models, based
on the different cognitive and affective states.

Q4. To what extend modeling and implementing affective relevance in an
information-seeking system enhances current information retrieval solutions?
Once the scenarios and measures have been identified, and the models have
been implemented, the different components need to be merged together into a
real information retrieval system that makes use of the affective relevance model
through psychophysiological measurements. The adaptation and personalization
mechanisms need to be defined and tested before it is possible to evaluate the
affective relevance-based system in comparison with current I.R systems. It is
worth to consider as well mixt systems where the affective relevance model coex-
ists with other personalization techniques.

The above-presented research questions are intended to be indicative, but
are not exhaustive. The aim is to raise a discussion around the possibilities
that new physiological computing techniques bring to the field of information
retrieval. These techniques bring the opportunity to implement concepts that
have remained in the theoretical frameworks of the information science literature
for decades. We hope that this paper, by presenting an overview on both the
theory of relevance and state-of-the-art physiological computing techniques, will
engage the community in a fruitful discussion around the proposed challenges
and research questions.
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Abstract. Subliminal perception is a long-standing topic in psychology, which
has been strongly debated throughout the twentieth century. Recently, uncon-
scious information processing has gained attention in human-computer inter-
action (HCI) research on the basis that subliminal stimulation can covertly
trigger automatic responses without generating mental workload. The aim is to
increase the interaction efficiency between humans and systems by embedding
subliminal stimuli in user interfaces. Moreover, the currently thriving research
on adaptive and symbiotic systems makes the interest for unconscious processes
even greater.

The purpose of the present paper is to give an overview of both the most recent
findings about subliminal stimuli applied to concrete contexts and the main stim-
ulation techniques to obtain unconscious perception. The techniques reviewed here
are the binocular rivalry, visual masking, visual crowding, and rapid serial visual
presentation with some latest variants of these classic paradigms.

Keywords: Symbiotic and adaptive system � Subliminal perception

1 Introduction

A visual stimulus is defined as subliminal when, due to particular features (e.g., a very
brief presentation), it cannot be consciously perceived. Despite the lack of awareness
about its existence, the subliminal stimulus can affect the human’s mental activity and
behavior.

Research on subliminal perception has been one of the most debated topics in
psychology over the twentieth century (see [1] for a review). Scientists have adopted
ever more sophisticated and strictly controlled subliminal techniques and methods of
subliminal stimulation that have often led them to draw different conclusions about the
existence of non-conscious processes [1]. There is a variety of conditions under which
the visual perception can be systematically manipulated to obtain unconscious per-
ception, and each subliminal technique capitalizes on one or more of these conditions
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(see Sect. 3). Nowadays, while there are no more doubts about the existence of a
perception without awareness, unconscious information processing has gained new
attention in HCI research. By embedding subliminal stimuli in user interfaces, the goal
is to increase the interaction efficiency between humans and systems. Such an idea
exploits the fact that subliminal information processing is not worsened when it occurs
in parallel with other conscious cognitive processes [2]. Therefore, the integration of
subliminal stimuli in user interfaces could enrich the information transmission between
a computer and a human in an effective way when a large amount of data needs to be
processed, and the user’s cognitive system is at risk of becoming overloaded. Fur-
thermore, the currently thriving research on adaptive and symbiotic systems [3–7]
makes the interest in unconscious processes even greater. Symbiotic relationships
between humans and computers need a reciprocal and deeper understanding, which
could be achieved by expanding the bandwidth of the ordinary communication with
machines beyond the mere symbolic exchange. On the one hand, the computer can help
to achieve a deeper understanding of the human state by capturing implicit behaviors
that might be recognized with sensing technologies or other implicit signals. On the
other hand, by means of subliminal stimulation, the computer can help to covertly
trigger automatic psychological responses in the user, and this is the reason that sub-
liminal stimuli would represent a fundamental branch of this reciprocal deeper inter-
action. Subliminal stimuli can ignite unconscious mental activity, allowing a deepening
of user-system interaction below the “limen” of human consciousness.

As a good illustration of the symbiotic relationship between humans and com-
puters, an interesting conception of a synthetic reality platform useful to support 3D
visualization of realistic information has recently been proposed [3]. This platform,
endowed with an intelligent narrative engine, has been conceived to investigate the use
of subliminal cues and implicit responses to induce specific user experiences during
interactions with 3D models. The system uses both explicit interaction and implicit data
(psychophysiology) related to the real-time user experience aiming to adapt itself to the
interaction and to assist the user exploration. In this context, subliminal stimuli are
conceived as a mechanism to covertly guide the user during his exploratory experience.
Goals for this covert guide might be (a) to assist the user during critical phases, (b) to
manage the exploration in order to shift his interest to other dimensions to be noticed,
and (c) to maintain the user’s interest focused on a given dimension [3]. The user’s
experience can benefit from this hidden assistance because subliminal stimulation does
not generate mental workload [8, 9] and does not interrupt his task at hand.

As a counterpart of these advantages, information perceived without awareness ignites
implicit cognitive processes that, precisely because they are implicit, cannot be controlled
by the perceiver [10]. In other words, processing with and without awareness leads to
qualitatively different results: awareness enables the intentional use of information, whereas
unconscious processing only increases the likelihood that information will be used in a
subsequent task [2]. This does not mean that the human under subliminal stimulation is
forced to act like an automaton; rather, it simply means that subliminal perception does not
give rise to a symbolic representation that is accessible to critical thinking.

With respect to the “intentionality of use”, it should be noted that slightly different
positions and theoretical explanations exist. This article is not intended to enter into a
detailed dissertation on this delicate subject; however, it is worth reporting that some
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authors [4, 11] suggest that volitional behavior and automatic responses do not differ
regarding the level of intentional control. Instead, they suggest that, in the former, the
information is consciously accessible as propositional, and in the latter, it is accessible
as a “feeling of.” We mean that even subliminal stimulation results in a mental product
that is available for intentional control: qualia-like states, feelings that the individual
may or may not be inclined to act on [4].

However, access to consciousness seems to be mandatory for crucial mental
computations, such as durable information maintenance and planning novel strategy
[12]. Indeed, several mental operations cannot be accomplished unconsciously, and
research on the use of subliminal stimuli in user interfaces should consider both their
advantages and limitations.

To date, very few efforts have been made to address some crucial issues concerning
an effective use of subliminal stimuli in applied concrete scenarios. Indeed, although
subliminal perception is a long-standing topic in psychology, the large amount of
research demonstrates that it is mainly used in abstract tasks and contexts aiming at
investigating visual perception and its neural correlates. Conversely, more ecological
scenarios are needed, and it is essential to systematically investigate what types of
stimuli are more effective (e.g., symbols, words) in these scenarios, for what types
of tasks (e.g., item selection, learning, attention grabbing) and, relevant for the present
work, with which type of subliminal technique.

2 Related Work

In this section, we report a few representative studies that broadly summarize the main
properties of subliminal stimulation applied to realistic contexts.

The first study in our report [9], which uses visual masking,1 demonstrated the
effectiveness of subliminal cueing2 as a memory retrieval aid, using cues delivered in a
head-mounted display. In another study [13], visual masking was applied in the context
of a virtual tutoring system. The results showed that subliminal cueing elicited better
performances as well as better affective states throughout the lesson. Other studies
[14, 15] have focused on the influence of subliminal cueing on visual search tasks in
graphical user interfaces (GUIs).

More recent studies embedded subliminal interaction techniques in 3D virtual
environments and mixed-reality systems and strictly controlled the visibility of stimuli,
which is mandatory in order to assert a genuine subliminal effect.

In the first of these studies [5], the use of subliminal stimuli has been considered to
covertly bias the selection behavior among objects in a 3D virtual environment. The
participants’ task was to select one food item out of two options in a 3D model of a
refrigerator, pick it up, and place it on an adjacent table. Before the selection behavior,
one of the foods was subliminally cued with the visual masking technique. The results

1 Visual masking is one of the techniques used to make a visual stimulus subliminal; this technique is
addressed in the section titled “Unconscious Perception.”

2 Subliminal cueing consists of the bias affecting choice among alternative targets or actions caused by
a preceding subliminal stimulus.
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showed that cued items were selected significantly more than non-cued ones. This
happened especially when participants responded within 1 s after the disappearance of
the subliminal cue. In one condition, the subliminal effect was more long-lasting: when
the stimulation consisted in a rapid sequence (three times) of the exposure of the cue.

Overall, these results lead to some important considerations: first of all, it has been
demonstrated that subliminal stimuli can be used to bias participants’ responses in a
concrete selection task among 3D virtual objects. However, it also emerged that
the effect of subliminal stimulation is extremely short-lived and even quite weak. The
designing of user interfaces embedding subliminal stimuli should appropriately take
into account these findings.

Another study [4] investigated the impact of subliminal cues in an immersive
navigation task. Participants were seated in an immersive mixed-reality system, and
their task was to navigate within a maze. During the navigation, participants had to
repeatedly make dichotomous choices between two alternative paths, and prior to each
choice, they were subliminally exposed (using visual masking) either to an aversive
(a spider) or to a neutral stimulus. Therefore, some maze paths were labeled with the
aversive stimulus, and others were labeled with the neutral one. The results showed that
those paths that had been negatively labeled (with the spider) were more likely to be
avoided. The main finding of this experiment consists of the demonstration that
arousing subliminal stimuli can bias the decision-making during navigation tasks in an
immersive mixed-reality system. However, despite the relevance of these results, as
emerged in the abovementioned work [5], the magnitude of the observed effect was
comparable with that reported in the related literature but quite weak to effectively
support realistic applications.

Subliminal interaction techniques will turn out to be powerful tools in HCI and
more specifically in symbiotic systems, provided that the design of these systems takes
into account some hallmarks of unconscious information processing. To briefly sum
up, subliminal stimulation seems to be suitable for a variety of uses in concrete sce-
narios as those of memory retrieval [9] and problem solving [13] to bias decision-
making in selection behavior [5, 16] and navigation tasks [4]. In the specific context of
symbiotic systems, such potential can be exploited to assist the user during critical
phases or to manage his interaction without interrupting the task at hand [3] or gen-
erating mental workload [8, 9]. To achieve these results, it is mandatory to remember
that some crucial mental computations are not unconsciously executable [12] and that
subliminal perception gives rise to low-confidence knowledge that users can manage,
provided that they are willing to base their actions on qualia-like thoughts [4].

However, the main issues concerning subliminal stimulation are its weak and short-
lived effect. Furthermore, as emerged from the reviewed literature, studies predomi-
nantly used the visual masking technique to make the experimental stimuli subliminal,
and this method requires a stimulation to be delivered foveally, just to the center of the
visual field. This circumstance obviously interferes with the execution of the task at
hand.

To overcome these latter issues, a multiplicity of other techniques could be con-
sidered. There is a variety of situations and conditions under which the visual per-
ception of a normal-sighted person can be systematically manipulated to obtain an
unconscious perception. At least under some conditions, different techniques seemed to
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be more powerful than visual masking [17], and to the best of our knowledge, they
have never been used so far in an HCI context.

The main aim of the following section is to give an overview of some of the main
techniques that can be used to make a visual stimulus unconscious. The techniques here
described are the binocular rivalry, visual masking, and their variants, followed by
visual crowding and rapid serial visual presentation.

3 Unconscious Perception

3.1 Binocular Rivalry

Binocular rivalry is the most striking variant of perceptual behavior called bistability: a
continuous oscillation of conscious perception between two alternative percepts that we
may appreciate by observing the well-known ambiguous figures (e.g., the Necker cube;
[18]). In ambiguous figures and in “monocular rivalry” [19],only one stimulus is pre-
sented to both eyes, resulting in a “multistable perception” [20]. This multistable per-
ception is a phenomenon consisting of an unpredictable fluctuation of the consciousness
between two different percepts. The two percepts are evoked by the same stimulus,
which, due to its ambiguity, does not allow a single interpretation. In binocular rivalry,
the ambiguity is specifically created through a dichoptic vision (i.e., left and right eyes
are presented with a slightly different image). Therefore, binocular rivalry is a mecha-
nism that allows the brain to address the unnatural condition in which the same position
in the space is occupied by different objects. If this is the case, a breakdown of ordinary
perception occurs, forcing the brain to deal with this anomaly (physical impossibility)
without merging the information coming from the two retinas. As a result, these rep-
resentations become alternately dominant in the consciousness [21].

A remarkable feature of rivalry is the unpredictability of its timing. It seems
impossible to forecast the length of the period during which the percept related to one
eye will be consciously perceived or when the percept will be suppressed and
the access to visual awareness will be transferred to the percept coming from the other
eye. Several studies have been attempted to establish whether the variability of the
durations is somehow a deterministic dimension or whether it is fully stochastic: results
seem to favor the latter hypothesis [22].

Variants of binocular rivalry. Many findings about binocular rivalry have been capi-
talized in the conception of sophisticated methods to create rivalry conditions, which allow
researchers to exert a high degree of control over the timing of the perceptual alternation.
The first of these methods is the “binocular rivalry flash suppression” – BRFS – often
simply called “flash suppression” [23]. Flash suppression consists of the presentation
of two dissimilar visual targets in dichoptical vision, but unlike the simple binocular
rivalry, the two visual patterns are not presented simultaneously. Rather, they are pre-
sented in an asynchronous way. That is, the first stimulus is presented monocularly and, in
the absence of any blank interval, is followed by the flashed presentation of a different
pattern in the contralateral eye, whereas the stimulus remains the same ipsilaterally.
Flashing a different contralateral stimulus, the first stimulus presented (monocularly)
disappears from consciousness; notably, its suppression can persist for several seconds.
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Similar to BRFS, the “generalized flash suppression” – GFS – [24] consists of the
monoptical presentation of a salient stimulus (as a luminous dot) followed (after several
hundred ms) by the dichoptic flashed presentation of a surround filled in with moving
or stationary dots. After the onset of the surround, the target abruptly disappears from
consciousness. Interestingly, unlike the other rivalries, the present one does not present
interocular discrepancy between different stimuli. Indeed, the disappearing dot is not
coupled with another different, spatially overlapped stimulus. GFS combines some
features of “flash suppression” with elements of “motion-induced blindness” [25],
consisting of a moving surround, even if the effect can take place even with a stationary
surround [24].

Definitely, the “continuous flash suppression” – CFS – [26] is the strongest type of
binocular rivalry, and it leads to a longer suppression effect and to greater control over
the perceptual alternation. This paradigm combines binocular rivalry and flash sup-
pression, and it requires the presentation of a permanent stationary pattern to an eye and
an ongoing flashing of different images into the other eye (e.g., mondrians). The result
is the disappearance from consciousness of the stationary pattern, which lasts for a few
minutes.

3.2 Visual Masking

The visual masking is the reduction of the visibility of a stimulus due to the close in
time and space appearance of another visual stimulus. In the visual masking, there is a
target visual object (e.g., a shape) that is briefly presented (for a few milliseconds) and
immediately followed (or preceded) by a mask (e.g., another shape): crucially, the
mask appearance makes the target inaccessible to the individual’s consciousness.

There are several types of visual masking, resulting from different combinations of
targets, masks, and timings. One of the main temporal parameters to be taken into
account is the stimulus onset asynchrony (SOA), which is the delay between the onset
of the target and that of the mask. A positive SOA means that a mask follows the target,
generating a backward masking or metacontrast (if stimuli are as in 1a); with negative
SOA, the mask precedes the target, producing forward masking or paracontrast
(if stimuli are as in 1a) [27].

Regarding the types of masks, besides the earliest masking by light [28], consisting
of the presentation of an abrupt increase or decrease of light, different targets and masks
have been used in masking experiments. Figure 1 depicts some examples that generate

Fig. 1. Typical stimuli of: (a) paracontrast and metacontrast, (b) masking by noise, and
(c) masking by structure (adapted from [27])
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three different types of masking. When the contours of the two stimuli do not overlap
but are close or contiguous (Fig. 1a), the masking is defined as either paracontrast or
metacontrast (depending on whether the mask appears before or after the target,
respectively). When the contours of the two stimuli overlap and the mask is a random
structure that does not share structural features with the target (Fig. 1b), the masking is
defined as masking by noise. Finally, when the contours of the stimuli overlap and the
mask shares some structural features with the target (Fig. 1c), the masking is identified
as masking by structure.

Perhaps the most striking example of visual masking for non-overlapped stimuli is
the “Standing Wave of Invisibility” [29]. This paradigm combines forward and back-
ward masking into a sequence of targets and masks separated by short intervals.
By properly adjusting the time parameters of presentation (SOA, inter-stimulus interval
[ISI], and stimulus termination asynchrony [STA]), a veil of invisibility covers the
targets, which do not reach consciousness because of the inhibitory impact of the
preceding and following masks.

3.3 Visual Crowding

The first studies on crowding date back to the early 20th century. In 1923, Korte
described a visual crowding condition akin to the one in Fig. 2 as follows: “It is as if
there is a pressure on both sides of the word that tends to compress it. Then the
stronger, i.e. the more salient or dominant letters, are preserved and they ‘squash’ the
weaker, i.e. the less salient letters, between them” [30].

When foveating the cross in Fig. 2, the crowding effect in the individual’s
peripheral vision can be experienced by moving from the left square, in which there is a
single target letter (which is easily recognizable), to the right one, in which the target
and several flankers are cluttered and thereby perceived in a jumbled way. Thus, as is
generally defined, crowding is “the deleterious influence of nearby contours on visual
discrimination” [31] that is, a progressive decrease in the ability to recognize objects in
clutters. Crowding is ubiquitous in the visual field, although the higher the degree of
eccentricity, the more dramatic is the effect.

Intuitively, this visual phenomenon is a pervasive presence in our lives, and this can
explain the large amount of studies about crowding in a wide range of experimental
ways, as in letter recognition tasks [32], face recognition tasks [33], and many more [31].

Fig. 2. The reader can experience the visual crowding of letters by fixing the gaze on the cross
(adapted from [31])
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A simple and important rule recently proposed [34] is the Bouma’s rule, which
states that there is a “critical spacing” for crowding [35]. The minimum distance
between the target and the flankers which still allows the individual to distinctly
perceive the target as an isolated element is proportional to the target eccentricity. Thus,
the greater the degree of eccentricity, the greater must be the distance between stimuli
to avoid a “crowded” perception.

Recently, a new approach called gaze-contingent crowding (GCC) has been pro-
posed [36]. This approach seems to be particularly suitable for use in realistic scenarios
because it consists of the long-lasting presentation of a crowded target stimulus
(constantly unavailable to conscious perception) located in the periphery of the visual
field. The foveal access of the target is prevented by means of the substitution of the
target stimulus once an eye-tracking system has detected the movement of the eye gaze
from a specific fixation point.

In comparison to the most widely used visual masking, the GCC leaves free the
central part of the visual field, allowing the user to explore the visual information in a
natural way.

3.4 Rapid Serial Visual Presentation

An emblematic example of attentional failure occurring when the human cognitive
system is pushed to its limits is the attentional blink. In rapid serial visual presentation
(RSVP) paradigms (Fig. 3), participants have to detect a target letter (or “T1”) and a
subsequent probe letter (or “T2”). If T2 appears within a time window ranging between
200 and 400/500 ms after the T1 onset, the correct identification of T1 markedly
impairs the detection of T2. This temporary inability to detect stimuli has been named
attentional blink [37], and it can be explained by three classes of theoretical accounts.
The first class taps on an “active suppression” of the post-T (i.e., the first stimulus
following T1), as is the case of the “attentional suppression model” [37].

This model proposes that the cognitive system implements an active suppression of
the post-T in order to prevent an erroneous perceptual fusion of sensory elements
belonging to different objects. That is, because the target is immediately followed by
another letter (in Fig. 3, letter “G”) and because the time needed to identify the target
exceeds the onset-to-onset time between the target and the next stimulus (“G”), the
cognitive system suppresses any new sensory input, even T2. Consequently, the effect
of the attentional blink consists of preventing the identification of further targets by
shutting down attentional resources.

Fig. 3. Illustration of a rapid serial visual presentation used to observe the attentional blink
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A second class of explanations involves capacity limitations. For example, the two-
stage model [38, 39] assumes that a detection process consists of a short-lived early
rapid detection that triggers a following “capacity-limited” stage of the identification
process. During the course of the “capacity-limited” stage, other rapid detection stages
may occur, although no further “capacity-limited” processes can be activated. Con-
sequently, because of its short life, the rapid detection of a second target could vanish
before the storage of the first target is completed, thus preventing its consolidation in
the capacity limited stage.

The third class of theories refers to the failed retrieval of T2 from working memory,
rather than a mere attentional limit [40]. It has been found [41] that the words presented
within the time window of the attentional blink gave rise to the N400 peak. N400 is a
negative electrophysiological peak occurring at 400 ms post-stimulus, which is related
to the mismatch between a linguistic stimulus and its semantic context. Therefore, the
presence of the N400 peak during attentional blink demonstrates that words are
semantically processed even if they cannot reach awareness, providing support to the
account referring to an impaired memory retrieval.

To date, in HCI research, the RSVPs have been studied as tools to support rapid
information browsing based on the ability of the human visual system to recognize a
known image in a pre-attentive way [42]. In this context, research has been focused
only on which features the RSVPs should have to avoid the attentional blink. However,
it seems that some level of semantic processing takes place for the stimulus presented
during the blink [40], and one might wonder whether it is possible to somehow take
advantage of this unconscious processing.

4 Conclusion

The currently thriving research on adaptive and symbiotic systems in HCI has
awakened the interest of researchers in unconscious information processing. In these
contexts, the aim is to establish between human and system an implicit communi-
cation loop, and the subliminal stimulation could represent a fundamental branch of
this reciprocal hidden interaction for a variety of reasons, provided that the design
of these systems takes into account subliminal stimulation’s strengths and weak-
nesses. Subliminal stimulation seems to be suitable for a variety of uses in concrete
scenarios. These potentials can be exploited to assist the user during critical phases or
to manage his interaction without interrupting the task at hand or generating mental
workload.

However, it should also be noted that subliminal stimulation is affected by a variety
of weaknesses described above, such as that of the fast fading of subliminal stimula-
tion’s effect. Research in this field is just starting, and many new strategies should still
be tested, such as the use of different unconscious stimulation techniques.

The purpose of the present paper was to give an overview of both the most recent
findings about subliminal stimuli applied to symbiotic systems and the main stimula-
tion techniques to obtain unconscious perception. Techniques reviewed here are the
binocular rivalry, visual masking, visual crowding, and rapid serial visual presentation
with some of the latest variants of these classic paradigms.
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4.1 Ethics

The use of subliminal stimuli to influence the users’ behavior raises some crucial issues
related to ethics. Studies reviewed here demonstrated that, under certain conditions,
humans’ decisions and behaviors can certainly be affected by information not entering
the awareness, resulting in a hidden persuasion. Even though the goal of using sub-
liminal persuasion in symbiotic systems is the improvement of the interaction, the
question concerning whether the users should be aware that the system uses subliminal
stimuli arises.

According to Smidt [43], who argues that the voluntariness of behavioral changes is
an essential ethical requirement for persuasive technologies, we believe that users
should always be aware of systems using subliminal persuasion. When the user
knowingly agrees to interact with a system that uses subliminal stimuli to assist him
during the interaction, the assistive, covert influence that eventually could be exerted is
not in contrast with the user’s voluntariness previously expressed.
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Abstract. The rise of the mobile Internet has led to emergence of location-
based services, but not to commercial breakthroughs in media applications.
We created OUTMedia, a location-sensitive music discovery application to
investigate the desirable features of user interface in this context. This paper
documents our design efforts and a field study using a functional prototype.
We utilized several measures in an experiment involving eighteen music
enthusiasts. Our findings call for service designers to support the symbiotic
interplay between media and places for enriching urban cultural experiences
with user-created content. These design implications can support serendipitous
media experiences in content discovery services to come.

Keywords: Music discovery � Location-based services � Urban computing �
Serendipity � Music interaction

1 Introduction

Discovering meaningful media can be a daunting task for the 21st-century consumer.
Internet-based distribution has opened a radically transformed field for consuming
media – for both good and bad. Media is available in excess quantities, but more choice
will not increase satisfaction if it is too difficult to find the desired content among
millions of options. As a remedy, filtering and recommendations have previously been
used mainly in desktop applications and localization information in mobile applica-
tions, but this is currently undergoing a change, and the future promises ubiquitous
context-sensitive media recommendations and discovery technologies [1, 5, 6, 17–19].

Location-based, context-sensitive services seem particularly suitable for recom-
mending recorded and live music. Live music has a natural connection to the physical
environment where it is performed. Listening to recorded music in a public setting with
headphones allows a person to create a private auditory bubble [7]. Beyond new
experiences and empowerment in urban space realised by the potential of the ubiqui-
tous digital media [24], location-sensitive music could be a source of serendipity [8].
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As the relation of music and location can be arbitrary, this allows great opportunities
for random encounters of good or useful content unexpectedly, i.e., serendipity. This
has been the goal of many music recommendation systems [27] and even in music
listening [15], but without considerations of the mediating role of physical location for
the experience.

We have previously studied the feasibility of urban music and event recommen-
dations in a map-based design [10]. We wanted to expand this approach to look into
richer associations of music and place with a taste of social computing. Because there
were no popular location-based music services available (with enough users or content)
we were required to simulate the (user-created) content. We decided to do this in a
custom-built research application using an augmented reality (AR) interface that links
music content with a specific place. AR allows for a direct connection and physicality
with the space, unlike using a traditional 2D map interface. AR solutions are also
natively location-sensitive, i.e. they commonly deploy a user’s physical location for
interaction. As further motivation, our review shows that current context-aware music
apps do not use AR, and urban AR apps do not support music discovery. Our appli-
cation connects music to places freely chosen and annotated by users.

In this paper, we report an exploration into location-sensitive media discovery.
We developed a functional prototype of a location-based music service, OUTMedia,
through a research-through-design approach [9]. We deployed OUTMedia with sim-
ulated user data and music objects (in a Wizard-of-Oz fashion) to study user experi-
ences (UX) and understand experiential design success factors. We were interested to
learn how active music listeners experienced this service in terms of serendipity,
overall UX, and engagement. This combination of research goals and novel technology
makes our contribution unique in the literature. Our results indicate that the main
design goals were fulfilled, and our 18 participants maintained sustained attention to
the application and enjoyed freely discovering new music, as measured by the adapted
ResQue instrument [25]. OUTMedia clearly supported symbiotic experiencing of
place, time and media content through ubiquitous human-computer interaction.

2 Background and Related Work

The previous work that is most relevant to our study can be found in two fields:
contextual music recommendations and location based services. There are many
commercial and research mobile AR applications, but since development of new
mobile AR interactions is not the main focus of our study, we will not review them in
depth.

2.1 Music Discovery and Urban-Augmented Reality

Traditional music recommendation services take two forms: music or other users and
their musical preferences [1] can be recommended. This ignores the fact that music
choices depend heavily on a user’s situation [16, 18]. With the popularity of mobile
devices with rich sensing capabilities, researchers have started to employ contextual
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information in mobile music recommenders [6, 26]. Context-aware music recommender
applications employ a third dimension: different contextual factors [1], such as location,
time, function (e.g. sports, reading), and mood, which may influence the user’s pref-
erences at a particular moment [14, 19]. In a recent paper, [2] discuss several location-
based music service concepts, which are still mostly unrealized.

AR applications add new digital elements into the physical world using a com-
puting device. AR applications are expected to gradually become part of everyday
computing [21]. With AR, local searching no longer means looking down at a screen,
but also looking out at the world in a more natural way [20]. Currently, AR media is
approaching mainstream computing through products such as Google Glass and Nokia
City Lens.

According to our review, OUTMedia is the only one that (a) utilizes context sen-
sitivity (through an AR interface), (b) offers music as its main content type, and (c) lets
users create the located content freely with their own annotations. Of the most closely
related research [3, 4, 6, 10, 13] and commercial (Tunaspot [www.tunaspot.com],
Spotisquare [www.spotisquare.com], Soundtracking [www.soundtracking.com], Layar
[www.layar.com], Wikitude [www.wikitude.com]) applications, Tunaspot resembles
OUTMedia, but it is not context-sensitive in the manner we use the concept: that content
can only be consumed in close proximity to the location.

3 OUTMedia App: Design and Prototype

We had studied urban music discovery with a map-based approach earlier and now
wanted to study the user perception of AR UI. We used UI solutions that have proven
already successful in commercial applications such as Layar and Wikitude. These apps
have tested and proven design elements and features.

Fig. 1. Augmented reality view of the OUTMedia browser.
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The concept of OUTMedia application was developed through a series of user
workshops. The concept of a location-sensitive music service included not only the
idea that music objects have location, but users can also create objects and provide their
own annotations for music-place combinations for others to discover. We were also
interested in how curated, location-based playlists functioned in situ. In our application,
user first scans her surroundings for finding interesting ‘floating’ AR objects, then taps
the object to open it, revealing a media player that contains also a field for varying
textual annotations.

The novel feature of our system is in offering location-sensitive music content that
is attached to places according to various reasons. We included user-created, promo-
tional and automatically generated content and user-created annotations together with
presenting them through an AR UI. We tested our concept by building a prototype that
realized some features of the concept.

3.1 AR Objects and POIs

The AR objects were the primary focus of interaction in OUTMedia. They were
associated with geographical POIs. Each AR object had seven properties: POI, cate-
gory, music clip, time stamp, title, text annotation, and a user name tag.

Most of the POI locations were gathered from users in the workshops. Users were
asked to mark on the map of the city district of the study (a) where they spend time
regularly, (b) where they would leave music and (c) why would they do so. However,
the final locations, all textual information, and the music were selected and created by
the researchers, resulting in an adapted Wizard-of-Oz study [12].

We had four categories of AR objects: user-created content (UCC), music events
(live gigs and DJ events), and promotional (food or drink). These were marked with
different colours and icons. In addition to categorized objects, OUT Media supported
‘Soundtrack of a place’ feature. It simulated automatically generated playlists of the
four latest plays around the place.

The text annotations in the different categories were semantically distinct and
always under 140 characters. For music events and promotions, annotations were
knowledge- based, describing the performer or detailing the promotion. In the
soundtrack, the annotation contained the playlist.

User-created annotations represented two types: knowledge- based and arbitrary
(cf. tag-based relation in [6]). In knowledge-based objects, there was a factual rela-
tionship between a place, music, and annotation. For instance, ‘Find punks here’
annotation was made for a local punk song at a POI usually occupied by punks.
Arbitrary relation simulated user activity by linking music, a place, and annotation by
what feels right or wrong (ironic, controversial, etc.).

3.2 The User Interface

There were two views in the user interface: an AR view (Fig. 1) and a player view.
In the AR view, users saw objects floating around the screen. After the user touched an
object in the AR view, the player view opened. The player view presented the user an
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audio player, which included a timeline, a play/pause button, and Favourite button.
The time stamp, annotation, and user name were also shown.

In addition, the AR view had two controls on the upper right corner, ‘Friend filter’
and ‘Soundtrack of the place,’ and a play and pause button on the lower right corner.
The Friend filter function mimicked social cues and filtered visible objects based on the
real interactions of the user’s chosen ‘Friend.’ Activating the filter limited the count of
visible objects to eight. Chosen first on the basis of the items the friend liked, then the
items the friend played, and last the items the friend opened in the player.

3.3 Generating Content for the Field Study

We generated over one hundred ad hoc POIs and AR objects to mimic user created
content. Of the AR objects, 60 % were user-created (UCC) and 40 % belonged to the
other categories to simulate a realistic divide between various categories. The POIs
were distributed evenly across four Helsinki parks, each having one focal spot around
which they were spread. We chose the district known for its density of bars and outdoor
hangouts. There were on average 28 objects in each cluster, totalling 111 objects.

Researchers knew the chosen district thoroughly and selected the music and POIs
to match the taste of target segment users that spent time or lived in the area. The
application was otherwise mostly functional, but instead of free movement, it supported
only four pre-defined clusters where the selected objects were visible.

The management of the POIs and AR objects was done in a web application that
provided batch output for an Android application assembly phase. The motivation to
use the pre-assembled collection of data embedded in the application was the need to
guarantee a consistent UX.

3.4 Implementation

The application was developed for an Android platform and the experiments were
conducted on Samsung S3 devices. The device has a 4.8-inch screen and includes an 8
MP camera that provides the image for the AR application. Determining AR object
visibility is a three-stage decision process. (1) Does the object belong within the field of
view of the camera? (2) Is the object part of the cluster the user is in, i.e., park 1–4
(determined by the distance to the cluster’s location)? (3) Is the Friend filter on or off?

The application relies on the smartphone accelerometer and compass to determine
the orientation of the camera of the device. It determines the physical field of view
for the camera of the device and uses this information to calculate the visible objects.
Only the compass angle is taken into account when determining visibility and the
objects are placed on an imaginary Cartesian plane. The placement algorithm in the
application is straightforward. On the X-axis, the location of the object is determined
from its deviance from the camera-pointed angle; on the Y-axis, by its distance from
the user compared with the other visible objects. The nearest object is drawn at the
bottom of the screen, and the other objects behind it and on the Y-axis on top of it. To
prevent the drawn items from moving too quickly for the user and to provide an illusion
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of them moving, the location of a given item is determined by linearly interpolating its
location, given its location in the previous frame and its ideal location calculated by the
placement algorithm.

4 Method

We organized a field experiment to evaluate our location-sensitive music discovery
service. There are several advantages of doing field research with mobile applications
[11, 23]. However, real-life settings also pose disadvantages including traffic, the
weather, outsiders, and other noise sources. We considered a field study a necessity,
also because of limited application functionality that did not allow for handing it for
private use.

The focus of the study was to evaluate the acceptance of the prototype. This
included the persuasiveness of different kinds of AR objects providing music recom-
mendations. Our main research questions were as follows: Does the system engage
users in music interaction? Does it provide serendipitous music recommendations?
Does it inspire users’ experience of the places through music content? To answer the
questions, we performed interviews, used structured surveys and gathered log data.

4.1 Participants and Experiment Design

We recruited 18 participants using snowballing through social media. The following
criteria were used: ‘active seekers of new music, active listeners of music using mobile
devices, and familiar with smart phones. They were 23–41 years of age, 10 female and
8 male. In the recruitment phase, the first 9 participants were asked to name a friend of
similar criteria for the testing of the social features of the application (Friend filter).
Altogether, we had 9 pairs of participants. All were familiar with the district of the
experiment and its publicly known sites and locations.

All users were free to use the app in the four sites. One quasi-experimental
manipulation was also administered. In two of the four parks, half of the users were
urged to use the Friend filter, which allowed them to see only those eight AR objects
that their friend-pair had liked, played, or opened. If the friend had liked, played or
opened more than eight objects, they were filtered in the order of interaction depth: like
over play, play over open.

4.2 Experiment Procedure

The study started with a pre-experiment briefing, where users were informed that they
could listen to the tracks as long as they want, but it was advisable to spend around
15 min in one park. They were also told that the route of four parks would take about
one and a half hours and right after that a questionnaire and an interview would be
administered. Upon inquiry, users were told that the POIs were gathered from users like
themselves using a printed map. Users were informed that the radius for visible POIs
was around 250 m, so they were in eyesight or within a short walking distance.
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Users were able to ‘Favourite’ the POIs they found interesting. After presenting
orientation material, users were given the Android smartphone with the application and
Bluetooth headphones.

We provided 111 AR objects in four geographical clusters and within walking
distance (400 m) from each other. These four clusters formed a route approximately
2 km long. The experiment started at the southernmost park with the guidance of the
researchers and proceeded to the northernmost, where the interviews took place and the
survey was completed. Upon arrival, participants were free to use the application to
scan their surroundings for AR objects, listen to the songs, and interact with the app.
All participants were able to interact with all 111 objects. Participants were asked if
they would be ready to move on to the next park after they had spent 20 min in one
park and had not themselves indicated the desire to move on.

4.3 User Evaluation

We used a combination of methods for evaluating user experience. These included
analyses of log data, a questionnaire, and interviews. In this paper, we focus on
behavioural and usability-related topics.

The OUTMedia application logged all user interactions and system statuses in the
absence of interaction. All user interactions were recorded sequentially with a new
timestamp applied every second. The log data was pre-processed using Microsoft Excel
and analysed with SPSS.

After the experiment, users completed a questionnaire, which had 17 claims about
(1) User-perceived qualities, six claims about (2) User beliefs, one claim about
(3) User attitudes, and four claims about (4) Behavioural intentions. Claims were
operationalized from constructs such as User attitudes (e.g. ‘Overall, I am satisfied with
the recommended items’) or Behavioural intentions (e.g. ‘If a recommender such as
this exists, I will use it to find products to buy’). The ResQue instrument, standing for
Recommender systems’ Quality of user experience, is designed to measure the whole
user experience of recommender systems, including user-perceived qualities and sat-
isfaction levels [25].

Participants were interviewed after the experiment about 12 themes that explored
the concept’ s and application’ s acceptability and UX, the perception of various media
types within the objects, and quality and contents of POIs.

5 Findings

This section describes the behavioural and usability results of our study. We will return
to design implications in the Discussion.

When asked if they would like to scan their surroundings this way for discovering
other things, 67 % of the users felt that music together with user comments or curated
information was enough for the experience. Some users mentioned that photos or
videos might be too sense-consuming in an outdoor setting, while others felt that it
could result in an improved experience.
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5.1 Behaviour and Usability

We analysed data logs from all 18 subjects. On average, user sessions took 1 h 25 min,
with considerable variation between subjects (S.D. = 37 min). Users utilized the music
browsing extensively. On average, each user browsed through 56 POI items (S.D. = 22
items; opening the player window), almost exactly 50 % of all available POIs. They
started listening to 35 tracks (S.D. = 12.3 tracks). This indicates that over two-thirds
(67.1 %) of opened POIs were also listened to. Users also interacted with the player,
marking on average 19 tracks (S.D. = 9 tracks) with a star and removing one
‘Favourite’ per session (M = .83; S.D. = .86).

Attractiveness of POIs. The most played and liked POI category was ‘Soundtrack of a
place.’ The soundtracks differed from other categories in that they were not moving
objects like other POIs, and had their own symbol in the upper right corner of the UI
(Fig. 1). Users also played back Soundtracks for longer than other tracks (1:12 vs. 0:51,
F(1, 633) = 5.622, p = .018). This is related to the fact that soundtracks consisted of
multiple tracks and the user had the additional control element ‘Skip’ available. This
button was used on average four times per session although not all users chose to wind
forwards (M = 4.1; S.D. = 4.8). There were no significant differences between other
types of POI categories.

Of the other categories, survey data shows that users liked UCC, Live gigs and DJ
objects most, followed by soundtracks and promotional objects. Live gigs and DJ
categories had timely information about what was happening within walking distance.
That explains their high rank among categories. Survey data shows also that user-
created POIs were the most liked. However, log data shows that UCC POIs were
played and liked as much as all categories on average. Interestingly, the interviews
revealed that in the case of UCC, users felt that even when the music was bad, if the
comment was interesting they chose to like the POI, and vice versa. Log data shows
that in 10 % of the most played (N = 12) and most liked POIs (N = 13) there were no
differences between categories. Also, over half (58 %) of the most played were present
in the most liked group as well.

Influence of Social Information. Enabling the Friend filter influenced interactions
with the application only slightly, mostly in terms of the amount of attention given to
POIs. On average, POIs were viewed for 14.5 s with the filter, but for 20.0 s without it.
The difference was statistically significant despite the remarkable variability in
behaviour (T-test not assuming equal variances, t(135.304) = 2.758, p = .007). This left
less time for users to perform other activities, such as liking the POI.

Usability and UX Assessment. The most common feedback of usability in the
interviews and during the sessions concerned the AR objects that were located the
furthest away. Because they were the smallest and often overlapping (occluding) with
other objects, half of the users felt that it was sometimes hard to hit the right object.
In the design phase, we decided to scale them so that even the smallest ones could be
hit easily, but it seems that the scaling and the movement of the objects could be further
optimized. However, usually the complaints happened right after the start of the session
and users quickly got the idea of the application. Another common usability-related

68 P. Åman et al.



comment that arose from the interviews was the need for a generic Back button in the
AR view. This was felt to be needed for going back to the player view for liking the
currently listened song (when already back in the AR view and looking for new
objects). According to the ResQue UX metrics, grand average of the perceived user
experience resulted just over four on a 1–5 Likert scale.

Desired features and symbol recognition evaluation. Half (9) of the participants
expressed wishes that OUTMedia would include more social media features. They
specifically wished to leave their own comments and see them presented on a Facebook-
style timeline. It was also mentioned that meaningfulness of comments depends on
social proximity, especially when commenting on or reading close friends’ comment.

Finally, we also ensured that the users had acknowledged the category allocations
we thought important. In the questionnaire, users were asked to recognize the six
symbols of different object categories. Symbol recognition produced 94 % (N = 18)
right answers. We conclude that UI symbols were easy to remember and conveyed the
intended meanings.

6 Discussion

In this paper, we presented an evaluation of a location-based music discovery service,
OUTMedia. In the user study, we found that it fulfilled our main design goals: sup-
ported serendipitous music discovery and engaged users in music interaction [17].
We found out that the application use resulted in experiencing time, places, and various
media content in new ways.

The application provided several types of serendipity. The popularity of features or
content was widely distributed between subjects, showing exploration as an aspect of
serendipity, as not everyone found or liked similar items. There was also diversity as
the questionnaire and interview data revealed multiple reasons for participants using the
Favourite feature on POIs. In addition to ‘real’ serendipity, there was also pseudo-
serendipity (re-discovery). Based on interviews and ResQue metrics, the application
supported music interaction and discovery very well.

The behavioural data reveals other aspects of interaction. The short average play-
back times implies that users mostly used the application for browsing and checking
out music (recommendations). This was prominent when the Friend filter was acti-
vated, which indicates that the presence of social information induced ‘status checking’
behaviour [22]. That is, the user was not necessarily interested in the POI, but wanted
to explore it because their friend had expressed some interest in it. After browsing, they
continued checking out the AR scanning mode, instead of using the application in the
same manner as when the Friend filter was off. However, Friend filter was perceived
positively among users in the interview and survey data. So was the ‘Soundtrack of a
place’, a mix of several songs for the place. This suggests that a ‘music trail’ type of
continuous, radio-like concept would be a topic to explore in future.
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One limitation concerns the social media features of the application. Some of the
users felt that they would have liked the possibility to leave music in places themselves,
and this is precisely what the complete service should enable. However, in the context
of a design study, this was unfeasible. Also, during a limited time span, the accumu-
lation of the amount of shared POIs would have been too low to mimic realistic social
media services.

7 Conclusion and Future Work

In this study, we discovered some central UX elements for location-based music
discovery service. We also presented design insights based on user data for how to
design location-based mobile AR services. We stress that the roles of location, time and
various media types should all be considered carefully in designing for serendipitous
location-sensitive experiences. An interesting future work direction would be to
explore the ‘extensions of man, restrictions of man’ approach with an auditory AR for
music and possibly other audio discovery. For example, a simple interface that would
allow for discovering and hearing only music or other audio that is left within hearing
distance. Sounds and music from the past would come closer and fade out by walking
through city streets, resulting in a city layered with aural histories. Regardless of future
development, we hope the present study and our design suggestion inspires the
designers to create better technology mediated experiences for music lovers.
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Abstract. Wearable robots (WR) are person-oriented devices, usually
in the form of exoskeletons. These devices are worn by human operators
to enhance or support a daily function, such as walking. Most advanced
WRs for human locomotion still fail to provide the real-time adaptability
and flexibility presented by humans when confronted with natural pertur-
bations, due to voluntary control or environmental constraints. Current
WRs are extra body structures inducing fixed motion patterns on its
user. The main objective of the European Project BioMot is to improve
existing wearable robotic exoskeletons exploiting dynamic sensory-motor
interactions and developing cognitive capabilities that may lead to sym-
biotic gait behavior in the interaction of a human with a wearable robot.
BioMot proposes a cognitive architecture for WRs exploiting neuronal
control and learning mechanisms the main goal of which is to enable
positive co-adaptation and seamless interaction with humans. In this
paper we present the research that is conducted to enable positive co-
adaptation and more seamless interaction of humans and WRs.
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1 Introduction

The possibility of interfacing the human body with artificial devices to then
employ these devices to assist human function (e.g. enhance performance, restore
neurological function), has long fascinated mankind. The first examples of such
interactive devices were industrial robots that had been adapted and brought
into manufacturing environments. In the context of assistive technology, Wear-
able Robots (WRs) were introduced in [1]. WRs, e.g. exoskeletons, are person-
oriented robots that directly interact with the user to supplement the function
of a limb. Over the last two decades remarkable technical accomplishments in
design methods have been achieved and have led to a few commercialized prod-
ucts. Despite these technological and mechanical advances and their use in the
clinical environment, key issues related to the implementation of walking WRs in
daily life have largely been ignored. The approaches to man-machine interaction
put forward by the most recent walking WRs need to consider effective strate-
gies for interfacing a WR to the human body based on the interplay between
the neural and the musculoskeletal system [2].

1.1 Concept

One way to characterise and establish the symbiotic relations between humans
and WRs is to synthesize the walking behavior and adaptation. In this charac-
terisation we set a theoretical framework to understand walking by means of a
collection of models of diverse variety and hierarchy level (cortical, neuromus-
cular, mechanical). The coordination of the cooperation within and between the

Fig. 1. BioMot concept for symbiotic human-exoskeleton interaction. The different
control levels of the artificial system are represented: interplay between biomechanical
(compliant structures) and sensory-motor levels (spinal and low level structures) with
a developmentally guided coordination (learning structure).
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different functional levels of the motor system, including motor learning, could
result in successful developmentally guided coordination between neuronal activ-
ity and the biomechanics of the musculoskeletal system.

So-called intelligent machines are today far from the flexibility found in
the real-time adaptability of humans when confronted with changes in envi-
ronmental (uneven terrain, mechanical perturbations, carrying weight) and task
(transitions, changes in walking speed and direction) constraints. Bridging the
adaptability gap requires a further comprehension of the globally organized
mechanism for integration of action and perception.

Such global organization for WRs is inspired by the neurophysiological mech-
anism of animal locomotion, in which the interaction between central pattern
generators and the sensory system generates an adaptive locomotion. Neural
basis of biped locomotion and the mechanisms that are underlying the adap-
tation to environmental and task constraints are yet to be exploited in a new
generation of adaptive WRs. Design of artificial controllers for walking bipeds
and exoskeletons has relied to a major extent on empirical work and valida-
tion with physical bench and prototype testing. However, novel real-time neu-
romusculoskeletal computer-based simulations of the human lower extremity in
interaction with a WR are substantial for comprehension of the properties of
the neural and musculoskeletal systems during a dynamic interaction. In this
context, understanding the mechanisms that mediate the cognitive anticipatory
processes and the contributions of cognitive function to changes in task con-
straints are an important requirement for the design of robust and safe WRs.
Exoskeletons for gait rehabilitation have been developed for adaptable compli-
ance in robot-human interaction during fixed and steady conditions. In order
to move WRs into unconstrained daily-life environments, adaptable compliance
needs to be developed to adjust the body dynamics to the desired motions. This
concept has been explored mostly with walking and running robots, in which
compliance has shown the possibility to extend the capabilities of these devices.
For instance, the EU grant ESBIRRO had as a major goal the biomimetic control
of walking to build autonomous walking bipeds; the RunBot Project exploited
the structural coupling of neural and mechanical levels for a flexible biped robot.
A cognitive architecture exploiting neuronal control and learning mechanisms
for WRs is proposed (see Fig. 1). In our concept we aim to adjust the particu-
lar dynamics of wearable exoskeletons and to exploit bio-inspired strategies for
co-adaptation.

This framework is conceived to investigate and build a truly real time cog-
nitive system of a WR, based on a neurophysiological mechanism for animal
locomotion, that maintains a stable locomotion against environmental and task
constraints. The main goal of BioMot is to exploit dynamic sensory-motor inter-
actions to develop complex cognitive capabilities that can lead to symbiotic
gait behavior, producing improved systems and providing guidelines and bench-
marking to improve future systems. In this paper we present the research that
we are conducting to achieve robust methods for extracting information from
the movement dynamics while navigating and performing daily activities and
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introduce how we are analyzing the use of this information for direct interac-
tion with wearable assistive robots that can train or/and support neurologically
injured subjects (e.g. spinal cord injuries). The research is designed to compre-
hend dynamic sensory-motor interactions in realistic human locomotion that can
be applied for design of artificial cognitive systems embodied into the WRs.

2 Research Workpackages

The BioMot project proposes a framework to fuse the information from both inter-
action with the environment and human gait dynamics, and exploit this informa-
tion for seamless interaction and safe locomotion adjusted to the user’s intentions
and capabilities. Experimental analysis of the gait process are conducted along
Workpackage (WP) 1, using existing wearable exoskeleton technologies. These
experiments set the basis for the development of algorithms to implement sensory-
motor loops and regulation of reflexes at the biomechanical and spinal level in
WP3, tested in Neuro-Musculo-Skeletal (NMS) simulators. These control levels
are transferred to physical simulators (with compliant structures developed in
WP2) for partial validation and demonstration in WP4. Then, these are finally
integrated in WP6 with higher-level learning algorithms (developed in WP5) to
constitute the smart WRs. The background of the research topics addressed by
the project’s WPs and our research hypotheses and goals are presented in the fol-
lowing sections.

2.1 Walking with Wearable Exoskeletons

Robotic lower limb exoskeletons hold significant potential for gait assistance
and rehabilitation; however, there is still a limited understanding of how peo-
ple adapt to walking with robotic devices. Preliminary research has shown that
user adaptation to robotic assistance reveals a reduction in net muscle moments
about the joint, while the total (combined) joint moment remains closer to the
ones obtained while walking without robotic assistance, altering joint kinemat-
ics [4]. However, it has not been clearly attributed to subject’s adaptation or
actuator mechanical limitations, such bandwidth and power capacity. Further
physiological adaptation has been seen in the whole leg stiffness during hopping,
in which the biological leg stiffness is modulated in order to achieve a combined
linear stiffness, which is a characteristic of normal hopping, with a reduction in
energy consumption. Besides, the choice of orthosis control method can greatly
alter how humans adapt to robotic assistance during walking. Experiments done
with an ankle-foot robot during walking have shown that bio-inspired, propor-
tional myoelectric control, results in larger reductions in muscle activation and
gait kinematics more similar to normal compared to mechanistic footswitch con-
trol [5]. However, co-contractions of main ankle muscle provide co-contraction
of robot actuators also, hindering gait kinematics. Regarding whole leg bio-
mechanics during walking, there is little evidence of exoskeletons reducing the
metabolic cost of walking [2] or the effect of an exoskeleton on the agility of the
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user’s movements to adapt to changes such as walking speed, turning, etc. Pre-
liminary research on those topics has shown that manipulation of leg impedance
through the exoskeleton increases leg bandwidth, which would enable the user
to impart greater accelerations to the leg and, improving the operators’s capa-
bility to perform corrective movements to maintain balance or to effectively
reduce the metabolic cost during walking [6]. Robotic functional compensation
during walking is a challenging field that requires design of compliant, highly
back-drivable actuators and control strategies that provide joint assistance and
stabilization and unhindered movement to maximize user residual capabilities.
Despite the technological advances made in military and transferred to clini-
cal applications of walking exoskeletons, there is still a frontier that has not
been successfully overcome yet, which is the transition from stationary robotic
exoskeletons to ambulatory robotic exoskeletons. Comfortable use with com-
mercially available exoskeletons, such as the Ekso or Rewalk, is still distant
from independent use. Large periods of expert supervision and tuning for an
autonomous use are still required [8]. In this WP firstly, we are producing real-
time regulation of joint motion and impedance. We propose neuronal control
strategies to realize agonist-antagonist control structure of lower limb joints with
controllable exoskel etons. The proposed local sensor neurons can achieve inter-
joint control, measuring peripheral information and influencing joint movements
with actuation mechanisms. Secondly, we investigate the discrimination between
locomotion modes. A trade-off between extrinsic and intrinsic control modali-
ties is assumed to design a sensor-based control of the robotic joint systems.
The interface relies on EMG and internal kinetic sensors for intrinsic control of
exoskeletons with seamless interaction.

2.2 Motor Programmes for Control of Bipedal Walking

There is evidence indicating the existence of a patterned control of human loco-
motion [9]. This means that instead of controlling single muscles and degrees of
freedom individually, coordination of movements for gait is achieved by small
repertoire of rhythmic signals. These are so called activation patterns (APs),
which are delivered to several different muscles involved in a single motor task
based on feed-forward and feedback signals, and as a function of the phase. These
APs are produced by neural networks, located primarily in the spinal cord and
are also known as central pattern generators (CPGs). Thus, the activity of each
muscle involved in the motor task is the result from a weighted combination
of all APs. Several studies have shown that the EMG activity of trunk and leg
muscles during human adult locomotion is adequately reconstructed as a linear
combination of four to five basic APs, each one timed at a different phase of the
gait cycle [10]. Systematic correlations between the timing of the APs and the
occurrence of specific biomechanical events of the gait cycle have been shown.
Correlational analyses [9] and biomechanical simulations based on the experi-
mentally derived APs showed the contributions of different basic patterns to the
walking sub-tasks (body support, forward propulsion and leg swing); also, evi-
dence of a context-dependent correlation of an additional pattern associated with
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ilio-psoas and erector spinae muscles, involved in accelerating the leg forward and
stabilizing the trunk in late stance and early swing, has been found [13]. Sev-
eral studies have revealed some adaptation mechanisms of APs to environment
changes, for instance, once the average waveform of each AP is time-normalized
to the step duration, it is little affected by changes in walking speed, direc-
tion, loading or unloading of the limb and body or changes in locomotion mode,
however, the timing and the weight of the patterns may change considerably
as a function of the mentioned factors. Some authors have studied the effect
of sensory feedback on control of different aspects of locomotion, as speed and
position, revealing the influence of various sensory receptors [14]. In BioMot we
work with computational and physical simulations to test how proprioceptive
signals can be integrated into central pattern generators that resemble the basic
functional characteristics of these central networks. Biomechanical and neuro-
physiological measurements on human subjects are taken for a better insight into
the biomechanical correlations of APs of bipedal walking, and their mechanisms
of adaptation to environment. The experimental scenarios are conceived to con-
front operators with changes in environmental and task constraints towards a
better knowledge of the inherent mechanisms that regulate sensory feedback on
the modulation of APs.

2.3 Cognitive and Behavioural Contributions to Gait Dynamics

Simple physical tasks, such as turning a page to access information or walking
from a place to another independently, require an intense brain activity. This
kind of motor movements occur in milliseconds and require little conscious think-
ing. High-level commands are generated by the brain and translated into the
low-level muscular and nervous actions that are needed to perform a particu-
lar movement. One of the most significant current discussions in gait function
restoration is how the cognitive function affects the lower limb locomotion dur-
ing walking. It has been shown that the primary motor cortex carries informa-
tion about bipedal locomotion [15]. Although walking is automatically based on
reflexes governed at the spinal level, there are evidences that suggest that the
motor cortex is particularly active during specific phases of the gait cycle [16].
These findings support the idea of finding a relationship between electroen-
cephalographic (EEG) signals and different parameters of the gait cycle. Par-
ticularly, Petersen and colleagues found a synchrony in the frequency domain
(coherence) between the primary motor cortex and the tibialis anterior (TA)
muscle indicating a cortical involvement in human gait function [16]. Also, strong
Event Related Desyncronization (ERD) components have been found while per-
forming normal walking [18]. Other studies claim that EEG signals are directly
related to the value of joint angles involved in human gait [19]. To that end, hip,
ankle and knee angles are decoded using linear regression models. Moreover, the
level of attention during walking may infer differences in the corticospinal drive
while performing dual-tasks so it could be expected to also find differences in
cortical activity during EEG measurements. In BioMot, we aim at understanding
motor primitives through the analysis of neurophysiological, biomechanical and
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perceptual responses using WRs during human locomotion. Experimental stud-
ies with healthy and neurologically injured subjects are conducted to determine
temporal, frequency and spatial characteristics of the cortical control signals
that may show coherence with gait cycle (and transitions) parameters including
approaches based on muscle activation analysis. Moreover, BioMot analyses the
influence of cognitive tasks in more specific gait functions such as automatic
gait initiation, changes in direction/orientation during walking or generation of
locomotor patterns in dynamic environments.

2.4 Compliant Actuation of Wearable Robots for Gait

Bipedal robots are typically actuated with stiff servomotors. An encoder is
attached to measure the position and a feedback loop (often high gain PD)
is used to control the position. Stiff actuators cannot store and release energy or
exploit natural dynamics. They are energy inefficient, cannot exploit the natural
dynamics of the system as found in passive walkers [20], have difficulties with
explosive motions like throwing, jumping or kicking a ball since the maximum
speed is limited and the high reflected inertia of the high-geared motor, makes
them unsafe in case of impacts and clamping and as such they cannot absorb
impacts occurring typically during jumping and running. One of the main dif-
ferences between classical robots and humans is the presence of adaptive com-
pliance in the actuated joints. This is largely due to the dynamic mechanical
properties of the biological actuators: the muscle-tendon units. For example the
work of Alexander explains the important role of biological springs in animals
and humans during locomotion. The introduction of compliant elements in the
robotic hardware started long ago with the use of pneumatic actuators and got
well known with Raibert’s work using air springs for hopping robots, later Pratt
introduced the Series Elastic Actuators (SEA) [22]. For all the novel requirements
of safety and energy-efficiency and applications the term Soft Robotics has been
introduced. An important step was to make the stiffness of the compliant ele-
ment adjustable. Variable impedance actuation (VIA) permits the embodiment
of natural characteristics, found in biological systems into a new generation of
mechatronic systems. A global overview of the state of the art of compliant actu-
ators can be found in [23,24]. BioMot is producing a novel variable impedance
actuators to generate a diverse repertoire of efficient skills. One of our key chal-
lenges is to study and build actuators with bi-directional torque and adaptable
stiffness that are compact and implemented in assistive WRs. This research aims
to determine the feasib ility and the advantages of Multiple DOF VIA and to
reduce their size to a level that they can be implemented in a WR. Ultimately,
our intention is to progress in the field of VIA by developing bi-articular actu-
ators with adaptable compliance to allow for direct energy exchange between
different lower limb joints.
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2.5 Neuromusculoskeletal Modeling

Understanding human movement implies decoding the complex dynamics of the
neural drive to muscles. This is the result of discrete events, generated in the
brain, spinal cord, and nerves that ultimately determine the excitation of multi-
ple muscles and the subsequent production of force and joint motion. Deciphering
this process allows unravelling how the nervous and the musculoskeletal system
are interfaced with one another and how the resulting neuromuscular mech-
anisms contribute to the generation of human movement. To understand the
nature of these mechanisms it is first of all necessary to collect an experimental
measurement of the neural drive sent to the muscles. Then, it is necessary to cou-
ple these measurements to physiologically accurate computational models of the
human musculoskeletal system. This will allow modeling how neural inputs are
translated into mechanical outputs by muscles and joints. We will refer to this
process as neuromusculoskeletal (NMS) modeling. Recordings of surface elec-
tromyography (EMG) signals indirectly reflect the neural drive to muscles and
can be easily recorded in vivo in the intact human subject during dynamic motor
tasks [25]. Neuromusculoskeletal modeling based on surface EMG recordings (i.e.
EMG-driven modeling) has demonstrated to be an effective way of predicting the
actual behavior of muscles both on healthy [26] and unhealthy subjects [27]. This
led to the possibility of determining the subject-specific relationship between pat-
terns of muscle excitation and the resulting muscle dynamics without making
any a-priori assumption on how muscles activate [26]. This is a main advantage
with respect to previously proposed optimization-based methodologies and it
allowed modeling and characterizing the form and function of muscles in sub-
jects with neurological and orthopaedic conditions as well as different levels of
muscle atrophy. This opened up to the possibility of studying how neuromuscul
ar impairments contributed to abnormal movement and addressing motor limi-
tations in subjects affected by different conditions including anterior cruciate lig-
ament rupture, patellofemoral pain, osteoarthritis, stroke, and upper extremity
neuromuscular injuries. BioMot investigates novel methods for adequate mod-
ulation of joint stiffness during walking, decreasing muscular effort needed to
walk while preserving normal kinematics, with compliant, lightweight WRs. The
optimum balance between the muscle joint torque and exoskeleton joint torque
in terms of overall energy consumption is investigated with simulations. We aim
to provide an approach to determine optimal features to understand variants
in gait dynamics for control of active gait exoskeletons and to establish control
methods for adaptable compliance in dynamic human-robot interaction.

2.6 Learning Mechanisms for Adaptive Walking

All living organisms have the capability of adapting to unknown environmental
situations. Without using any supervising signals, they can create the behav-
iours that can survive in the natural environment. Recent advances in artificial
learning and adaptive methods for robot control have not reached the level of
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adaptability of biological systems. One of the most critical problems with con-
ventional approaches is the way of specifying goals of learning. The goals of
learning in many cases are specified in advance by using supervising signals
such as teaching signals in neural networks, cost functions in genetic algorithm,
and reward function in reinforcement learning, which are not changed during
learning even though their environments have changed. It would be difficult to
adapt to environmental changes in learning that were supervised by fixed signals.
Recent advances for artificial intelligence and cognitions in the field of human-
robot interactions focus on the human’s development and learning systems [28].
Kuniyoshi et al. [29] constructed a fetus model with sensory-motor brain model,
and showed that various meaningful behaviors emerge through interactions with
the environment in the womb. The notion of tacit learning has been proposed
to develop artificial control systems with the adaptability to unpredictable envi-
ronmental changes based on the control principle of biological systems [30]. The
fundamental computational algorithm of tacit learning uses the feature of bio-
logical regulatory systems in which all regulations result from the spatial and
temporal integration of homogeneous computational media that act subject to
innate rules. A network of the homogeneous computational media that connects
the sensors and motors in proper ways is of great advantage in orchestrating the
flow of heterogeneous environmental information. Consortium partner RIKEN so
far developed the networks of the artificial computational media, and experimen-
tally showed that the gait of the 36DOF humanoid robot matches much better to
the environment than the walking gaits of full-controlled humanoid robots and
share some features with humans’ natural gait in terms of the walking efficiency,
adaptation of walking rhythm and the robustness on the walking terrain. These
similarities of walking distinguish tacit learning from other learning architectures
for creating bipedal walking [31]. The environmental information taken into the
network through the reflexive actions played the roles of supervising signals for
tacit learning. This learning scheme is strongly associated with the notion of
affordance, which is recognized as the key factor in cognition and intelligence.
In our case, the environmental information is mainly used to create the motions
of the joints without concrete references and leads to the adapted behaviours.
The creation of meaningful behaviours from purposeless actions by using the
environmental information should be an essential process to establish adapta-
tion and intelligence in man-made machines. This feature of tacit learning can
accomplish high levels of adaptability and artificial intelligence. Our expected
outcome is a new high-level learning strategy that employes abstraction of com-
fortable biomechanical configurations to adapt support based on experience. In
this WP, the project aims at demonstrating the feasibility of a learning stra tegy
that will not consider pre-defined variables but an abstraction of the perceptual
responses that are directly related to a comfortable and safe support.

3 Summary

BioMotconducts experiments to revealphysical andcognitiveadaptationsbetween
human-users and WRs. The main application scenarios that are considered to test
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these adaptations are (a) gait training for incomplete SCI users and (b) gait sup-
port for healthy users. The scientific production in this European consortium can
be summarized in the following areas:

• Wearable exoskeletons for locomotion. Biomot will lead significant advance-
ments in the field of exoskeleton robotic technologies. The robotic systems
are equipped with artificial control systems that rely on physiological mech-
anisms to solve interactions with the environment. The required intelligence
to perform stable locomotion will be founded on distributed cognitive and
compliant skills for control of interaction during a number of situations. The
BioMot project will produce a completely new approach for bioinspired control
human-exoskeleton interaction. The BioMot WRs will allow the community to
study and reveal basic principles governing human locomotion, motor recovery
and aid gait rehabilitation after neurological and physical injury.

• Cognitive and behavioural contributions to gait dynamics. The cognitive mech-
anisms related to self-adjustments during walking (i.e. to detect the intention
of initiation/termination of the gait, to detect the intention of changes in
direction/orientation and to detect the intention of changing speed) are under
experimental analysis with healthy and SCI patients in the project. In addi-
tion, the cognitive attention mechanisms contributing to stability and adapta-
tion to environment during walking are analysed. Furthermore, brain decoders
are under development to obtain the information of locomotion during walk-
ing from EEG signals. From the scientific point of view, these developments
will have an outstanding impact in the fields of rehabilitation of lower limbs,
brain-machine interfaces, and neuroscience, mainly.

• Compliant actuation of wearable robots for gait. Compliant actuators become
more and more important as actuators for wearable assistive robotic devices
for gait. They can reduce the size and weight of the actuators, have a nat-
ural, intrinsic compliant, interaction with the human and have intrinsic safety
aspects. We are producing more sophisticated adaptable compliant actuation
principles that could be used not only in wearable robots for gait, but also in
rehabilitation robots, service robots and industrial robots.

• Neuromusculoskeletal modeling. Physiologically accurate, subject-specific,
computational models of the human neuromusculoskeletal system are under
development and testing in the BioMot project. These allow predicting how
experimental measurements of neural inputs are translated into mechanical
outputs by muscles and joints in real-time as an individual user moves. Real-
time NMS modeling is also tunned to estimate how human subjects interact
with the WR during dynamic motor tasks. In this context, methodologies are
developed to estimate how human subjects continuously modulate their mus-
cular and articular properties as a function of the basic constraints within the
scenario. These developments are expected to provide the communitiy with
an advanced human-machine interface that allows establishing more symbiotic
relationships between the human-users and any WR to ultimately improve the
level of co-adaptation and human-robot interaction.
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Abstract. Wearable devices detecting users’ psycho-physiological parameters
and providing related feedback are an important component of intelligent sys-
tems adapting to users’ cognitive and affective states. However, issues related to
perceived comfort and privacy might compromise users’ intention to use them in
real contexts. To measure users’ acceptance of these devices, we built a ques-
tionnaire that includes key dimensions of the TAM model [7, 15], such as
perceived usefulness, effort expectancy, psychological attachment, facilitating
conditions, and some dimensions that are especially relevant to wearable sym-
biotic systems (e.g., perceived comfort, and perceived privacy). This question-
naire was administered to 110 respondents with reference to three devices (i.e.,
smart -shirt, portable EEG system, and eye-tracking glasses) and six usage
scenarios (dangerous work, heavy work, sport, homecare, research, retail).

After validation, 26 items were retained for the analysis and their factorial
structure clarified. Perceived usefulness, perceived comfort/pleasantness, facil-
itating conditions, and attitude toward technology are good predictors of
acceptance. The effects of scenario, device, and expertise are also discussed.

Keywords: Wearable computers � Symbiotic system � User acceptance

1 Introduction

Wearable computers are fully functional, self-contained electronic devices that can be
worn, carried, or attached to the body, letting the user access information anytime and
anywhere [1–3]. Unlike generic portable devices, wearable devices do not require
muscular effort to be carried around, remain attached to the body regardless of its
orientation and activity, and do not need to be removed from the body in order to be
operated [4]. The ubiquitous, portable nature of wearable computers makes them an
ideal component of symbiotic systems (i.e., systems that record and interpret a user’s
cognitive and affective states and respond accordingly). In particular, they can be used
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to record psycho-physiological parameters such as heart rate, breathing rate, electro-
dermal activity, eye activity, cerebral activity, and muscular activity [5]. In this way,
the human-computer interface is relocated from an external device onto the body itself,
which provides—almost inadvertently—input to the system [2].

Current models of user acceptance include factors such as perceived usefulness, or
the extent to which using a system will increase performance; effort expectancy, or the
ease of use associated with the device; psychological attachment, or the benefits
derived from adopting a device to maintain some relations or comply with values; and
facilitating conditions, or the extent to which the technical and organizational structure
can support the use of a device [6, 7]. While these dimensions are of general relevance,
we argue that comfort and privacy should also be considered while measuring
acceptance of wearable symbiotic devices. Indeed, the drawback is that physical factors
such as size, weight, and textile fibers of the device can negatively affect the level of
comfort experienced by the user [2, 8] and then prevent their adoption in real contexts.
Also, they might be perceived as funny or embarrassing to be worn in public [9].
Finally, the kind of data collected raises privacy issues because the information col-
lected can lead to the identification of the user or be sensitive—that is, one that might
result in loss of an advantage or level of security if disclosed to others who might have
low or unknown levels of trust or undesirable intentions. Unpleasant consequences
might include misinterpretation of data, disregarding their original meaning [10], or
profiling (by merging databases or through data-mining) and attribution of new
property to the individual derived from implicit patterns [11].

In the present study, we use a questionnaire to assess user acceptance of wearable
symbiotic devices that includes all the abovementioned dimensions. The goal of the
study is to extract the underlying factorial structure of the questionnaire and to define
which dimensions are responsible for the intention to use those devices. To help
respondents formulate opinions about technologies that might otherwise be too unusual
or far from their everyday life, the questionnaire was contextualized into specific usage
scenarios, and respondents were recruited among people belonging to those scenarios,
in addition to generic users. The rest of this paper describes the method and the results
of the study. The last section discusses the results.

2 Questionnaire

The section of interest of the questionnaire consists of 45 items, preceded by a brief
section collecting background information and screening questions to ensure that each
respondent effectively belonged to the expected subgroup. The items are meant to
measure the following dimensions:

1. Attitude Toward Technology (ATT), 6 items. This regards an individual’s overall
reaction toward the use of technological devices [7]. The items refer to the survey
developed by [12] to assess young students’ attitudes toward technology, or the
Pupils’ Attitude Towards Technology (PATT) questionnaire (e.g., “Nowadays
I think information technology is indispensable”).
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2. Technology Anxiety (TA), 5 items. Based on the concept of computer anxiety [13],
it refers to the feeling of apprehension or even fear when using technology.
The items investigating TA were adapted from [14] (e.g., “The possibility of using
a device or a technology that I have never used before makes me feel anxious”).

3. Facilitating Conditions (FC), 3 items. This dimension refers to the extent to which
the user perceives that there are factors able to support the system deployment [7]
(e.g., “The device would be incompatible with most aspects of my activity”).

4. Perceived Usefulness (PU), 4 items. This dimension refers to the extent to which
the user believes that the use of a certain device would enhance her performance
[15] (e.g., “The device could improve my performance”).

5. Effort Expectancy (EE), 2 items. This dimension refers to the perceived ease
associated with the use of a certain device [7] (e.g., “It seems easy to learn how to
use the device”).

6. Behavioral Intentions (BI), 4 items. This dimension refers to the extent to which an
individual has formulated conscious plans to carry out a certain action using a
particular device [15] (e.g., “If the device was available to me, I would use it”).

7. Psychological Attachment (PA), 5 items. This dimension refers to the individual’s
tendency to adopt a technology as a consequence of social influence [16]. The
items investigating PA were adapted from the questions used by [16] (e.g., “If most
people in my environment used the device, I would be more inclined to use it as
well”).

8. Perceived Enjoyment (PE), 4 items. This dimension refers to the extent to which
users perceive the activity of using a system to be pleasant, aside from any con-
sequences resulting from device use [13] (e.g., “I think the device was boring”).

9. Perceived Comfort (PC), 7 items. This dimension refers to individuals’ perceived
comfort in wearing a wearable computer. The items were selected and adapted
from the Comfort Rating Scale developed by [17] (e.g., “I think the device is well
suited to my body”).

10. Perceived Privacy (PP), 5 items. This dimension refers to the extent to which the
user is confident that the data recorded by the device is safely handled and stored.
The items were selected and adapted from a questionnaire developed by [18] to
assess privacy concerns on the use of health information (e.g., “I think that the
device threatens my privacy”).

Dimensions 1–8 were derived from the Technology Acceptance Model and Unified
Theory of Acceptance and Use of Technology [7, 15]; dimensions 9–10 were adapted
from [17, 18].

Each item was formulated as a statement. Participants were asked to rate the extent
to which they agreed or disagreed with each statement on a 6-point Likert scale
(1 = “completely disagree”) for each of the three devices under assessment (except for
ATT, TA, and PP, where statements regarded technology in general and not specific
devices). A small icon represented the device on the response scale. The option “I don’t
know” was also included in each scale.

In addition to the items above, we also asked participants to specify to whom they
would have disclosed the data collected by the devices.
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3 Method

3.1 Sample

A total of 110 participants (33 women) volunteered in the present research (mean age
32.5, SD = 13.77). Each participant either belonged to one target category (experts) or
was a generic user (nonexpert). The target categories were selected to fit the different
scenarios in which the questionnaire was contextualized and included firemen for the
dangerous job scenario, factory workers for the physical demanding job scenario,
volleyball players for the sport scenario, elderly people for the homecare scenario, and
neuroscientists for the research scenario. All scenarios but retail were presented to 10
experts and 10 university students. In the retail scenario, only a group of 10 university
students was used.1

3.2 Setting and Procedure

Except for the student subgroup, the respondents were met on premises agreed upon.
Respondents were first told briefly the nature of the study; then they read and signed the
informed consent. Afterward, a video described the main functionalities of the three
devices under assessment (i.e., the smart t-shirt, the portable EEG system, the eye-
tracking glasses), and participants were asked to wear the devices. After this demon-
stration phase, one of six possible scenarios was presented (sport, physical demanding
job, dangerous job, homecare, retail, and research) via short narratives. Below is a
report of the narrative used for the research scenario:

“You and your colleagues are asked to use some wearable devices, a smart t-shirt
with heart rate and breath rate monitor, a helmet with EEG and a pair of glasses for
tracking the gaze, during your daily working activities. These psychophysiological
monitoring devices would make visible some of your unconscious processes while you
are performing different activities and as a response to specific stimuli. For example
they might be useful to identify relevant data for the researcher when she is handling
large datasets.”

Once the narrative was read, the participant was administered the questionnaire.
The entire session took 30–40 min.

3.3 Analysis

A principal component analysis (PCA) with orthogonal rotation (VARIMAX) was
conducted on the initial 43 items measuring user acceptance. For items with separate
responses for each device, the average score between the three devices was considered.
The aim of such analysis was to reduce the number of the items of the questionnaire by
eliminating those poorly correlating with the others in the same cluster. As a result,
19 items were removed from the original list. A second principal component analysis was

1 The retail scenario is a very common one in everyday life, so general users can hardly be considered
as non-experts in it.
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then run to test the validity of the model composed by the 26 items left. Preliminarily,
the Kaiser-Meyer-Olkin index verified the sampling adequacy for the analysis,
KMO = .725. Also, Bartlett’s test of sphericity χ2 325 = 1190.35, p < .001, indicated that
correlations between items were sufficiently large for PCA. The analysis was run to
extract 10 components. The 10 components extracted all had Eigenvalues over Kaiser’s
criterion of 1 and in combination explained the 75.53 % of the variance, which is above
the cut-off value of 70 %.

Regression models were run with behavioral intention as a dependent variable, and
the dimensions were assessed by the questionnaire together with the demographic
values of age, gender, and education as hypothesized predictors.

All analyses were run with SPSS v. 20.

3.4 Hypotheses and Research Questions

The study meant first to identify the factorial structure that can explain the variability of
the answers and to simplify the questionnaire accordingly. On the simplified ques-
tionnaire, the main hypotheses regarded the role of the two main factors responsible for
behavioral intention according to the TAM model: perceived usefulness, effort
expectancy, the effect of the dimensions (especially those we introduced in the ques-
tionnaire), perceived comfort, technology anxiety, and attitude towards technology.

H1a: Perceived Usefulness is a significant predictor of the intention of using a
device.

H1b: Effort Expectancy is a significant predictor of the intention of using device.
H2: Perceived Comfort is a significant predictor of the intention of using a device.
H3a: Technology Anxiety is a significant predictor of the intention of using a

device.
H3b: Attitude toward Technology is a significant predictor of the intention of using

a device.

Finally, we hypothesized the effect of expertise on acceptance in the following way:

H4: Expert users will have higher acceptance scores compared to nonexpert users.

We also explored the effect of the scenarios on the acceptance level and the extent
to which privacy affects the intention of using wearable symbiotic devices; in this
regard, we will also consider how respondents are willing to disclose their personal
information to different types of hypothetical collectors.

4 Results

4.1 Questionnaire Validation

Table 1 shows the factor loadings after rotation. The items that cluster on the same
component suggest that component represents perceived comfort (PC), component 2
perceived usefulness (PU), component 3 behavioral intention (BI), component 4
technology anxiety (TA), component 5 attitude toward technology (ATT), component
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6 effort expectancy (EE), component 7 facilitating conditions (FC), component 9
psychological attachment (PA), and component 10 perceived privacy (PP). Items that
were supposed to measure perceived enjoyment (PE) seem to load on components 1
and 8. This might be attributed to an overlap in the two dimensions of comfort and
enjoyment, which are both associated with a positive or negative experience with the
device. However, comfort is more connected to the physical aspect of the experience as
evidenced by Item 2, which could not be categorized as PC, so we decided not to
collapse the two factors into one. Moreover, the limited amount of time during which
the respondents have used the devices might also account for this overlap because
devices could not differentiate much in terms of fatigue after prolonged usage.
Therefore, items hypothetically belonging to PC are considered to cluster on compo-
nent 1 (items 24, 25, and 26) while those intended to capture PE are considered to
cluster on component 8 (items 21, 22, and 23).

4.2 Predictors of Intention to Use the Device

The most satisfactory linear regression model included four dimensions assessed by the
questionnaire (ATT, FC, PU, PE), three scenarios of use (dangerous job, healthcare,
and neuroscience), and age (Table 2). In this model, PU and PE were found to be good
predictors of behavioral intention, respectively: β = .355, p < .001; and β = .290,
p < .001. FC was found to have a moderate influence in determining score of BI, β = .17
p = .043. Similarly, ATT was a moderately strong predictor: β = .15 p = .039. Dangerous
job, homecare, and neuroscience scenarios were predictors: β = .17, p = .025; β = .23,
p = .01; and β = .18. p = .02. Age was found to negatively predict behavioral intention
—β = −.308, p < .001—indicating that the older the respondents, the lower the
acceptance. The abovementioned model explained the 47 % variance in BI.

Finally, respondents were asked to choose with whom they would be likely to share
the data recorded by the wearable devices. They could choose among physician,
psychologist, partner, relatives, friends, research centers, personal trainer, colleagues,
police, commercial services, boss, shopping assistant, or no one. To disclose data about
one’s emotions, only psychologist and partner were selected by more than 50 % of the

Table 1. Factor Loadings after rotation with the 26 items selected after the first principal
components analysis. Values reported in bold indicate items loaded on that particular component.

(Continued)
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Table 1. (Continued)

(Continued)
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sample. Respondents would share information about their level of stress, mental states,
and cognitive performance with physician, psychologist, and partner. Interest and
preferences were preferably shared with friends and partner.

4.3 Effect of Device and Expertise

A repeated measures ANOVA highlighted a significant main effect of device and
expertise on behavioral intention, respectively: F2,107 = 22.63, p < .001, ƞp2 = .29; and
F1,107 = .7.65, p = .007, g2p ¼ :06. Regarding the effect of the device, post hoc com-
parisons showed that the smart t-shirt (M = 4.24, SD = .12) received significantly more
positive evaluations compared to both the portable EEG (M = 3.37, SD = .13) and the
eye-tracking glasses (M = 3.22, SD = .13). No significant difference emerged between
the scores of the portable EEG and the eye-tracking glasses. Concerning the effect of
the expertise, post hoc comparisons also highlighted a significant difference in the way
experts and nonexperts gave their scores: nonexpert users (M = 3.91, SD = .16) gave
more positive evaluations compared to experts (M = 3.31, SD = .14). All post hoc

Table 1. (Continued)
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comparisons were run with Bonferroni correction (Table 3). The interaction of device
and expertise was not significant.

For the effect of expertise on PP, ATT, and TA (when the device did not vary),
one-way ANOVAs found a significant effect of expertise for PP privacy (F1,108 = 5.94,
p = .016), and nonexperts seemed more concerned about privacy than experts
(respectively, M = 2.77, SD = 1.24; and M = 3.35, SD = 1.23).

5 Discussion

Consistent with the classic models of user acceptance [7, 13], PU and PE were found to
play a relevant role in determining the level of acceptance of a device. Contrary to our
hypothesis, EE was not a significant predictor of user acceptance probably because
participants did not use the devices during a prolonged activity but instead used them

Table 2. Linear regression model. In bold are the statistically significant coefficients.
Significance level * = p < .05 ** = p < .001; N = 110.

Table 3. Repeated measures ANOVA for Device*Expertise, referring to Behavioral Intention.
Significance level * = p < .05 ** = p < .001
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only for a few minutes. Of the other dimensions introduced in the questionnaire,
PC seemed to overlap with classic PE; ATT (but not TA) predicted users’ acceptance
rates. Although PP did not seem to significantly affect acceptance, the open question
suggested that respondents seem quite selective in defining which data would be dis-
closed to whom, unveiling concerns and differentiations that the items measuring PP in
general could have masked. This points to the need to carefully address the specific
meaning, preferences, and risks attributed to privacy by the target recipients of a
symbiotic device. The kind of privacy loss that might be perceived as unacceptable to
some categories of users might seem acceptable to others. For example, in our study,
experts seemed to have less privacy concerns than nonexperts, probably because they
are more used to releasing some personal information for the sake of their activity.
Indeed, the scenarios that most affected acceptance were dangerous job, homecare, and
neuroscience, where the users’ dependence and even intimacy with technology are
forcedly higher than in other scenarios. That wearable devices are positively accepted
in medical contexts is also consistent with previous studies (e.g., [19–21]).

The other result—that experts considered the devices to be less useful than
nonexperts—might depend on their reluctance to adopt and learn a new technology so
different from the ones they already use. For the same and other reasons, older users
seemed less inclined to use wearable devices, as already highlighted by [19]. Regarding
devices, the favorable opinions about the smart t-shirt compared with portable EEG and
the eye-tracking glasses is in line with [8], suggesting that lighter and more discrete
wearable devices are better appreciated compared to bulkier and more noticeable ones.

6 Conclusions

The main contribution of this paper is the validation of a questionnaire on user
acceptance of devices that represent a well-centered instance of symbiotic systems,
which are characterized—among other features—by the advanced sensing capability of
personal data and by dynamically adapting the output to the sensed data [22].
The analysis singled out the most robust items across different application scenarios by
using classic dimensions typical of TAM models as well as new dimensions that
seemed especially relevant to symbiotic systems (i.e., PC of the sensing device, PP, and
ATT). Thus, in addition to offering a validated tool to measure acceptance of symbiotic
systems, the study also has relevance to theories of technology acceptance in that it
tests and enriches the classic model.
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Abstract. This paper investigates the relationship between semantic
processing of words and modifications in pupil size. Variations in pupil
diameter reflect cognitive processing, as has been widely demonstrated
in literature. We designed an experiment in which semantic association
between words was manipulated in order to disclose potential differ-
ences in cognitive processing. Moreover, we measured the concurrent
pupil diameter changes. Results showed faster pupil dilation in trials in
which words were semantically associated. As changes in pupil diameter
do not occur under voluntary control, they could reflect processing of
preconscious information. We believe that a better symbiotic relation-
ship between humans and machines is achievable once systems are able
to make us aware of these “involuntary” changes.

Keywords: Pupil diameter · Semantic association · Symbiotic
relationship

1 Introduction

The pupillary system has been widely investigated for more than 50 years in
psychology as an indicator of cognitive processing. It has been demonstrated
that variation in pupil size are related to changes in mental states, in allocation
of attention, and in consolidation of perceptive stimuli. The phenomenon of
pupil dilation is linked to arousal, interest, and cognitive effort [1,2]. The pupil
diameter can also be used to measure emotional states. For instance emotion
(i.e. emotional and sexual arousal [2,3]), emotional content of words [4], and
anticipation of knowing the answers to questions can increase pupil diameter [5].

The focus in the research field of cognitive psychology and psychophysiology
is about the changes in pupil diameter related to processing of specific events. In
literature, evidences were provided in order to support the relationship between
mental elaboration (e.g. problem solving or language comprehension) and pupil
c© Springer International Publishing Switzerland 2014
G. Jacucci et al. (Eds.): Symbiotic 2014, LNCS 8820, pp. 99–112, 2014.
DOI: 10.1007/978-3-319-13500-7 8
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dilation [1]. Moreover, it has been demostrated how cognitive tasks that impose
higher memory load are linked to an increment in pupil dilation [6]. Indeed, men-
tal workload increases pupil diameter [7,8]. It has been revealed that increasing
the difficulty of mental multiplication problems enlarges pupil diameter [9,10].
Moreover, it has been shown how different types of linguistic tasks (i.e. listening
to, repeating back a message, or simultaneous interpretation of a foreign lan-
guage message into the participant’s native language) reflect variations in pupil
size that are proportional to the level of mental effort [11]. Tasks in which partic-
ipants have to read sentences of various syntactic complexity revealed changes in
pupil diameter [12]. It has been proved that an increment in short-term memory
load (i.e. 3 vs. 7 digits) increases pupillary dilation [13]. Futhermore, a higher
cognitive workload during visual search tasks is mirrored by a proportional
enlargement of the pupil [14]. Mean pupil dilation has been found to be a useful
event-related index in order to measure cognitive load in research on learn-
ing [15]. Moreover, a study has demonstrated that lying produces pupil dilation
[16,17] and the higher cognitive workload that is connected to lying (namely,
attempts “to make lies as believable as possible”) is more demading than a task
of telling the truth [18]. Thus, reviewing the literature provides factual data
regarding how cognitive workload is a fundamental concept in investigating both
human cognition, to evaluate human-machine interfaces and to reach a better
human-computer symbiotic interaction (for a theoretical overview and defini-
tion in the field of Human Computer Interaction see [19]). In 1960 [20], Licklider
coined the term man-computer symbiosis. The idea concerned a mutual and
constant “cooperative behaviour ”between man and machine considering them
as two dissimilar “organisms”in intimate association. Taking the concept of inti-
mate association to the extreme it is possible to consider also wearable symbiotic
devices (e.g. portable eye tracker and mobile EEG systems). Moreover, in order
to enhance the symbiotic interaction it is fundamental to consider the degree
of acceptance and the user experience of these tools during the interaction [21].
Furthermore, machines can provide useful information about changes in physi-
ological indices (e.g. pupil dilation, galvanic skin response, heart rate) that are
linked to cognitive processing of which human beings often are not conscious
(for an overview, see [22–24]). It could be crucial to this special type of man-
computer relationship that, for instance, machines could measure the level of
cognitive workload in order to support, in some way, efficient human cognitive
processing. The computers could reduce people’s cognitive load by, for example,
decreasing the amount of information displayed on the screen when they detect
cognitive overload.

Cognitive psychophysiology has widely studied task-evoked pupillary respo-
nses (TEPRs); namely, the changes in pupil diameter that are linked to mental
or sensory events. It is fundamental to consider how small these modifications are
compared to variations in diameter of the pupil due to changes in light intensity.
Following changes in illumination (e.g. from standard lighting conditions to dim
lighting conditions), pupil diameter can even double its typical size. Instead,
cognitively driven modifications in pupil size are usually on a smaller scale and
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are rarely more than 0.5 mm [25]. Thus, it is important to keep in mind that
varying the brightness of the experimental stimuli that are presented on the
screen may introduce artifacts in the recorded data [26]. It has to be taken
into account that pupillary responses provide a continuous measure of cognitive
processing despite the fact that a participant is not conscious of them. Thus,
pupil can be seen as “a window to the preconscious” [27], considering that it
can vary in conjunction with a low level of cognitive activation (i.e. a perceptive
stimulus that is still not completely processed) that cannot reach the threshold
of consciousness for a participant. On the one hand, pupillary responses usually
occur spontaneously and are not under voluntary control despite the fact that
there is proof that incremental pupil dilation can be provoked through mental
sexual imagery. In this task, participants had to imagine an event or an object
[28]. On the other hand, it is impossible to abolish a pupillary dilation that starts
in response to external stimuli or mental events [29]. Regarding the technique
employed to evaluate pupillary diameter changes, namely eye tracking (i.e. with
a remote eye tracker), it is important to emphasise that this methodolgy is
totally noninvasive. Indeed, the participant is seated in front of the screen at
a fixed distance and the pupil can be measured without a chin rest. This is
a strong advantage over other kinds of physiological measurements (e.g. EEG,
fMRI) that present some forms of constraints related, for instance, to limited
freedom of movement.

1.1 Semantic Associations

The semantic associations that are tested in the present study derive from the
database of the Semantic Priming Project (SPP). It contains descriptive and
behavioural measures for 1,661 target words and different types of associated
words: first-associate related, first-associate unrelated, other-associate related,
and other-associate unrelated [30]. An advantage of utilising this database is
that it enables the realisation of better-controlled studies. Indeed, the paired
words (i.e. prime–target) are generated with specific characteristics (e.g. length,
frequency, associative strength, etc.).

The purpose of the current study is to underline possible differences in pupil
dilation that are related to semantic associations. We expected the processing
of semantically associated words to be different than the processing of words
that are not semantically associated. Furthermore, as far as pupil size varies
in accordance to changes in the imposed level of workload needed to perform
a task [31], we expected to reveal physiological differences (i.e. modifications
of pupil size) linked to the various kinds of stimuli that were presented in our
experimental paradigm (see below for a detailed description).

1.2 The Present Study

The present study aims to disclose feasible differences in pupil diameter due to
manipulation of the semantic association between words. We hypothesised that
the behaviour of pupil diameter should differ (i.e. the maximal pupil diameter
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as well as the latency to peak of dilation) in trials in which there is a semantic
association between the presented stimuli compared to trials in which there is
no association. Moreover, from the perspective of a human-computer symbiosis,
monitoring the pupil’s behaviours (i.e. through the eye tracker) gives the chance
to access and investigate implicit cognitive processing of human beings.

Three pupillary measures were considered in the present study, following the
measures of Beatty and Lucero-Wagoner [25]. The first measure was the baseline
pupil diameter; namely, the mean pupil diameter that is computed within a pre-
measurement temporal interval (i.e. before the presentation of the task stimuli)
of constant visual stimulation (i.e. an asterisk placed at the center of the screen
is presented during this temporal window). The second measure was the dilation
peak, which is defined as the maximal size that the pupil diameter reached in
within the time window of interest (i.e. from the task stimuli appearance to the
end of the trial). The third measure was the peak latency; that is, the amount
of time between the beginning of the time window of interest and the moment
in which the pupil reaches its peak of maximal dilation.

We were furthermore interested in studying the effect of covert attention on
pupil diameter. Indeed, participants had to maintain their gaze at the center of
the screen during the whole experiment. Thus, the changes in size of pupil diam-
eter had to be considered in close relationship to the deployment of covert visual
attention. It has been demonstrated in several study how visual stimuli can be
processed even if participants are not allowed to look directly at them (i.e. they
have to maintain their gaze at the centre of the screen). These studies involved
the event-related potentials (i.e. ERPs) technique and paid special attention
to a specific ERP component, namely a posterior and controlateral component
known as N2pc. The first study in this research series demonstrated that preat-
tentive stimulus information is used to guide attention to task-relevant stimuli
in a visual search task [32]. A following study showed dissociations among atten-
tion, perception and awareness in visual searches considering the same ERPs
component. A relevant visual stimulus can be processed at the level of percep-
tion and can be elaborated at a preattentive level (i.e. in an automatic way),
but this information can fail to reach awareness [33]. Therefore, pupil diameter
could be a measure that mirrors these stages of attentive processing.

2 Method

2.1 Participants

Twenty undergraduate students were involved in this study. The students att-
ended a public university in northern Italy and took part on a voluntary basis.
Nine participants were excluded due a high amount of artifacts in the pupil
measurements or because their response accuracy to the task was below chance
level. We, therefore, considered data from 11 students (5 males) with a mean
age of 26 years. All participants had normal or corrected-to-normal vision and
gave their informed consent.
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2.2 Stimuli

The stimuli were English words selected from the database of the Semantic
Priming Project [30]. These 444 words (i.e. 3 words in each trial) were displayed,
using E-Prime 2.0 software, in black (i.e. font size 24, style Courier New) on a
light gray background (in order to minimise differences in luminance during
stimulus presentation) on a 22-inch LCD screen placed 70 cm away from the
participants’ eyes.

2.3 Procedure

Each trial began with an asterisk at the center of the screen for 1 s and then
the asterisk disappeared. A word was presented at the center of the screen for
2 s. This word created a semantic context. The word was then replaced with an
asterisk that was displayed alone for 2 s (this time was considered as the tem-
poral window in which the pupil’s baseline diameter was computed). Then two
words appeared simultaneously. One word was presented to the left and one to
the right of the asterisk at 4.6 degrees of visual angle from the center of the
screen. The words were displayed up to the moment when a response was pro-
vided. Again, an asterisk appeared at the center of the screen for 3 s and then
the trial ended. In half of the trials, one of two words was semantically asso-
ciated with the semantic context word (i.e. target-present trials; for example,
LEGS as semantic context word and then UNEVEN and KNEES ) while, in the
other half, none of the words were associated (i.e. target-absent trials; for exam-
ple, SUMMER as semantic context word and then EVIDENCE and FORCE ;
see Fig. 1).

Fig. 1. Graphical depiction of a trial

In each block, three levels of semantic association (i.e. same category, supra-
ordinate category, and synonyms) were equiprobable. Each trial was randomly
selected. The task was to report the presence of a semantic associated word by
pressing the “A” key or its absence by pressing the “L” key (the response keys
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were counterbalanced across blocks). Accuracy and reaction time were equally
stressed. One block of 12 practice trials preceded the two experimental blocks.
Before the beginning of each experimental block, a 9-point calibration proce-
dure was performed using a remote eye tracker (RED500, SMI) and Experiment
Center software 2.8 (SMI). The pupil diameter was then recorded at a sampling
frequency of 500 Hz with iView X 2.8 software (SMI). In each trial, partici-
pants were not allowed to look directly at the two eccentric words; but they had
to maintain their gaze at the center of the screen. Participants performed two
experimental blocks of 72 trials for a total number of 144 trials.

3 Results

We performed a series of mixed-models analyses for the behavioural and physi-
ological data.

3.1 Response Accuracy

The accuracy was analysed by means of generalized linear mixed models (GLMM).
The dependent variable was the response accuracy. A series of models was fit-
ted to the data and the fixed effects were: trial type (target present vs. target
absent), semantic association type (same category, supraordinate category, syn-
onyms), and their interaction. Subjects was the random effect. The inclusion of
this random effect indicates that the variability related to the subjects is taken
into account in the models. The model that better fit the data was the model with
the two fixed effects (mentioned above) and without the interaction. A main effect
of trial type was significant (b = −0.55, z = −3.60, p < 0.001; see Fig. 2). Par-
ticipants were more accurate when answering to target-absent trials (M = 86.09)
than in target-present trials (M = 78.33). Moreover, there was a significant effect
of semantic association type. A multiple-comparison Tukey test was then per-
formed. This test showed a significant difference only between same category and
synonym types of semantic association (b = −0.64, z = −3.36, p < 0.001; see
Fig. 3). Participants were more accurate in trials with the same category as seman-
tic association type (M = 86.90) than in trials with synonyms (M = 77.77).

3.2 Response Reaction Time

The response reaction time was analysed by means of linear mixed models. The
dependent variable was the response time. A series of models was fit to the data
and the fixed effects were: trial type (target present vs. target absent), semantic
association type (same category, supraordinate category, synonyms), and their
interaction. Subjects was the random effect. The model that better fit the data
was the model with the two fixed effects (mentioned above) and without the
interaction. A main effect of trial type was significant (b = −216.23, t(1213) =
−8.01, p < 0.0001; see Fig. 4). Participants responded faster in target-present
trials (M = 1372.7ms) than in target-absent trials (M = 1591.9ms). Moreover,
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Fig. 2. Response accuracy as a function of trial type

Fig. 3. Response accuracy as a function of semantic association type

there was a significant effect of semantic association type. A multiple-comparison
Tukey test was then performed. This test showed a significant difference between
same category and synonym types of semantic association only (b = 144.13,
z = 4.34, p < 0.001; see Fig. 5). Participants were faster in responding to same
category trials (M = 1402.3ms) than to synonym trials (M = 1564.9ms).

3.3 Physiological Results

We discarded from the analyses all the trials in which participants were looking
directly at one of the two words as long as they remained visible on the screen.
All the pupil diameter analyses were performed after the pupil signal, which was
sampled at 500 Hz, had been pre-processed with a MATLAB (Release 2013a,
Mathworks Inc.) script that applied a cubic interpolation and a Butterworth
filter (i.e. cut off frequency= 0.007; order = 2) in order to remove artifacts.
Furthermore, a visual inspection of all the graphs, depicting the pupil diameter
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Fig. 4. Response reaction time as a function of trial type

Fig. 5. Response reaction time as a function of semantic association type

for each accepted trial, was performed in order to reject trials in which the
maximal pupil dilation was detected in a temporal window of 200 ms after the
two-word presentation. In fact, in this temporal window, the peak of dilation
could not be ascribed to the pair of words presented, although it could be related
to the temporal window of the pupil baseline diameter. By doing so, we preserved
the original quality of the signal without down-sampling it. The baseline pupil
diameter was calculated in a temporal window of 2 s before the appearance of
the word pair. The peak of pupil dilation was identified from the appearance
of the task stimuli on the screen to the end of the trial (each trial ended 3 s after
the response was provided).

Peak of Maximal Dilation. Peak dilation of the pupil was analysed by means
of linear mixed models. The dependent variable was the pupil diameter. A series
of models was fit to the data and the fixed effects were: time (mean baseline diam-
eter vs. maximal pupil diameter), trial type (target present vs. target absent),
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Fig. 6. Pupil size at the baseline and at the peak of dilation

Fig. 7. Temporal window needed by the pupil to reach the peak of dilation

semantic association type (same category, supraordinate category, synonyms),
and their interaction. Subjects was considered as the random effect. The model
that better fit the data was the model with only time as fixed effect. The main
effect of time was significant (b = 379.60, t(2441) = 28.73, p < 0.0001; see
Fig. 6). The peak pupil diameter was larger (M = 3.99mm) compared to the
pupil diameter in the baseline (M = 3.61mm).

Peak Latency. Peak latency was analysed by means of linear mixed mod-
els. The dependent variable was the time interval needed to reach the dilation
peak. A series of models was fit to the data and the fixed effects were: trial
type (target present vs. target absent), semantic association type (same cat-
egory, supraordinate category, synonyms), and their interaction. Subjects was
the random effect. The model that better fit the data was the model with
only trial type as fixed effect. The main effect of trial type was significant
(b = −275.97, t(1215) = −4.785, p < 0.0001). The peak dilation latency was
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shorter in the target-present trials (M = 2174.84ms) compared to target-absent
trials (M = 2452.85ms) (Fig. 7).

4 Discussion

The results showed that our hypothesis regarding possible differences in pupil
behaviour was partially confirmed. Indeed, despite the fact that pupil did not
show any difference in terms of the maximum diameter size, there was a clear
difference in terms of the latency to peak of dilation. In respect to the maximal
pupil diameter, cognitive workload typically increases when participants have
to perform more difficult tasks [1,7,11,26]. In the current study, participants
have to monitor whether there is a semantic association or not without looking
directly at the eccentric words. Usually, in order to efficiently process visual
stimuli, the cognitive system first needs to deploy the attention over a relevant
location of the visual space (i.e. where a target is presented). Furthermore, it
is crucial to foveate the relevant information (i.e. look directly at the target
stimulus) to achieve deep processing. For this reason in both types of trial,
the cognitive workload was higher than it would have been in a free viewing
paradigm. Thus, the maximal pupil diameter increases similarly in the temporal
window of interest in both type of trials. Moreover, an alternative explanation
for this occurrence could be that participants attempted to anticipate whether or
not each trial had a semantic association. This is in accordance to what happened
to participants that are curious about the answer to trivia questions [5], even
though the experimental paradigm was slightly different from the present one.
Indeed, in the cited research, authors were checking difference in pupil diameter
before and after the presentation of the answer display to monitor the effect of
level of curiosity (i.e. high, middle, low) about the answers. But in this research
there were not constraints such as to foveate the center of the screen. In the
current study, participants are expecting the appearance of the two words in
order to provide a response in both kind of trials (i.e. semantic association vs.
absence of semantic association). When a task has to be performed regardless
of which will be the correct response to provide (i.e. a certain response key for
the presence of a semantic association or a different response key for the absence
of a semantic association), the cognitive system will be on the alert. The pupil
reacts in order to give participants the chance to respond immediately to the
presentation of the experimental stimuli.

In contrast, the latency to the maximal peak of dilation showed a difference.
Indeed, the time interval needed to reach the peak of maximal pupil dilation
was shorter in trials with a semantic association. Thus, the pupil reflected a
diverse cognitive processing in these trials in terms of time needed. The pupil
reacted faster (i.e. around 278 ms in a temporal window of around approximately
3000 ms) when the cognitive system detected a semantic association between the
presented words. The process of pupil dilation is characterised by a slow trend, so
an increment of around 10 % in speed of processing linked to presence of semantic
association is considerable. It is likely that participants started, earlier, the pre-
attentive stages of processing the stimuli; this is reflected in a quicker global



How Semantic Processing of Words Evokes Changes in Pupil 109

elaboration. This finding supports the idea of a possible dissociation between
perception and awareness [33]. Indeed, in about 22 % of trials in which the target
was present, participants provided a wrong answer. This means that, even if
participants’ attentive system had initially processed the presence of a semantic
association (i.e. the pupil reacted faster) the elaboration reached the threshold of
consciousness in only 78 % of the trials. Indeed, just in two-thirds of these trials,
participants provided the correct answer. Higher-level cognitive processing is
necessary to accurately perform a task. These results provide new evidence of
dissociation among perception (i.e. the brain has processed at perceptive level a
target stimulus), attention (i.e. the cognitive system has detected the presence
of a target stimulus), and awareness (i.e. the participants are aware of the target
stimulus and they are able to report it correctly) as shown in the literature [33].

This last result is really interesting from the perspective of fostering human
and machine symbiosis. A system designed to detect changes in pupil diameter,
of which humans are not aware, can provide them with information regarding
the preconscious processing that is reflected by these variations in size. Thus,
human beings could be informed about their preconscious processing through
some signals provided by the machine. In this way, humans could be advised, for
instance of important visual stimuli (e.g. by highlighting the specific visual area
related to the preconscious elaboration that was reflected by the variations in
pupil diameter), the representations of which were elaborated at an initial stage
but had not reached a sufficient threshold to be completely processed and to
become conscious information. The technological applications of these findings
could be related, for instance, to information retrieval systems [34,35] and data
searches in complex visual scenarios. Regarding information retrieval, when a
user is searching for information, he/she would like to complete the process
efficiently and quickly. Thus, the use of pupil diameter information could direct
user attention insofar as it has been shown that changes in pupil size are valuable
in distinguishing the perceived relevance of Web search results [36]. The system
could detect these changes in pupil size and direct (e.g. visually) the user to
the more relevant information. Similarly, in order to improve data searches in
complex visual scenarios, in which it is known that cognitive workload is high (i.e.
some targets among many distracting stimuli), a system could monitor variations
in pupil behaviour in order to guide a user in a visual search. Thus, the user
could focus just on the most important information and neglect the worthless
one. Improved human-machine symbiosis could be achieved when a machine
is able to guide observers in order to make their elaboration more efficient.
Humans, with this kind of assistance, could concurrently utilize information
that is elaborated by their cognitive system at both the preconscious and the
conscious level. Obviously the machine has to detect and supply this information
online in order to foster humans’ cognitive processing as quickly as possible.
Furthermore, computers could utilize these changes in pupil behaviour in order
to detect cognitive overload. Indeed, high cognitive workload in visual searches is
reflected by an increase in pupil diameter. Thus, for example, computers might
mitigate these situations by decreasing the amount of information presented to
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humans. Although some features of the pupil’s behaviour suggest its involvement
at some level of the semantic processing of words, additional research will be
required to disclose the possible role of pupil physiology in the context of a
symbiotic relationship between humans and machines.
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Abstract. This paper examines potential interaction aspects related to querying
and the display of information in exploratory search scenarios with a particular
focus on user state and interactive visualization. Exploratory search refers to a
specific type of information seeking that is open-ended, continuous and
evolving. The evolving nature of exploratory search also provides the computer
with sequential data that can be used to estimate user state and intention as the
search unfolds. In this setting, the system supports querying by relying on user’s
pointing actions, sequential organization of user interaction and query meta-
data. The system also adapts the display of information by determining the
timing and visual representation. The paper illustrates potential interactions that
employ new input modalities such as eye gaze and physiological signals. The
paper concludes by discussing the possible functions of interactive visualization
regarding querying and the display of information.

Keywords: Interaction design � Physiological input � Gaze input � Interactive
visualization � Search context � Exploratory search

1 Introduction

Digital/web search has become the primary tool for most of the information seeking
tasks. Most search activity can be classified as basic look-up, searches that are known-
item or fact retrieval tasks. Yet, long term search activities, such as exploring new
domains of knowledge, are often more complex. Information seeking in such long term
exploratory search often involves evaluation, comparison and synthesis of results and
iterative querying. However, as expressed by Marchionini such open ended information
needs are not well addressed in today’s search engines that are oriented towards high
precision rather than maximizing the number of possibly relevant objects [1]. Related
to this observation is the questioning of the dominant interaction model for search
tools, “query-response paradigm”, and the reevaluation of guidelines for the design of
systems to support exploratory search [2].
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Typical query-response pair illustrates some common interactive qualities of search
interfaces. Consider this sequence of events that occur during a basic look-up task:

A user types a query to a predefined search box in the graphical user interface and submits her
query. The system responds by returning a set of results that are displayed as a list, sorted by
their relevance as computed by the search engine.

The sequence reveals many aspects of interaction that include but are not limited to
(a) the input modality (typing), (b) the initiation mechanism (explicitly initiated by
user), and (c) the timing (concurrent), (d) presentation (textual) and (e) layout (list) of
search results. In HCI various prototypes and design frameworks emerged that took a
different approach to one or more of the various aspects listed above. This paper aims
to identify future interactions with a particular focus on information visualization and
various input modalities (such as EEG, EDR, fEMG, eye gaze and pupillometry which
are currently positioned as peripheral in respect to more established and precise input
techniques). Academic search, in which open ended and evolving searches is common,
is used as a case.

Input modalities such as gaze and other physiological signals expand the resources
available to the system for inferring the state of user [3], increasing the capability of the
system for collaboration [4]. In search scenarios such input allows an increased ability
of the computer in assigning user responses to information items. The increased
awareness of user response also implies possible changes regarding how the user
performs queries and how the system presents information in future search interfaces.

2 Querying

A potential outcome of human computer symbiosis in exploratory search scenarios is
the possibility of performing search without having to articulate precise queries. In this
setting, the system carries out the necessary work of formulating the query by possibly
relying on user’s spatial references (pointing), the sequential organization of user
actions and query metadata.

Pointing. Pointing, as a spatial referencing technique, allows directing attention to
objects by using contextual information and is widely used in graphical interfaces
through cursor and touch input. Pointing is also a possible method for facilitating the
easy construction of queries as opposed to using typed queries. In most search inter-
faces pointing is used for selecting specific items, filters or links. Apart from these,
several visual interfaces allow pointing to objects such as keywords or document
surrogates for open ended querying. IntentRadar [5] features radially organized key-
words as a representation of the user query and enables dragging the keywords for
directing the search. Apolo [6] enables pointing to surrogates of scientific publications
for query, with the system populating the visual interface with similar publications in
response. In addition to pointing single items, pointing to multiple items or regions is
possible by using interactive visualization and query relaxation techniques [7].
In common, these examples allow the user to form queries by using items that are
readily available in the interface and assign the task of formulating the query to the
system. On the other hand, possible forms of pointing are not limited to mouse or touch
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input. Spatial references can take many forms such as different hand postures, gaze and
orientation of head, body and arms. Future interfaces can build on these different forms
of indications for diversifying the possible modes of explicit inputs and for tracking
user’s attention.

Sequential organization. Interaction during information seeking involves consecutive
user actions while interacting with the user interface. The sequence of these actions
constitutes part of what is called the search context and have been used to infer user
preferences and to expand or disambiguate queries. Traditionally, most implicit mining
of user data involved actions that are common to graphical user interfaces such as
scrolling, selecting, navigating, saving, deleting [8], with few examples using alter-
native inputs such as gaze [9]. Incorporation of peripheral physiological input, allows
more detailed information related to user state and interest level during the interaction,
without having to rely on user’s explicit feedback. At the same time, the sequential
organization does not always imply relation. Thus, one possible research area would be
to identify gaps and adjacency pairs during interaction, or to provide the user the
necessary means to designate search sequences.

Query metadata. In addition to sequential organization, the queries can be contex-
tualized by using inputs that are concurrent to the primary input (Fig. 1). These can
include both the metadata of the primary input (e.g. the pace of typing when entering a
query), or peripheral input that accompany the primary input (e.g. accompanying eye
gaze or physiological signals while the user is typing a query). These metadata can be
used to clarify user’s query, similar to the role of intonation, pitch and amplitude for
interpreting participants’ utterances in daily conversation [10]. An HCI example of
using input metadata is registering pressure information while typing on a small
keyboard to explicitly control the level of input uncertainty [11].

3 Display of Information

Another outcome of human computer symbiosis is adapting the display of information
to the user state by relying on detailed information about user’s attention level and
response. The system utilizes this information to determine the timing and visual
representation of information items.

Fig. 1. Querying actions like typing can be contextualized by using immediate or concurrent input.
The figure shows a possible interaction scenario, in which the query box follows user’s gaze input.
In this case, the space and the nearby elements constitute part of the context of the typed query.
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Timing. In typical search interfaces the display of the results is concurrent: all the
results are displayed at once. In contrast, future systems can use time order expressively
to highlight and relate certain items within the retrieved result set by the order of their
introduction. Gaze input in these cases can be used to detect user’s attention levels, in
turn affecting the pace of display.

Besides using timing in response to a query, a radical alternative is to eliminate
queries and proactively retrieve information based on user’s changing context. In HCI
various design frameworks exist such as non-command [12], mixed-initiative [13] and
attentive user interfaces [14] that promote information retrieval without users having to
explicitly query, but rather rely on software agents [15]. Such proactive display of
information, however, potentially causes the problem of distracting the user from the
task at hand. As Allen [16] has noted, as opposed to fixed initiative systems in which
the initiation of interaction is well-defined, in mixed initiative systems the agents
should decide on the appropriate time of starting the interaction. User actions, as well
as gaze and other physiological signals in this case can potentially provide necessary
triggers for the timing of information display.

Visual representation. Search interfaces usually represent retrieved set of results in
surrogates, namely the representation of original documents. Surrogates can also
indicate various user actions performed by the user. Traditionally these indications
relied on the explicit input of the user. Typical examples are the change of color for
visited Web pages in a search result list and the display of actions such as forwarding,
replying and reading for emails. EEG and other physiological inputs provide the
opportunity to visually distinguish information items without any explicit input
(Fig. 2), by tracking user attention (whether the surrogate is gazed at by the user) and
physiological response (how the interaction with the document affected the cognitive
load and arousal level of the user). Interaction history can also enable tailoring the
layout of surrogates in the visual space by taking the user interaction history into
account. A possible example is changing the position of a document in a graph after
user interaction, by registering what the user specifically engaged within the document.
In this scenario possible clues for the change include sequential organization of search
as well as various physiological inputs recorded while the user is engaged with the
different parts of the document.

Fig. 2. The document surrogates can be visualized to indicate different attention levels and
responses a document goes through. The figure shows illustrative visualizations of a document
surrogate which (1) is not yet seen, (2) is seen and (3) has been opened and the document it
represents has been read. Different color saturations can show different levels of attention and
arousal.
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4 Discussion: Roles of Visualization

This section identifies possible roles for the visualization of items during search
regarding the querying and display of information examined above.

As a resource for pointing. Visual display of information provides set of items that the
user can point to for explicit querying. In addition to querying, visualization enables
contextualizing the search through sequential organization or query metadata by
pointing to the items prior to or during the query. These pointing actions can be used to
indicate not only the items themselves but the specific user interaction history with the
item (e.g. what the user has specifically found relevant within the item). In this case the
registration of user’s previous response allows referring to the past context of interaction.

Orient the user. Search results from various stages of a search session can be visu-
alized to orient the user by juxtaposing newly retrieved information items with familiar
ones. Visual representation of the previously interacted items, in this case, indicates
how familiar the user is with an item and her past implicit response during interaction.

Prioritize events and information items. Visualization enables prioritizing informa-
tion items and events by displaying them in different visual areas and with different
visual features. Together with timing, visualization enables notifying the user of possible
actions that are initiated by the system such as adding, removing or highlighting items.

Represent system estimation of user intention. The systems estimation of user state
or intention can be conveyed through visual representation, for the user to make sense
of system actions and repair any miscommunications.

5 Conclusion and Future Work

The paper identified potential design directions regarding querying and display of
information in future search scenarios by focusing on new input modalities and infor-
mation visualization. These design directions also described how human computer
symbiosis can be furthered with the increasing role of computers for formulating queries
and adapting the display to the user. The review of the above interactive aspects is by no
means exhaustive but is intended to spark a discussion for future design. Future work
will focus on prototyping these different dimensions for realistic search scenarios.
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Abstract. Search algorithms in image retrieval tend to focus exclusively
on giving the user more and more similar images based on queries that
the user has to explicitly formulate. Implicitly, such systems limit the
users exploration of the image space and thus remove the potential for
serendipity. Thus, in recent years there has been an increased interest
in developing exploration–exploitation algorithms for image search. We
present an interactive image retrieval system that combines Reinforce-
ment Learning together with a user interface designed to allow users to
actively engage in directing the search. Reinforcement Learning is used
to model the user interests by allowing the system to trade off between
exploration (unseen types of image) and exploitation (images the system
thinks are relevant).

1 Introduction

In recent years, image retrieval techniques operating on meta-data, such as tex-
tual annotations or user-specified tags, have become the industry standard for
retrieval from large image collections, e.g. Google Image Search. This approach
works well with sufficiently high-quality meta-data, however, with the explosive
growth of image collections, evidenced by Facebook users averaging 350 million
photo uploads per day during the fourth quarter of 2012 and Instagram reporting
an average of 55 million, it has became apparent that tagging new images quickly
and efficiently is not always possible [12]. Secondly, even if instantaneous high-
quality image tagging was possible, there are still many instances where image
search by query is problematic. It might be easy for a user to define their query
if they are looking for an image of a cat but how do they specify that the cat
should be of a very particular shade of ginger with sad looking eyes. A solution
to a situation where the user is unable to specify the required content through
tags or other image properties is content-based image retrieval (CBIR).

The first CBIR experiments date back to 1992 [8] and since then many CBIR
image retrieval systems have been developed [4,10,15,17]. Early experiments
show that the process of image retrieval can be greatly improved by employing
relevance feedback [20] through actively involving the user into the search loop
and utilizing his knowledge in the iterative search process [3,11,18]. However,
evidence from user studies indicates that relevance feedback leads to a context
c© Springer International Publishing Switzerland 2014
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trap, i.e. after a few iterations of feedback users have specified their context so
strictly that the system is unable to propose anything new while the users are
trapped within the present set of results and can only exploit a limited area of
information space [9]. Faceted search [19] was an attempt to solve the problem of
context trap by using global features and allowing the user to explore a collection
of images by applying multiple filters. However, the number of global features
can be very large thus forcing the user to select from a large amount of options,
which can make the whole process inconvenient and cognitively demanding.

Employing various exploration/exploitation strategies into relevance feedback
has been another attempt at avoiding the context trap. The exploitation step
aims at returning to the user the maximum number of relevant images in a local
region of the feature space, while the exploration step aims at driving the search
towards different areas of the feature space in order to discover not only relevant
images but also informative ones. This type of systems control dynamically, at
each iteration, the selection of displayed images. For example, in [16] a mass-
zoom algorithm is proposed to modulate how much the displayed set of images
should be concentrated on the images assessed as the most relevant by the user.
In [13], a method is considered that exploits the information obtained from the
relevance scores as computed by a nearest neighbour approach in the exploitation
step. Similarly, reinforcement learning is a promising approach that can allow
the system to utilise the search context in relevance feedback and, at the same
time, avoid the context trap by trading between exploitation and exploration.
Reinforcement learning has been applied in various areas of information retrieval
and recommender systems, including image retrieval [2,6]. However, most of the
image retrieval systems employing exploration - exploitation strategies [13,16,19]
also require the user to, at least in the first iteration, formulate some kind of
query to initiate the search. In this paper, we describe the design of a query-
less image search system incorporating state of the art reinforcement learning
techniques to allow the system to efficiently balance between exploration and
exploitation.

The primary goal of the system is to assist the user in finding images in
a database of unannotated images quickly and effectively without typing any
queries. Reinforcement learning (RL) methods as well as interactive interface
allow the user to assign relevance scores to the displayed images by moving
a pointer on a sliding bar. Through assigning scores to the presented images,
the user can direct the search according to their interest, while the inbuilt RL
mechanism helps the system to form a model of user’s interests and suggest
appropriate images in the next search iteration. The user modeling process is
restarted for each new search session to avoid the issue of “over-personalization”.

2 Interface Design

The main idea behind the interactive interface is that instead of typing queries
related to the desired image, the user navigates through the contents by indicat-
ing how “close” or “similar” the displayed images are to their ideal target image.
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Fig. 1. The first four iterations of an example search for “City by night”. In the first
iteration the user marks two images as relevant. As the search progresses more and
more images related to the user’s search intent are displayed.

At the next iteration, the user is presented with a new set of images. The newly
displayed collage contains more images with features that are of interest to the
user. The user interface and an example search session are presented in Fig. 1.

The search starts with a display of a collage of images that are sampled
uniformly at random from the database. In order to ensure that the initial set
of images is a good representation of the entire image space, we cluster all the
images in k clusters, where k is the number of displayed images and then we
sample an image from each cluster. Our pre user study experiments show that
this technique provides a good starting point for the search. When the mouse
hovers over an image, a slide bar appears at the bottom allowing the user to
rate the relevance of that particular image. The feedback ranges from 0 to 1,
where 0 indicates that a given image is very different from the ideal target and
1 indicates that a given image is very similar to the ideal target. The user can
rate as many of the displayed images as they like. Images that were not rated
by the user are assumed to have score of 0. After each iteration, new images
are displayed. Each image can be displayed to the user at most once throughout
the entire search session, i.e. an image displayed at a given iteration cannot be
displayed at subsequent ones. The search continues until the user is satisfied
with the results.

We illustrate the interface and interaction design through a walkthrough that
exemplifies a real image searching task. In our example, the user wants to find
an image to illustrate an article about “city by night”. At the start of the search
(Fig. 1a), the user is presented with a collage of images uniformly selected from
the image database and he marks the fifth image in the second row and the
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second image in the third row as being close to their ideal target image. The
user moves to the next iteration by pressing the “Next” button at the top of
the page. In the second iteration (Fig. 1b), more images related to “evening” or
“night” are presented. Again, the user selects four images that are close to what
he is looking for. In iterations 3 and 4 (Fig. 1c and d), more and more relevant
images are presented to the user and the user can narrow down his search by
selecting more specific images.

3 User Modelling

Throughout the search session, the system builds the user model and based on
it selects k images to present to the user at each iteration. We assume that the
user is looking for an image or a set of images related to their interest. The user
feedback is given by a relevance score y ∈ [0, 1], where 1 indicates that the image
is of high relevance. The formal iteration protocol is as follows:

– The system selects k images and presents them to the user.
– The user provides relevance scores yi ∈ [0, 1], i = 1, . . . , k for the displayed

images. Images that have not been rated by the user are assumed to have
relevance score of 0.

In order to help the user to explore the image space, we use Gaussian Process
(GP) bandits [14], an algorithm that has already been proven to work well in
information retrieval applications [7]. GP bandits are an extension of simple ban-
dit algorithms [1] to a case where there are dependencies across arms, which in
our system translates into handling similarities between images based on their
features. At each iteration, the algorithm suggests new images based on the user
feedback from previous iterations. The algorithm uses function f that makes
predictions with regards to the relevance of all the images in the database to
the user’s interests. When selecting the next set of images to display, the system
might simply select the images with the highest estimated relevance score. But
since the estimate of f may be inaccurate, this exploitative choice might be sub-
optimal. Alternatively, the system might exploratively select an image for which
the user feedback improves the accuracy of f , enabling better image selections
in subsequent iterations.

Let us assume that X is a space whose elements are images x1, . . . , xn.
Images seen up to time t are x1, . . . , xt−1 with relevance scores y1, . . . , yt−1. The
GP posterior at time t after seeing data (x1, y1), . . . , (xt−1, yt−1) has mean μt(x):

μt(x) = kt−1(x)T C−1
t−1yt−1 (1)

with variance σ2
t (x):

σ2
t (x) = κ(x, x) − kt−1(x)T C−1

t−1kt−1(x) (2)

where κ denotes a kernel defined on pairs of elements of X : κ = C(x, x) and
Ct−1 is the covariance matrix between the elements of X seen up to time t,



A Reinforcement Learning Approach to Query-Less Image Retrieval 125

while kt = (C(x1, x1), . . . , C(xt−1, xt−1)). We used the Gaussian kernel with the
Hellinger distance between images:

κ(xi, xj) = exp
(

−‖ xi − xj ‖
2l2

)
(3)

We set the value of l to 0.5, which was selected during the pre-user study exper-
iments.

The algorithm aims to optimally balance exploration and exploitation by
selecting images to display according to the following formula:

xt = argmaxx∈X {ft−1(x) = μt−1(x) + B(t)σt−1(x)} (4)

This can be seen as active learning where we want to learn accurately in regions
where f looks good, while ignoring other areas. The B(t) term balances explo-
ration and exploitation: the bigger it gets, the more it favours points with high
σt(x). The value of B(t) was set to B(t) = 0.002 was selected during the pre-user
study experiments as it was the optimal one. The objective of the algorithm is
to find as quickly as possible a good approximation f� of the maximum of f .
At each iteration, we learn new information which enables us to improve our
approximation of f� over time. Initial experimental results involving a set of
user studies can be found in [5].

4 Summary and Conclusion

To support users in directing the exploration of the image space during search,
we developed an interactive CBIR system that applies exploration-exploitation
trade-off with user feedback. Instead of typing queries, users can explore the
image space by scoring images currently on display. Such interactions result
in predictions of new images matching the user interest at the current search
iteration. The system does not require a dataset with tagged images, the users do
not need to think of elaborate queries when searching for an image, it supports
users’ exploratory behaviour when dealing with an unknown dataset of images
or loosely defined search target.
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Abstract. In the last few years, research in human-robot interaction has
moved beyond the issues concerning the design of the interaction between
a person and a single robot. Today many researchers have shifted their
focus toward the problem of how humans can control a multi-robot team.
The rising of multi-touch devices provides a new range of opportunities
in this sense. Our research seeks to discover new insights and guidelines
for the design of multi-touch interfaces for the control of biologically
inspired multi-robot teams. We have developed an iPad touch interface
that lets users exert partial control over a set of autonomous robots. The
interface also serves as an experimental platform to study how human
operators design multi-robot motion in a pursuit-evasion setting.

Keywords: Human-robot interaction ·Multi-agent path planning · Bio-
logically inspired motion · Multi-touch interface

1 Introduction

The field of human-robot interaction has evolved beyond issues concerning the
design and development of one person controlling one robot. Today, robots and
humans routinely collaborate in multi-robot teams. Robotics has advanced such
that teams of robots can be fully autonomous, completing multiple tasks in par-
allel. In addition to interaction with a group of agents that is fully autonomous,
a group of agents could be fully controlled by the user, or some combination that
exists in between.

In this paper, we present an experimental platform that helps to understand
how motion and path planning for multi-robot swarms should be designed. We
are especially interested in cases where a human exerts partial control over mul-
tiple robots. In [1] researchers explore biologically inspired motion by using an
approach where the input is initiated by an operator, applies to the motion of
a subset of robots, and in turn, affects the motion of other robots. In our work,
we developed a multi-touch interface to study how decentralized control over a
set of biologically inspired agents can be used to reach high-level pursuit-evasion
strategies. In this paper, we describe the design and development of the interface.
c© Springer International Publishing Switzerland 2014
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2 Background

Research on path-planning has explored a number of algorithms for fully
autonomous systems. Some of them, such as discrete search methods [5,12,13],
work for path planning, but do not scale well to multiple robots. Other optimized
methods [7], while working for multiple robots, do not function well in complex
environments.

Multi-robot motion design research has often leveraged pursuit-evasion tasks.
Different algorithms have been designed and tested in simulation to plan the path
of pursuers and evaders, ranging from two pursuers are searching for one evader
[16] to multiple pursuers searching for multiple evaders [3,18].

Biological motion has also been a source of inspiration for those researching
multi-robot path planning. The study of the collective behavior found in nature
has led to attempts to create computational models to characterize and replicate
that behavior. Couzin et al. [4] offers a popular bio-inspired model that describes
three circular zones around an agent: repulsion, orientation, and attraction. The
motion of each robot is calculated based on the presence or absence of other
individuals on each of these zones. This globally generates a collective behavior
that resembles the behavior of a real swarms.

A number of interfaces and interaction studies can be found exploring how to
control a single and multiple robots [2,6,8,10,11]. A special case is that of multi-
touch interfaces. While surface and direct touch computing can offer challenges
in the forms of less traditional input than the keyboard and mouse, it offers a
direct means of controlling elements through multitouch freehand gestures [17].
A number of systems have explored multi-touch interfaces to control physical
robot agents [14,15]. In our work we try to understand how simple and direct
multi-touch interaction could allow the user to create motion paths that affected
subsets of robots, which would in turn affect others. We present a multi-touch
interface that gives users the flexibility to use natural gestures, such as those
defined [17], to control a swarm of biologically inspired robots. We leverage
research on biological motion [4], multi-robot pursuit evasion, and decentralized
control [9].

3 Implementation

We implemented a multi-touch interface on an iPad app that supports up to ten
fingers. The app is meant to control a swarm of semi-autonomous biologically
inspired robots with simple behavior and low connectivity. Each robot can sense
other robots within a certain range, and no communication between robots is
assumed.

In our design three main components contribute to the swarm motion:

1. Biological data
2. User input
3. Local interaction rules.
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When no input is given the swarm enters in a wandering status. While in this
status the swarm follows a vector field derived from biological data stored in an
xml file, i.e., the velocities of the individuals exactly match velocities measured
from real swarms, flocks, etc.

When users touch the screen they start controlling the swarm. The fingers
that touch the iPad create a virtual leader behavior at the position of the touch.
Raising a finger from the surface corresponds to the removal of that leader from
the swarm. As the user slides her fingers on the touch surface, the swarm reacts
by following the leaders.

This behavior is coupled with additional interaction rules that make sure
robots will avoid collisions and will try to stay with the group.

Following from [4], we define three different zones relative to each robot:

– Zone of repulsion (ZOR). Each individual attempts to maintain a minimum
distance from others within a “zone of repulsion”.

– Zone of orientation (ZOO). An individual will attempt to align itself with
neighbors within the “zone of orientation”.

– Zone of attraction (ZOA). An individual will attempt to move toward the
position of leaders within the “zone of attraction”.

The app provides a drop-down panel to set parameters and save them for
future simulations (Fig. 1a). It is also possible to explore the effect of a parameter
change in real-time, in effect, making the app usable for motion design.

We provide two different instances of the interface, one meant to test the eva-
sion behavior and the other meant to test the pursuit behavior. In one instance,
mobile pursuers try to hit the swarm and the goal is avoiding as much pursuers
as possible. In the other instance, the iPad screen is filled with mobile targets,
and participants are asked to control the swarm in order to catch as much tar-
gets as possible. Individuals in the swarm are represented as orange circles, while
blue circles represents computer-controlled pursuers/evaders (Fig. 1). Below we
give some examples of possible uses of this interface to design different kind of
motions for the swarm.

One finger. One finger can be used to control the entire swarm (Fig. 1b). This
strategy can be used to hide the swarm outside the field of view of pursuers
(evasion task).

Two fingers. By using two fingers a line formation can be obtained (Fig. 1c).
This formation can be used for pursuing. Another strategy is to split the
main pack of robot in two subgroups (Fig. 1d). This strategy can be used
both for evading and pursuing. When evading it is also possible to use a
small number of individuals to draw the attention of the pursuers from the
main group (Fig. 1e).

Three fingers. A V-formation, typically used for pursuing, can be obtained
with three fingers (Fig. 1f). The same number of fingers can also be used to
shape the swarm as a triangle (Fig. 1g).
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(a) Initial configura-
tion and parameters
setting

(b) One finger interac-
tion: controlling the
entire swarm

(c) Two fingers inter-
action: line formation

(d) Two fingers inter-
action: split in sub-
groups

(e) Two fingers inter-
action: draw atten-
tion from the main
group

(f) Three fingers inter-
action: V formation

(g) Three fingers inter-
action: triangle for-
mation

(h) Four fingers inter-
action: surround

(i) Playing with pa-
rameters: increasing
repulsion

Fig. 1. iPad interface (Color figure online).
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Four fingers. More than three fingers are typically necessary when trying to
obtain complex configurations. Figure 1h shows how a surround behavior is
obtained using four fingers.

Playing with parameters. A number of different kind of motion can also
be obtained by playing with parameters. Figure 1h, for example shows the
effects of an increment of the ZOR radius. This increases the repulsion com-
ponent among robots of the swarm which causes a spreading behavior.

4 Demo Set Up

The setup comprises an iPad mini and a charger. In order to fully take advan-
tage of the system, the user should be allowed to interact with the iPad in a
comfortable way. A desk and a chair may be necessary to allow users to comfort-
ably input commands even with two hands. Alternatively a flexible iPad stand
to hold the device can be used.

5 Running Experiments

The platform described can be used to run different kind of experiments. In [1]
it was used to understand how users would take advantage of the multi-finger
control in the context of pursuit-evasion.

During the experiment, participants were given three to five minutes for each
of the two tasks. Within that time, they performed multiple trials to iteratively
refine the evading/pursuing strategy. Experiments containing iterative trials are
useful to understand how people interact with swarms of autonomous robots. For
example in [1], a similar setup was used to gain insights about frequently-used
strategies for pursuit-evasion and the way they are achieved. Our work seeks to
define new pursuit-evasion strategies and to suggest natural high level gestures
that can be used to provide users with even more control over the interface while
minimizing attentional demands.
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Abstract. With emerging technologies, computing has evolved beyond spatial
constrains, and location-aware applications have become possible. The symbi-
osis between human and computer has now a new factor: space. Aiming at
increasing the awareness of the environment, we propose a tactile glove concept
as a medium in between human and computer that allows computer to interpret
users’ intention in the space while information could be perceived by users via
tactile modality. A glove prototype was built demonstrating pointing and
selecting application in 3D space with tactile guidance. By following tactile
guidance presented on the fingers, users can locate targets in 3D space without
visual feedback from the system. As information presented on visual interface
could dominate users’ perception, which might hamper the awareness of the
surrounding, the proposed glove interface implies an alternative that allows
interacting with information while visual attention is released onto the
environment.

Keywords: Tactile guidance � Symbiotic interaction � Motion sensing

1 Introduction

The future computing and symbiosis between human and computer envisioned by
J.C.R. Licklider (1915–1990) more than 50 years ago [1] is finally emerging. Follow-
up studies by Lesh et al. [2] also pointed out three elements that are required for
symbiotic interaction: a complementary division of labor between human and com-
puter, the representation in the computer of the user’s abilities, intentions, and beliefs,
and nonverbal communication modalities. Nowadays, computer is possible to exist not
only in almost any form but also in any place. Location based applications and services
have become available. By knowing the location of users, a computer has more con-
textual information and can provide more relevant information. The symbiotic rela-
tionship between human and computer has turned a new page when the interaction is
no longer confined in a room.

To explore the interaction in the space under the context, we propose a tactile glove
concept as a medium in between human and computer, which allows computer to
interpret users’ intention in the space while information could be perceived by users via
tactile modality. Practical features of the glove would include tactile feedback as a
presentation of information, and recognition of various hand gestures. Tactile feedback
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has been utilized as a directional guidance cue in numerous studies, with devices
ranging from handheld devices (e.g., [3–5]) to wearables such as belts (e.g., [6–8]) and
gloves (e.g., [9–12]). In most studies, tactile cues for guidance have been designed with
a specific application and use context in mind, thus, resulting in an increasing number
of mappings and actuator setups.

In this demo, we present a tactile glove prototype and its use for pointing in target
acquisition tasks in 3D space. Compared with previous work, our glove deploys
wireless communication and does not require camera-based techniques for tracking
hand movement, which provides high mobility and can be used in outside environment.
We also implemented a demo application with a tourism scenario in which users use
the glove to locate point of interests (POI) in the surrounding.

2 The Tactile Glove Prototype and System Design

We constructed a tactile glove for pointing in a 3D environment (see Fig. 1). Two
Arduino microcontrollers (Arduino Pro) process the sensor signals and commands.
For sensing hand orientation, the glove is equipped with a 9-axis Inertial Measurement
Unit (IMU, InvenSense MPU-9150), which consists of a gyroscope, an accelerometer,
and a compass. Flexible bend sensors (Spectra Symbol flex sensor) are deployed on
three fingers (thumb, index, and middle finger). A set of four vibrotactile actuators
(Precision Microdrives 10 mm shaftless vibration motor) is mounted for providing
directional guidance. The actuators can be tuned to provide guidance in eight direc-
tions. The glove communicates wirelessly over Bluetooth with a laptop computer or an
Android device running the application software.

The actuator placement is depicted in Fig. 2. Three actuators are mounted on three
fingertips, and a fourth actuator is placed near the knuckle of the index finger. The
vibration guides towards the direction where the user should point at. For example,
when it vibrates on the thumb, it directs users to point toward left. When it vibrates on
the index fingertip, the target is below the current pointing direction. When the user
points at the target location, an on-target cue is presented as all four vibrators activated.
Diagonal direction guidance can be achieved by actuating two vibrators at the same
time. Detailed tactile guidance mapping is depicted in Fig. 3.

Studies have shown that differences in vibration burst interval are more perceivable
than in intensity [6, 8]. We manipulated the burst interval to encode guidance cues.
When the user was guided towards a target, vibration pulses with 100 ms activation and
400 ms silence were presented on the corresponding actuators, while pulses with
100 ms activation and 200 ms silence were presented on all actuators of a given set
(fingertip or palm) when the user was on the correct target.

The system is designed to achieve high mobility to serve the purpose of pointing
freely in 3D environment. The Bluetooth module on the glove functions as a serial
communication port. Therefore, any devices with corresponding Bluetooth features
could receive sensor readings from the glove and send commands to control the
actuating of the vibrators. In our system setting, the glove is paired with an Android
mobile device running our demo application.
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Fig. 1. The tactile glove showing both sides.

Fig. 2. Actuator placement on the hand. The colors depict ventral (blue) and dorsal (red)
placement (Colour figure online).

Fig. 3. Tactile guidance mappings on the finger. Colored circles indicate active vibrators
(Colour figure online).
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3 Demo Set Up

In addition to the glove and an Android mobile device, our demo setting also incor-
porates a loudspeaker or headset for playing audio content, which is added for
enhancing the experience and expanding information capacity of our system.

An Android application running on the device is responsible for the computing and
controls the behavior of the glove. On the display, the application shows in a radar-
style visualization of the current readings from the glove. The hand movement can be
observed accordingly. The target locations are also shown on the display. Each target is
associated with a coordinate consists of heading and pitch reading from the glove
sensor. By comparing the current pointing orientation and the target coordinate, the
application could compute the corresponding tactile guidance and send commands to
control the activation of the vibrators on the glove.

In our tourism demo scenario, users will be surrounded by several POIs. The first
demo scene is locating POI. Users will receive tactile guidance from the glove, which
directs the user to point at the target. When the pointing orientation matches the target
coordinate, the on-target cue presents along with an audio annotation of the name of the
POI is played. By bending the fingers, selection is confirmed and another audio
recording with spoken information on the target POI is played back. The second demo
scene is browsing POIs. Users receive no tactile guidance but can freely scan through
the space. All the preset targets are available now. On-target cue is presented when
pointing orientation matches any of the target coordinates.

4 Discussion

The glove could enhance users’ awareness of the environment. Very often, our per-
ception is dominated by information presented on visual interfaces, which might result
in ignorance of the real environment. For example, it is common seeing people walking
on the street while still using touch screen devices. Information is presented through
visual elements and the interface also requires visual attention when operating the
device. By using modalities other than vision, the awareness of the environment could
be enhanced by direct interaction with real objects in the surrounding, e.g. point at
objects and make selection gesture. In fact, visual information is actually presented by
the real objects in the environment.

Moreover, the intention of glove users expressed through hand gestures and
movement could be transmitted to computer for further interpretation. For example,
pointing with hand and making a selection gesture could be interpreted as the will of
fetching information from the pointed target. Equipped with Bluetooth modules, the
glove is associated with computers or mobile devices wirelessly, which allows users to
move freely in the space. High mobility presented on the glove could encourage users
to more expressively interact with the environment.

Considering space as a resource in the symbiosis between human and computer, we
argue that the glove concept has a role in cooperative use of the resource especially
when combined with locating services. In the scenario where information is distributed
in the space and in various locations, users’ physical presence could contribute in
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gathering local data by leveraging mobility of the glove. Meanwhile, information could
be fetched through natural interaction mediated by the glove.

5 Conclusion

In this paper, we present a tactile glove featuring sensing hand gestures and tactile
feedback in pointing and selecting tasks. We also designed a demo with a tourism
scenario in which our system assists users to locate POIs. Though visual feedback is
not included in the system, the proposed glove has potential in increasing environ-
mental awareness through the interaction and has a role in the symbiotic relationship
between human and computer.
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Abstract. Users often find difficult to navigate through a large infor-
mation space to find the required information. One of the reasons is the
difficulty in designing systems that would present the user with an opti-
mal set of navigation options to support varying information needs. As
a solution, this paper proposes a method referred as interaction portfolio
theory. This theory is inspired by the economic theory called the “Mod-
ern Portfolio theory”, which offers users with optimal interaction options
by taking into account user’s goal expressed via interaction during the
task, but also the risk related to a potentially suboptimal choice made
by the user. The proposed method learns the relevant interaction options
from user behavior interactively and optimizes relevance and diversity to
allow the user to accomplish the task in a shorter interaction sequence.
This theory can be applied to any IR system to help users to retrieve
the required information easily.

Keywords: Information retrieval · Information retrieval systems ·Mod-
ern portfolio theory · Search behaviour · Evaluation

1 Introduction

The stored information in the web is increasing rapidly. The main drawback of
this is that users are often not satisfied with the results and face difficulty in find-
ing the desired information [1–3]. There is a need to find novel approaches that
better support the interaction between users and computers reducing uncertainty
[4–6]. In IR system, like search engine, a typical interaction technique to express
information needs is a typed query and then the system retrieve information
from the information space based on that query. A common problem encoun-
tered by these systems is that users might use different terms for searching the
same information which might lead to dis-satisfactory results. This problem is
known as the vocabulary mismatch problem [7]. Often users are unable to form
“good” queries especially in an information space unfamiliar to the user [8].
c© Springer International Publishing Switzerland 2014
G. Jacucci et al. (Eds.): Symbiotic 2014, LNCS 8820, pp. 138–144, 2014.
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Another type of IR systems are where the system provides the user with
relevant options and the user navigates the desired options to find the relevant
information. Marchionini’s [9] studies have shown that users prefer “recogni-
tion task” rather than “description task”. In recognition task, information are
organized in some order and the users navigate through the options to find the
relevant information, often referred as “navigation” [10]. This approach is advan-
tageous over the other as the user has a possibility of retrieving the document
without specifying a “query” which is required to be matched with the given
information space. These systems are suitable for casual users having no prior
knowledge about the query [11].

In these type of systems, the user finds the required information by nav-
igation rather than by searching. In navigation user is guided to explore the
organization and contents of an information space. It is helpful for users, who
are unable to provide the exact information they need, to explore the given infor-
mation space to find the relevant information [12]. Some systems use hypertext
to create a network of inter-related documents to help users to explore the infor-
mation space [11]. Studies have shown that users often get disoriented in these
systems [13]. In few systems, a hierarchical structure of information is presented
to the user, through which user can navigate interactively to get the relevant
information. Often this pre-defined organization is confusing for the user, as the
term “well organised” is also ambiguous. The term “organization” varies from
user to user: for a same set of information display, one user might find it easy to
navigate through while it might be difficult for another user who have different
information need and background [8].

To resolve the drawbacks of pre-organized information, this paper proposes
a method to support navigation which is called interaction portfolio theory,
inspired by an economic theory of financial investments called “Modern Portfolio
theory” [14]. This method helps to adaptively select an optimal combination of
interaction options for the user to accomplish a navigation task. The method
involves a sequence of rounds, where N keywords are displayed in each round
and the user clicks the relevant keyword to find the displayed target document
from a complex information set. The main aim of the method is to provide the
user with best combination of interaction options that eases the user to find the
target document easily. Choosing the right combination of interaction options
which is called as “optimum set” is difficult to find. The proposed method tries
to solve the optimization problem of finding “pareto-optimal” set of interaction
options where “relevance” and “diversity” are optimized at the same time to
maximize gain of interaction options that can get user closer to her goal and
minimize risk of choosing interaction options that are less relevant due to pos-
sibly suboptimal selections. A “pareto-optimal” interaction options set consists
of a set of options, none of which are dominated by any other set of interaction
options.

This paper is organized as follows. Section 2 provides an overview of the
research work that has already been done in this area. Section 3 provides a more
detailed overview of the proposed method for the formulated research question.
Finally, Sect. 4 concludes the overall work described in this paper.
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2 Background

To solve the problem of users getting lost in the vast information space (called
disorientation problem), Hearst and Pedersen [15] have used clustering in their
system called Scatter/Gather. The objective of clustering is to divide an unstruc-
tured set of objects into clusters (groups). This system clusters the whole infor-
mation space to create categories which the user can select or gather. These
categories are again merged together and the results are again clustered. The
iterations continues on till the desired cluster of user information need is found.

Other solutions to the disorientation problem in navigation are content list
[16], lattice representation [17], hierarchical representation [18] of information
representation. Spatial maps provides the user a diagrammatic representation of
the hypertext in a structure format. The diagrammatic representation acts as
a feedback to the users having no knowledge about the information space. The
drawback of this technique is the size of the information space. With the vast
increasing data set in Internet, the pictorial view of the huge information space
becomes difficult.

The main drawback of the above mentioned techniques is that these tech-
niques of information retrieval are “static”. Static in this context means that
these techniques are pre-defined from before. Different users have different infor-
mation needs and different background. Hence, a “well organised” hierarchical
order of information might be very useful for an user to find the required informa-
tion while another user might find it very difficult to find the information. These
techniques suffers from the inability to adapt according to the user information
needs [19].

There has been works related to “adaptive navigation support technology”
[20] which creates user models based on user information need and eases the
information searching. Joahims et al. [21] described a tour guide system which
learns according to the user information need, Pazzani et al. [22] described a
software agent that learns the user information needs, as user rates the relevance
of information shown to the user. It changes its display results according to the
ratings provided by the user. Kaplan et al. [23] have described a prototype which
recommends user with relevant information according to the user preferences and
needs of information. The results have shown that users were able to find the
required information 40 % faster than using traditional IR techniques.

None of the techniques mentioned above have taken Modern Portfolio Theory
(MPT) [14] into account to model the user interaction, so that a system can
adapt accordingly. Wang and Zhu [24] have used portfolio theory in IR but
the work is more concentrated in applying MPT in the ranking of “relevant
documents”. Traditionally in IR, only the relevance prediction of documents
were used for ranking of documents. So, their work applied MPT in finding the
“right combination of relevant documents” that should be displayed, so that
the user finds the relevant document easily. The method proposed in this paper
is more concentrated in finding the right combination of optimal interaction
options which will help users to find the required information. This method can
be applied to any IR systems using “recognition task” to retrieve documents.
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The original theory by Harry Markowitz in his Nobel Prize winning work,
stated that to maximize the expected return for a given amount of portfolio risk,
one should carefully choose the proportions of various assets. The theory was
based on the following two observations:

1. the future return of the invested stocks are uncertain
2. the future return of the invested stocks are correlated to each other

Taking the above two observations into consideration, the theory suggests
that risk related to a certain portfolio investment can be nullified by using vari-
ance of the return. During investment, an investor should try to maximize the
return and minimize the variance. The theory provides a solution to the problem
that given a set of available securities or assets, which is the optimum way to
invest money in these assets so that the investor gets the maximum return.

3 Proposed Method

In this paper, the main challenge lies in finding the optimal interaction options
hence, the analogy of finance and IR is formulated as:

1. the interaction options which an user will find relevant to interact with the
information space to find the required information are uncertain

2. the interaction options in the information space are correlated to each other

For example, to find a document related to “human computer interaction”:
users having a background of psychology might prefer a set of interaction options
as relevant while computer science background users might prefer some different
set of interaction options as relevant while users having some different back-
ground, other than those mentioned above, might find another set of interaction
options as relevant to find the target document. Hence, though a document
related to “human computer interaction” might have a particular set of options
related to it, it is useful to find the optimal set of interaction options so that
the results are useful to all users having any background. This optimal set of
interaction options is formulated with help of the proposed method called as
interaction portfolio theory, which is based on MPT. This paper describes port-
folios as subsets of the set of all N set of interaction options, modeled as:

X = (X1, . . . , XN ), (1)

where the binary variables Xi indicate whether interaction option set i should
be included in the portfolio. A set of interaction option say Xi is chosen over
other sets of interaction option when that interaction option set dominates other
sets. If set Xi is not dominated by any other set, then this set is said to be
non-dominated set. In multi-objective optimisation problem, there exists many
such non-dominated set. These non-dominated optimal interaction sets on whole
is called pareto-optimal solution. The proposed method focuses in determining
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the pareto-optimal set of interaction options where “relevance” and “diversity”
are maximum. In this context, relevance means how related are the interaction
options, given the user information need, while diversity is about the similarity
of the interaction options to each other. The goal of the proposed method is
to find an optimal set of interaction options that is relevant with respect to
the information need but also heterogeneous enough to allow the user to pursue
different directions, if needed.

Fig. 1. An example of dominated and non-dominated interaction sets

Figure 1 demonstrates a set of dominated interaction option sets (portfolios)
in black dots and a set of non-dominated interaction option sets (portfolios) in
white dots. The dominance is based on two characteristics : Relevance (Rs) and
Diversity (Ds). The black colored dots represents interaction option sets which
are non-dominated and hence are called pareto-optimal solution sets.

4 Conclusion

This paper proposes a method called interaction portfolio theory which solves
the problem of navigation faced by users in finding information in a complex
information space. The proposed method is based on an theory of finance called
Modern Portfolio Theory. The proposed methods displays the user with optimal
interaction options. While choosing the optimal interaction options the method
adapts according to the user’s goal expressed via interaction during the task
and also considers the risk related to a potentially suboptimal choice made by
the user.
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