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Preface

This book constitutes the refereed proceedings of the Second International Con-
ference on Advanced Machine Learning Technologies and Applications, AMLTA
2014, held in Cairo, Egypt, in November 2014. The papers included in the pro-
ceedings volume went through a thorough review process by at least three highly
qualified peer reviewers. Comments and suggestion from them have helped im-
prove the quality of the papers but also the division of the volume into parts,
and assignment of the papers to the best suited parts.

The papers are organized in topical sections on machine learning in Arabic
text recognition and assistive technology, Web-based application and case-based
reasoning construction, social networks and big data sets, recommendation sys-
tems for cloud services, machine learning in watermarking /authentication and
virtual machine, fuzzy multicriteria decision making, features extraction and
classification, and rough/ fuzzy sets and applications

Thanks are due to many people and parties involved. First, in the early
stage of the preparation of the conference’s general perspective, scope, topics
and coverage, we received invaluable help from the members of the international
Program Committee.

At the stage of the running of the conference, many thanks are due to the
members of the Organizing Committee, chaired by Prof. Nashwa El-Bendary
and supported by their numerous collaborators. And last but not least, we wish
to thank Dr. Alfred Hofmann, Leonie Kunz, Aliaksandr Birukou, and Christine
Reiss for their dedication and help in implementing and completing this publi-
cation project on time while maintaining the highest publication standards.

October 2014 Aboul Ella Hassanien
Mohamed F. Tolba
Ahmad Taher Azar
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Arabic Text Recognition Based  
on Neuro-Genetic Feature Selection Approach 
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Abstract. The recognition of a character begins with analyzing its form and ex-
tracting the features that will be exploited for the identification. Primitives can 
be described as a tool to distinguish an object of one class from another object 
of another class. It is necessary to define the significant primitives. The size of 
vector primitives can be large if a large number of primitives are extracted in-
cluding redundant and irrelevant features. As a result, the performance of the 
recognition system becomes poor, and as the number of features increases, so 
does the computing time. Feature selection, therefore, is required to ensure the 
selection of a subset of features that gives accurate recognition. In our work we 
propose a feature selection approach based genetic algorithm to improve the 
discrimination capacity of the Multilayer Perceptron Neural Networks (MLP).   

Keywords: Arabic character recognition, Feature selection, Perceptron multi-
layer, Genetic algorithm. 

1 Introduction 

In recent years, the recognition of Arabic scripts has received increasing attention. 
Many approaches for the recognition of Arabic characters have been proposed. How-
ever, no high recognition rate has been achieved from existing recognition systems 
[1]. The main reason for getting low accuracy is accounted for by the particularity of 
the Arabic script. Unlike other languages, the Arabic script has morphological charac-
teristics that are the cause of the failure of treatment. As stated earlier, in order to 
recognize a given character, every character needs to be analyzed in terms of its form, 
and its features need to be extracted for characters’ identification purposes.    

Since the selection of the best discriminant features is considered as a crucial step 
in the recognition system, many researches have stressed that the inclusion of addi-
tional features leads to a worse rather than better performance. Additionally, the 
choice of features to represent the characters under treatment affects several aspects 
of the recognition system (such as the recognition rate, the learning time, and the 
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necessary number of samples). The preliminary works on feature selection started in 
the 1960s [2].  

Our paper is organized as follows: In Section 2, we provide an overview of feature 
selection methods and Genetic algorithm. Section 3 thoroughly exposes the details of 
the proposed method. Section 4 will be devoted to the experimentation and evalua-
tion. To conclude, we discuss the results in Section 5. 

2 Feature Extraction and Genetic Algorithms 

In this section we present a brief introduction about feature selection and genetic  
algorithm. 

2.1 Feature Selection 

Feature selection is typically a search problem for finding an optimal or suboptimal 
subset of m features out of original M features [2].  Feature selection is important in 
many pattern recognition problems as it excludes irrelevant and redundant features. It 
allows reducing system complexity and processing time and often improves the 
recognition accuracy. For large number of features, exhaustive search for best subset 
out of 2M possible subsets is infeasible. Therefore, many feature subset selection 
algorithms have been proposed. The feature selection method is commonly used to 
select best feature subsets from the extracted features. Then, these feature subsets are 
evaluated to select a small subset of features that provides high recognition accuracy. 
Finally, we analyze the recognition accuracy using our classifier. There are two essen-
tial steps in the feature selection Research procedures and Evaluation functions [3, 4]:  

1. Research procedures: If the all the features contains N primitives defined initially 
then the total number of candidates generated opportunities is 2N. This number is 
very high. The goal is to find a solution among the number of probabilities. To 
solve this problem, the search process consists of three approaches: complete, heu-
ristic and random. 

2. Evaluation functions: These functions measure all candidate solutions generated by 
the research procedures. These values are compared with previous values. The best 
value will be kept 

[5, 6, 7] have studied the different optimization techniques and found that GAs are 
suitable when the number of primitives to be selected is huge. The GAs has a high 
probability of finding the best solutions in comparison with other optimization tech-
niques. They recommend applying GAs several times with different parameters. 

2.2 Genetic Algorithms 

GA has been developed by Holland in the 60s. An approach to genetic type is de-
signed, in the literature to adapt the partition of the parameter space with respect to all 
the tools available. The GA is an example of how exploration that uses random choice 
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as a tool to guide exploration in the parameter space coded. This technique guarantees 
not to reach the global optimum of the function, but to reach this optimum. A GA 
aims to evolve a set of candidate solutions to a problem to the optimal solution. This 
development is done on the basis of transformations inspired by genetics, providing 
the generations, exploring the solution space.  

3 The Proposed Algorithm 

Despite the extensive work on the recognition of Arabic script, several problems exist 
[1].  Feature selection can be considered as a problem of global combinatorial opti-
mization. Our contribution is to make a selection of relevant primitives using GAs. 
These primitives are represented in vector of size N. To do so, we must therefore find 
M primitives such as M<N. Feature extraction aims at not only reducing the dimen-
sion of the space of representation, but also improving the classification in order to 
recognize shapes [23]. We select some features to encode character; these primitives 
are described below; Horizontal and Vertical Density Derivatives Signatures, Exist-
ence of Holes, Descending and Ascending Characters and Character Width. The con-
struction steps of GA used are: 

Chromosomes Coding: We have chosen binary encoding. The presence of bit 1 
means that the primitive is selected and the presence of bit 0 mean that the primitive 
is not selected.   

Fitness function: The fitness function is the weighted sum of objective functions. 
The first objective is to minimize the number of primitives. The second is to minimize 
the error rate generated during the classification. So, the fitness function is a combina-
tion of two functions to be minimized. This function is described by the formula 
Equ.1. Each chromosome of the population is evaluated by this function: 

 Fitness= Minimize (α F1+ β F2)  (1) 

Such that F1: Error rate generate during the classification; and F2:  Ratio between 
the numbers of features selected by the feature selection process and the total number 
of primitives; 

The two parameters α and β are fixed arbitrarily to 1 in 1000 based to work of 
numbers recognition [8]. The proposed technique has the advantage of selecting the 
most representative primitives that improve recognition quality. Then, we performed 
several experiments to determine such parameters like population size and probabili-
ties of mutation and crossover. These experiments are described below. 

Crossover Probability Pcross: The crossover method is assumed to be one point 
crossover. To determine the probability of crossover (Fig.1), we have varied Pcross 

between 0.6 and 0.7 {0.6, 0.65, and 0.7}. 
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Fig. 1. Crossover Probability 

An observation can be considered for Pcross = 0.6; although the optimal solution is 
not reached with the fitness function, it is attained in the case of Pcross = 0.7 and Pcross = 
0.65. We can notice that the convergence is slower when the probability of crossover 
is equal to 0.7. The optimal solution is obtained when a value which tends to zero of 
fitness function is reached; and this is observed in Pcross = 0.65. In the next section, the 
crossover probability is fixed to Pcross = 0.65. 

Mutation Probability Pmut: We have used the technique of bit string mutation to 
build our AG. The mutation of bit strings is ensued through bit flips at random posi-
tions. To determine the mutation probability Pmut (Fig.2), we have varied the values 
between 0.02 and 0.04 {0.02, 0.03, and 0.04}. 

 

Fig. 2. Mutation Probability 

Another remarkable observation can be made regarding the fitness function which 
reaches the optimal solution in the case of Pmut = 0.03. After some experiments, we 
have found that in order to choose the probability of crossover and mutation, the val-
ues chosen are equal respectively to Pcross = 0.65 and Pmut= 0.3, because the rate of 
convergence is faster with those values. 
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Initial population Size: In the same context, we do some experiments to observe 
the influence of population size with one point crossover Pcross = 0.65 and Bit string 
mutation Pmut = 0.03. Our results are based on an initial population of 100 individuals; 
we conducted experiments with a larger population of 200 individuals. Fig. 3shows 
the average rating of the Fitness functions with our population and a wider population 

 

Fig. 3. Comparison of the convergence of Fitness for two populations of different sizes 

We observed that the convergence rate of the two populations is almost the same. 
The optimal solution is reached at the 800th generation. So, it is better to use a popu-
lation size equal to 100 people instead of 200 because the computation time for a 
large population is slower. 

Finally, these values (Tab.1) will be used for primitives selection. 

Table 1. Genetic algorithm Parameters 

GA Parameters Values 
Chromosome Coding Binary 
Chromosome Size 27 
Population Size 100 
Number of generations 1000 
Selection type Roulette wheel 
Crossover type one point 
Crossover rate 0.65 
Mutation type Bit string 
Mutation rate 0.03 
Insertion Elitism 
Stopping criteria Maximum number of generation 

4 Experimental Results and Discussion 

We used the relevant feature subset with a PML classifier and examined the recogni-
tion accuracy of every letter form. PML is most common neural network model, 
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We propose to compare our results with other work. In fact, OLIVERI and his col-
leagues propose in their 2002 paper, a neuro-genetic hybridization approach for the 
recognition of handwritten digits [9] with an accuracy of 97.1% and in 2007, 
KROUCHI and DJEBBAR propose an extension in the domain of OCR is to perform 
a hybridization of a neural network of type PMC and AG with an accuracy of 87.54% 
[10].   The recognition rate of our contribution (87.94%) seems low in relation to that 
of [9]. This gap is justified by the fact that [10] uses a database of numbers from 0 to 
9, as far as our system is applied on Arabic script which is characterized by a wide 
vocabulary. Although the phase of post-treatment can improve the recognition rate to 
10%, we did not achieve this step which may have a tremendous impact on the recog-
nition rate of AOCR system. 

Table 3. Comparison of results  

Authors Accuracy (%) Classifiers 
Our contribution 87.94 PML-AG 

[9] 97.1 PML-AG 
[10] 87.54 PML-AG 

 
It is difficult to make an exhaustive comparison between the performance of our 

system and those of other published systems. Indeed, the test sets are different and the 
performance measures are not clearly defined. In addition, it is not possible to deter-
mine if learning samples and tests are mutually exclusive. The effort required for the 
preparation of a set of tests is actually a significant obstacle for valid experimentation 
from a statistical point of view. It is therefore necessary to focus efforts in developing 
a standard basis of the Arabic script that could be used in the evaluation of various 
Arabic recognition systems. 

5 Conclusion and Future Works 

In this paper, we have presented a feature selection method based on genetic algo-
rithms. The experimental results prove that feature selection using the GA reduces 
from 25 to 30% of features during the feature selection process. This reduction im-
proves the recognition accuracy. The results obtained in this research have been very 
promising and identification accuracy has reached 87%. 

The evaluation of our proposed recognition system is employed to improve the per-
formance of the algorithm, its efficiency as well as its weaknesses. Moreover, this 
evaluation may give clues about points to be improved later. The problem remains 
open and further efforts are made to improve current approaches to Arabic writing 
recognition. As a future work, the author plans to improve the recognition rate of 
AOCR system using SVM classifiers.  The performance criteria would include 
recognition rate and time complexity.       
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Abstract. Classification step is one of the most important tasks in any recogni-
tion system. This step depends greatly on the quality and efficiency of the ex-
tracted features, which in turn determines the efficient and appropriate classifier 
for each system. This study is an investigation of using both K- Nearest Neigh-
bor (KNN) and Random Forest Tree (RFT) classifiers with previously tested 
statistical features. These features are independent of the fonts and size of the 
characters. First, a binarization procedure has been performed on the input 
characters images, and then the main features have been extracted. The features 
used in this paper are statistical features calculated on the shapes of characters. 
A comparison between KNN and RFT classifiers has been evaluated. RFT 
found to be better than KNN by more than 11 % recognition rate. The effect of 
different parameters of these classifiers has also been tested, as well as the  
effect of noisy characters. 

Keywords: Random forest tree, KNN, Classification, Arabic character 
recognition, Statistical features. 

1 Introduction 

Optical Character Recognition (OCR) is a process of converting images of written 
text to machine editable text. A lot of work has been done on English OCR, but Ara-
bic OCR is still a challenge [1, 2]. Arabic text has some special characteristics that 
make Arabic (OCR) considered to be a difficult task [3]. These characteristics can be 
summarized as follows  

− Arabic text (printed or handwritten) is cursive and written from right to left. Arabic 
letters are normally connected to each other on the baseline. 

− Arabic text uses letters (which consists of 28 basic forms), ten Hindi numerals, 
punctuation marks, as well as spaces and special symbols. 

− Arabic letters might have up to four different forms (beginning, middle, end and 
isolated) depending on their position in the word for example ( غـ, ـغـ , ـغ , غ  respec-
tively).  This feature increases the number of the classes from 28 to 100. Actually, 
a new character (لا) is created when Alif (أ) is written immediately after Lam (ل), 
this kind of new characters increase the number of classes to 120. 
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− Several Arabic letters have exactly the same primary part. However, they are dis-
tinguished from each other by the addition of dots in different locations. 

− Arabic characters do not have a fixed size. The width and height of the character 
vary according to its position in the word. 

− Some Arabic letters include a loop that can have different shapes, the shape of the 
loop changes with respect to the font [4]. (See Figure.1). 

 

Fig. 1. Different shapes of holes 

Arabic OCR has attracted many researches because it contributes to the advance-
ment of the automation process and it improves the interaction between man and ma-
chine in many applications, including office automation, check verification and a 
large variety of banking, business and data entry applications [5]. Arabic character 
recognition falls into either online or offline. In offline recognition the image is ac-
quired using an optical scanner. The image then is read by the system and is analyzed 
for recognition. In online recognition system input is usually acquired from a tablet 
computer or pen based device as cell phone and sign pad [6].  

Our research is designed for offline printed individual Arabic characters. The pur-
pose of the proposed work is to build a high accurate font and size independent Ara-
bic OCR using statistical features used in [6] and RFT classifier. 

The rest of the paper is organized as follows: section 2 gives an overview of pro-
posed system methodology. Section 3 explains experimental results and conclusion is 
mentioned in section 4. 

2 Methodology 

2.1 Image Binarization 

Binarization plays a key role in processing degraded images. In general, binarization 
is either global or local. In a global approach, threshold selection leads to a single 
threshold value for the entire image often based on an estimation of the background 
level from the intensity histogram of the image. Unlike global approaches, local 
binarization use different values for each pixel according to the local area information 
[7, 8]. In this paper, global binarization has been used [9]. 
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2.2 Feature Extraction 

One of the basic steps of pattern recognition is features selection. Features should 
distinguish between classes, be invariant to input variability, and also be limited in 
number to compute discriminate functions efficiently and to limit the amount of need-
ed training data [10]. Statistical features look for a typical spatial distribution of the 
pixel values that define each character. There are 14 statistical features extracted from 
each character [6], four of them are for the whole image as listed below: 

1. Height / Width. 
2. Number of black pixels / number of white pixels. 
3. Number of horizontal transitions. 
4. Number of vertical transitions. 

The horizontal and vertical transitions are a technique used to detect the curvature of 
each character and found to be effective for this purpose [6]. The procedure runs a 
horizontal scanning through the character box and finds the number of times that the 
pixel value changes state from 0 to 1 or from 1 to 0 as shown in figure 2. The total 
number of times that the pixel status changes, is its horizontal transition value. Similar 
process is used to find the vertical transition value [6]. 

The other 10 features are extracted after dividing the image of the character into 
four regions to get the following ratios as shown in figure 3: 

1.  Black Pixels in Region 1/ White Pixels in Region 1 
2.  Black Pixels in Region 2/ White Pixels in Region 2 
3.  Black Pixels in Region 3/ White Pixels in Region 3 
4.  Black Pixels in Region 4/ White Pixels in Region 4 
5.  Black Pixels in Region 1/ Black Pixels in Region 2 
6.  Black Pixels in Region 3/ Black Pixels in Region 4 
7.  Black Pixels in Region 1/ Black Pixels in Region 3 
8.  Black Pixels in Region 2/ Black Pixels in Region 4 
9.  Black Pixels in Region 1/ Black Pixels in Region 4 

10.  Black Pixels in Region 2/ Black Pixels in Region 3 
 

        

Fig. 2. Horizontal and vertical transitions    Fig. 3. Dividing the image and extract the features 

2.3 K-Nearest Neighbor Algorithm 

KNN is a type of instance-based learning, or lazy learning where the function is only 
approximated locally and all computation is deferred until classification. The k-nearest 
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neighbor algorithm is amongst the simplest of all machine learning algorithms: an ob-
ject is classified by a majority vote of its neighbors, with the object being assigned to the 
class most common amongst its k nearest neighbors (k is a positive integer, typically 
small). If k = 1, then the object is simply assigned to the class of its nearest neighbor. 
The training phase for KNN consists of simply storing all known instances and their 
class labels. If we want to tune the value of K, n-fold cross-validation can be used on the 
training dataset. The testing phase for a new instance “T”, in a given known set “I” is as 
follows: 

1. Compute the distance between T and each instance in I 
2. Sort the distances in increasing numerical order and pick the first K elements 
3. Compute and return the most frequent class in the K nearest neighbors 

KNN learning algorithm has been tested because it needs few parameters to tune and 
has been frequently used in recent AOCR research [2], [11]. 

2.4 Random Forest Tree (RFT) 

Random forest is an ensemble classifier that consists of many decision trees and out-
puts the class that is the mode of the classes output by individual trees. The algorithm 
for RFT was developed by L. Breiman [12] . RFT classifier has been tested in this 
study because:  It is one of the most accurate learning algorithms available as it pro-
duces a highly accurate classifier  for many data sets and , it also  runs efficiently on 
large databases and it gives estimates of what variables are important in the classifica-
tion [13] [14]. RFT is composed of some number of decision trees. Each tree is built 
as follow: 

─  Let the number of training objects be D, and the number of features in features 
vector be F. 

─  Training set for each tree is built by choosing D times with replacement from all D 
available training objects. 

─  Number f <<F is an amount of features on which to base the decision at that node. 
These features are randomly chosen for each node. 

─ Each tree is built to the largest extent possible. 
─ Each tree gives a classification, which is called voting for that class. The forest 

chooses the class having the most votes (over all the trees in the forest) [15]. 

3 Experimental Results  

3.1 Dataset Generation 

Our Dataset has been created from 1160 sample characters of sizes 18, 24, 32 and 64 
from 6 different Arabic fonts shown in figure 4.  The process starts by acquiring the 
text image using 300 dots per inch (dpi) scanner then the image of the text is saved as  
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Table 1. Results of KNN 

Recognition Rate 87 % 
Search Algorithm KD Tree 
Training Time 0.02 sec 
 Testing Time 0.01 sec 

Table 2. Results of RFT 

Number of trees 10 20 50 
Recognition Rate 94% 96.5 % 98 % 
Number of features 3 2 3 
Training Time 0.77 sec 1.06 sec 3.90 sec 
Testing Time 0.01 sec 0.02 sec 0.08 sec 

 
It has been noticed from the experiments that increasing number of trees often in-

creases the recognition rate but to a certain extent as when increasing the number of 
trees from 50 to 70 and to 100 there was no improvement in recognition rate. Accord-
ing to number of features selected to split tree nodes, while it has no specific relation-
ship with recognition rate it has a remarkable effect on training and testing time, as it 
is clear from presents results that increasing number of features increases training and 
testing time dramatically.   

Testing noisy data obtained about 43.5 % which shows that random forest tree is 
also sensitive to noise, as the rates have been decreased by about 55% compared to 
the results of testing data without noise. 

4 Conclusion and Future Works 

This paper presented an isolated printed Arabic character recognition system using a set 
of effective and invariant statistical features. The proposed system was independent of 
the character font and size. Although many researchers have found that KNN algorithm 
achieves very good performance for character recognition in their experiments on dif-
ferent data sets [12], we found that RFT performs better in our research. Using the same 
training and testing set RFT achieves 98% recognition rate compared to 87 % using 
KNN. On the other hand KNN is very fast in training and testing the datasets compared 
to RFT. Experimental results also showed that both KNN and RFT are very sensitive to 
noisy data. In our future works, rough sets-based feature extraction, rule generation and 
classification will provide more challenging and may allow us to refine our learning 
algorithms and/or approaches to the Arabic pattern recognition [17]. 
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Abstract. Optical Character Recognition Systems (OCR) provide human-
machine interaction and are widely used in many applications. Classification is 
the most important step in an OCR system. Support Vectors Machines (SVM) 
is among the tool of classification that appears these days. This tool proves its 
ability to discriminate between the forms and gives encouraging result. In this 
paper, we present an overview of the Arabic optical character recognition 
(AOCR) work done using SVM classifiers. 

Keywords: AOCR, multi-class SVM, SVM survey. 

1 Introduction 

Characters recognition within the field of pattern recognition interests in characters 
shapes. Since the 40s, the character recognition has been the subject of extensive re-
search. Many researches can be done to improve OCR system, particularly in case of 
Arabic letters recognition. Characters recognition is an active research area in pattern 
recognition and has many practical applications. Some of these applications include 
postal address and zip code recognition, forms processing, automatic processing of 
bank cheques, etc. Recognition requires the definition of the knowledge which we 
have about forms to be treated based on learning. Learning can acquire the knowledge 
and organize reference model. It is impossible to learn a great number of samples and 
different forms because of their variability. We should replace this number by better 
quality of characteristics [1]. Learning procedures are different depending on whether 
to recognize the printed or manuscript, mono-font or multi-font ...The classification 
approaches are divided into three main categories; statistics, structural and stochastic. 
The problem of recognition of characters stills an active area of research and is chal-
lenging and interesting task in the field of pattern recognition. It is the process of 
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classifying Arabic characters into appropriate classes based on appropriate classifica-
tion method. Many classification methods have been applied in the field of recogni-
tion. However, few AOCR systems have applied SVMs compared to other traditional 
techniques know in literature. This has recently begun to change. The improvement of 
the recognition rate in AOCR system is the reason to introduce new tools of classifi-
cation such as SVM.           

This paper is organized into 4 sections. Section 2  presents properties of SVM. We 
discuss different methodologies in AOCR development using SVM Section 3 ex-
plains experimental results and conclusion is mentioned in section 4. 

2 SVM for Classification 

SVM tool is based on statistical learning theory proposed, in 1979, by Vapnick [2].  
The principal motivation of this technique is the probabilistic search of limits that 
minimize errors and "empirical risk" while maximizing the margin of separation [3]. 
SVM tool constitutes a separation of regions with optimal hyper planes in a multidi-
mensional data space which ensures the learning systems convergence. Applications 
of SVM concern, essentially, pattern recognition and statistical analysis.  

2.1 Binary SVM 

The idea of SVMs is to find a hyper plane that separates classes the best. If such hy-
per plane exists, in other words, if the data is linearly separable, we talk about a SVM 
Hard Margin.  

1. Hard Margin  

The hyper plane WTX+b= 0 represents a separating hyper plane of two classes, and the 
distance between hyper plane and nearest example is called margin. The region lo-
cated between; WTX+b= +1 and WTX+b= -1 is called region of generalization. The maxi-
mization of this region is the objective of training phase. It consists to search hyper 
plane that maximizes margin. This hyper plane is called "Optimal Separating Hyper 
plane".  The determination of this hyper plane passes through the determination of 
minimum Euclidean distance between hyper plane and nearest example of two classes 
called margin. 

To find separating hyper plane that maximizes margin, we must determine w vec-
tor which has the minimum Euclidean norm. The optimal separator can be obtained 
by solving following equation: 
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The problem of the equation (1) is a quadratic programming problem with linear con-
straints. In such cases problem is converted into a dual problem without constraints 
equivalent to equation that introduced Lagrange multipliers. We obtain, then, follow-
ing dual problem to maximize: 
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If the classification problem is linearly separable, an optimal solution for αi exists.   

2. Soft Margin 

A separating hyper plane does not always exist. And if it exists, it doesn’t represent, 
usually, best solution for classification. In addition, an error class in training data can 
affects the choice of hyper plane.  

In the case where data are not linearly separable or incorrectly labeled constraints 
of equation (2) cannot be verified, and there is need to relax. This can be done by 
assuming a certain error of classification which is called Soft Margin. We introduce 
variables ξi called of relaxation; it can be added to allow mis-classification of difficult 
or noisy data. In this case, instead of searching only a separating hyper plane that 
maximizes margin, we look for a hyper plane which also minimizes sum of allowed 
errors. Equation becomes: 
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C is a positive parameter which represents a balance between margin and allowed 
errors. In other words, C is the balance between the maximization of margin and the 
minimization of classification error. 

3. Kernel 

Instead of a straight, ideal representation of decision function is a representation that 
fits the data best training. The determination of such non-linear function is very diffi-
cult. To do, data is brought in a space where this function becomes linear. This space 
of transformation is often made with a function called "Mapping function". The new 
space is called "Features space ". 

A kernel function is defined as a function that corresponds to a dot product of two 
feature vectors in some expanded feature space. Some examples of kernel functions 
proposed by Vapnik allowing a good approximation of properties of decision space 
are presented in [2]. 
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2.2 Multi-Class SVM 

 Problems of real world are in most cases multiclass, the simplest example is OCR. In 
such cases, we don’t want to assign a new instance to one of two classes but one 
among many. The decision is not binary and one hyper plane is not enough. Multi 
class SVMs reduce this problem to a composition of several hyper planes bi classes 
allow drawing the boundaries of decision between classes [3]. SVMs are originally 
designed for binary pattern classification. Multi-class pattern recognition problems 
are commonly solved using a combination of binary SVMs and a decision strategy to 
decide the class of input pattern.            

 Others works use MSVM considering multi class at once. We will discuss, fol-
lowing, some methods of most known MSVM. 

1. One-Against-all strategy (OAA): In this approach, k binary SVM models are con-
structed. An SVM is constructed for each class by discriminating that classes 
against the (k- 1) others classes.  To classify a test pattern using OAA method, it’ 
is assigned to the class with the maximum value of the discriminant function f(x) 
using the winner-takes-all decision strategy. 

2. One-Against-one strategy (OAO): The OAO method is introduced as pairwise 
SVM. An SVM is constructed for each pair of classes by training it to discriminate 
the two classes. Thus, the number of SVMs used is K (K- 1)/2.The maxwins strat-
egy is generally used to determine the class of pattern x using   a majority voting. 
The class with maximum number of votes is assigned to pattern.  

3. Directed Acyclic Graph Support Vector Machines strategy (DAGSVM): 
DAGSVM is a new learning architecture which is used to combine two classifiers 
into one. Its works as OAO method solving k (k - 1)/2 binary SVMs, in the training 
step. However, it uses a rooted binary DAG which has k (k - 1)/2 internal nodes 
and k leaves, in the testing step. Given a new pattern x, starting at the root node, a 
pairwise SVM decision is made. Then it moves to either left or right depending on 
the result, and continues until reaching to one of leaves which indicates the pre-
dicted class. 

3 SVM for Optical Caracter Recognition 

In this paper, we are interested in AOCR systems based SVM classifiers. There are 
many reasons to substantiate the performance of SVM. The essential difference with 
other similar approaches such as neuronal networks is on the fact that the SVM meth-
od finds the global minimum whether there are [4].  Like all parametric methods, we 
should make appropriate choices notably in the choice of Kernel to ensure a better 
delimitation of classes. The MSVM technology presents a good generalization of the 
method of the binary SVM initially dedicated to the dichotomous classification. A 
tutorial on SVM for Pattern Recognition can be finding in [5] [6].  Following, we 
will illustrate few examples of application of classifiers MSVM. 
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3.1 Studies on Arabic Character Recognition 

In 2007, Abdullah and Paschos [7] proposed an Arabic character recognition system 
focuses on employing SVM. The feature vector feed to the SVM classifier is com-
posed by: Invariants Moment, number of dots and their position and number of holes. 
The classification phase takes place using SVMs, by applying one-against-all tech-
nique with Gaussian RFB kernel. Ten-fold cross validation is used to determine the 
best RFB kernel parameters.  

Samples are obtained from 58 characters/shapes. Recognition rates obtained are in 
the range of 98-99% correct classification depending on the type and number of clas-
ses used. LIBSVM [8] is used for tests. This system can be applied to different recog-
nition area such as finger prints, iris and multi-fonts characters for many languages.  

Another work in the fields of handwritten Arabic script recognition based on SVM 
classifier was proposed in 2008 [9]. Feature used are; Moment and Fourier descriptor of 
profile projection and centroïde distance. Principal component Analysis (PCA) was 
applied to features vector in order to reduce dimension. This system tested to classify 
only principal shape of the character without dots. This system uses the multiclass one 
against one SVM, with Gaussian RBF kernel. To validate the developed methods, data-
base composed of 1000 Arabic characters is used. 800 are used for learning and 200 for 
the test. The recognition rate obtained without PCA is 94% and with PCA 96 %. 

Faouzi et al [10] proposed a new segmentation approach applied to Arabic hand-
writing with application of MSVM classifier, in 2010.  After features extracting, 
these vectors are used as input for the MSVM. SVM classifier should find a hyper 
plan that separates better these vectors. This hyper plan must be found for each char-
acter. Each new character will be exposed to each of possible classes in order to find 
the appropriate class using one against all MSVM strategy. The goal of SVM is to 
search for a hyper plan that separates the examples in the learning stage and takes a 
decision in the classification phase. This work uses Libsvm [8], with a Gaussian RFB 
kernel. To validate the proposed model, samples used are scanned using a scanner 
EPSON CX3400. Resolution varied between 150 and 300 dpi.  The used characters, 
and the recognition rate, are presented in the following table:  

Table 1. Recognition rate[10] 

Characters ك د . ء ع ى و  ج
Accuracy 
(%) 

100 91.6 100 95 100 78.72 97.29 90.32 

 
In 2012, Al-Hamadi et al [11] propose a MSVM classifier for handwritten Arabic 

text recognition. Features are extracted based Gabor-filter. For training and testing, 
IESK-ar Database was used [12]. IESK-ar is an Arabic off-line handwritten database, 
developed in the Institute for Electronics freely available. In this work, a class for 
each letter shape was created. One-vs-all SVM Classifiers with RBF kernel was used. 
In experiments step, libsvm [8] library is used. 5436 letters were used in training of 
SVM classifier. Recognition rates varied among 93% and 43%, with a median of 77% 
and an average of 74.3%.  
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In 2012, Alalshekmubarak et al proposed a novel approach to classify Off-Line 
handwritten Arabic word using SVMs with normalized poly kernel [13]. SMO is used 
to train SVMs. SMO divides the quadratic programming optimization problem, which 
is required to train SVMs, into the smallest possible series. The choice of normalized 
poly kerned is proved by the following result:  

Table 2. Recognition rate using different kernels[13] 

Kernel Accuracy

Normalized  95.27% 
Polynomial 93.47% 

Linear 93%

 
To evaluate the proposed system IFN/ENIT-database is used [14]. The recognition 

rate achieved 95.27% in a subset of 24 classes and 7,971 entries. A recognition rate of 
92.34% was obtained with 56 classes and 12,217 entries. 

3.2 Comparative Analysis 

Researchers listed below present encouraging recognition rate on most occasions. 
However, those works can be intended in order to compare the different SVM kernel, 
and choose the best learning parameters. The reported results were obtained using 
only one SVM methods in experiments. The choice of kernel function is generally 
arbitrary. This leaves a question that how these kernel function and MSVM-methods 
will perform when applied to Arabic scripts. Therefore, it is important to look into the 
discriminative power of each SVM-method and function kernel proposed in the litera-
ture before using it. The hybridization of SVM with other tools such as KNN and 
MLP presents an encouragement recognition rate when it’s applied to Latin character 
[15].  Experiments show that SVM achieves better generalization ability than MLP 
classifier and Naive Bayes [13]. 

Table 3. Script recognition methods based SVM 

Research’s 
Script Recognition Methods 

Script type Method kernel Accuracy (%) 

2007[7] Printed OAO Guassian RFB In the range of 98-99 

2008[9] Handwritten OAO Gaussian RFB 
94 without PCA 

96 with PCA 

2010[10] Handwritten OAA Guassian RFB TABLE 4. 

2012[11] Handwritten OAA Gaussian RFB Between 93 and74.3 

2012[13] Handwritten SMO 

Normalized 95.27 
Polynomial 93.47 

Linear  93 
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4 Conclusion and Future Works 

In this paper, we introduce a survey of AOCR system based SVM classifier. Firstly, 
we have illustrated the basic concept of SVM in the binary case and the multi-class 
case. After that we presented the different works on Arabic script. Finally, we dis-
cussed those works and we expose the recognition rate obtained, the MSVM method 
and kernel function for each research. AOCR is one of the most attractive and diffi-
cult areas of pattern recognition. The uses Of MSVM prove encouragement result 
compared to other classification tools. An open problem is still; precision, consistency 
and efficiency of the algorithm.  Future work will be focused on the development of 
an AOCR system based SVM, rough sets classifiers or hybridization of SVM and 
rough sets [15].  Moreover, rough sets-based feature extraction, rule generation and 
classification will provide more challenging and may allow us to refine the learning 
algorithms and/or approaches to the Arabic character recognition. 

Acknowledgment: Researches are conducted in an MOBIDOC thesis financed by the 
EU within PASRI program. 
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Abstract. Smart phone technology and mobile applications have become an in-
dispensable part of our daily life. The primary use however, is targeted towards 
social media and photography. While some camera-based approaches provided 
partial solutions for the visually impaired, they still constitute a cumbersome 
process for the user. iSee is an Android based application that benefits from the 
commercially available technology to help the visually impaired people im-
prove their day-to-day activities. A single screen tap in iSee is able to serve as a 
virtual eye by providing a sense of seeing to the blind person by audibly com-
municating the object(s) names and description. iSee employs efficient object 
recognition algorithms based on FAST and BRIEF. Implementation results are 
promising and allow iSee to constitute a basis for more advanced applications.  

1 Introduction 

Smart phones technology has spread in the international market faster than any other 
technology in human history. Worldwide Smartphone vendors shipped 237.9 million 
units in 2013 compared to the 156.2 million units shipped in 2012 which represent 
52.3% year-over-year-growth [1]. Android Operating System is one of the smart 
phones operating systems that have been on the top list of best-selling where 80% of 
the smart phones shipped ran android operating systems, while Apple’s iOS and  
Microsoft Windows 8 Mobile take up the remaining 20%. 

Any user can benefit from the wide range of mobile applications that help in  
organizing our daily life, connecting with people through social networks, help in 
education, etc.  Only few of these mobile apps have surpassed the purpose of being an 
added value to our daily life, to becoming a crucial tool. Applications crafted for peo-
ple with disabilities have emerged lately to help them achieve more what they could 
do before the Smartphone era. Visually impaired and blind people find it difficult to 
face their day-to-day problems because of their impairment. The World Health Or-
ganization (WHO) estimated that in 2002, 2.6% of the world’s total population was 
visually imapried. In spite of the advancement in technology, there is no complete 
cure for such problems and they need some assistance to complete their daily tasks. 
Reading glasses, walking sticks, and Braille tools are few devices which could help 
them to complete their daily life. However, they don’t provide a sense of “seeing” for 
the blind person. This paper discusses the development of “iSee”, an Android based  
application that aims at serving as a virtual eye. iSee provides the sense of sight by 
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letting the user hold the phone and point anywhere he/she desired and tap on the 
screen. The application’s algorithm runs in the background and then communicates 
audibly, via a voice message, the object type, name and description. This helps the 
blind person recognize what’s surrounding him/her, or in some cases, find an object 
he/she is searching for. 

The remaining part of this manuscript is organized as follows: section 2 provides a 
survey over some existing apps in the Google play market and the AppStore. In sec-
tion 3, we present the main algorithm and implementation details. Section 4 summa-
rized the results and the possible enhancements, while section 5 concludes the paper. 

2 Related Work 

Several mobile applications on multiple platforms such as iOS, Android and windows 
were developed with the visually impaired in mind. These applications can be divided 
among three different categories: currency recognition oriented apps, object detection 
oriented apps and phone assistant oriented apps.  

“eyeNote” [2] and “LookTel” [3] applications belong to the first category. The 
former recognizes currency bills (US dollars only) and communicates with the user 
via a voice message, while the latter does the same job but supports more currencies.  

The “Blind sighted” fits in the second category. Its functionality is limited to buzz-
ing whenever the user is in 2-3 cm vicinity of an object. 

 “Siri” [4] and “S voice” [5], iOS’s and Samsung’s famous voice assistant software 
belong to the third category. Users can communicate with them via voice messages to 
inquire about weather, stocks, messages, as well as perform a phone call or a Google 
search. Few independent applications, like “Blind Navigator” [6] and “Georgie” [7] 
were also developed with the same goal in mind. The former provides the user with 
several functions like the phone, calculator, alarm, color identifier and GPS, while the 
latter adds a TextToSpeech functionality to the above. 

Despite the usefulness and effectiveness of the several of the aforementioned ap-
plications, the blind people still lack the ability to identify the objects that surround 
them. Getting to know the type and description of the objects near you not only pro-
vides you with information about that specific object but also provides a sense of 
seeing and overall scene re-construction. 

One of the non-mobile approaches is proposed in [8]. A multi-camera network is 
built by placing a camera at important locations around the user. The developed algo-
rithm can effectively distinguish different classes of objects from test images of the 
same objects in a cluttered environment. 

3 Main Methodology 

This manuscript introduces “iSee”, an Android powered application for the visually 
impaired. iSee aims at helping the blind people recognize objects surround them using 
a voice message. The overall architecture of iSee is illustrated in Fig. 1.  
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3.2 Implementation Details 

The development of iSee involved several implementation tools and libraries. An-
droid 4.3 SDK (Software developer kit) is chosen as the underlying platform. The 
interface of the app as well as the camera functions (initialization of the lens, screen 
tap, internal storage management and text to speech) are all performed using the Java 
libraries provided by the SDK, and developed using Eclipse IDE. On the other hand, 
all image processing functionalities were implemented using OpenCV 2.4.6 SDK for 
Android. OpenCV (Open Source Computer Vision [23]) is a library of programming 
functions mainly aimed at real-time computer vision, developed by Intel. Two imple-
mentation options were available for openCV: JavaCV or the native C++ alternative. 
Both options can be compiled and used with the Android SDK. Our choice however 
was set to using the native C++ due to its faster performance and wider library func-
tions. This performance improvement came at the expense of additional implementa-
tion complexities. First, Android NDK (Native Development Kit) had to be installed 
and linked with Eclipse. The NDK is a toolset that allows parts of an app to be im-
plemented using native-code languages such as C and C++. This capability helps in 
reusing existing code libraries written in these languages. The NDK is suitable for 
CPU-intensive workloads such as game engines, signal processing, physics simula-
tion, and so on. Second, some of the libraries that are already available in openCV 
(e.g. SURF) are not available for its Android counterpart. To solve this problem, the 
libraries were compiled and added manually to the openCV SDK for Android. 

The code of iSee proceeds into three main phases: (1) the welcome activity and the 
camera initialization, (2) the processing part in C++, and (3) the results announced to 
the user. During the first phase, the openCV libraries are loaded using the sys-
tem.loadLibrary functions. The camera is then initialized and a listener is set up 
to watch for screen taps. Once a tap is detected on the screen, the scene image is cap-
tured and converted into a matrix, S. ‘S’ becomes the input for phase 2. In the second 
phase, matrix S and objects from the training set (Oi, i=1,…,n) undergo the process 
depicted in Fig.4 using the following functions: OrbFeatureDetector(), 
OrbDescriptorExtractor() and  KnnMatcher(). Once this process is 
terminated, the results are passed back to Java in phase 3. During the last phase, the 
name of the object is converted to a voice message using the textToSpeech() 
utility. Note that all the objects in the training set are labeled with a corresponding 
name/description. 

4 Results and Future Enhancements 

Prior to the Android implementation, thorough experimentation was performed to 
verify the correctness as well as the accuracy of the algorithm. The algorithm was 
implemented in Xcode on a MacBook Pro running Intel’s core i5 processor. A set of 
24 objects constituted the test set, each having 3 different postures, resulting in a total 
of 72 images. Images were chosen to be daily use objects and categorized in 3 groups: 
coffee mugs, sunglasses and laptops. The algorithm’s performance is depicted in Ta-
ble 1. The average accuracy of all the categories was found to be 91.33%. 
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Abstract. One of the most common ways of communication in deaf
community is sign language recognition. This paper focuses on the prob-
lem of recognizing Arabic sign language at word level used by the commu-
nity of deaf people. The proposed system is based on the combination of
Spatio-Temporal local binary pattern (STLBP) feature extraction tech-
nique and support vector machine (SVM) classifier. The system takes a
sequence of sign images or a video stream as input, and localize head
and hands using IHLS color space and random forest classifier. A feature
vector is extracted from the segmented images using local binary pattern
on three orthogonal planes (LBP-TOP) algorithm which jointly extracts
the appearance and motion features of gestures. The obtained feature
vector is classified using support vector machine classifier. The proposed
method does not require that signers wear gloves or any other marker de-
vices. Experimental results using Arabic sign language (ArSL) database
contains 23 signs (words) recorded by 3 signers show the effectiveness
of the proposed method. For signer dependent test, the proposed sys-
tem based on LBP-TOP and SVM achieves an overall recognition rate
reaching up to 99.5%.

1 Introduction

A gesture is a form of non-verbal communication performed with a part of body,
used instead of or in combination with verbal communication [1, 5]. Similar to
speech and handwriting, gestures vary from a person to another, and even for
the same person between different instances. Since sign language recognition
(SLR) is a kind of highly structured and largely symbolic human gesture set,
SLR also serves as a good basic for the development of general gesture-based
human computer interaction (HCI).

Arabic sign language (ArSL) is the natural language of hearing-impaired
people in the Arabic society [11, 16]. Hearing people have difficulty to learn
sign languages, also it is difficult for deaf people to learn oral languages. Sign
language recognition systems can facilitate the communication between those
two communities. There is a need therefore for a translation system that can
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convert an ArSL to written or spoken Arabic and vice versa, in order that the
deaf community can communicate better with the normal people.

Appearance-based approaches are one candidate to solve SLR problem instead
of traditional geometric-based approaches. Among various appearance-based fea-
tures, local binary pattern (LBP) [12] features considered the most successful
one due to its robustness and computation efficiency. Two variants of LBP [19]
are proposed to handle dynamic textures which are: volume local binary pat-
terns (VLBP) and local binary patterns from Three Orthogonal Planes LBP
(LBP-TOP). Both methods can jointly describe motion and appearance fea-
tures. These features are not only insensitive to local translation and rotation
variations but also robust to monotonic gray-scale changes caused by illumina-
tion variations. Moreover, LBP-TOP features are computationally simple and
easy to extend compared with VLBP. In this paper, LBP-TOP is employed to
capture salient appearance and motion features efficiently and to represent each
sign with a single feature vector.

In this paper, we aim at designing and implementing an automated robust
signer system for Arabic sign language recognition from videos of signs at word
level. The proposed method does not force the user to wear any cumbersome
device or any type of gloves. The system starts with a preprocessing stage for
segmenting the signers’ hands and head. Hand and head segmentation is per-
formed to focus only on the region of interest for each sign, segmentation is
achieved using an effective skin detection algorithm proposed in [8]. This is fol-
lowed by a feature extraction stage in which a vector of spatial and temporal
features are extracted [19]. In the paper, we employ spatio-temporal local binary
pattern to jointly extract spatial and temporal features of images sequences for
each sign. A set of labeled signs is then used to train a multi-class support vector
machine (SVM) [17] in order to classify the feature vectors resulted from previous
feature extraction stage. The recognition step is achieved using the pretrained
support vector machine classifier to identify each signs.

The remainder of this paper is organized as follows; a short summery of related
work is presented in Section 2. The proposed system architecture is explained
in Section 3 followed by Section 4 where we discuss the experimental results.
Finally conclusion and future works are presented in Section 5.

2 Related Works

Hand gestures can be classified into two categories: static and dynamic. A static
gesture is a particular hand shape and pose, represented by a single image.
A dynamic gesture is a moving gesture, represented by a sequence of images.
The proposed approach focuses on the recognition of dynamic gestures. There
are two main directions for sign language recognition; glove-based methods and
vision-based methods. The glove-based system [18] relies on electromechanical
devices and use motion sensors to capture gesture data. Here the signer must
wear some sort of wired gloves that are interfaced with many sensors. Vision-
based recognition systems do not use special device such as glove, special sensor,
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or any additional hardware, it provides a more natural environment to capture
the gesture data [5]. Vision-based recognition systems can be classified into two
categories: appearance-based and geometric-based methods [13].

Although there are a lot of works have been done in sign language, less research
attention have been achieved in ArSL. There have been only few research studies
on alphabet ArSL. A colored glove for data collection and Adaptive Neuro-
Fuzzy Inference Systems (ANFIS) [2] was used to recognize isolated signs for 28
alphabets. A recognition rate of 88% was achieved. Later, the recognition rate
was increased to 93.41% using polynomial networks [4]. Spatial features and
single camera were used to recognize 28 ArSL alphabets without using gloves [1]
which reported a recognition rate of 93.55% using ANFIS method. Power gloves
for data collection and support vector machine (SVM) learning method [9] was
used to recognize isolated words. An image-based system [10] was presented for
ArSL recognition. Color images where signer used a pair of colored gloves and
a Gaussian skin color model was used to detect the signer’s face. An automatic
ArSL recognition system based on hidden Markov models is presented in [3].
A Discrete Cosine Transform (DCT) was employed to extract features from
the input gestures by representing the image as a sum of sinusoids of varying
magnitudes and frequencies. In the experiments, 30 isolated words from the
standard ArSL database are tested. The data are collected without gloves. A
recognition rate of 97.4% was achieved.

3 The Proposed Arabic Sign Language Recognition
System

The proposed system is mainly consists of several stages including image cap-
ture, head and hands segmentation, feature extraction, and recognition modules.
Fig. 1 illustrates the proposed system architecture; it manifests the system con-
stituting components and the way they are connected to each other. Firstly, the
signer performs word gestures in front of a camera then the gesture video is
segmented into frames, the captured image sequence is then preprocessed before
feature extraction. The region of interest for all signs are head and hands parts
only, these regions are segmented using an efficient skin color model. The skin
map is further analyzed to crop the hand and head regions, the cropped image
is then rescaled to fixed size. Spatial and temporal features are extracted from
the head and hands regions using LBP in three orthogonal planes (LBP-TOP).
Features extracted from a set of labeled training data are used to train SVM
classifier in the training phase. In recognition, the unknown sign pass through
the previous steps and its label is identified using the pretrained SVM classifier.

3.1 Head and Hands Segmentation

Detection of head and hands and the segmentation of the corresponding image
regions is an important step in gesture recognition systems. This segmentation
is crucial because it isolates the task-relevant data from the image background
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Fig. 1. Proposed Arabic sign language recognition system using LBP-TOP and SVM

Fig. 2. Head and hands segmentation using Random Forest of IHLS color model

before passing them to the subsequent feature extraction and recognition stages.
The most prominent cue for detecting head and hands is skin color. Therfore,
skin color detection can be used to segment head and hands area for each frame
of the input image sequence.

Typically, a skin segmentation framework involves transformation of the RGB
color-space to another color-space, removing the illumination component and us-
ing chromatic components of the converted color-space, finally classifying skin by
an appropriate skin color modeling technique. The combination of appropriate
color space and skin color modeling is important to achieve good segmentation
results. Skin color segmentation has been utilized by several approaches for hand
detection. For providing a model of skin color, the color space to be employed
should be selected carefully. Recently, several color spaces and color modeling
techniques have been tested in [8]. Six color spaces including IHLS, HSI, RGB,
normalized RGB, HSV, YCbCr and CIELAB combined with nine skin color
modeling approaches include tree based, neural network, and probabilistic clas-
sifiers are examined in [8]. Among all these combinations, IHLS color space
combined with Random Forest classifier performed better than other methods.
In this paper, we employ such combination for segmenting the face and the two
hands in each frame. Fig. 2 shows examples of the detection results achieved by
random forest classifiers on sample images from ArSLR dataset. Results show
the robustness of the skin classification against various illumination conditions.
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After detecting skin components, a connected component labeling algorithm
[7] is used where subsets of connected image components are uniquely labeled.
An algorithm scans the image, labeling the underlying pixels according to a
predefined connectivity scheme and the relative values of their neighbors. Only
large components are taken into consideration. Three components representing
the two hands and the face will be detected in the normal case. However, there
are some situations where fewer components are detected due to occlusion. When
occlusion of two hands appears, both hands are represented by same object, also
in case of head occlusion the same principle is used.

3.2 Spatio-Temporal Feature Extraction

For video segments (i.e., image sequence), feature extraction is typically done
in the temporal and spatial domains in order to capture the appearance and
motion information contents of the image sequence. For feature extraction, local
binary patterns on three orthogonal planes (LBP-TOP) is used to capture the
co-occurrence of appearance and motion features from image sequence. We give a
brief background of local binary patterns (LBP) and LBP-TOP in the following:

Local Binary Patterns. Basic LBP operator was first designed for texture
description [12]. This operator describes each pixel by comparing its value with
neighbors; if the neighboring pixel value is higher or equal, the value is set to
one, otherwise set to zero. Then the concatenation of binary patterns over the
neighborhood converted into a decimal number as a unique descriptor for each
pixel.

Original local binary pattern (LBP) has an extension called uniform patterns,
is used in the proposed system. Uniform patterns can significantly reduce the
length of the feature vector. This extension was inspired by the fact that some
binary patterns occur more commonly in texture images than others. A local
binary pattern is called uniform if the binary pattern contains at most two
bitwise transitions from 0 to 1 or vice versa when the bit pattern is traversed
circularly. Using uniform patterns in representation reduces the length of the
feature vector. For example, when using 8 neighborhood pixels, there are a total
of 256 patterns, 58 of which are uniform, which yields in 59 different labels. The
most important property of the LBP operator in real-world applications is its
robustness to monotonic gray-scale changes caused, for example, by illumination
variations. Another important property is its computational simplicity, which
makes it possible to analyze images in challenging real-time settings.

Spatio-Temporal Local Binary Patterns. Original local binary pattern is
used mainly for static texture description but, for time variation we should use
the extend of LBP for spatial and temporal domain (STLBP). STLBP is used
to model the dynamic scenes using both spatial texture and temporal motion
information together. Volume local binary patterns (VLBP) method [20] is an
extension of LBP operator widely used in dynamic texture recognition which
combine motion and appearance features. The texture features extracted in a
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small local neighborhood of the volume comprised space and time directions. To
make VLBP computationally simple and easy to extend, LBP-TOP is considered
which only compute the co-occurrences on three separated planes.

LBP-TOP considers three orthogonal planes: XY, XT and YT, and concate-
nates local binary pattern co-occurrence statistics in these three directions. The
XY plane represents appearance information, while the XT plane gives a visual
impression of one row changing in time and YT describes the motion of one col-
umn in temporal space. The LBP codes are extracted for all pixels from the XY,
XT and YT planes, denoted as XY-LBP, XT-LBP and YT-LBP, and histograms
from these planes are computed and concatenated into a single histogram. In such
a representation, a gesture is encoded by an appearance (XY-LBP) and two spa-
tial temporal (XT-LBP and YT-LBP) co-occurrence statistics. Feature vector
from each plan is extracted simply like ordinary LBP, then they are concatenated
to each other forming the final feature vector.

Spatial information is one of the most important cues to distinguish between
different signs. In order to preserve the spatial information of the gesture, block
based LBP-TOP is computed for all non overlapping blocks. LBP-TOP features
have three advantages: 1) it is robust to monotonic gray-scale changes; 2) it is
on-line and very fast to compute; 3) it can extract spatial texture and temporal
motion information of a pixel. These three advantages are all very important
for modeling the dynamic structure of image sequences. Fig. 3 shows the feature
vector formation for one sign which includes histograms for appearance (LBP-
XY), horizontal (LBP-XT) and vertical motion features (LBP-YT).

4 Experimental Results

In this section, a set of experiments have been performed to examine the perfor-
mance of the proposed system. Arabic sign language (ArSL) database described
in [14], [15] is employed in all experiments. A prototype has been built using
hands and head segmentation, proposed feature extraction and SVM recognizer
to test the effectiveness of the proposed method. In proposed system, block-based
LBP-TOP is used to extract spatial and temporal feature vectors for training
and testing image sequences. Features are extracted only from the region of in-
terests which include head and hands. Features extracted using radius of 1 pixel
in the 3 directions (XYT) and 8 neighborhood pixels. Extracted feature vectors
(with labels) are normalized to unit length and fed to train a multi-class SVM
classifier. After having the trained SVM, using it in the procedure of recognition
to find the label with most probably sign.

4.1 ArSL Database

The ArSL database has been used to carry out the underlying experiments. In
this database, there are 23 isolated words performed by 3 signers. The signer was
videotaped without imposing any restriction on clothing or image background.
The video frames are sampled at 25 frames per second and the size of the frames
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Fig. 3. Local Binary Patterns on Three orthogonal Planes (LBP-TOP) feature vector
forming

is 320 × 240 pixels, the region of interests (head and hands) are segmented
using skin color information. Segmented images are then cropped and rescaled
to 64 × 64 pixels to reduce the time of execution without affecting the image
details.

Experiment 1:The first experiment evaluates the recognition rate of the system
using various kernels of SVM and LBP-TOP features. Linear, 2nd order poly-
nomial and radial basis function (RBF) kernels are tested in this experiment.
Results in Fig.4 show that linear kernel outperforms other non-linear kernels
like polynomial and radial basis function. Not only the linear kernel gives better
recognition rate but also it is more computationally efficient in both training and
test compared with other non-linear kernels. The obtained results using linear
SVM make the proposed system applicable for real time sign recognition.

Experiment 2: Because of the importance of spatial information in sign recog-
nition, the second experiment evaluate the system using various block sizes. The
volume of sign is divided in spatial domain only (XY plan) because most of the
signs in the data set have small number of frames between 2 to 11 frames. For
each block in the feature vector, it has (3 × 59 = 177) patterns which represent
appearance, horizontal and vertical motion information. Different block sizes
ranged from 1× 1 (i.e no spatial division is performed in this case) and 16× 16
are tested. In addition, the performance of the linear SVM classifier is compared
with KNN classifier. Fig. 5 shows the accuracies of both SVM and KNN clas-
sifiers at different block sizes. As expected, spatial information is an important
cue to distinguish between different signs. Therefore, the accuracy increases as
the number of blocks increase. The best performance (99.5%) achieved at block
size of 12× 12, while after increasing the number of block division the accuracy
decrease. In all cases, accuracies of SVM classifier are almost better than those
obtained by KNN classifier.

Experiment 3: The practical significance of these results is emphasized by
comparing our proposed method with the obtained results in [3]. In [3], ArSL
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Fig. 4. Performance of the proposed system using skin detection

Fig. 5. Recognition rate with LBP-TOP under different number of blocks

database with different number of signers and 30 words are tested. The feature
extraction method used in this work is Discrete Cosine Transform (DCT). As
shown in Table 1, our system using(LBP-TOP) performs better than the system
based on DCT features.

Table 1. Comparison with similar off-line, signer-dependent systems

Method Instruments Mode #of signers Recognition
used rate

DCT free hands signer- 18 97.4%
dependent

LBP-TOP free hands signer- 3 99.5%
dependent
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5 Conclusions and Future Works

This paper presents a gesture recognition system for recognizing gestures of
ArSL. The system is mainly consists of several modules including skin color
segmentation, feature extraction using LBP-TOP and recognition using SVM
classifier. The system does not restrict user or signer to have any equipments
like data/power gloves. The feature extraction module proposed for the first
time for ArSL to extract jointly appearance and motion features. All experi-
ments argue that the combination of LBP-TOP and SVM is a powerful method
for sign language recognition, the recognition accuracy for the system is 99.5%.
This achievement is of importance to the problem of Arabic sign language recog-
nition, which had very limited research in its automated recognition. In future
works, the proposed system will be adapted to work in signer independent sce-
nario. Moreover, intensive experiments will be performed to examine the effect
of each parameter of the LBP-TOP feature extraction method in the recognition
accuracy. As a final goal, a real-time Arabic sign language translator can be im-
plemented to help in communication with deaf and normal people. In our future
works, rough sets-based feature extraction, rule generation and classification will
provide more challenging and may allow us to refine our learning algorithms to
the Arabic sign recognition [6].
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Abstract. In this paper a new technique of tokenization and part-of-
speech (POS) tagging for Arabic text is presented. The introduced tech-
nique uses the Arabic morphological analyzer to extract new features
that will improve the stemming and the POS tagging. Applying stan-
dard evaluation metrics, the proposed tokenizer achieves an F(β=1) score
of 99.99, and the POS tagger achieves an accuracy of 98.05%.

1 Introduction

Most of Natural language processing (NLP) systems such as information re-
trieval, text to speech, automatic translation and other use a part-of speech
tagger for preprocessing. Supervised methods for part-of-speech (POS) tagging
are expensive and time consuming as they depend on manually annotated data.
However these methods achieve high results in NLP fields compared to unsu-
pervised methods. Many of the Arabic words are ambiguous in their nature as
tag of word can map to a noun, verb or adjective. It is believed that using a
statistical approach which makes use of the morphological feature of the Arabic
word would result in accurate, efficient and robust tagger that can be used in
practical systems. Since both parsing and tagging Arabic words requires a stem-
ming phase, a high accuracy in stemming phase implies a less accumulated error
in further phases.

The basic idea of the proposed method is to recognize Arabic tokens and
tagging them statistically using the Conditional Random Field learning approach
by constructing a relevant model and feeding this model with some extra features
extracted from the morphological analysis of each Arabic word. This concept is
applied in the tokenization, normalization and POS tagging phase.

2 Arabic NLP and Data

There are three main categories of Arabic language; classical the language of
Quran, modern standard (MSA) which is a simplified form of classical that is
extracted from news and written documents, and dialectical Arabic which differs
from one country to another. One variation of it is the colloquial language which
is the daily used language by Egyptians.

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 46–53, 2014.
c© Springer International Publishing Switzerland 2014
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In general Arabic has a very rich morphological language where each word
can include number, gender, aspect, case, mood, voice, mood, person, and state.
The Arabic basic word form can be attached to a set of clitics representing
object pronouns, possessive pronouns, particles and single letter conjunctions.
Obviously the previous features of Arabic word increase its ambiguity. Generally
Arabic stems can be attached three types of clitics orderd in their closeness to
the stem according to the following formula:

{[proclitic1]{[proclitic2]{Stem[Affix][Enclitic]}}}

Where proclitic1 is the highest level clitics that represent conjunctions and is
attached at the beginning such as the conjunction [(�, w, and ), ( ��, f, then )].

Proclitic2 represent particles [(�� , b, with/in ), (�, l, to/for); (�, k, as/such)].
Enclitics represent pronominal clitics and are attached to the stem directly or
to the affix such as pronoun [ ( 	, h , his), (
�, hm , their/them)].

The following is an example of the different morphological segments in the
word that has the stem (�
��, qdr ,power), the proclitic conjunction (�, w, and
) , the proclitic particle (�� , b ,with/in) , the affix ( ���, At ,for plural ) ,and

the cliticized pronoun ( 	, h , his). The set of proclitics considered in this work

are the particles prepositions b, l, k, meaning by/with, to, as respectively, the
conjunctions w, f, meaning and, then respectively. Arabic words may have a
conjunction and a preposition and a determiner cliticizing to the beginning of
a word. The set of possible enclitics comprises the pronouns and (possessive
pronouns) y, nA, k, kmA, km, knA, kn, h, hA,hmA, hnA, hm, hn, respectively,
my (mine), our (ours), your (yours), your (yours) [masc. dual], your (yours)
[masc. pl.], your (yours) [fem. dual], your (yours) [fem.pl.], him (his), her (hers),
their (theirs) [masc. dual], their (theirs) [fem. dual], their (theirs) [masc. pl],
their (theirs) [fem. pl.]. An Arabic word may only have a single enclitic at the
end. A token is defined as a (stem + affixes), proclitics, enclitics, or punctuation.

The data used for training and testing the stemmer and the POS tagger is the
Arabic Treebank part 1 [1] which consists of 734 news articles (140kwords cor-
responding to 168k tokens after semi-automatic segmentation) covering various
topics such as sports, politics, news, etc.

3 Related Work

A lot of the existing systems tend to target a specific application or a POS tag
set that is not general enough for different applications. For example Shereen
Khoja in (2001) [10] reports preliminary results on a hybrid, statistical and rule
based, POS tagger, APT. APT yields 90% accuracy on a tag set of 131 tags
including both POS and inflection morphology information. Diab et al. (2007)
[1] perform a large-scale corpus-based evaluation of their approach. They use
Yamcha SVM classifier based learner for three different tagging tasks: word
tokenization, POS tagging and base phrase chunking with a collapsed tag set
achieving a F(β=1) score of 99.12 on word tokenization and an accuracy of 96.6%
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on POS tagging respectively. Diab (2009) [7] extended the work on Diab et
al. (2007) to multiple tag set, instead of the PATB (Penn. Arabic Treebank)
reduced tag set. Habash and Rambow (2005) [2] use SVM classier for individual
morphological features and an ad-hoc combining scheme for choosing among
competing analysis achieving an accuracy of 97.5%. Mansour (2007) [6] port
an HMM Hebrew tagger to Arabic yielding to an accuracy of 96.1% for POS
tagging. AlGahtani et al. (2009) [4] use transition based learning for the task
of POS tagging, achieving an accuracy of 96.9%. Kulick, S. (2010) [5] performs
simultaneous tokenization and POS tagging without a morphological analyzer,
achieving an accuracy of 95.1% for POS tagging.

It is not a simple matter to compare results with previous work, due to differ-
ing evaluation techniques, data sets, and POS tag sets. In this paper, the results
are compared with Diab et al. (2007) (SVM system) and Habash and Rambow
(2005) (Majority system); because both of those papers and both of them work
on the same range of data PATB (Penn. Arabic Treebank) part1, they report
the results based on the PATB reduced tag set, they assume gold tokenization
for evaluation of POS results, and the main concern is to report the highest
accuracy unlike AlGahtani et al. (2009) and Kulick, S. (2010) where their main
concern is the speedup.

4 Tokenization Phase

In this phase, the classifier takes an input of raw text, without any processing,
and assigns each character the appropriate tag from the following tag set B-
PRE1, B-PRE2, B-WRD, I-WRD, B-SUFF, I-SUFF. Where I denotes inside a
segment, B denotes beginning of a segment, PRE1 and PRE2 are proclitic tags,
SUFF is an enclitic, and WRD is the stem plus any affixes and/or the determiner
Al. Two experiments have been conducted to achieve the final tokenizer: base
line and binary feature experiments. The base line experiment is used to check
the effect of using a CRF classifier instead of a SVM classifier in the task of
tokenization. In the binary feature experiment a new feature has been proposed
in addition to the features used in the base line experiment, and the effect of the
binary feature in the task of tokenization is checked.

4.1 Baseline Experiment (CRF-TOK)

This experiment is based on the experiment of (Diab et al., 2007) but instead of
using SVM classifier the CRF suite classifier is used. The classifier training and
testing data is characterized as follows:

– Input: A sequence of transliterated Arabic characters processed from left-to-
right with break markers for word boundaries.

– Context: A fixed-size window of -5/+5 characters centered at the character
in focus.

– Features: All characters and previous tag decisions within the context.
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4.2 Binary Feature Experiment (BF-TOK)

A new feature is proposed in this experiment and this feature is added to the
feature set in the baseline experiment. BAMA-v2.0 (Buckwalter Arabic morpho-
logical analyzer version 2.0) is used to define a binary feature of length 6 where
each bit in the feature is mapped to one of the 6 tags in the tokenization tag set.
A bit is set if at least one analysis in the morphological analyses of the word,
the character is assigned the tag corresponding to the bit.

For example the word (
����, wHyd) has two possible tokenization schemes:

( 
�����, w+Hyd) or ( 
����, wHyd); then ( �, w) could be (B-PRE1 or B-WRD)
then in the binary feature of the character there will be 2 bits set which map to
B-PRE1 and B-WRD, ( �, H) could be (B-WRD or I-WRD) then in the binary
feature of the character there will be 2 bits set which map to B-WRD and I-
WRD, ( �� , y) and ( �, d) could be only (I-WRD) then in the binary feature of

the characters there will be only one bit set which map to I-WRD. Table (1)
shows the binary feature of each character of the word (
����, wHyd).

Table 1. Tokenization Binary Feature

Arabic Transliterated Binary Feature
Letter Letter B-PRE1 B-PRE2 B-WRD I-WRD B-SUFF I-SUFF

� w 1 0 1 0 0 0

� H 0 0 1 1 0 0

�� y 0 0 0 1 0 0

� d 0 0 0 1 0 0

If the word is not analyzed by the morphological analyzer (out of vocabulary);
then all 7 bits of the binary feature will be set.

5 POS Tagging Phase

In this phase, the classifier takes an input of tokenized text, and it assigns each
token an appropriate POS tag from the Arabic Treebank collapsed POS tags,
which comprises 24 tags as follows: ABBREV, CC, CD, CONJ+NEG PART,
DT, FW, IN, JJ, NN, NNP, NNPS, NNS, NO FUNC, NUMERIC COMMA,
PRP, PRP$, PUNC, RB, UH, VBD, VBN, VBP, WP, WRB}. Two experiments
have been conducted to achieve the final POS tagger. The first experiment is
used to check the effect of using a CRF classifier instead of a SVM classifier in the
task of tokenization. In the second, the binary feature experiment a new feature
has been proposed in addition to the features used in the base line experiment,
and the effect of the binary feature in the task of POS tagging is checked.
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5.1 Base Line Experiment (CRF-POS)

This experiment is based on the experiment of (Diab et al., 2007) but instead of
using SVM classifier a CRF classifier is used. The classifier training and testing
data is characterized as follows:

– Input: A sequence of transliterated Arabic tokens processed from left-to-right
with break markers for word boundaries.

– Context: A window of -2/+2 tokens centered at the focus token.

– Features: Every character N-gram, N¡=4 that occurs in the focus token, the
5 tokens themselves, POS tag decisions for previous tokens within context.

5.2 Binary Feature Experiment (BF-POS)

A new feature is proposed in this experiment and this feature is added to the
feature set in the baseline experiment. BAMA-v2.0 (Buckwalter Arabic morpho-
logical analyzer version 2.0) is used to define a binary feature of length 24 where
each bit in the feature is mapped to one of the 24 tags in the collapsed POS tag
set. A bit is set when its corresponding tag exists in the morphological analysis
of a token.

For example the word (�� ���, ktb) has 3 different reduced POS tags: VBD then

it will mean (write), VBN then it will mean (be written), and NN then it will
men (book); so there will be 3 bits set to one in the binary feature of the (�� ���,
ktb) word corresponding to VBD, VBN and NN. While you can find a word like
(
����, Alwld) has only one reduce POS tag which is NN and it have only one

meaning the boy. In table (2), you can find the binary feature for the words of
the sentence (��
�� 
���� �� ���, ktb Alwld Aldrs, The boy wrote the lesson).

Table 2. POS Tagging Binary Feature

Arabic Transliterated Binary Feature
Word Word VBD VBN NN JJ NNS . . .

�� ��� ktb 1 1 1 0 0 0


���� Alwld 0 0 1 0 0 0

��
�� Aldrs 0 0 1 0 0 0

But for the word (�� �����, yktb) it has only one reduced POS tag: VBP which

means (write); so there will be only one bit set in the binary feature which
map to VBP. If the word is not analyzed by the morphological analyzer (out of
vocabulary) like the word ( ���� �� �!��, AlfAlwjp) which is a village in Palestine, then
there will be 5 bits set in the binary feature which map to JJ, NN, NNS, NNP,
and NNPS.
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6 Empirical Results

For the evaluation of these experiments, k-fold algorithm was used by setting
the parameter k to five so the Penn Arabic tree bank part1 is randomly parti-
tioned into five portions of equal size. In each iteration of the k- fold algorithm
four portions were used for training the model and one portion was used for
testing the model. The cross-validation process is then repeated five times (the
folds), with each of the k subsamples used exactly once as the testing data. The
five results from the folds were averaged to produce the model evaluation. This
evaluation scheme was applied for both the tokenization and POS tagging. Then
the following performance measures are calculated for each experiment

macro average precision =
1

n

n∑
i=1

precision(tag(i))

macro average recall =
1

n

n∑
i=1

recall(tag(i))

macro average F(β=1) =
1

n

n∑
i=1

F(β=1)(tag(i))

Accuracy =
number of true results

number of true and false results

Then the proposed method is compared with the SVM based approach [1] and
the Majority system [2]. The comparison between the proposed method and the
SVM approach and the majority system will be in the accuracy and the F( = 1)
of the tokenizer and in the accuracy of the POS tagger, because these are the
only performance measures they have reported. The tool used for evaluation is
the evaluation tool in the CRF- Suite software package.

6.1 Tokenization Phase Evaluation

Table (3) compares the different experiments applied to the Tokenization task
where the row represents the experiment and the column represents the macro
average performance measure.

Table 3. Tokenization Phase Evaluation Results

Precision Recall Fβ=1 Accuracy Error

CRF-TOK 0.99835 0.99926 0.99880 99.98% 0.02%

BF-TOK 0.99998 0.99908 0.99952 99.99% 0.01%

The performance of BF-TOK is almost perfect. Comparing BF-TOK to other
Arabic tokenizers like: SVM-TOK which has an accuracy of 99.77% and an F
score of 99.12; and with the Majority-TOK which has an accuracy of 99.3%
and an Fβ=1 of 99.1; the improved stemmer reduces the error by about 95.65%
compared to the SVM-TOK, and by 98.57% from the Majority system tokenizer.
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6.2 POS Tagging Phase Evaluation

Table (4) compares the different experiments applied to the POS tagging task
where the row represents the experiment and the column represents the macro
average performance measures.

Table 4. POS Tagging Phase Evaluation Results

Precision Recall Fβ=1 Accuracy Error

CRF-POS 0.83279 0.77210 0.79130 96.10% 3.9%

BF-POS 0.84872 0.81236 0.82695 98.05% 1.95%

The BF-POS is compared with other Arabic POS taggers like: SVM-POS
which has an accuracy of 96.6%, and the Majority-POS which has an accuracy of
97.6%. The result was that the proposed POS tagger reduces the error by 42.65%
compared to the SVM-POS tagger and by 18.75% compared to the Majority POS
tagger.

7 Conclusion and Future Work

In this research, the morphological analyzer is introduced to improve stemmer
and POS tagger. Using the benchmark data set improvements in both tokeniza-
tion and POS stages have been reached. First the CRF classifier is used instead
of SVM. This resulted in an error reduction by 91.30% in the tokenization stage.
Then the new binary feature (BF) extracted from the morphological analyses of
the word is added to the feature set. This binary feature is language independent
and highly accurate. It resulted in an error reduction by 95.65% and 18.75% in
the tokenization and POS stage, respectively.

To achieve the targeted improvement the proposed system needs extra pro-
cessing for the extraction of the binary feature. This extra processing could be
minimized by using caching techniques in the implementation of the task of
binary feature (BF) extraction.

There are numerous ways to extend this research work. The proposed binary
feature BF will be tested on other languages like English. In addition, the perfor-
mance of the Arabic POS tagging system additional features will be developed
to further improve the performance. Last but not least, a wider context and
more data will be used for testing.
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Abstract. Cloud computing is a major trend in Information Technology (IT), 
which has witnessed high adaption rate for cloud solutions. Software-as-a-
Service (SaaS) providers compete to address nearly every business and IT ap-
plication needs. Heterogeneous cloud service advertisements make it difficult 
for potential users to discover the required service offers. To overcome this 
problem, the cloud service registry is fundamental for both the cloud users and 
providers. It provides detailed information about SaaS offers from different 
providers in one place, which increases the services reachability. In this paper, 
we focus on the business perspective of the SaaS services, which has not re-
ceived eligible consideration by existing literature. We propose a semantic-
based system for unified SaaS service advertisements. We introduce a template 
for the service registration, a guided registration model, and a registration sys-
tem. Moreover, we present a semantic similarity model for services metadata 
matchmaking. Prototypical implementation and evaluation proved the proposed 
system effectiveness. 

Keywords: SaaS Registry, Cloud Services, Information Retrieval, Semantic 
Annotation, Ontology. 

1 Introduction 

Software-as-a-Service (SaaS) is an increasingly popular delivery model for a wide 
range of business applications. The major challenge to the SaaS service discovery is 
the lack of standard description language or naming convention for the service adver-
tisement [1]. In particular, each cloud provider publishes his cloud services on his 
portal in unstructured plain text using his own terms. Traditionally, the services are 
searched using search engines, which is a time-consuming and error-prone process. 
Moreover, due to the services diversity, sometimes the user cannot settle on the ser-
vice that best suits his requirements [2,3].  

Recently, service directories are leveraged to list cloud services [4,5], such as 
CloudBook and SaaSDirectory, etc [6,7,8,9,10,11]. Most of these directories list the 
services according to predefined categories with a short description of the service and 
a link to its website. However, their search capability is limited to the service name 
and/or the application domain.  
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To complement existing work, the business perspective of the SaaS services is uti-
lized in this research in order to, firstly, eliminate the lack of standardization problem 
and secondly, provide proficient search capabilities based on concrete service func-
tionalities. This research focuses on the business aspect of the SaaS service in addi-
tion to its technical aspects. We propose a business-oriented advertisement template, 
guided registration model, and registration system for SaaS services.  

In our previous work [13,14], we introduced a system for SaaS offers publication, 
discovery, and selection. To extend this work, contributions of this paper include a 
new semantic-based SaaS service registration model, and a semantic similarity model 
for services matchmaking. The proposed system standardizes the advertisement pro-
cess, serves as a semantic-based registry for the service offerings, and provides com-
petent search capabilities for the user.  

The remainder of this paper is organized as follows. Section 2 overviews the relat-
ed work on the cloud services publication. Section 3 presents the proposed SaaS ad-
vertisement system while section 4 introduces the services matchmaking semantic 
similarity model. Section 5 presents the experimental evaluation results. Finally, sec-
tion 6 concludes the paper. 

2 Related Work 

Recent research work in the area of cloud services publication is briefly discussed. 
Universal Description, Discovery and Integration (UDDI) [15] is a registry for web 
services publishing and querying. It has three main limitations: a) services are orga-
nized according to their categories not to what they really offer, b) limited syntactic 
service discovery, and c) lack of support for non-functional properties.  

The authors of [16] proposed an ontology-based cloud computing resources catalog 
offered by different cloud providers. However, it only focuses on infrastructure re-
source capabilities and features. 

The authors of [17] introduced an integrated ontology for business functions and 
cloud providers that matches cloud services according to their functional and non-
functional requirements. Limitations of this work are the strict matching of the user 
query and business functions, and the query representation language, which signifi-
cantly restricts the ontology use to the experienced users only.  

A semantic registry of cloud services with core ontological definitions and exten-
sion mechanisms used to define ontologies for cloud services was proposed in [18]. 
However, this framework does not include service types for SaaS service models.  

An extensible Everything-as-a-Service (XaaS) registration entry was proposed in 
[5]. They proposed an extensible description language for services, a registration 
model, a system for registration, and subsequent service discovery operations. How-
ever, no details were given on the request-service matchmaking algorithm. 

Other service registries were introduced like Membrane SOA Registry [19], Ser-
vice-Finder [20], and Depot [21]. However, they are dedicated to the services de-
scribed using the Web Service Description Language (WSDL) files, and this is not the 
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case for most of the SaaS service offerings. In summary, two limitations can be  
highlighted: 

• Lack of standardization in the SaaS services offers. 
• The existing registries search is limited to service name and/or application domain. 

3 Proposed SaaS Advertisement System 

The proposed advertisement system unifies the SaaS service offers using a common 
meta-model. As shown in Fig. 1, in addition to the SaaS registry, the system consists of 
four modules namely: service preprocessing, WordNet expansion, guided registration, 
and clustering.  

The SaaS registry is implemented as an ontology that integrates knowledge on 
SaaS business service domain, service characteristics, QoS metrics, and real service 
offers. It is a semantic repository for the service functional capabilities and non-
functional quality guarantees. The business services domain ontology comprises  
concepts that cover domains of four SaaS applications: Customer Relationship Man-
agement (CRM), Enterprise Resource Planning (ERP), Document Management (DM), 
and Collaboration. At present, the developed ontology consists of more than 700 con-
cepts represented in the Web Ontology Language (OWL) [22]. More details about the 
developed ontology can be found in [13,14]. 

We propose a template for registering the SaaS service offers, which describes the 
service functionality as well as its quality information. The proposed SaaS service 
advertisement template consists of four sections namely: general, functional, non-
functional, and quality. The general section includes the service name, cloud provider, 
service description, Uniform Resource Location (URL), application domain, and the 
price. The functional section includes a description of the service features and sup-
ported functionalities. The non-functional section includes information about the ser-
vice characteristics such as: payment model, security, license type, standardization, 
formal agreement, user group, and cloud openness. Finally, the quality section  
includes Quality Of Service (QoS) values guaranteed by the cloud provider.  

 

 

Fig. 1. SaaS Service Advertisement System 
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The service preprocessing module is responsible for preprocessing the service de-
scription [23]. The preprocessing process consists of tokenization, stop words remov-
al, and stemming. The WordNet expansion module is responsible for retrieving the 
service description token synonyms from the WordNet [24]. The expanded service 
description  (ESD) is then stored in the SaaS registry.  

The guided registration module is responsible for semantically enriching the ser-
vice with functional metadata using the business services domain ontology. In order 
to better characterize the new service, the cloud provider is assisted to map the service 
features into recommended ontology concepts. The feature-concepts mapping process 
is significant as it is the basis for efficient business-related cloud services searches. 
The recommended concepts represent service-related business functions. The SaaS 
service guided registration workflow algorithm is demonstrated in Fig. 2. 

 
Algorithm: SaaS Service Registration 

Input: Service S, Service Description SD, appDomain, recommendationApproach 

Output: Set of Recommended Concepts RC, Expanded Service Description ESD 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 

10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
26. 
27. 
28. 
29. 
30. 
31. 
32. 
33. 
34. 
35. 
36. 
37. 
38. 
39. 
40. 
41. 
42. 

BEGIN 
Replace any delimiter from set of delimiters D to space 
FOR each letter l in SD DO 
     IF  l  ∈ D  THEN 
          Reset l to space 
     END IF 
END FOR 
Generate set of service description tokens by splitting SD on space 
Generate set of relevantTokens by removing common words from set stopWords 
FOR each token t in tokens DO 
     IF  t  ∉ stopWords  THEN 
          relevantTokens = relevantTokens ∪ t 
     END IF 
END FOR 
Generate ESD by finding synonyms of relevantTokens set from the WordNet 
FOR each token rt in relevantTokens DO 
          ESD = ESD ∪ getSynonyms (rt) 
END FOR 
Generate set of stems stems of ESD using Porter Stemmer algorithm 
CASE 'recommendationApproach'  OF 
     'semanticAnnotation': 
 Generate set ontConceptStems by retrieving the ontology concepts stems 
      FOR each stem st in stems DO 
       IF st ∈ ontConceptStems THEN 
  RC = RC ∪ st 
      END IF 
 END FOR 
     'applicationDomain': 
      Generate set DOC by retrieving relevant concepts to appDomain 
 FOR each stem st in stems DO 
       IF st ∈ DOC THEN 
  RC = RC ∪ st 
      END IF 
 END FOR 
     'hybrid': 
 DO lines 22-27 
        DO lines 29-34 
END CASE 
Display set of recommended concepts RC to the cloud provider 
Read selected concepts selectedConcepts 
Return selectedConcepts, ESD 
END 

Fig. 2. Proposed SaaS Service Registration  
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We propose three concept recommendation methods: semantic annotation, applica-
tion domain, and hybrid. In the recommendation via semantic annotation method, 
semantic annotations of the service description are retrieved. In the recommendation 
via an application domain method, concepts related to the application domain speci-
fied in the service information are retrieved. In the hybrid recommendation method, a 
combination of the two methods is retrieved. Finally, the set of selected concepts is 
stored in the SaaS registry.  

The service clustering module clusters the service offers to functionally-similar 
clusters using the Agglomerative Hierarchical Clustering (AHC) [23] approach. Our 
previous hybrid service matchmaking algorithm is used to measure the similarity 
between the two services [13,14], which applies both semantic-based metadata and 
ontology matching. After clustering, cluster signature vectors are created and kept in 
the SaaS registry. To search for a service, the user enters his business function re-
quirements, and the system returns matching SaaS services. Comprehensive details of 
the search process can be found in our previous work [13,14].  

4 Services Matchmaking Semantic Similarity Model 

In our previous work [13,14], regarding the semantic-based metadata matching, we 
used the Vector Space Model (VSM) to compute the similarity between two SaaS 
service descriptions. In this paper, we present an adaptation of the Extended Case 
Based Reasoning (ECBR) algorithm presented in [25]. The adapted SerECBR works 
as follows. First, the synonyms of the two service descriptions are retrieved (SD1 and 
SD2). SS1 and SS2 are synonyms of the first and second service descriptions respec-
tively. Each service description and synonym terms are grouped into one list. T1 and 
T2 represent the first and second service terms respectively.  ∆ and Ω represent a 
term that occurs within T1 and T2 respectively. LT1 represents the number of terms 
in the first service description list. For each service description list, we associate 
weights for terms as follows: ݓ୼ = ൜1,     ݂݅ Δ ߳ ܵܦଵ0.5, ݂݅ Δ ߳ ܵ ଵܵ Ωݓ      ݀݊ܽ            = ൜1,     ݂݅ Ω ߳ ܵܦଶ0.5, ݂݅ Ω ߳ ܵܵଶ               (1) 

To compute the semantic similarity between two SaaS services S1 and S2, we 
compare the lists T1 and T2 using the following cases: 

Case 1: term exists in two lists with weight 1, a value of 1 is given to this term.  
Case 2: term exists in two lists with weight 0.5, a value of 0.25 is given to term.   
Case 3: term exists in two lists by different weights, a value of 0.5 is given to term.  
Case 4: term from one list does not exist in other list, a value of 0 is given to term. 

Finally, the sum of all term values is normalized by the length of the first service 
terms list. The semantic similarity between two services S1 and S2 is calculated using 
)ௌ௘௥ா஼஻ோ݉݅ݏ :(2) ଵܵ, ܵଶ ) =  ∑ ൫௠௔௧௖௛( ୼,Ω)൯౴ ച ೅భ,   Ω ച ೅మ௅೅భ     (2) 
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,∆) ℎܿݐܽ݉  ݁ݎℎ݁ݓ Ω) = ൞ 1, ݂݅ (Δ =  Ω) ∧ ୼ݓ)   = Ωݓ  = 1) 0.5, ݂݅(Δ =  Ω) ∧ ୼ݓ)  ≠ ,Ω)        0.25ݓ  ݂݅ (Δ =  Ω)  ∧ ୼ݓ)  = Ωݓ  = 0.5)0, ݂݅ (Δ ∈ ଵܶ ∧  Δ ∉ Tଶ)  ∨  (Ω ∈ ଶܶ  ∧  Ω ∉ ଵܶ)               (3) 

5 Implementation and Experimental Evaluation 

Real and synthetic cloud data were used to demonstrate the effectiveness of the pro-
posed system. Experiments were conducted on an Intel Core i3 2.13 GHz processor, 
5.0 GB RAM. The system was built using Java, Jena API, and WordNet API incorpo-
rated in Eclipse IDE.  

The data set consists of 500 SaaS services. In particular, 40 services are live, and 
the remaining are pseudo services. In the following subsections, we present a case 
study for the guided registration process, the experimental evaluation of semantic 
annotation process, and the matchmaking semantic similarity model evaluation. 

5.1 Guided Registration Process Case Study 

In order to populate the SaaS registry, the cloud providers are expected to register 
their services in our system. Typically, a speedy and proficient registration process 
would help the proposed system to gain wide acceptance. In particular, thorough and 
accurate matching of the service features to domain ontology concepts is vital while 
considering the time factor. The aim of this case study is to demonstrate the guided 
registration process. A service provider registers his cloud service and uses the con-
cept recommendation method to match domain ontology concepts to the new service 
features. As shown in Fig. 3, the cloud provider enters the service advertisement de-
tails for the cloud service Box.net, then, he matches the service features to business 
functions retrieved from the SaaS services domain ontology. 

In this case study, the cloud provider chooses the concept recommendation via 
Semantic Annotation method. Tokens from the processed service description are 
matched to the domain ontology concepts which results in a set of recommended 
business functions. As shown in Fig. 3, the recommended business functions related 
to the service description keywords are displayed. The cloud provider selects the 
business functions that accurately describe the service features and registers his ser-
vice. Next, this is followed by a form to allow the provider to enter the service charac-
teristics and QoS values.  

Obviously, the time taken by the registration process is significantly reduced com-
pared to previous work in [13,14] where the cloud provider has to navigate through all 
domain ontology concepts to properly characterize his service features. 

5.2 Semantic Annotation Process Evaluation 

The objective of this experiment is twofold: to calculate the time taken by the guided 
registration module to semantically annotate the service description and to study the 
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effect of the WordNet expansion of the service description on the annotation process. 
To achieve the first objective, we computed the processing time taken to semantically 
annotate the expanded service descriptions. As shown in Fig. 4, the semantic annota-
tion process time is negligible. 

 

Fig. 3. SaaS Services Registration Form 
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To achieve the second objective, the semantic annotation process is analyzed in 
two cases, with and without using WordNet. The number of matching Business Func-
tions (BF) returned by the two cases is compared. The semantic expansion of the ser-
vice description generally increases the number of retrieved business functions as 
shown in Fig. 5. Nevertheless, the increase is neither nor relative to the number of 
expanded description terms. It depends significantly on the terms used by the cloud 
provider in their service descriptions, and their closeness to the concepts in the ser-
vices domain ontology. 

 

Fig. 4. Semantic Annotation Time of Service Descriptions 

 

Fig. 5. Service Description Semantic Annotation Process 

5.3 Matchmaking Semantic Similarity Model Evaluation 

The objective of this experiment is to compare the resulting semantic similarity values 
of service description matchmaking of the VSM and the proposed serECBR similarity 
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models. A sample of the results is shown in table 1. The results demonstrate that the 
serECBR similarity model reflects the similarity among the service descriptions to be 
better than the VSM model with an average increase of 49%. 

Table 1. VSM vs. serECBR Service Matchmaking Semantic Similarities 

Service 

vs
. 

Service VSM Similarity serECBR Similarity 

Oracle CRM  On Demand Intouchcrm 0.54 0.67 

Box.net Egnyte 0.65 0.37 

Blue Link Elite NetSuite 0.16 0.29 

IBM Lotus Live CubeTree 0.31 0.66 

HyperOffice GetDropBox 0.21 0.36 

OrderHarmony Plex Online 0.01 0.03 

Incipi Workspace HyperOffice 0.19 0.57 

6 Conclusion 

With the growth of public cloud offerings, a cloud service registry is urgently re-
quired to connect the cloud providers and users. In this paper, we proposed a SaaS 
services advertisement system that exploits the services business perspective by intro-
ducing functionality-related metadata to the service descriptions. The semantic 
metadata enrichment is accomplished in the registration process via domain ontology 
concept recommendation. In order to effectively group functionally-similar services, a 
semantic similarity model was proposed for the services metadata matchmaking. The 
uniformity, integrity, and comprehensive representation of SaaS offers maximize the 
efficiency of the services discovery and close the gap between the services supply and 
demand in the cloud market. The proposed system effectiveness was proved by the 
experimental results. 
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Abstract. An efficient way to improve the performance of database systems is the 
distributed processing. Therefore, the functionality of any distributed database 
system is highly dependent on its proper design in terms of adopted fragmenta-
tion, allocation, and replication methods. As a result, fragmentation, its allocation 
and replication is considered as a key research area in the distributed environment. 
The cloud computing is an emerging distributed environment that uses central re-
mote servers and internet to maintain data and applications. In this paper, we pre-
sent a dynamic distributed database system over cloud environment. The pro-
posed system allows fragmentation, allocation, and replication decisions to be 
taken dynamically at run time. It also allows users to access the distributed data-
base from anywhere. Moreover, we present an enhanced allocation and replication 
technique that can be applied at the initial stage of the distributed database design 
when no information about the query execution is available. 

Keywords: Distributed database management system (DDBMS), fragmenta-
tion, replication, allocation, cloud computing. 

1 Introduction  

Distributed database systems typically consist of a number of distinct database frag-
ments located at different geographic sites which can communicate through a network 
and they are managed by a distributed database management system (DDBMS) [1].  

An efficient support is needed to databases that consist of very large amounts of 
data which used by applications at different physical locations. Telecom databases, 
scientific databases, and large distributed enterprise databases are examples of appli-
cation areas [2]. The main problem of many of these applications is the delay of ac-
cessing remote databases. As a result, it is necessary to use a distributed database that 
employing fragmentation, allocation, and replication [2]. 

The design of distributed database is one of the major research issues in distributed 
database system area. The main challenges facing the DDBS design are: how to 
fragment database tables, which type of fragmentation will be used, when to replicate 
fragments, what is the optimal number of replica that can be taken for each fragment 
to enhance system performance and increase availability, how to allocate fragments to 
sites where they are mostly frequently accessed, do we grouping distributed database 
sites into disjoint clusters, and which type of clustering will be used. These issues 
were previously solved either by static and dynamic solution or based on a priori que-
ry analysis. 
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Fragmentation, replication, and allocation are considered the most important de-
sign issues that lead to optimal solutions particularly in a dynamic distributed envi-
ronment. They also have a great impact on the Distributed Database Systems (DDBS) 
performance. In distributed databases, the communication costs can be reduced by 
partitioning database tables into fragments. The fragments are then allocated to the 
sites where they are most frequently accessed, aiming at maximizing the number of 
local accesses compared to accesses from remote sites. The cost of the read operation 
can be further reduced by the replication of fragments when beneficial. Fragmenta-
tion, allocation, and replication will be referred to as FAR in the rest of the paper. 

Many applications of DDBS generate very dynamic workloads with frequent 
changes in access patterns from different sites. Consequently, static/manual FAR may 
not always be optimal. As a result, FAR should be automatic and completely dynam-
ic. Any change in access patterns should result in re-fragmentation of existing frag-
ments or tables and reallocation of fragments to different sites, as well as creation or 
removal of fragment replicas [2]. 

In this paper, we present a dynamic DDBS over the cloud environment that allows 
dynamic FAR decisions to be taken dynamically over clustered distributed database 
sites. Dynamic FAR decisions are based on the access pattern and the load of the sites 
after allocation or migration of fragments or a replica to it. Moreover, we present an 
optimal allocation and replication technique, which can be applied at the initial stage 
of the distributed database design when no information about the query execution is 
available.  

The rest of this paper is organized as follows. Section 2 reviews the related work of 
FAR. Section 3 introduces the proposed system architecture and its components. Sec-
tion 4 presents an optimal allocation and replication technique that can be applied at 
the initial stage of distributed database design. Section 5 presents the experimental 
results. Finally the conclusion and future work are presented in Section 6. 

2 Related Research Work 

In [2], the authors present a decentralized approach for dynamic table FAR in DDBS. 
It performs FAR based on recent access history. It uses cost functions to take decision 
by estimating the difference in future communication costs between a given replica 
change and keeping it as is. However, this algorithm doesn't consider site constraints, 
load of the site after the allocation or migration of replica or fragment to it, and the 
optimal number of replicas that can be taken for each fragment to enhance system 
performance and increase availability. The authors of [3] present a synchronized hori-
zontal FAR model. It adopts a new approach to perform horizontal fragmentation of 
database relation based on the attribute retrieval and update frequency. Both [3] and 
[18] perform the allocation process based on the fragment access pattern and the cost 
of moving the data fragments from one site to the other. The authors of [4] propose a 
new algorithm called region based fragment allocation (RFA). The proposed algo-
rithm considers the frequency of fragment accessed by region as well as individual 
nodes to move the fragment from source node to target node. The RFA algorithm 
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decreases the migration of fragments using knowledge of the network topology in 
comparison to optimal [19] and threshold [20] algorithms. In comparison to the 
BGBR [21] algorithm, the RFA algorithm reduces the amount of topological data 
required in decision making. However, this solution will not be the optimal solution in 
case the node in a region has a high fragment access while the other nodes in that 
region have low fragment access. As a result, the fragment will allocate to it. In this 
case, the problem is solved for only one node and is not solved for the other nodes in 
other regions. The authors of [5] present a model that takes site constraints into ac-
count in the process of reallocation. However, this model will be more complicated 
when information queries continuously change in a faster way and when the number 
of fragments and sites largely increase. The authors of [6] propose an algorithm 
named Near Neighborhood Allocation (NNA). It moves data to a neighborhood node 
that placed in the path to the node with the maximum access counter. The NNA could 
be more useful in large networks to decrease the delay of response time. The authors 
of [7] propose an algorithm that dynamically reallocates fragments to sites at runtime. 
The proposed algorithm takes into account the time constraints of database accesses, 
volume threshold, and the volume of data transmitted in successive time intervals in 
accordance with the changing access patterns. However, the volume threshold, the 
number of time intervals, and its duration are the most important factors that regulate 
the frequency of fragment reallocations. In [8] the authors perform reallocation pro-
cess given the changing data access patterns, time, and sites’ constraints of the DDBS. 
That technique reduces data transmission cost compared to the previous methods 
since it adopts the shortest path algorithm once data movement decision is taken. The 
main drawback of this algorithm is the more storage required compared to some pre-
vious algorithms. The authors of [15] solve the fragment allocation problem using the 
well-known Quadratic Assignment Problem solution algorithms.  

The authors of [9] propose a new technique for horizontal fragmentation of the re-
lations of distributed database. This technique can be applied at the initial stage as 
well as in later stages of DDBS for partitioning the relations. The authors of [10] ad-
dress some important scalability issues. They provide some algorithms to ensure gen-
erality of the technique developed in [9]. In [11] the authors propose a heuristic tech-
nique to satisfy horizontal fragmentation and allocation using a cost model to mini-
mize the total cost of distribution. Furthermore, the authors of [12] and [16] present a 
new framework for dynamic fragment allocation and replication. In [12], they consid-
er the fragment correlation under a flexible network topology. However, this frame-
work doesn’t handle extra characteristics, such as bounds on the capacity of sites and 
constraints on the number of replicas for each fragment.  

Some researches introduce a clustering approach for partitioning database sites and 
allocate fragments across the sites of each cluster [13]. However, it doesn't address the 
replication phase of database design. It also wastes a lot of time between node, LCA, 
LCA Validator, Resource Checker, and GCA until it reaches the required data. The 
authors of [17] propose a dynamic data replication strategy using historical access 
record and proactive deletion. The authors of [14] present a novel algorithm for 
grouping distributed database network sites into disjoint clusters based on communi-
cation time. The experimental outcomes confirmed that this approach can be  
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3.1 Distributed Database System Manager Layer 

This layer is composed of three modules: add new database, clustering distributed 
database sites, and client queries processing. 

Add New Database Module. This module is used to add the database tables to 
DDBS. Firstly, the new tables are fragmented using the static fragmentation technique 
that can be used at the initial stage of the DDBS design. Secondly, that fragments are 
allocated to the sites of each cluster. Thirdly, some fragments are replicated to differ-
ent sites of each cluster in order to enhance the system performance and increase the 
availability. Finally, the cluster information database is updated to save the locations 
of each fragment and replica in the distributed database system. Cluster information 
database is a database that holds complete information about each fragment or replica 
in which site or cluster. 

Clustering Distributed Database Sites Module. Distributed database system man-
ager will use clustering technique to cluster distributed database sites into disjoint 
clusters. It also allocates sites to each cluster. Finally, it updates cluster information 
database with the recent location of each site in DDBS. 

Client Queries Processing Module. When the client sends a query to the distributed 
database system manager firstly, the distributed database system manager uses the 
cluster information database to determine the closest site that holds the required data. 
Then, it redirects the user to that site to fetch the needed data. 

3.2 Distributed Database Clusters Layer 

The distributed database clusters layer consists of more than one cluster. Each cluster 
has one cluster head and more than one cluster node. The cluster head is a cluster 
node has especial and additional operations to manage the other cluster nodes. At 
each access to the cluster node, firstly, the cluster node checks whether it is a local 
access or remote. Secondly, allows the user to access local database of the node to run 
the query and fetch the required data [22]. Thirdly, the site access record is updated to 
save the information about the user access. Each cluster node sends the access history 
to the cluster head to take any suitable decision such as: create or delete replica, re-
fragmentation or re-allocation of the fragments. The cluster head takes the decisions 
based on access history and load of each site after the allocation or migration of the 
fragments and replicas of it. The fragments and replicas will send to the site with less 
workload. The cluster head also collects the data that each node in its cluster holds. 
Afterwards, it sends it to the distributed database system manager to keep the cluster 
information database updated. 
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4 Enhanced Allocation and Replication Technique 

The authors of [9] proposed a new technique of horizontal fragmentation. This tech-
nique helps in taking the fragmentation decision at the initial stage of designing dis-
tributed database. It uses knowledge gathered during the requirement analysis phase 
using the enhanced CRUD (Create, Read, Update, and Delete) matrix without the help 
of empirical data about query execution. This technique performs data allocation ac-
cording to the maximum attribute locality precedence (ALP) value and the locations 
of sites. The attribute locality precedence (ALP) can be defined as the importance of 
an attribute with respect to each site. However, the allocation strategy of this tech-
nique doesn’t meet the goal of the data allocation. The goal of the data allocation can 
be achieved by allocating the fragments to the sites that require it only. As a result the 
user can access data with low cost and time. The proposed module enhanced the allo-
cation strategy of this technique by performing data allocation according to the site 
that has the maximum ALP single value. That methodology guarantees that no frag-
ment duplication will happen during the allocation process. In the case we got two 
sites that have the maximum ALP single value, the fragment will be allocated to the 
site that performs more data manipulations and less read operations. Consequently, 
the replica is sent to the site which performs less data manipulations and more read 
operations. After the process of data allocation, we replicate the fragment to the site 
that performs more read operation than other sites. For example, if we have two sites: 
site1 and site2. Site1 performs CUD operations. Site2 performs R operation. The rep-
lica will be sent to site2 although site1 has the maximum ALP single value. If the 
replica is sent to site1, it will not be used because there is no data manipulation on the 
replica. The pseudo code for the enhanced allocation and replication technique is 
shown in Fig. 2. 

5 The Experimental Results 

We have implemented our technique on an HP Compaq computer with Core-two 
Duo 2.33 processors and 2 GB RAM using SQL Server as DBMS. We have imple-
mented the modified technique on the MCRUD matrix of the bank account table 
shown in table 1. We performed the enhanced technique on account relations shown 
in table 2. The ALP table is generated after applying the modified technique on the 
MCRUD matrix. The ALP table is shown in table 3. From the ALP table, the attrib-
ute that has a maximum ALP value is the branch name, so its predicates will be 
used to perform horizontal fragmentation. The resulted fragments are shown in 
tables 4, 5, and 6 and are allocated to sites that already need it without taking the 
location of sites into account. Fragment1 has been allocated to site1 and fragment2 
has been allocated to site2 because they have the maximum ALP single value for 
the fragmentation attribute. However, the last predicate of the branch name attribute 
has two sites which have the same maximum value. In this case, the fragment  
will be allocated to the site that performs more data manipulation and less read  
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of, the fragments to sites of each cluster. Second, implement the remaining parts of 
the proposed architecture to efficiently allow FAR decisions to be taken automatically 
at run time. 
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Abstract. Workload management for concurrent queries is one of the challeng-
ing aspects of executing queries over the cloud computing environment.  The 
core problem is to manage any unpredictable load imbalance with respect to 
varying resource capabilities and performances. Key challenges raised by this 
problem are how to increase control over the running resources to improve the 
overall performance and response time of the query execution. This paper pro-
poses an efficient workload management system for controlling the queries ex-
ecution over cloud environment. The paper presents an architecture to improve 
the query response time by detecting any load imbalance over the resources. Al-
so, responding to the queries dynamically by rebalancing the query executions 
across the resources. The results show that applying this Workload Manage-
ment System improves the query response time by 68%. 

Keywords: Cloud Computing, Query workload, Query execution. 

1 Introduction 

Cloud Computing is becoming an emerging computing paradigm with its dynamic 
usage of scalable virtualized resources. It provides services to various remote clients 
with different requirements. As data continues to grow, it enables the remote clients to 
store their data on its storage environment with different clients' expectations over the 
internet. As clouds are built over wide area networks, the use of large scale computer 
clusters often built from low cost hardware and network equipment, where resources 
are allocated dynamically amongst users of the cluster [1]. Therefore the cloud 
storage environment has resulted in an increasing demand to co-ordinate access to the 
shared resources to improve the overall performance.  

Managing the query workload in cloud computing environment is a challenge to 
satisfy the cloud users. The workloads produced by queries can change very quickly; 
consequently this can lead to decreasing the overall performance (e.g. query 
processing time) depending on the number and the type of requests made by remote 
users. In this case, a cloud service provider must manage the unpredictable workloads, 
through making decisions about which requests from which users are to be executed 
on which computational resources. Furthermore, the importance of managing the 
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workload arises by the demand to revise resource allocation decisions dynamically. 
These decisions are based on the progress feedback of the workload or the behavior of 
the resources to recover any load imbalance that may occur. This can lead to 
improving the overall performance during queries execution over the distributed 
resources. Where the workload contains or consists of database queries, adaptive 
query processing changes the way in which a query is being evaluated while the query 
is executing over the computational resources [2]. 

The challenge in this paper is how to provide a fast and efficient monitoring 
process to the queries executed over the distributed running resource. Furthermore, 
responding to any failure or load imbalance occurs during the queries execution. This 
is done by generating an assessment plan that redistributes the queries execution over 
the replicated resources. This paper focuses on presenting an enhancement of the 
workload management sub-system of our previous architecture that was presented in 
[3] to overcome the challenge of slow query response time. It is beneficial to manage 
the queries execution after implementing the query optimization sub-system. The 
main objective of this paper is to minimize the overall queries response time in our 
query processing architecture that was presented in [3]. 

The paper is organized as follows. Section 2 reviews related works. Section 3 
presents the proposed query workload architecture. Section 4 describes the 
mechanism used to implement the second module in the proposed architecture. 
Section 5 presents the experimental environment. Section 6 presents the evaluation of 
the results. Conclusion and future work are discussed in Section 7. 

2 Related Work 

This section reviews related work on the topic of query processing and database 
workloads regarding how to characterize workloads and monitor query progress. In 
[4] they present a modeling approach to estimate the impact of concurrency on query 
performance for analytical workloads. Their solution relies on the analysis of query 
behavior in isolation, pairwise query interactions and sampling techniques to predict 
resource contention. In [5] they proposed a query optimization technique for query 
processing to improve the query response time. Furthermore, proposing a selection 
module for query execution by selecting a subset of resources and applying ranking 
function to improve execution performance for individual queries, however their 
technique didn't consider other queries running at the same time and load imbalance 
that may occur during the queries execution. In [6] their approach based on the fact 
that multiple requests that are executed concurrently, they may have a positive impact 
on the execution time of the workload. They applied a monitoring approach to derive 
those impacts. In [7] they propose an architecture for Adaptive Query Processing 
(AQP), its components communicate with each other asynchronously according to the 
publish/subscribe model in order to dynamically rebalance intra-operator parallelism 
across Grid nodes for both stateful and stateless operations. In [8] authors presented a 
joint query support in CloudTPS, a middleware layer which stands between a Web  
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application and its data store. The system enforces strong data consistency and scales 
linearly under a demanding workload composed of join queries and read-write 
transactions. A workload management is proposed in [9] for controlling the execution 
of individual queries, they implemented an experimental system that includes a 
dynamic execution controller that leverages fuzzy logic. Several techniques have been 
proposed in [10], for dynamically re-distributing processor load assignments 
throughout a computation to take into account of varying resource capabilities. Also 
they proposed a novel approach to adaptive load balancing, based on incremental 
replication of an operator state. In [2] they describe the use of utility functions to co-
ordinate adaptations that assign resources to query fragments from multiple queries. 
As well as, demonstrating how a common framework can be used to support different 
objectives, specifically to minimize overall query response times. In [11] authors 
presented a Merge-Partition (MP) query reconstruction algorithm. Their algorithm is 
able to exploit data sharing opportunities among the concurrent sub-queries. This can 
reduce the average communication overhead. 

Although previous researches address several issues in query processing and opti-
mization, our proposed architecture combines the query optimization and query re-
source allocation with monitoring the concurrent queries execution over the running 
resources. Furthermore, responding to any load imbalance by applying our workload 
management system on the cloud environment.   

3 The Proposed System's Architecture 

Our proposed architecture overcomes the challenge of a low query response time by 
optimizing the sub-queries. Furthermore, it assigns the sub-queries to the appropriate 
resources. It manages queries execution to respond to any load imbalance before re-
turning the queries results to the users. Our proposed architecture which is shown in 
Fig. 1, involves three main sub-systems [3]:  

1. Query Optimization Sub-system: Accepts queries from users and then detects the 
data sharing among the sub-queries of submitted queries from users, therefore 
specifying the ordering of the queries execution. Finally, it allocates the query to 
the appropriate resources. The output of this sub-system is the list of the resources 
that are responsible for the execution of the queries.  

2. Workload Manager Sub-system: Manages the queries execution on resources 
and responds to any load imbalance that may occur throughout the execution. This 
paper will be focused on presenting this sub-system. The main advantages of this 
sub-system are the improvement of the query execution performance and overall 
query response time. It holds the following main processes: 

─ Observer: Collects information about throughput and utilization values of 
each running resource during the queries execution. If these values exceed 
specific thresholds this means there is a fault with the current execution, 
therefore the observer notifies the planner about occurring load imbalance 
on a specific resource. 
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─ Planner: Performs the assessment phase; it creates an assessment plan to 
recover the load on the resources during the queries execution by 
assigning the failure queries on another suitable replica. 

─ Responder: Receives the assessment plan from the planner to respond to 
the failure that occurs during the queries execution. 

3. Integrator Sub-system: Is responsible for collecting the queries results from the 
resources and partioning the merged queries results that are presented in [11] and 
finally, retrieving the results to the users. 

 

Fig. 1. The Proposed Enhanced Query Workload Architecture 

4 The Implementation of the Proposed System 

The proposed system accepts queries from the remote users and then applies the query 
optimization sub-system which is presented and implemented in [3]. During the  
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queries execution, the importance of managing the workload arises by dynamically 
revising the resources allocation. So the workload management sub-system is 
implemented through three main processes:  

1. Observer: Dynamically revises and monitors the resources during queries 
execution by the following steps: 

─ Firstly, by collecting the performance information about the running re-
sources every 15 seconds which is ideal [12] for benchmarking scenarios. 
The performance information is the percentage of processing time which 
each resource spends on processing queries. The other measurement is the 
query throughput which is the number of requests received per second. 
Such information gives a good indicator of just how much load is being 
placed on the system, which has a direct correlation to how much load is 
being placed on the processor [13]. 

─ Secondly, the observer checks the utilization of the resources processor. In 
other means whether the query throughput exceeds the specific baseline 
value and if the processing time on specific resource exceeds 80% [13]. 

─ Finally, it notifies the planner with the updated information of the loaded 
resource to generate an assessment plan to handle the failure that may 
occur during the execution. 

2. Planner: Is implemented to get the notifications from the observer when failure 
or load may occur on a specific resource. Therefore it creates an assessment plan 
for handling this load during the queries execution. The following steps are used to 
implement the planner: 

─ Firstly, it collects the performance information about the replicas of the 
loaded resource, and then it determines the most available unloaded 
replica to execute the queries. 

─ Secondly, it generates the assessment plan based on determining the   
suitable replica that can execute these queries. 

─ Finally, it notifies the responder by the assessment plan with the new 
queries allocation distribution. 

3. Responder: Is implemented to receive and implement the assessment plan from 
the planner to respond to the load imbalance during the queries execution. The 
following steps are used: 

─ Firstly, it uses the assessment plan to specify the queries with a failure 
execution, therefore killing the queries execution on the loaded resource. 

─ Secondly, it loads the information about the corresponding replica. 
─ Finally, it executes the queries on the corresponding replica. 
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5 Experimental Environment 

The TPC-H database [14] is used as our dataset (scale factor 1) to test our work. The 
TPC-H database has eight relations: REGION, NATION, CUSTOMER, SUPPLIER, 
PART, PARTSUPP, ORDERS, and LINEITEM.  

The cloud environment is simulated with the help of a VMWare workstation. A 
VMWare workstation is the global leader in virtualization and cloud infrastructure 
[15].  

Eight virtual machines are deployed as in Fig. 2, which shows their capabilities and 
the relations distribution amongst them with an assumption about partitioning the 
relations horizontally to two parts (ex: Lineitem_P1, Lineitem_P2).  

 

Fig. 2. Capabilities of each Resource with Relations Distribution 

Twenty queries that are using the following relations LINEITEM, ORDERS, 
PART, CUSTOMER are used to test our experiment. Table 1, shows an example of 
the queries that have been used. The threshold of query throughput is specified by 
estimating the average transactions per second during peak activity, then using this 
value as a baseline to compare the query throughput during any stage of the 
execution. 

 Microsoft Windows Server 2008 and Microsoft Structured Query Language 
Server (MS SQL server) is used to deploy the TPC-H database. 
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Table 1. Example of five queries used in our experiment 

Queries 

select p_type,l_extendedprice,l_discount                   
 from lineitem, part   

where  l_partkey = p_partkey and l_shipdate >= '01-09-1995' 
 

select p_type,l_extendedprice,l_discount  
from lineitem, part   

where  l_partkey = p_partkey and l_shipdate < '01-09-1995' 
 

select  l_returnflag, l_linestatus  
from lineitem  

where l_shipdate < '1998/12/08' 
 

select   l_shipmode  
from orders, lineitem  

where o_orderkey = l_orderkey and l_commitdate < l_receiptdate and  l_shipdate < 
l_commitdate and l_receiptdate >= '1997-01-01' and l_receiptdate < '1998-01-01' 

 
select o_orderpriority  

from orders  
where o_orderdate >= '1993-07-01' 

and o_orderdate < '1993-07-01' 
 

6 Evaluations 

Table 2 shows examples of the resources that are assigned to execute the merged and 
non-merged queries after applying our query optimization sub-system which is 
presented in [3]. After executing twenty queries, VM1 transactions per second 
exceeds 54, which is the baseline value and its processor utilization exceeds 80% that 
means there is a load on VM1 during the queries execution. By applying our 
Workload Management Sub-system, the latest queries with failure execution on VM1 
are assigned to VM5 which is the replica of VM1.  

In order to evaluate our system the average execution time is computed and com-
pared with applying our proposed system and the query processing technique in [5]. 
Fig.3 shows that the execution time of the queries with applying our proposed system 
can reduce the queries execution time, as our proposed system combines the query 
optimization and query resource allocation of submitted concurrent queries with mon-
itoring these queries execution by the Workload Management sub-system which is not 
considered in [5]. 
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This experiment was executed for three times and the average response time is cal-
culated. The results show that using our proposed Workload Management Sub-system 
reduces the queries execution time over the technique presented in [5] by 68%. The 
results are shown in Table 3. 

Table 2. The resources selected to execute the merged and non merged queries 

Queries 
 

Assigning Virtual  
Machines 

select p_type,l_extendedprice,l_discount  
from lineitem,part 
 where  l_partkey = p_partkey and l_shipdate >= 
'01- 
09-1995 or l_shipdate < '01-09-1995 
 

 
VM1 – VM2 

select  l_returnflag, l_linestatus  
from lineitem  
where l_shipdate < '1998/12/08' 
 

 
VM1 – VM2 

select   l_shipmode  
from orders, lineitem  
where o_orderkey = l_orderkey and l_commitdate 
< l_receiptdate and  l_shipdate < l_commitdate and 
l_receiptdate >= '1997-01-01' and l_receiptdate < 
'1998-01-01' 
 

 
 

VM1 – VM3 

select o_orderpriority  
from orders  
where o_orderdate >= '1993-07-01' 
and o_orderdate < '1993-07-01' 
 

 
VM1– VM3 

 

Fig. 3. The average queries execution time 
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Table 3. The average of measuring the queries execution time 

Approaches 
 

Average Execution 
Time(Min) 

 
Using Query Processing Technique in [5] 

 
13.41261 

 
Using our Proposed Technique 

 
4.290434 

 

7 Conclusion and Future Work 

In this paper, a workload management technique is proposed to minimize the overall 
query execution time over cloud computing environment. This is done by monitoring 
the running resources performance such as processing time and throughput over the 
cloud computing environment. Furthermore, responding to any load imbalance may 
occur across these running resources. The results show that applying our proposed 
system which combines the query optimization and query resource allocation with 
monitoring the concurrent queries execution by the Workload Management technique 

over the running resources in cloud computing environment, improves the response 
time of the concurrent queries. In our future work, the integration sub-system of the 
proposed architecture will be implemented to collect and partition the merged queries 
result from the resources and improve the query scheduling mechanism. 
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Abstract. Preventing data abuses in cloud remains an essential point of the re-
search. Proving the integrity and non-repudiation for large datasets over the 
cloud has an increasing attention of database community. Having security ser-
vices based on watermarking techniques that enable permanent preservation for 
data tuples in terms of integrity and recovery for cloud environments presents 
the milestone of establishing trust between the data owners and the database 
cloud services. In this paper, an enhanced secure database service for Cloud en-
vironments (EWRDN) is proposed. It based over enhancements on WRDN as a 
data watermarking approach. The proposed service guarantees data integrity, 
privacy, and non-repudiation recovering data to its origin. Moreover, it gives 
data owner more controlling capabilities for their data by enabling tracing us-
ers’ activities. Two compression categories to recover data to its origin intro-
duced for the proposed service. Two compression technique (the arithmetic  
encoding and the transform encoding) chosen to represent each type. For large 
data sets, it has been proven that, the arithmetic encoding has a fixed recovery 
ratio equal to one. At the same time, the transform encoding saves space and 
consumed less time to recover data. Moreover, testing the performance is done 
of the proposed service versus a large number of tuples, large data set. The per-
formance quantified in terms of processing time and the required memory re-
sources. The enhanced EWRDN service has shown a good performance in our 
experiments.  

Keywords: Copyright protection, Digital Watermarking, Security Service, Data 
Compression, Large dataset. 

1 Introduction 

Introducing database secure services in the cloud represents the key function of 
establishing the trust for clients to save their critical and confidential data on the 
Cloud. While, demand for the use of large data sets is growing, pirated copying has 
become a severe threat. To fight against pirated copying, database watermarking 
promises a solution for protecting data by embedding secret codes (watermarks) into 
the tables inside the databases. The digital watermarking for integrity verification is 
called fragile watermarking as compared to robust watermarking for copyright 
protection. 
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Fig. 1. Basic Watermarking Technique 

Figure 1, shows the basic database watermarking techniques. It consists of two phas-
es: I- Watermark Insertion and, II – Watermark Detection. During watermark insertion 
phase, user adds his data set (D) with his private key (K). Then, the watermark will be 
calculated and the watermarked data set (WD) is then available. In the detection phase, 
the user needs to add the suspicious dataset (WD) with his private key (K). The embed-
ded watermark (if present) is extracted and compared with the original watermark in-
formation. So, the original data (D) will be extracted with proof of ownership. 

A Novel Watermarking Approach for Data Integrity and Non Repudiation in Ra-
tional Databases (WRDN) introduced [1]. The main idea is to apply WRDN as a 
trusted security service on cloud computing. But some problems arise. These prob-
lems can be summarized as hiding and locking technique. Moreover, one needs to 
have the ability to recover data if unauthorized changes or errors appeared. To over-
come these problems, some enhancement of WRDN model was made. An Enhance-
ment model for WRDN (EWRDN) is presented [4]. It does not prevent copying, but it 
deters illegal copying by providing a means of establishing the ownership of a redis-
tributed copy. 

Today’s availability, performance and security are the three main problems when it 
comes to cloud adoption. At the same time, performance needed to be measured in 
terms of time and space. In cloud environments, managing millions or even more 
simultaneous users and their data is normal. The scalability of cloud services remains 
an important issue. The better an application’s scalability, the more users it can handle 
simultaneously [5]. In this paper, an important question is answered about the time 
needed to recover data, since; the challenge of the large data set (huge amount of 
tuples) is always motivating data based service design for cloud environment. 

With this flexibility, the challenge in deciding which data to be compressed ap-
pears. The factors that influence this decision are the data types and confidentiality. 
EWRDN uses lossless method to compress data. It assumes that all the data in the 
data set are critical and needed to be recovered as its origin. At the same time, a loose 
method can produce a much smaller compressed file than any lossless method, while 
still meeting the user requirements.  

The rest of this paper is organized as follows: Section 2 gives related work over-
view. The Enhanced Watermark Approach for Secure Database Service (EWRDN) 
insertion and detection algorithm is presented in Section 3. Section 4 introduces per-
formance analysis of EWRDN. Finally, the conclusion of this paper with summaries 
and suggestions for future work are introduced in Section 5. 

2 Related Work 

The approaches handle database attacks can be summarized as: the first algorithm is 
the distortion based algorithm, which introduces small changes in data values during 
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embedding phase where changes are tolerable and should not make the data useless. 
The watermarking scheme proposed by [6], also known as AHK, is one of the pio-
neering research in database watermarking. The fundamental assumption is that the 
watermarked database can tolerate a small amount of errors in numeric data. Although 
the basic assumption of AHK scheme is that the relation has a primary key whose 
value does not change, Li et al. [7] suggest three different schemes to obtain virtual 
primary keys for a relation without primary key. Sion et. Al [9-6] use the most signif-
icant bits of the normalized dataset instead of primary key. Database watermarking 
based on cloud model is proposed by Zhang et al. [8]. 

The second algorithm is the distortion free, where the proposed model is consid-
ered to be one of them. There is no modification made to any data item and the digital 
watermarking is used for integrity verification. The watermarking scheme proposed 
by Y. Li et al. [11] was the first distortion free algorithm made. The Basic idea was 
that all tuples are securely partitioned into (g) groups. A different watermark is em-
bedded in each group such that any modifications can be detected and localized into 
the group level with high probabilities. The watermarking scheme proposed by Li and 
Deng [12] is applicable for marking any type of data. The interesting feature of this 
scheme is that it does not use any secret key. Moreover, the unique watermarking key 
is used in both the creation and the verification phases. While, Kamel [13] suggested 
a way to improve the detection rate of malicious alteration by watermarking not only 
the relational tables (data records) but also all relevant indexes by proposing a fragile 
watermarking technique for protecting data integrity in databases and more specifical-
ly in R-tree data structures. The approach proposed in [17] aims to generate fake tu-
ples and insert them erroneously into the database. The fake tuple creation algorithm 
takes care of candidate key attributes and sensitivity level of non-candidate attributes, 
while in [19]they add only one hidden column, using a secret formula to relational 
database that contains only numeric values. Moreover, it locks this calculated column 
from any attacks or manipulations. However, the work done by [20] uses the same 
schema made in [19] but by applying it over a non-numeric data over the watermark-
ing on a new row.  

3 EWRDN as a Watermarking Approach 

A Novel Watermarking Approach for Data Integrity and Non Repudiation in Rational 
Databases (WRDN) is introduced in [1]. WRDN proves data ownership and integrity 
of database. It survives against two types of attacks that face the database (Insertion, 
Deletion). It is based on adding a watermark over a hidden column then locks this 
column. It is designed to be a part of Database Management System (DBMS). So, 
there are no fears over watermark data detection. The main idea of this paper is 
creating a data security service over the cloud. Unfortunately, applying WRDN 
directly to be a cloud service is not feasible due to the following reasons: 

• There are no guaranties that cloud provider will apply the same mechanism and 
cover the watermark column. 

• In cloud the data and the users could not been in the same country. So, the cloud 
service provider will also have the authority and the ability to unlock and view the 
watermark column. 
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In this paper, new abilities have been added to EWRDN to provide solutions that 
prove data integrity and ownership for large data set over the cloud. This is the ability 
to prove data tampering by tracing authorized users activities and recording them. If 
unauthorized changes or errors appeared it recover data to its origin. Moreover, it 
gives database owner more control over his data. By, tracing authorized users’ activi-
ties and record it in order to differentiate them from unauthorized ones. Figure 2 illus-
trate EWRDN architecture. 

EWRDN needs to calculate the corresponding watermark for each tuple then saves 
it. Then, it adds a user signature on each attribute which has been changed or added. 
Finally, compresses new signature data and saves them over the database. It lock wa-
termark column and compressed records using a secret key (K) known only by the 
data owner. EWRDN proves important features of database security like Non Repudi-
ation, Integrity, Copyright protection and Recovery. 

 

 
 

(a) Watermarking Insertion Technique (b) Watermarking Detection Technique 

Fig. 2. Insertion and Detection Mechanism of EWRDN 

3.1 Insertion Technique 

Figure 2(a), shows EWRDN insertion technique. In the beginning one needs to have 
two hidden columns. No one of the database users knows about them and has no 
control over them. First, calculate the watermark value for each tuple which depends 
on a mathematical function known only by data owner. Then, use user’s private key 
(PrK) to add signature over each attribute [21]. The following experiments used 
Digital Signature Standards (DSS) [21] second; it uses compression technique [22,23] 
on new signature attribute to compress value. Add compressed values into a new 
column. Finally, both watermarking and compressed column need to be locked using 
(K) which is a private key that is only known to the database owner. 

3.2 Detection Technique 

Figure 2(b), shows EWRDN detection technique. First, calculate the watermark value. 
Then, unlock the watermark and compressed column using private key (K). Finally, it 



 A Large Dataset Enhanced Watermarking Service for Cloud Environments 91 

needs to compare the calculated watermark results with the original watermark 
values. If they match, then data is tampered free, and the data owner has the ability to 
trace users work and updated data. Otherwise, data is tampered to recover data, 
decompress values in the corresponding row. Then, apply signature algorithm (DSS) 
used to separate data from user signature then restore data to the corresponding 
attributes. 

3.3 Role of Compression Techniques 

Data compression is the reduction in data size in order to save space or transmission 
time. It can be performed on just the data content or on the entire transmission unit 
depending on a number of factors. EWRDN method is proposed [4]. It is based over 
the idea of using compression technique to be able to recover data. Data compression 
techniques consist of two types: 

• Lossless Compression: The values after decompression are the accurate copy of the 
original data. 

• Loose Compression: The values after decompression gives an approximation or 
close values of the original data.  

At previous work, EWRDN introduced lossless method for data compression. It 
assumes that all data in the data set are critical and needed to be recovered as its 
origin. In practice, not all of the data are critical. This means some attributes can be 
partially restored. The enhancements in this papers show that data owners can specify 
their preferences of the required restoration features about the data. Some loose 
method can produce high data restoration capabilities compared to lossless methods. 
This may be accepted by the data owners and meeting their preferences. In results’ 
section of this paper, it is going to be shown that loose compression methods produce 
better compression performance in terms of time and space than lossless methods 
with an unnoticeable loss in quality. Users or clients can specify their data restoration 
guarantees based on a predefined fees’ schema. Moreover, the experiments test is 
based over a large data set. So, one need to improve time performance and saves more 
space. Besides, one needs to calculate time performance for each compression 
technique. A method of each compression technique has been chosen. Arithmetic 
Coding represent lossless compression [2, 23] and Transform Coding represent loose 
compression [3, 24]. 

The idea behind arithmetic coding is to have a range of probability line from zeros 
to one, and assign to every symbol a range in this line based on its probability. Each 
time the probability increased the higher range which assigns to it. Finally, one has to 
start encoding symbols. It has a good compression ratio (better than Huffman coding), 
with an entropy around the Shannon Ideal value [2]. Transform Coding is based on 
utilizing redundancy in the data in order to be able to transform it to values, Xi. That 
is why one needs to compress the data by using fewer bits to represent the differences 
(Quantization) [3]. 
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4 Performance Analysis 

The performance experiments have been done using 100 thousands tuples, where 
there are 31 attributes for each tuple. Data Cleaning and Reduction is applied over the 
data. Then, data preprocessed is applied, no noisy and consistent [25]. As a result, it 
became 50 thousands tuples and 30 attributes. The experiment is conducted using an 
AMDFX-8350 processor running at 4 GHz, Cash 16 With 8 Core Motherboard Giga-
byte GA-F2A85X-UP4, 4 GHz Ram Bus 1600 Hard 500 GHZ with Sapphire HD 
7870 2GP DDR5. The system has been tested over two types of experiments: adding 
new records or updating attributes. To measure the performance of EWRDN system, 
two factors need to be considered: 1- The time needed for EWRDN to add watermark 
and recover data; 2- The amount of space needed to apply EWRDN system.  

4.1 Result Analysis 

Analyzing the results of EWRDN scheme is made by Bernoulli trials and binomial 
probability. Discussing the results is based on Robustness condition which is based on 
two parameters false hit and false miss. 

• False hit is the probability of a valid watermark being detected from non-
watermarked data. On EWRDN, it never happened because each data has its own 
watermark. That is due to hiding the watermark data. Therefore, all detected strings 
will match their watermark, and the false hit is zero. 

• False miss is the probability of not detecting a valid watermark from watermarked 
data that has been modified in attacks. Two cases are considered when trying to 
calculate the false miss. 
─ Deletion: The watermark value associated with the deleted tuples will not be de-

leted. However, the other tuples will not be affected. So, false miss is zero. 
─ Updating: Suppose an attacker update tuples or attributes. Watermark detection 

will never return a false answer, because new added values will fail to have cor-
responding watermarks. 

For more details about EWRDN service analysis and a comparison between WRDN 
and EWRDN refer to [4]. 

4.2 Time 

There are two types of time that affect the model performance: Processing and 
Recovery Time. In case of processing time, EWRDN will have a static time 
performance of O (n) for each tuple inserted or updated, where n is the number of 
tuples available in the dataset. While, in case of recovery time, one needs to calculate 
the number of altered tuples. 
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Fig. 3. The Arithmetic and Transform Recovery Time 

Figures 3 illustrates the difference between arithmetic and transform coding recov-
ery time which depends on the number of tuples changed. It has been clear that arith-
metic coding takes more time to recover data due to its large symbol tables. At the 
same time, transform coding does not need to use large symbol tables. There are near-
ly five seconds different between the two techniques. At the beginning, there are near-
ly two seconds different between the two techniques. But, as the number of altered 
tuples increased, the time difference between the two techniques increased. Arithme-
tic coding consumes more time for large data set to recover data. It takes 30 seconds 
to recover 50 thousands tuples. At the same time, transform coding takes 25 seconds 
to recover data for the same data set. 

4.3 Space 

Space complexity depends on compressed values and compression ratio. At the same 
time, the compression ratio differs according to type of compression. The arithmetic 
encoding as a representative of the first compression type has a complexity of O(α.n) 
where α is the compression ratio and n is the number of attributes. The value of α has 
a range from ]0,1]. On the other hand, the transform encoding as a representation of 
the second compression type has a complexity of O(ߙത.n) where ߙത is the compression 
ratio and n is the number of attributes. The value of has a range from]0,1[. As 
mentioned, it has been found that the compression ratio is better in case of using the 
transform encoding but with a cost of loss of information. The different representation 
of the compression ratio α and ߙത represented in figure 4 and figure 5. Compression 
ratios α and ߙത are computed as follows: 

݋݅ݐܴܽ݊݋݅ݏݏ݁ݎ݌݉݋ܥ = ݁ݖ݅ܵ݀݁ݏݏ݁ݎ݌݉݋ܷܿ݊݁ݖ݅ܵ݀݁ݏݏ݁ݎ݌݉݋ܥ                                             (1) 

After applying Equation 1, it will be found that arithmetic coding has a compression 
ratio which is equal to 0.56. While, transform coding has a compression ratio is equal 
to 0.65. It has been illustrated in Figure 4. As a result, arithmetic coding consumed 
more space than transform coding.  
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Fig. 4. Compression ratios α and αഥ  

4.4 Recovery Ratio 

As the main idea behind the proposed system is to recover data in case an error or 
unauthorized changes appear. So, a comparison between the recovery ratio of the two 
of arithmetic and transform encoding need to be made. The arithmetic encoding uses 
the same number of bytes to compress data; so, it decompresses data to its origin. On 
the other hand, transform encoding is based on decreasing the number of bytes used to 
save data in less space. In the proposed experiments, one has nearly the numbers into 
two fractions of number and the integer’s number has been left the same with no 
changes. 

Figure 5 illustrate the relation between recovery ratio in both arithmetic and trans-
form coding. Arithmetic coding has a fixed Recovery Ratio number equal to 1 which 
means that, in any case scenarios the data will be recovered to its origin. At the same 
time, transform coding recovery ratio depends on the types of numbers being com-
pressed. It means that data will not been recovered to its origin, it will only recover 
85% of original data. 

 

Fig. 5. Arithmetic Coding and Transform Recovery Ratio 
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5 Conclusion 

This paper presented an Enhanced Watermarking Approach for Secure database 
Service (EWRDN Service) in action versus a large data set. The proposed service of 
EWRDN gives data owner more control of his data. Based on a traditional database 
watermarking technique (WRDN), EWRDN adds a watermark(s) to save copyright of 
user data. At the same time, it adds a user signature to trace user activity. Then, it 
compresses the signed data to recovery data if errors or unauthorized changes. It has 
been shown that, as large as, dataset is, the performance of proposed service 
(EWRDN) stayed in order. Different data compression techniques are applied for the 
purpose of evaluation of the proposed enhancements for EWRDN. The arithmetic 
encoding is chosen to represent lossless data compression methods. On the other 
hand, the transform encoding is chosen to represent loose data compression methods. 
The comparison between the two encoding methods has been elaborated two reflect 
how they can be fitted to EWRDN. It has been proved that, the transform encoding 
has a better recovery time and saves more space than the arithmetic encoding. 
Moreover, applying a loose compression technique (like the transform encoding) 
showed that time required for data recovery is good as compared to lossless 
compression technique (like the arithmetic encoding). It saves 5 seconds to recover a 
total 50 thousands tuples. At the same time, the arithmetic encoding has a recovery 
ratio equal to 1. It means that, the arithmetic encoding recovers data as its origin. 
Meanwhile, the transform encoding recovery ratio equal to 0.85. Our proposed 
enhancement showed that EWRDN can be considered as a hybrid approach, where 
users compress critical data using lossless techniques and others using loose technique 
based on their preferences. Moreover, importance of using loose compression 
techniques to enhance the proposed cloud service has been introduced and 
investigated. 
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Abstract. Recently as smart phones have merged into heavy applications like 
video editing and face recognition. These kinds of applications need intensive 
computational power, memory, and battery. A lot of researches solve this prob-
lem by offloading applications to run on the Cloud due to its intensive storage 
and computation resources. However, none of the available solutions consider 
the low bandwidth case of the networks as well as the communication and net-
work overhead. In such case, it would be more efficient to execute the applica-
tion locally on the Smartphone rather than offloading it on the Cloud. In this 
paper, we propose a new framework to support offloading heavy applications in 
low bandwidth network case, where a compression step is proposed for the fa-
vor of minimizing the offloading size and time. In this framework, the mobile 
application is divided into a group of services, where execution-time is calcu-
lated for each service apart and under three different scenarios. An offloading 
decision is then smartly taken based on real-time comparisons between being 
executed locally, or compressed and then offloaded, or offloaded directly with-
out compression. The extensive simulation studies show that both heavy and 
light applications can benefit from the proposed framework in case of low 
bandwidth as well as saving energy and improving performance compared to 
the previous techniques. 

Keywords: Smartphones, Android, Offloading, Mobile Cloud computing, 
Compression, Network bandwidth. 

1 Introduction 

Recently smartphones have merged into heavy applications such as natural language 
translators, speech recognizers, optical character recognizers, image processors and 
search, online games, video processing and editing, navigation, face recognition and 
augmented reality, however these applications consumes most of the mobile battery, 
memory, and computational resources.  

Cloud Computing has been introduced as an approach to save resources and extend 
the battery life time of such vital device. Mobile applications can augment their  
capabilities with unlimited computing power and storage space by offloading some 
services to run on the Cloud; as result saving time and computation power [1, 2]. 
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All of the available researches proposed frameworks to offload the mobile services 
to be executed on the Cloud as they focus on saving the mobile battery, power and 
computational resources [3- 11]. However, in low bandwidth networks scenario, all of 
them execute the application locally on the Smartphone rather than offloading it. The 
reason behind this decision was simply based on the fact that low bandwidth scenario 
result in the increases of both transmission time and packet loss probability and hence 
waste of the limited Smartphone’s resources in repetitive re-transmission failure. 
Here, we argue that offloading decision is not a blind decision problem. In fact it 
should be smartly taken based on real-time parameter like the expect execution time 
of the task. In addition, we argue that offloading is still acceptable even in low band-
width if we minimize the amount of data that should be offloaded and hence minimize 
the transmission time itself as well as the failure probability.   

This paper proposed a framework to support offloading heavy applications in low 
bandwidth network case. Any mobile application can be easily divided into a group of 
services some of them run on mobile and others offloaded to run on the Cloud without 
modifying application source code. In this framework, we introduce an offloading 
model that decide at runtime whether to execute service locally on the mobile device 
or it’s better to offload those services to run on the Cloud. Moreover, the framework 
works very well in low bandwidth networks and highly utilizes the Cloud computa-
tional resources by compressing the data before sending it onto the Cloud. 

The extensive simulation studies show that both heavy and light applications can 
benefit from the proposed framework in case of low bandwidth as it compress data 
before sending to the Cloud and this save power and improving performance compare 
to previous techniques. Also android developers can use the proposed framework very 
easily by adding framework library into their projects and by adding builders to the 
project building process.  

The rest of this paper organized as follows. Section 2 introduces the background 
and shows related work. Section 3 describes the proposed framework and covers all 
the implementation details of the framework. Section 4 discusses the results of the 
extensive simulation studies. The paper is finally concluded and future work is  
presented in Section 5. 

2 Background 

This section gives some details about mobile environment and application develop-
ment process. In addition, it provides a complete review on the related work done in 
the offloading context. 

2.1 Mobile Environment and Application Development 

Android IPC. The main Android applications components are Activities, Services, 
Content Providers, and Broadcast Receivers, which have their own specific lifecycle 
within the system. Android IPC handle the communication between activity and  
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service. First an activity can be bounded to any service, then Android IPC handle the 
communication using a predefined interface called AIDL and a stub/proxy pair gener-
ated by the Android pre-compiler based on this interface [12]. 

2.2 Related Work  

There are a lot of researches in Mobile Cloud Computing which can be categorized in 
two categories. One category is to use Cloud as a storage service to save mobile stor-
age. Mobile user can send all their data to any Cloud storage service provider and at 
any time if these data are needed, it can be accessed through network. A number of 
online file storage services are available on Cloud server like Amazon S3 [16], and 
DropBox [17]. Another category is to use Cloud extensive computing power to exe-
cute mobile applications services to increase performance and save mobile power and 
memory resources [3, 4], [11]. In the second category a common approach for remote 
service execution is to partition mobile application into some services that executes 
locally on mobile and some other intensive services which are offloaded to be execut-
ed on the Cloud, this is called application partitioning. One of the drawbacks of this 
approach is how to handle service offloading in low bandwidth network which will be 
discussed in the following related work. 

Kumar [1] tries to measure the energy consumed by mobile and added network en-
ergy consumed to it, and measure the energy consumed by Cloud and compared for 
deciding whether a task offloading reduced energy or not. Kumar also conclude that 
offloading data intensive tasks to the Cloud depends on the network bandwidth as if 
the network is low, it will better to execute service locally on the mobile and if the 
network is high, it will better to execute service remotely on the Cloud. However in 
low bandwidth networks application may get rid of Cloud by compressing data before 
offloading, as result execution time and power consumption can be save. 
Phone2Cloud [10] use a naive history-based method to predict average execution 
time of an application on smartphone. It monitor network bandwidth and leverages 
average CPU workload got from the resource monitor and input size of the applica-
tion to predict execution time using the history log. However in data intensive appli-
cation and low bandwidth network, Phone2Cloud always prefer to run service locally 
on the mobile. Phone2Cloud can improve his framework by compressing data before 
offloading to the Cloud in low bandwidth networks. Cuckoo [7] implements a frame-
work that automatically offloads heavy back-end tasks to execute on the Cloud. 
Cuckoo use the very simple model which always prefers remote execution. This work 
can be improved if framework tries to use some metrics in taking offloading decision 
like service processing time instead of offloading all the time. Moreover, in some case 
such as low bandwidth networks the time for communicating and transmit data on 
network and execute service on the Cloud is larger than the time to executing services 
on mobile, so Cuckoo decide to run services locally on the mobile. Cuckoo can com-
press data before sending to the Cloud, as result saving time in low bandwidth  
networks. [6, 8, 9] using a models which depends on network bandwidth and other 
metrics for deciding whether to offloads heavy tasks to execute on the Cloud. The 
models prefer to execute service locally on the mobile in law bandwidth networks. 
However in some applications which need to send a lot of data over network while 
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offloading, data will be batter compressed before sending to the Cloud.  Xinwen 
Zhang [5] designs architecture to enable elastic applications to be launched on a mo-
bile device or in the Cloud. Xinwen Zhang enables flexible and optimized elasticity 
using multiple factors including device status, Cloud status, application performance 
measures, and user preferences. Xinwen Zhang can switch between different network 
interfaces, however this can’t solve the problem low bandwidth networks as it will 
always run the service locally on the mobile. 

As we can easily notice, all of the available frameworks favor to execute the  
application locally on the Smartphone rather than offloading it on the Cloud in low 
bandwidth networks scenario. Although, this behavior may look reasonable, it is not 
carefully taken based real-time parameters and careful consideration of pros and cons 
that may change from one case to another. In addition, transmitting data over a low 
bandwidth network has not been addressed as it should be where no solution has been 
proposed to overcome this problem. In this paper, we prove that a careful considera-
tion to both of the above mentioned drawbacks can lead to a significant enhancement 
in the Mobile-Cloud Computing in low bandwidth scenario.  

3 Proposed Framework Design 

3.1 Framework Architecture 

The proposed framework made some contributions in developing mobile applications: 
i) allowing mobile application to use Cloud storage and computational resources in 
running some services of mobile application so saving mobile device memory, power 
and battery resources - ii) using a dynamic offloading model in deciding whether to 
offload services or not, so Mobile applications became smarter as it take decision 
based on the available resources - iii) allowing intelligent usage of mobile resources 
specially in low bandwidth networks which lead to a tradeoff between energy con-
sumed and procession time of services - and finally - v) automating a large part of the 
development process and integrating easily in development tools; so developing An-
droid application become easily. As shown in Fig. 1. The proposed framework con-
sists of four main components i) Decision Manager - ii) Offloading Manager - iii) 
Execution Profile - and iv) Cloud Manager. The first three components are deployed 
on the mobile and the Cloud Manager component is deployed on the Cloud. To use 
the framework, it’s initially assumed that the application should be structured using 
Android AIDL services pattern. 

Offloading Manager.  Offloading Manager is responsible for executing the applica-
tion services based on the decision taken by Decision Manager. If the decision is to 
execute the service locally on the mobile, then Offloading Manager calls the local 
service implementation from the mobile side. However if the decision is offloading 
the service for execution on the Cloud, then the Offloading Manager connect to the 
Cloud Manager and send any data needed to execute the service, Then it waits until 
the Cloud Manager execute the service on the Cloud and send the result back to the 
mobile side. At the end Offloading Manager is responsible for receiving the returned 
results and delivering it to the application. 
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3.2 Offloading Model 

When an activity invokes a method of a service, the Android IPC mechanism directs 
this call through the proxy and the kernel to the stub. In normal Android application 
the stub invokes the local implementation of the method and then returns the result to 
the proxy. When using proposed framework the Android application uses dynamic 
offloading model which depend on service execution time to evaluate whether it is 
beneficial to offload the method to run on the Cloud or executing it locally on mobile. 
This offloading model takes his decision using two cases. 

Case 1: Good Network Bandwidth. Let ெܶ௢௕௜௟௘ the time to execute service on the 
mobile, ேܶ௘௧  the time to send service data over network and  ஼ܶ௟௢௨ௗ  the time to exe-
cute the service on the Cloud. In this case the framework calculates the time to of-
fload and execute the service remotely on the Cloud ோܶ௘௠௢௧௘. 

 ோܶ௘௠௢௧௘ = ( ேܶ௘௧ + ஼ܶ௟௢௨ௗ) (1) 

Offloading of service task is beneficial if the following is true.  

 ெܶ௢௕௜௟௘ > ோܶ௘௠௢௧௘  (2) 

Note that when network bandwidth is high, the ேܶ௘௧  will be small which lead to min-
imize ோܶ௘௠௢௧௘. Minimizing this time mean that the time to execute service remotely 
becomes small. So there is a lot of chance that the service will to be executed on the 
Cloud. 

Case 2: Low Network Bandwidth. In low bandwidth network the time to send data 
over network will increased compared to this time in high bandwidth. Increasing this 
time mean that the chance to offload the service become small compared to the time 
to execute service locally. Proposed framework can minimize this time by compress-
ing data before sending over network to the Cloud, so minimize the overall time to 
execute service remotely. Finally this leads to increase the chance to execute service 
on the Cloud. Let ஼ܶ௢௠௣௥௘௦௦ the time to compress service data before sending to the 
Cloud. As in this case data needed to be compressed before sending to the Cloud, so 
the framework calculate the time to offload and execute the service remotely on the 
Cloud ோܶ௘௠௢௧௘. 

 ோܶ௘௠௢௧௘ = ( ஼ܶ௢௠௣௥௘௦௦ + ேܶ௘௧ + ஼ܶ௟௢௨ௗ) (3) 

Offloading of service task is beneficial the following equation is true. 

 TM୭ୠ୧୪ୣ > TRୣ୫୭୲ୣ − ்ܶ௛ (4) 

Note that ்ܶ௛ is threshold the user set based on his acceptable difference between 
two times. Fig.2. shows the flowchart of the framework offloading algorithm. 
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Fig. 2. Workflow of offloading model 

3.3 Cloud Side 

Cloud Manager is written with pure Java, so any application can offload its computa-
tion to any resource running a Java Virtual machine, either being machines in a  
commercial Cloud such as Amazon EC2[14] or private Cloud such as laptops and 
desktops. Cloud Manager handles all offloading requests from the clients, installation 
of offloaded services and their initialization, libraries needed and. Finally Cloud Man-
ager invokes services when Offloading Manager needs to call them. Note that at first 
run of user application it sends the jar file created by Jar Creator to the Cloud.so all 
mobile services become available for execution on the Cloud. 

3.4 Integration into Build Process 

In any Android application the connection between the activities and AIDL services 
processed as follow: When an activity needs to invoke a method in a service, it makes 
call to the matching method in the proxy. The proxy is responsible for connecting to 
service to call the need method. The proxy doesn’t connect to service directly but, it 
connects to stub which call the local service and return the result to the proxy. The 
proxy takes this result and passes it to the caller activity. The framework is deployed 
in the application layer without modifying the underlying Android platform. The 
framework provided three Eclipse builders that can be inserted into an Android pro-
ject’s build configuration in Eclipse.  

Stub Modifier. The first builder is called the Stub Modifier and has to be invoked 
after the Android Pre Compiler, but before the Java Builder. The Stub Modifier will 
rewrite the generated Stub for each AIDL interface, so that at runtime it connected to 



104 M.A. Elgendy, A. Shawish, and M.I. Moussa 

 

the Decision Manager to take offloading decision whether a method will be invoked 
locally on mobile or remotely on the Cloud.  

Remote Creator. The second builder called Remote Creator used to derive a dummy 
remote implementation from the available AIDL interface for each service. Now the 
application with two copies of a service during the build process: i) the first copy of 
the service added by Android called the local service that executes on the mobile. -ii) 
the second copy of the service added by framework using Remote Creator and con-
tains the same implementation as the local services and called remote service. This 
second copy will be executed on the Cloud, so developer can change its implementa-
tion to use all Cloud resources like parallel processing  

Jar Creator. The third builder called Jar Creator used to build a Java Archive File 
(jar) which contains the remote implementation. This jar file will be installed on the 
Cloud. The Remote Creator and the Jar Creator have to be invoked after the Java 
Builder, but before the Package Builder, so that the jar will be part of the Android 
Package file that results from the build process. 

3.5 Communication: IBIS 

In order to execute methods on a remote resource, the phone has to communicate with 
the Cloud resource using Ibis communication middleware. Ibis offered a simple and 
effective interface that abstracts from the actual used network, being Wi-Fi, Cellular or 
Bluetooth [13]. The Ibis communication middleware is an open source scientific soft-
ware package developed for high performance distributed computing in Java. Since it 
is written in Java, it can also run on Android devices. The Ibis middleware consists of 
two subsystems, the Ibis Distributed Deployment System, which deploys applications 
on remote resources and the Ibis High-Performance Programming System, which han-
dles the communication between the individual parts of a distributed application. The 
framework has been implemented on top of the Ibis High Performance Programming 
System, which offered an interface for distributed applications [7]. 

4 Simulation Studies 

To evaluate the proposed framework, a face detection application was used. It’s an 
application that allow user to select image from gallery or take any person photo, then 
the application execute face detection service locally on mobile or remotely on the 
Cloud using framework offloading model. After that detection service return an array 
of all detected faces. Finally the application use this array to draws a rectangle around 
each detected face as shown in Fig.3. This application uses JavaCV library to detect 
image faces. JavaCV is a wrapper that allows accessing the OpenCV library directly 
from within Java Virtual Machine (JVM) and Android platform. 
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Fig. 3. Screenshot of face detection application 

4.1 Simulation Setup 

Hardware. On the mobile side a Samsung Galaxy S Advance GT-I9070 mobile was 
used. The mobile uses Android operating system in version 4.1.2, integrates with Wi-
Fi interface, and a battery capacity of 1500mAh. It has CPU with 1 GHz, 1.97 GB 
system storage and 3.92 GB USB storage at 3.7 volts. On the Cloud side a laptop with 
a core I3 2.13 processor, 4 Giga ram acted as a Cloud provider. We evaluate the exe-
cution time, power consumption and CPU consumption for our application. To meas-
ure the power consumption and CPU consumption, a software called little eye 
V2.4.0.0 is used [15]. 

4.2 Result and Discussion 

Five images were used in the evaluation of the face detection application. In each 
experiment, the application was evaluated in three scenarios; the first one represents 
the execution of the face detection service on the mobile device, the second represents 
the offloading of the service for execution on the Cloud and the third represents com-
pressing data before offloading the service for execution on the Cloud. 

Fig.4. shows the execution time in the three scenarios in low bandwidth networks. 
The x -axis show the size of the images in kilo bytes and the y-axis show the pro-
cessing time in seconds. It can be easily noted that the execution time on the Cloud 
without compression is greater than execution time on mobile and on the Cloud with 
compression as it takes more time to transfer data through the low bandwidth net-
work. For example, the image with size 9830.4 kb takes about 12 seconds when exe-
cuted on Cloud while it takes about 7 second when executed on the mobile. Similarly, 
as the image size increases, the execution time on the Cloud without compression 
increases compared to the other two scenarios. It also noted that the execution time on 
the mobile is nearly equal to the compression scenario. For example, the image with 
size 9830.4 kb takes about 7 second when executed on the mobile and almost the 
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same when offloaded on the Cloud with compression. From this result, we conclude 
that compressing data and offloading it will give the same performance as processing 
the requested service on the mobile; nevertheless it will save the mobile resources. 

 

Fig. 4. Processing Time of the application under the three scenarios 

Fig.5. shows the CPU consumption percentage in the three scenarios. The results 
demonstrate the aggressive consumption of the mobile resources in case of executing 
such heavy service locally on the mobile, while the efficiency of offloading service to 
save such resources. For example an image with size 9830.4 kb consumes about 48% 
of the mobile CPU in the first scenario while consuming 10% and 16% in the second 
and third scenarios, respectively. It also noted that the execution of face detection 
service on mobile consumed about 34% of CPU on average, while this percentage is 
minimized to 12.45% in the compression offloading scenario and 7.4 % in the of-
floading scenario without compression. From this result, it can be concluded that in 
low bandwidth networks if the user priority is to save the mobile CPU consumption, 
then it’s better to offload service to the Cloud with or without compression. 

 

Fig. 5. CPU Consumption of the application under the three scenarios 
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Fig.6. describes the power consumption in the three scenarios, respectively. The 
results match well with the conclusion of the previous one; offloading data to the 
Cloud or compressing data and then offloading to the Cloud is a better choice in case 
of heavy services if the network bandwidth is low. 

 

Fig. 6. Power Consumption of the application under the three scenarios 

In general, the extensive simulation studies report that in low bandwidth network it 
is better to compress the data before offloading to the Cloud. Moreover, it is worth to 
note that the proposed framework supports automatic offloading of multiple Android 
services thanks to the integration with the popular open source Android framework 
and the Eclipse development tool. The proposed framework help the developers to 
easily adds offloading components automatically and efficiently solve a group of 
drawbacks in the current available techniques. For example, by adopting a runtime 
offloading model, our framework is smarter than Cuckoo [7] that uses a very simple 
heuristic approach to always send services to be executed on Cloud without any deci-
sion. With respect to the solutions provided by [1], [5, 6], [8, 9, 10] our framework is 
still better as it overcome offloading in low bandwidth. 

5 Conclusion  

This paper proposed a framework that helps smartphone to handle heavy applications 
especially in low bandwidth networks. In this framework, any mobile application is 
divided into a group of services, and then each of these services are either executed 
locally on the mobile or remotely on the Cloud with or without compression using a 
novel dynamic offloading decision model. The extensive simulation studies report the 
ability of the proposed framework to efficiently utilize the available smartphone’s 
resources based on a smart offloading model that save mobile resources especially in 
low bandwidth networks.  

Our future work will focus on enabling parallelization of the offloaded services al-
so we can take some others metrics in our consideration when taking offloading deci-
sion like memory consumption. 
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Abstract. Pathology digital lab is the modern, flexible and time effec-
tive research assistant. The process of creating pathology slides contains
five creation steps from the tissue samples collection till clearing and
staining stage. The reservation and sharing of such slides using classical
models limit the ability of pathologists to benefit from important and
rare slides. The virtual lab with its digital slides conquers those limita-
tions and adds more intelligence to research and diagnosis fields. Having
the digital slides, it is easy to save, share, search, apply automatic di-
agnosis through pattern recognition techniques, getting alerts for new
slides and much more. The target of this work is to present the virtual
lab design with its functionalities by explaining the glass slides creation
process and then digitalize through scanners and the digital lab platform.

1 Introduction

Tissue-based diagnosis is characterized by its high specificity and sensitivity
when compared to other diagnostic medical disciplines such as radiology, clinical
pathology, or endoscopic imaging techniques. It can be considered as the focus
of all modern developments in medicine, which can be subsumed under the
headlines of molecular biology including molecular genetics, electronic or digital
communication and computerized medicine [1,2]. Telecommunication techniques
have also become of great interest to diagnostic pathologists.

Digital microscopy creates the digital representation of the whole microscopic
slides at decent quality, which can be dynamically viewed, navigated and magni-
fied through the computer screen, and shared with others to eliminate any spatial
or temporal limitations. Digital microscopy offers unique features which are not
available for conventional optical microscopy. Digital slides of tissue sections or
cells can be shared, through local networks or internet, with many pathologists
worldwide. That unlimited access to slides makes digital microscopy an efficient
tool for tele-pathology yielding primary diagnosis, tele-consultation for second
opinion, graduate teaching, continuous education, proficiency testing, external
quality assurance and inter-laboratory process validation. The aim of this project
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is to establish and prepare the first pathology digital lab in the Middle East. This
project will enhance the education process and improve the diagnosis through
tele-consultant [3].

1.1 Problem Statement and Objectives

Nowadays, pathology courses are taught using traditional methods in all facul-
ties of veterinary medicine in Egypt. It is still using blackboards, self-illuminated
light microscopes monitor presentations. Those methods make it hard to illus-
trate pathology efficiently due to many reasons: (1) The large number of stu-
dents in one class, (2) The lack of adequate number of slides and microscopes,
(3) Glass slides get lost, break, and fade over time, (4) Rare glass slides cannot
be duplicated and made available to all students, (5) Student glass slides are
often incomplete and not identical, which creates discrepancies in testing and
scores, and (6) Independent, non-laboratory study time is limited by access to
glass slides and microscopes.

The objectives of this study is to establish and prepare the first pathology
digital lab in the Middle East, which enhances the education process and im-
proves how microscopic material is presented to students. It will increase the
efficiency and accessibility of virtual slides compared to traditional microscopy.
Students will be skilled in presenting morphologic findings on ”slides” in small
group case analysis sessions. Also, it will be a new tool for delivery of pathology
slides for teaching and diagnostic purposes [4].

2 Slides Creation Process

Slides creation is achieved through five main stages; First is the tissue sam-
ples collection and/or cell isolation. Then comes the tissue processing phase in-
cluding fixation, dehydration, Infiltration and embedding in paraffin. The third
stage is the sectioning with microtome followed by mounting on microscope
slides. Finally comes the clearing and staining stage. The process is illustrated in
Figure 1.

2.1 Tissue Samples Collection and/or Cells Isolation

In this stage, tissue specimens were collected from freshly died animals or from
abattoir to be fixed later [5]. Cell lines or stem cells are isolated, incubated in
suitable media and examined for viability.

2.2 Tissue Processing

Fixation. The fixation process must be started as quickly as possible after the
removal of the sample [6]. It starts by filling a labeled vial about 2/3 full with
the fixative. Then placing the tissue specimen in cassettes and then into the vial
containing the fixative. Finally storing the vial on the bench top at the work
area.
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Fig. 1. Pathology Lab Process

Dehydration. Dehydration is the process of removing water from the tissue
block. It occurs after the fixation process. Ethyl alcohol is a favored reagent
because it is miscible in paraffin. The tissue must be dehydrated slowly to avoid
tissue distortion. Rather, dehydration is carried out in a slow, step-wise manner
by passing the tissue block through a series of solutions of increasing alcohol
concentration. In this way the water is fully leached out and replaced with alco-
hol. The needed supplies (per group of two) are 70%, 85%, 95% and 100% ethyl
alcohol solutions. The process goes as following:

– Pass tissue capsules through the series of solutions.

– For each step, place approximately 50 ml a fresh ethyl alcohol solution into
plastic vial.
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– Decant the used solutions into the organic solvent disposal container in the
hood.

And the step incubation period is:

1. 70% ethyl alcohol for 1 hour
2. 70% ethyl alcohol for 1 hour
3. 85% ethyl alcohol for 1 hour
4. 95% ethyl alcohol for 1 hour
5. 100% ethyl alcohol for 1 hour
6. 100% ethyl alcohol for 1 hour

Infiltration and Embedding in Paraffin. Prior to sectioning, the tissue
block must be infiltrated with a material that acts as support during the sec-
tioning process. For the method described here, paraffin serves this purpose.
During infiltration, the paraffin will equilibrate within the tissue block, eventu-
ally occupying all of the space in the tissue that originally held by alcohol. After
infiltration, the tissue is allowed to solidify in a mold, embedded within a small
cube of paraffin. The needed supplies for this process are melted paraffin in metal
pitchers Petri plates, 4 base molds. The infiltration process goes as following:

– Discard the 100% alcohol from the last dehydration step, and fill the vial
about full with melted paraffin.

– Allow tissue to equilibrate for 1 hour in an incubator set at 85C.

The equilibration process is allowing a solution to reach a stable concentration
within a tissue. Thus, for example, after 1 hour the alcohol will have reached
70% within the tissue block. The process goes as follows: (1) Pour the paraffin
into the container labeled for paraffin disposal, and (2) Repeat step 1 using fresh
melted paraffin.

Finally the embedding process goes by placing base-pieces for two embedding
molds in a plastic Petri plate label the plate along the edge with some name.
Then, decant the paraffin from the second infiltration step into the waste con-
tainer. The process should be performed quickly but carefully. Use forceps to
transfer the tissue blocks to the well of separate base mold, snap the base of
tissue cassette into the base mold and then fill the mold with paraffin. Allow
the paraffin to solidify at room temperature. If the paraffin begins to solidify
homogeneously around the tissue block, allow the paraffin in the base mold to
melt in the incubator, and then allow it to solidify.

2.3 Sectioning

Sectioning is accomplished by using a cutting apparatus called a microtome.
The microtome will drive a knife across the surface of the paraffin cube and
produce a series of thin sections of very precise thickness. The objective is to
produce a continuous ”ribbon” of sections adhering to one another by their
leading and trailing edges. The thickness of the sections can be preset, and a
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thickness between 5 - 10 m is optimal for viewing with a light microscope. The
sections can then be mounted on individual microscope slides.

Preparation and mounting of the embedded tissue block on the microtome is
very important to successful sectioning. The paraffin surrounding the tissue block
must be trimmed firstly, and then secured to a holder which is thenmounted on the
microtome.Frozen samples can also be cut but using cryostat instead ofmicrotome.

2.4 Mounting of Sections on Microscope Slides

In this procedure, the sections are permanently attached to microscope slides.
If ”serial” sections are desired, (i.e., sections that reveal sequential layers of the
tissue structure) then sectioning must be performed carefully and systematically.
The needed supplies (per group of two) are microscope slides, Coplin jar, Slide
storage box, Hematoxylin and Eosin stain.

Preparing the Microscope Slides. To prepare the microscope slides, label
the 5 microscope slides at one end with some name and tissue type, and number
them sequentially from 1 to 5 using a diamond pen. Then wash the microscope
slides with soap and water, and rinse free of soap with tap water. Place the slides
in a coplin jar and rinse several times with H2O. Finally, handle the slides only
by their edges, place the slides in your slide storage box, and let them dry.

Mounting Sections on Microscope Slides. It will be apparent during sec-
tioning that the sections are not perfectly flat, but rather slightly crinkled. This
is normal, and the sections will become flattened by floating them on water held
at 45C. The solution also contains an adhesive, which causes the tissue section
to bind to the slide. The process goes as follows:

1. Carefully transfer the sections to a solution held in a 45C water bath. Within
a few seconds you should see the sections flatten and the wrinkles disappear.

2. Dip a clean microscope slide into the adhesive solution, and slowly pull it
upward, out of the solution, allowing sections to adhere to the surface. Make
sure that the slide is oriented with the label facing upward.

3. Dry the bottom of the slide and carefully blot excess adhesive from around
the sections.

4. Let the slides dry in the storage box.

Tissue microarray has the advantage of getting multiple tissue films on the
same slide, thus is cost and time saving [7].

2.5 Clearing and Staining

The clearing process is the removal of paraffin, before a section can be stained.
After clearing, only the tissue remains adhering to the slide. Clearing is ac-
complished by passing the mounted sections through the solvent clearance that
dissolves the paraffin. Staining of histological sections allows observation of fea-
tures otherwise it is not distinguishable.
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For routine histological work, it is customary to use two dyes, one that stains
certain components a bright color and the other, called the counterstain, that
stains other cellular structures a contrasting color. While literally hundreds of
staining techniques have been developed, the two most widely used stains for
routine work are hematoxylin and eosin. Hematoxylin stains negatively charged
structures, such as DNA, a blue color. Eosin imparts a red color to most of
the other cell components. To produce permanent staining with hematoxylin,
the dye must be oxidized to ”hematin”, which is achieved by treating the tissue
sections with Scott’s solution [8].

3 Pathology Virtual Lab: Vision and Functionalities

3.1 Overview

Virtual lab is a computer driven technology depends on image processing and
management used to gather and analyze information gathered from a digitally
mapped slides. The main part of the digital lab is ”Virtual microscopy”. It is
the process of converting the glass slides into digital slides. Digital slides are
high resolution images for glass slides. It can be viewed, managed and shared
through a computer software. The software is not concerned only with view-
ing the slides, but also with applying automatic diagnosis filters and business
intelligence algorithms to extend and predict expected results based on a histor-
ical database of older experiments. Virtual lab environment contains scanning,
viewing, managing, analyzing, integration and sharing. The scanning process re-
sults in a scratches free high quality images of the glass slides using advanced
scanners. The viewing process is the process of presenting, searching and using
digital slides over networks and internet. The managing process includes intelli-
gent retrieval, archiving and data maintaining functions. The analyzing process
is concerned with pattern recognition and visual searching tools combined with
machine learning techniques used to present smart diagnosis results and other
medically important analysis. The integration and sharing processes are con-
cerned with integrating the lab with active medical systems, and sharing slides
among different labs or even pathologists. Figure 2 shows virtual lab overview.

3.2 Vision

Pathology 2.0 is the term denoting the integration of digital pathology lab with
regular work flow systems to replace the conventional diagnosis process [9]. It
enables rare cases consultations in a matter of hours [10], and if it is published
online, it will avail the opportunity to get experts support around the world.
The improvements in speed of scanning, compression algorithms and high reso-
lutions displays, even mobile high resolution screens, give a promising edge for
the development of strong fully fledged pathology virtual lab.



Digital Pathological Services Capability Framework 115

Fig. 2. Pathological Digital Lab Overview

3.3 Functionalities

Pathology virtual lab has many functionalities that are categorized in grouping
categories. Scanning category contains all the functions related to slide scan-
ning, scanner profiles, batch scanning and bar-code information. Management
category contains slide management, tracking features, image exportation, anno-
tation saving. Integration category contains interfacing with external databases
and systems. Sharing category contains sharing with collaborators, chatting,
real-time case viewing. Analysis category contains image analysis, diagnosis,
scoring, auto focus and control detection. Workflow category contains archiving
images, remote reading, remote consultation, case history viewing and searching.
Finally the reports category contains structured and unstructured reports, final
diagnosis reports, surgical pathology reports and molecular pathology report.

3.4 Design

Pathology virtual lab component diagram is introduced in Figure 3. The di-
agram presents 8 main packages for the components. The core package con-
tains the components presenting the main business components for a virtual lab.
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It contains scanner component with its profiler and scanning units. Also, the im-
age viewer component responsible for image management functionalities such as
zooming, tissue markers and comments. File manager is responsible for retrieval
system functions. Case manager is the component responsible for managing and
profiling a slide or group of slides using scoring unit and sample analysis com-
ponent. The last component of the code package is the mobile client for better
engagement with updates and on the fly notifications. Database package holds
the differen types of database components used to build the pathology virtual
labs. Other important packages are the business intelligence and reporting pack-
ages which include components for smart diagnosis and analysis system with a
decision support reporting tools.

Fig. 3. Pathology Lab Component Diagram



Digital Pathological Services Capability Framework 117

Collaboration is served in the component view through the integration, alert-
ing and cloud packages containing components for real-time alerting and cloud
chatting and synchronization. With the integration plugins, pathologists can col-
laborate with already existing medical systems and share recent results actively
with such systems. Finally the administration package containing the housekeep-
ing components concerned with system maintenance and configurations.

4 Conclusion and Future Works

Digital Pathology describes the creation, viewing, management, sharing, anal-
ysis, and interpretation of digital images of glass slides and includes workflow
considerations unique to a digital imaging environment. Nowadays digital pathol-
ogy is growing rapidly as a method of viewing microscopic glass slides virtually.
Virtual slides solved a number of problems in their learning, while providing
good to excellent image quality. We believe that the use of high-quality learn-
ing resources such as virtual slides can ensure that microscopic examination of
tissues remains both meaningful and interesting. Digital images can be used
for a wide variety of purposes, from clinical practice, to continuous education,
proficiency testing, primary diagnosis, tele-consultation, quality assurance and
research. It enables diagnostic collaboration and the promise of workflow en-
hancements/efficiencies. As far we known this technology did not exist in Mid-
dle East labs either in medicine or veterinary. Establishment of digital lab will
introduce these advanced technology and vital new teaching tool to Egypt. It
will be the first pioneer lab in Middle East and Africa for digital pathology.

In this work, the importance of pathology virtual lab and digital pathology
was highlighted. After creating the glass slides, it is scanned with high quality
scanners and then the high resolution images, sometimes its size reaches Giga-
bytes, are sent to media servers where the data is saved in network repositories.
A pathologist at this point just needs an account to login and view, search,
apply pattern recognition diagnosis filters and much more. Such system have
many building blocks categorized into these main three categories; Hardware,
Databases and Software. The hardware used to construct the lab mainly con-
tains scanners and high resolution screens, devices used to create the original
glass slides are not mentioned here. The databases are the online repositories
of the digital slides and the software is the platform that manage those slides.
The components inside each of those categories don’t just include imagery and
file management systems, but also contain decision support business intelligence
platform with detailed reports about slides analysis. Availing data in this flexi-
ble way helps pathologists to make time efficient advances and collaborate their
efforts.
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Abstract. With the recent development in multimedia, video has become a 
powerful medium of information. To exploit the temporal redundancy during 
video compression, motion vector estimation is required. Now-a-days internet 
and digital media has become very popular, which made data authentication and 
data security a challenging task. Digital watermarking was introduced to 
provide data authentication. Though, it was not enough to prevent the 
unauthorized access of data by third parties. To prevent unauthorized access, 
data is encrypted using a secret key known only to the user. This process is 
known as cryptography. In this paper, an algorithm has been proposed to embed 
the watermark inside calculated motion vector. The position of watermark bit 
inside the motion vector will depend on a key provided by user. The correlation 
values between the four original and recovered experimental video frames are 
0.97, 0.98, 0.98 and 0.91 respectively whereas structural similarity index metric 
(SSIM) between them are 0.97, 0.87, 0.90 and 0.68, respectively. The high 
correlation values and SSIM shows the effectiveness of the proposed method. 

Keywords: Watermarking, Cryptography, encryption, motion vector, medical 
videos, Watermarked motion vector. 

1 Introduction 

Security refers to the degree of resistance. As described by Institute for Security and Open 
Methodologies (ISECOM), in the open source security testing methodology manual 
(OSSTMM), security means "a form of protection where a separation is created between 
the assets and the threat." Recently, the growth of digital media and connectivity made 
data security the most challenging task. Now-a-days from medical reports to flight tickets 
everything is available electronically. The data sharing has also become very easy with the 
advancement of internet and digital media. Such advancement leads to the increase of risk 
in unauthorized access, malicious attack on data and third parties uses. To provide 
authentication of the digital data, digital watermarking [1] was introduced. Digital 
watermarking [2, 3] refers to the process of embedding [4] a user signal inside the data to 
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prove the ownership of the user. The secret signal may be a digital signature, picture or 
voice of the user etc. The watermarked signal can be visible or invisible over the data. 
Watermarking [5] can be applied to any type of signal (i.e. image, video etc.), keeping in 
mind that the technique must not change the quality of the data. While many different 
watermarking [6] algorithms were used with different performances, watermarking 
provided content protection and digital rights management, making it the most popular 
solution towards digital data and author identity protection. Application of watermarking 
is very wide which includes copyright protection and control, ownership identification etc. 
Some of the previous works in this domain includes a new digital watermarking algorithm 
proposed by A. Tirkel et al. [7]. This work included watermarking on bit plane 
manipulation of the LSB, which offered easy and rapid decoding. In 1999, Neil F. Johnson 
[8] et al. introduced a method of recovering watermark from images after attacks on those 
images. This work included attacks on some techniques against watermark, in such a way 
that the secret information hidden cannot be recovered after the attack. Later, Matheson 
[9] et al. discussed digital watermarking and its use on secured digital content. In 2001, Lu 
et al. proposed a watermarking [10] scheme for image authentication and protection 
purpose. In this work, two watermarks were hidden using the host image’s quantization of 
wavelet coefficients and the watermarks were extracted without the help of original image. 
In 2009, Kumari [11] et al. proposed a watermarking technique which was applied on gray 
level images. The watermark was embedding using LSB and it did not affect the gray 
value of the image. This approach offered high robustness and security. Maity [12] et al. 
proposed a technique on spatial domain watermarking. The required block was selected 
with the help of the variance of the block. As a result, average brightness of the 
watermarked varied a little. 

But watermarking [13] cannot prevent the unauthorized user from viewing the data 
which is a serious threat to privacy of the user. The recent news reports show the breach 
in privacy of users by constant monitoring of different national agency. The best way to 
address this issue is to encrypt the data using secret key which will be known only to the 
user. This concept is known as cryptography. Previously, in 1976 Diffie et al. gave new 
directions [14] in cryptography. In this work, they suggested different paths to fix these 
currently open issues on network threats. It also discussed the theories of 
communication and computation and their role in providing various tools to solve 
cryptographic problems. In 1990, Omura proposed novel applications of cryptography 
[15] in digital communications. In this work, they discussed various cryptography tools 
and mechanism to improve the data security. In 2003, Gabidulin et al. introduced 
reducible rank codes [16] and also discussed how they can be useful to cryptography. In 
2007, Kaps et al. proposed cryptography [17] on a speck of dust where they discussed 
the privacy and security needed for small and tiny wireless and RFID devices, and 
solved the cryptographic problems on such devices. 

In the domain of multimedia, video is one of the most powerful medium of 
information. It has a wide range of application from television signal to medical 
diagnostics. Apart from providing entertainment, video also provides us the important 
information of different continents of the world. Also, video contents can help us for 
proper diagnostic of disease. Another use of video can be keeping an eye on the 
suspicious activity in a crowded area through surveillance. The application of the video 
is increasing day by day. Video refers to a series of image taken in a very short time 
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which demands large memory or bandwidth to store or transfer the video. This calls for 
video compression, which is a very important step for proper organization of video data. 
Video compression generally exploits the temporal redundancy between two frames. 
Moving pictures expert group (MPEG) provides the standard for video compression as 
described in fig.1. Motion vector [18] estimation is the most important and 
computationally expensive part of video compression. Motion vector examines the 
movement of the object from previous frame to present fame. Motion vector has a 
vertical and a horizontal component which describes the movement of the object. 

 

Fig. 1. Block Diagram of MPEG standard 

Some of the previous work on motion vector includes an algorithm proposed by 
Netravali et al. [19] which calculated motion vector for every pixel present in the frame. 
Later, Bargman et al. [20] proposed a fix on the Pel recursive algorithm which is also 
used on motion vector. Block matching algorithm can follow either square search 
pattern or diamond search pattern. In another work, Zeng et al. [21] discussed the 
watermarking technique which was done on motion compensated image. The current 
work proposes an algorithm to embed the watermark inside calculated motion vector. In 
section 2, methodology is discussed. Section 3 illustrates the result and discusses them. 
Paper concludes in section 4. 

2 Methodology 

Motion vector is the most computationally expensive step in video compression. 
Inspired by different algorithms for motion vector estimation, the following algorithms 
are used in this proposed work which calculated the motion vector for every pixel: 

2.1 Motion Vector Estimation 

The algorithm to perform motion vector estimation is described below: 
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begin 
The pixel whose best match needs to be found is set as centre pixel in current frame 
and reference frame.  

A rectangular search window with a distance d pixel on all sides of the centre 
pixel in the reference frame is created. d varies from 3 to 15 pixels.  

Three numbers between 1 to ((2×d)+1)2 is randomly generated. 
The appropriated pixel from the search window in reference frame is 
picked according to the randomly generated number.  

The difference in intensity between these pixels and the centre pixel of 
current frame is calculated using equation one.  

The pixel value with the smallest intensity difference from the centre pixel 
is selected, which is the nearest pixel from the randomly selected pixels. 

if the pixel difference = negligible and lies inside threshold range.  
The motion vector is calculated, 

else,  
The same search location is kept. 

The process is repeated.  
end if 

Post process. 
end 

2.2 Selection of Key for Encryption 

For selection of the encryption key, the following steps are considered. 
 
The fifth, sixth and seventh bits are unused in binary representation of motion vector 
(ranges between -15 to 15). 
 
begin 
All the six free bits which includes both vertical and horizontal components are 
numbered.  
A key of n number of digits (valued between 1 to 6) is selected. 
end 

2.3 Watermark Embedding 

begin 
Position of the watermark is selected based upon the key.  

for i=1:n, n = number of bits  
n number of bit is shifted from the watermark image pixel to embed the 
watermark.  
Bitwise OR operation between motion vector and bitwise shifted watermark pixel 

is performed.  
end for. 

The new motion vector is saved. 
end 
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2.4 Watermark Extraction 

begin 
Position (n) of the watermark bit is selected. 

Bitwise and operation between n bits shifted 1 and the motion vector is performed.  
the recovered watermark image is compared with the original watermark image.  
if recovered watermark = original watermark 

then  
key is correct. 

else 
Repeat 

end if  
The frame is recovered. 
end 

3 Explanation of the Proposed Method 

Motion vector estimation is performed by the proposed method. The pixel whose best 
match needs to be found has been set as the centre pixel in current frame and reference 
frame. A rectangular search window with a distance d pixel has been created on all sides 
of the centre pixel in the reference frame. The value of d can vary from 3 to 15 pixels. 
For this work, d has been set to 15. It should be noted that for better result d should have 
high value. Although, for faster computation d must be lower. Further, the system 
randomly generated three numbers between 1 to ((2×d)+1)2. In this work, the range is 
from 1 to 961. In fig. 2 the search area is shown for d=3. The appropriated pixel from 
the search window in reference frame has been picked according to the randomly 
generated number. The number of each pixel is shown in fig. 2. Then the absolute 
difference in intensity between these pixels and the centre pixel of current frame has 
been calculated using equation 1. Later, the pixel value with the smallest intensity 
difference with centre pixel has been selected. The current system considered this pixel 
as the nearest pixel from the randomly selected pixels. If the pixel difference is within 
the threshold value such that even a human eye cannot differentiate the difference,  
then the pixel is considered as the best match and calculation of the motion vector is 
done. Else, the system kept the same search location and repeated the same process 
again. If the proposed automated system cannot find the best match, then the process 
has to be repeated until it reaches maximum iteration. The maximum iteration depends 
on the size of the search window. Number of iteration is dependent on search window. 
Finally, the proposed system also demonstrates that if the system cannot find the motion 
vector, then the motion vector needs to be set as 0 for both horizontal and vertical 
component. 

 | ( , ) ( , ) |diff cur i j Ref i j= −  (1) 
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Fig. 2. Search window for d=3 

In this work, a binary image has been used for watermarking. The size of the image 
has been set such that it is equal to the size of the frame. As the watermark image is 
binary, only a single bit is enough to represent the pixel of watermark image. The 
range of motion vector is between -15 to 15 which signified that motion vector can be 
represented using four LSB. The MSB has been used to represent the sign.  Hence, 
fifth, sixth and seventh bit of vertical and horizontal component remains unused. 
Thus, the six bits were utilized to embed watermark. In fig. 3, the bit structure of the 
vertical and horizontal component of motion vector is illustrated. Here S represents 
sign bit, U represents unused bit and M is the motion vector. 
 

Vertical  S U U U M M M M 
Horizontal S U U U M M M M 

Fig. 3. Bit structure of vertical and horizontal components of motion vector 

The three unused bits in vertical component and horizontal component has been 
numbered or ranked accordingly (Fig. 4). Unused bits in vertical component have 
been numbered with 1, 2 and 3. Unused bits of horizontal component have been 
numbered as 4, 5, 6. 
 

Vertical  S 3 2 1 M M M M 
Horizontal S 6 5 4 M M M M 

Fig. 4. Ranking of unused bits, vertical and Horizontal components of motion vector 
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The system maintains the key for cryptography with minimum six digits. The strength 
of the key increases with the length of the key. Every number has been valued inside the 
range of 1 to 6 as the system only has six bits to represent the watermark image. 

Position of the watermark has been selected based upon the key. As an example, if the 
value of key is 1, then watermark will be embedded in fifth bit of the vertical component. 
To embed the watermark a bitwise shift operation has been performed by shifting n 
number of bits on the watermark image pixel. Then a bitwise OR operation has been 
performed between motion vector and bitwise shifted watermark pixel. Value of the key 
plays a key role here. For e.g. if key is from 1 to 3 then n=n+4 else n=n+1. If the key 
ranges within 1 to 3, OR operation needs to be performed between the vertical 
components of motion vector followed by watermarking using bit shift.  If key is beyond 
the predefined range, OR operation needs to be performed between the horizontal 
components of motion vector followed by watermarking using bit shift. New motion 
vector has been saved for transmissions. Position of the watermark bit has been selected 
using the given key from the user. Later, bitwise and operation has been performed 
between n bit shifted 1 and the motion vector. Value of n and the motion vector 
component was decided as described in step 2 of watermark embedding. After the 
completion of these processes, the watermark image and motion vector has been 
recovered. It has been observed, if the watermark image is same as the original watermark 
image then the provided key needs to be declared as correct. This also signifies that the 
recovered motion vector is correct. In the final step, the frame has been recovered.  

4 Result 

The proposed algorithm is evaluated using four video sequences. One of the video is 
an echocardiograph video with 59 frames and length of the video is one second. Rest 
of the three videos (Table Tennis [22], Foreman [23], and Flower [24]) has been 
mentioned by MPEG standards as standard test videos. Matlab R2012a has been 
extensively used to implement the process and to read the videos. Quality of 
recovered watermark image and recovered frames has been measured using PSNR 
[25], MSSIM [26] and Pearson’s correlation coefficient [25]. Peak signal to noise 
ratio (PSNR) has been presented in logarithmic decibel scale. PSNR has been very 
easily defined using mean square error (MSE). MSE [27] can be defined using 
equation (1) and PSNR can be calculated using equation (2). 

 [ ]21
( )

1 1

( , ) ( , )
row col

row col
i j

MSE Orginal i j recovered i j×
= =

= −∑∑  (2) 

 

2

1010 log
Maximum Intensity

PSNR
MSE

⎛ ⎞
= ⎜ ⎟

⎝ ⎠  (3) 

Pearson’s Correlation coefficient can be calculated using equation (3). 
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Structure similarity index metric [26] (SSIM) is a new similarity index metric 
between two images which can compare the structure of the images. It can be 
calculated using equation (4). 

 ( ) ( )( )
( )( )

1 2

2 2 2 2
1 2

2 2
, O R OR

O R O R

K K
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K K
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Where Oμ  and Rμ are the mean intensity of Original Image O and Recovered 

Image R. Oσ and Rσ are the variance of the images. 1K  and 2K  are the constant to 

stabilize the weak denominator. For two identical images SSIM [26] and correlation 
should be 1 and PSNR should be infinity. 

Table 1 shows the average, median and standard deviation of different quality 
metrics measured between the recovered watermark image and original watermark 
image in four different videos. From the table, it can be observed that mean value of 
MSSIM and correlation is 1and the PSNR is infinite which suggests that recovered 
watermark and original watermark [27, 28, 29] image are identical. 

Table 1. Quality evaluation of original watermark and recovered watermark image 

Video Name Echocardiogra
ph 

Foreman Flower Table Tennis 

MSSIM 

Mean 1 1 1 1 

Median 1 1 1 1 

Standard Deviation 0 0 0 0 

Correlation 

Mean 1 1 1 1 

Median 1 1 1 1 

Standard Deviation 0 0 0 0 

PSNR 

Mean Infinite Infinite Infinite Infinite 

Median Infinite Infinite Infinite Infinite 

Standard Deviation 0 0 0 0 

 
Table 2 shows the quality metrics measured between the original frames and 

recovered frames. It can be observed that the mean correlation and MSSIM are 
always high with infinite PSNR which suggests that the recovered frames are capable 
of retaining almost same quality as original frames. From this table it can be also 
observed that the standard deviation is very low which refers to every recovered 
frame having almost similar quality with a very low deviation. It proves the 
consistency of the system.  



 Hig

 

Table 2. Quality ev

Video Name Echoc

Mean 0.973

Median 0.976

Standard Deviation 
0.009

Mean 0.969

Median 0.970

Standard Deviation 0.003

Mean Infini

Median Infini

Standard Deviation 0 
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reported in fig. 5 and fig. 6
sequence: 

(i) Echo Cardiograph (ii)
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valuation between original frame and recovered frame 

cardiograph Foreman Flower Table Tennis 

MSSIM 

33 0.8699 0.9020 0.6798 

66 0.8954 0.9708 0.6992 

99 0.0781 0.0855 0.1189 

Correlation 

95 0.9816 0.9761 0.9120 

01 0.9928 0.9824 0.9449 

31 0.0285 0.0158 0.1011 

PSNR 

ite Infinite Infinite Infinite 

ite Infinite Infinite Infinite 

0 0 0 

using MSSIM and correlation of the proposed system
6. Along x axis it represents different videos in the be
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Fig. 6. Quality Assessment using Correlation 

Fig. 7 and fig. 8 shows the normal distribution plot of MSSIM and correlation 
measured between original frames and recovered frames using proposed algorithm for 
59 frames of echocardiography video. 

 

Fig. 7. Normal Distribution plot of MSSIM 

Fig. 7 and Fig. 8 illustrates the performance metric MSSIM and correlation 
remained almost same for every frame which suggests the output of the proposed 
system is consistent. Also fig. 5 and fig. 6 shows the embedding of the watermark 
signal in the motion vector [31, 32, 33] did not reduce the quality of the images. 
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This algorithm also employed an encryption, based on the security key. Key can be 
provided by user or it may be assigned automatically.  The value of every digit of the 
key should lie in the range of 1 to 6, which means there are 6 options available for a 
single position of the key. Table 3 shows the number of probable combination of the 
key with an increase in the digits in the key. When key has 6 digits, the number of 
probable combination is higher which makes the system far more secure. Hence, the 
minimum digit requirement of the key is 6. If the length of the key is increased, then it 
will also make the decoding more challenging. 

 

 

Fig. 8. Normal Distribution plot of Correlation 

Table 3. Number of digits in a key and total number of possible combination of the key 
 
Number of Digits in a key Total number of possible 

combination of  the key 
1 6 
2 36 
3 216 
4 1296 
5 7776 
6 46656 
7 279936 
8 2239488 

 
During this complete process, the security and authenticity concern of the data is 

addressed. Thus, an additional layer of security is added in the system. 

5 Conclusion 

Previously, lot of work has proposed various techniques to embed the watermark 
signal in compressed video which addressed the authenticity concern of the data. 
Though, those techniques could not hold the unauthorized access of the video which 
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was a serious threat to privacy. The proposed system aimed to increase the security of 
the video signal by introducing a key based encryption to decide the position of the 
watermark signal inside the motion vector. Firstly, every video has been 
defragmented into multiple image frames on which, motion vector calculation has 
been performed. Using user provided key, binary watermark has been embedded on 
the obtained video frames. Thus, the system successfully generated the watermark 
embedded motion vector. Further, this embedded motion vector has been decoded by 
user provided key, and motion vector was calculated. This process led to recovery of 
the video frames which have been post-processed and analyzed. From the visual 
representation and statistical analysis of the result, it can be said that embedding 
watermark into the motion vector did not reduce the quality of the output, which 
establishes the robustness and imperceptibility of this present work. High SSIM and 
correlation values of recovered frames establish the robustness and imperceptibility of 
the proposed system. Future work may include the proposed system being 
implemented using other motion vector estimation algorithms. A performance study 
can be done using different motion vector estimation algorithm in the proposed 
system. 
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Abstract. Currently most mobile phones use touch screen, In addition the 
behavior of user’s touch gesture is significantly important in interaction with 
the phone. Due to increasing demand for safer access in touch screen mobile 
phones, old strategies like pins, tokens, or passwords have failed to stay abreast 
of the challenges. However, we study user authentication scheme based on this 
touch dynamics features for accurate user authentication. We developed the 
software needed to collect readings from touch screen of mobile phone running 
the Android operation system. Several touch dynamics features are examined to 
explore the efficiency of feature and each category (similar processing and 
representation form). Also, the impact of normalization and seven feature 
selection algorithms are examined. After applying Exhaustive Search reduction 
technique to the observation vectors composed of all 12 extracted features, nine 
features are retained.  

Keywords: touch gesture authentication, user authentication, Android. 

1 Introduction 

Mobile phones using touchscreens such as smartphones based on the Android OS have 
been pervasively integrated into our daily work and everyday lives. In recent market 
analysis, it was found that 640 million tablets and 1.5 billion smartphones will be in use 
worldwide by 2015 [1]. In addition, 65%  of mobile devices use touch screen, and this 
percentage seems to be increasing [2]. As the usage of touch screen on mobile devices 
increase, users will tend to store private information in them which will make them 
susceptible to external threat. New mobile malwares were found in 2010 based on 
McAfee’s threat report. Such malware causes serious harm to users such as; discharge 
of non-public identification data. A requirement for improved authentication strategies 
exists in an exceedingly wide selection of sensible phones on demand [3]. Currently, 
there are three user techniques in mobile phones which are: passwords, physiological 
biometrics and behavioral biometrics. Password authentication usually utilize a Personal 
Identification Number (PIN) to authenticate the genuine user. Passwords and patterns 
are the most commonly used methods  for user authentication [4]. However, passwords 
fail to keep up with the challenges presented because they can be lost or stolen by way 
of  “shoulder surfing”, which compromises the system security [5]. 
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On the other hand, most of the previous study [6],[7],[8], [9] and [10] has reported 
that biometric-based person recognition is a good alternative to classical systems and 
overcomes the difficulties of password and token approaches. Biometric 
authentication is further classified into Physiological and Behavioral types. 
Physiological Biometric refers to what the person is, and behavioral Biometrics is 
related to what a person does. Physical biometrics use human traits such as iris, retina, 
face and fingerprint. These physical biometrics traits will achieve very accurate 
performance, but have large drawbacks in that they are expensive, difficult and 
intrusive for collectability, Low degree of user acceptability, requires additional tools 
that are non-standardized, and not easily revoked if compromised [11]. 

In contrast, behavioral biometric methods, use measurements from human actions 
such as keystroke dynamics or mouse dynamics. Both of these dynamics have been 
actively studied in the context of desktop computers, but only keystroke dynamics has 
been explored on mobile phones [12]. Authentication based on keystroke dynamics 
on mobile phones learns legitimate users’ behavior and verifies a user periodically or 
continuously, which overcomes the drawback of physiological biometrics which only 
authenticates the user at the beginning of a session. In addition,  it is simple to 
implement because it supports mainly a software implementation [13]. With the 
increased popularity of touchscreen mobile phones, touch behavior is becoming more 
and more important, as many smartphones now feature touchscreens as the main input 
method [2]. Our motivation is therefore to develop a user authentication scheme based 
on touch gestures on mobile phones.  

In this paper, we employ behavioral biometric methods and mainly focus on a 
novel user behavioral biometric, namely touch dynamics, which refers to collecting 
detailed information about individual touches, such as touch direction, finger 
pressure, finger size and acceleration. Similar to keystroke dynamics and mouse 
dynamics, our scheme also does not require any special hardware device for data 
collection. In particular, our scheme extracts and constructs 6 features related to the 
touch dynamics of a user as an authentication touch gesture. Section 2 presents the 
state of the art on touch gesture behavioral authentication. Section 3 presents data 
collection and database. In section 4, the methodology regarding the selected 
classifier and features used in this experiment is explained. The results concerning the 
impact of normalization and features selection are discussed in section 5.  

2 Related Work 

In this section, we report some of recent researches on touch gesture-based behavioral 
biometrics authentication. In [14] authors looked at the different sensors provided by 

mobile phones, and show that data collected from these sensors can distinguish 
mobile users by analyzing the user’s touch interaction with the device. Based on 
fifteen minutes of real-world device interaction from six test subjects, the researcher 
was able to correctly identify the test subject that generated a 90 second sample 83% 
of the time using a subset of features extracted from the data. However, they 
evaluated the experiment with six participants only. Including more users and larger 
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sample sizes is needed in order to make a more robust determination on the ability to 
identify users based on their behavior metric data.  

In [2] authors proposed a unique user authentication theme supporting touch 
dynamics that uses a group of behavioral options associated with touch dynamics for 
correct user authentication. The experimental results show that a neural network 
classifier is well-suited to completely identify different users with a mean error rate of 
7.8% regarding our designated options. However, by victimization different 
classification methodology techniques, involving many participants and assembling a 
lot of touch gesture knowledge would facilitate higher accuracy and performance.  

In [15] authors showed that multi-touch gestures contain sufficient biometric info, 
ensuing from variation in pure hand mathematics and muscle behavior, to permit 
discrimination between users. A multi-touch gesture is essentially a time-series of a 
set of x-y coordinates of finger touch points. With score-based classifiers using the 
time feature they achieved only 4.46 % EER. Further, with the combination of three 
commonly used gestures: pinch, zoom, and rotate, 58% EER was achieved using a 
score-based classifier. However, to improve the authentication accuracy and 
performance the incorporation of more features like finger pressure and finger size is 
needed. 

In [16] authors expanded on their work with a larger study of youngsters and adults 
playacting similar touch and surface gesture interaction tasks on mobile devices. A 
total of thirty participants (16 youngsters, 14 adults) participated in the study. The 
extracted options included x-coordinate, y-coordinate, time, touch pressure, and touch 
size for every up, down and move event gesture created by the user. They have found 
frequent intentional and unintentional touches outside of screen targets for children, 
and age-related challenges in recognizing children’s gestures, both of which will 
impact the success of children’s interactions. For example, youngsters miss a bigger 
proportion of targets than do adults, a bigger quantity of holdover touches when an 
onscreen target has been chosen. In future studies, they plan to explore different 
classification methodology to facilitate and boost accuracy. 

In [17] authors developed an application for the Android mobile platform to collect 
data on the way individuals draw lock patterns on touch screen. The data collected on 
the participants’ finger movement times were used to calculate common standard 
metrics used to assess biometric systems The EER makes it easier to compare the 
performance of various biometric systems or classifiers, and the lower its value the 
better the classifier. Their result showed a relatively low EER of 10.39% was 
achieved by analyzing the data from 32 individuals using a Random Forest classifier 
when combining the three different lock patterns and without any analytical 

enhancements to the data. 
In [18] authors proposed to authenticate people within a biometric technique 

consisting of recognizing a person performing a 3-D gesture with one of his/her hands 
while holding a mobile device that integrates an accelerometer. The requirement for 
the mobile device to be valid for this technique is that it must include a 3-axis 
accelerometer embedded in it, so that the movement involved in the gesture can be 
registered. The robustness of this biometric technique has been studied by analyzing a 
database of 25 users with real falsifications. Equal Error Rates of 2.01 and 4.82% 



138 A.A. Alariki and A.A

 

have been obtained in a 
Involving more participant
obtaining an even better und

In summary, most of 
classifiers of EER, FAR a
features such as touch dire
improve authentication ac
artificial intelligence classif
more accuracy result.  If pr
and this prototype can be 
intelligence classification t
robust authentication with g

3 Description of D

Since there is no common 
database available, we mad
the first component of our
We developed the software
phone running the Android
eclipse Java language a
application, through a sim
user’s name and six sketche
experiment is Galaxy S3 mi

Before performing the ex
operations on the mobile de
which includes the types of
experiment 25 users with 
times. We recorded raw inp
size, time and acceleration
features are stored and u
collection also shows that n

Fig. 1. Experiment setting (

A. Manaf 

zero-effort and an active impostor attack, respectiv
ts and collecting more touch gesture data would help
derstanding of the performance of the scheme. 
the schemes faced accuracy problem based on sc

and FRR. Furthermore, gathering more touch dynam
ection, finger pressure, finger size and acceleration wo
ccuracy and verification performance. Implementing 
fication method other than neural network will help to 
ototype with more touch gesture features can be develo
tested in a group of users by using one of the artifi

techniques, accuracy may be increased leading to a m
good performance.  

Data Sets 

and standardized touch-based user authentication featu
de and collected our home-made dataset. Data collectio
 system, which will collect and capture user touch inp
e needed to collect readings from touch screen of mob
d operation system. The application is developed by us
and implemented in Android-compatible phone. T
mple graphical user interface, permitted us to record 
es in the touch screen. The mobile phone type used for 
ini with the following specification in figure 1. 
xperiment, all participants are required to practice the ba
evice. After that, we presented the goal of our experim
f collecting features and the operations of program.  In 
an age range of 20 to 40 years had drawn a gesture 
put data from touch screen such as finger pressure, fin

n. All these data are exported to a database where the 
used for later evaluation. This description of the d
no special hardware is required four this application. 

(a) Hardware Specification (b) Main Application Interfac

ely. 
p in 

core 
mics 
ould 

an 
get 
ped 

icial 
more 

ures 
n is 
put. 
bile 
sing 
This 

the 
this 

asic 
ment, 

our 
six 

nger 
six 

data 

 
ce 



Investigation of Touch-Based User Authentication Features Using Android Smartphone 139 

 

Table 1. Sample raw data collected from touchscreen input 

Features\ Name USER 1 USER 2 USER 3 USER 4 USER 5 

Pressure up 0.058823533 0.06666667 0.086274512 0.050980397 0.082352944 

Pressure down 0.156862751 0.10980393 0.098039225 0.047058828 0.421568635 

Size UP 0.003921569 0.007843138 0.007843138 0.007843138 0.417843138 

Size down 0.011764707 0.015686275 0.007843138 0 0.411764707 

Time (ms) 1935 831 1141 961 636 

Acceleration 0.0007546888 0.000280611 0.00064399 0.000176541 0.001095353 

Distance 282.5466653 193.7787312 838.3987142 163.039698 443.0660592 

Speed 0.146018948 0.233187402 0.734792913 0.169656293 0.696644747 

Touch  Major 

Down 
2.28515625 3.046875 1.5234375 0 1.28515625 

Touch Major Up 0.76171875 1.5234375 1.5234375 1.5234375 1.4234375 

Touch Minor Down 0.76171875 1.015625 0.5078125 0 0.46171875 

Touch Minor Up 0.25390625 0.5078125 0.5078125 0.5078125 0.15078125 

 
Table 1 shows a sample of raw data collected from touch screen and recorded by 

the phone. Each record consists of at least the following six fields: finger pressure up, 
finger pressure down, finger size up, finger size down, duration of each touch input 
and acceleration. 

4 Methodology  

4.1 Features Extraction 

The features are the project parameters which allow the system to accept or reject an 
input gesture. Feature extraction is an automated process of locating and encoding 
distinctive characteristics from biometric data in order to generate a template called 
feature extraction. The main task of touch gesture application is to extract touch 
dynamic features from the collected raw data. The features in this experiment were 
obtained using the Android application programming interface MotionEvent function 
library. Opposed to other Smartphone operating systems, the Android platform allows 
the retrieval of detailed information about a touch even [14]. The extracted features in 
this experiment are shown in table 2. 

4.2 Classification 

Classification is to find the best class that is closest to the classified pattern. The goal 
of classifying the selected features is, to map every pattern of readings into an output  
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classification scheme using Exhaustive Search Selection are: finger pressure up, finger 
pressure down, time, acceleration, distance, speed, touch major up and touch major 
down. Results are illustrated in Table 3 with more details for each class. 

6 Conclusion 

Popularity of touch screen in mobile phone make touch behavior more important than 
ever compared to the biometric authentication techniques. A gesture based 
authentication system has made it almost impossible for a shoulder surfer to replay 
the password, although the entire gesture was observed. Subtleties like force, speed, 
flexibility, pressure, and individual anatomical differences would prevent the casual 
observer from accessing the password. This paper examined the interesting topic of 
accurate authentication features, among the commonly available touch motion 
features supported platforms today. We focused principally on comparing the 
contribution of sub-class features belonging to the same category (based on the same 
estimation method) to global vector composed of several component computed with 
different processing techniques. 

Several touch dynamics features are examined to explore the efficiency of each 
feature and each category (similar processing and representation form). In addition, 
the impact of the normalization and seven feature selection algorithms are examined. 
After applying Exhaustive Search reduction technique to the observation vectors 
composed of all 12 extracted features, nine features were retained. The presented 
system correctly classified 134 instances with 89.33% by combination of all features 
and both touch major up and touch major down features have the lowest recognition 
rate with 18.67 and 11.33% respectively. 
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Abstract. As the dependency on web technology increases every day, there is 
on the other side an increase in destructive attempts to disrupt an essential web 
technology, which yields an improper service. Denial of Service (DoS) attack 
and its large counterpart Distributed Denial of Service (DDoS) and Flash 
Crowd attacks are among the most dangerous internet attacks, which over-
whelm the web server, thereby slow it down, and eventually take it down  
completely.  This review paper evaluates and describes the effectiveness of dif-
ferent existing Frameworks and Schemes for Detecting and Preventing High 
Rate DoS/DDoS and Flash Crowd Attacks. Firstly, the review paper describes 
them according to the similar category, and then it compares them based on the 
predefined metrics. Finally, advantages and disadvantages for each category are 
described. 

Keywords: DoS, DDoS, High Rate DDoS, HTTP-based DDoS, Flash Crowd, 
Protective Framework, Protective Scheme. 

1 Introduction 

Denial of Service (DoS) attack and its large counterparts Distributed Denial of Ser-
vice (DDoS) and Distributed Reflected Denial of Service (DRDoS) attacks are among 
the most dangerous internet attacks that overwhelm the web server, thus slow it down, 
and in the end take it down completely. Researchers outlined that DoS, DDoS and 
DRDoS attacks were responsible for a massive damage that was up to billions of dol-
lars per incident [1]. Denial of Service (DoS) attack is an effort by a single machine, 
namely an attacker to make a target, whether is server or network resource, unavaila-
ble for its customers, which yields to prevent those users from accessing the service.  
DoS attack consists of highly damageable attacks to collapse or degrade the quality of 
service [2]. While, Distributed Denial of Service (DDoS) attack is an attempt to flood 
a victim, whether it is a machine or network, through a big volume of traffic that is 
generated by large number of machines that are combined together to generate that 
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volume of traffic.  Furthermore, to diffuse source of attack, these machines are part 
of different networks, so it is hard to trace back IP sources of the attack, and then to 
block them accordingly [3, 4].  DDoS attack uses a large number of compromised 
hosts called zombies or Bots that are collected by planting malicious software on the 
unprotected computers.  Then, these hosts (zombies or bots) are grouped in together 
to shape one huge network called a Botnet that awaits a command from the attacker to 
launch the DDoS attack [5-8].   

Flash Crowd is a sudden high request in a service that is caused by legitimate users 
who simultaneously request the server at the same period, which eventually forces the 
server to decease its performance.  It occurs once a big amount of service's customers 
access a server at the same time.  Flash Crowd may overwhelms the server, and 
therefore causes a Denial of Service (DoS) attack, which results in either a delay of 
response or a complete take down. Flash crowd could happen due to some of an excit-
ing event that has just occurred.  Likewise, it could be due to the broadcasting of a 
new created service or a free hot software download [9-11].  From perspectives of 
service requesters (clients), regardless whether they are legitimates or illegitimates, 
flash crowd may not be counted as an attack, but on the contrary, it counted as an 
attack from the perspective of victim (service provider), since it affects the web server 
negatively. Whereas a High Rate Distributed Denial of Service (HR-DDoS) attack is 
synonym to the traditional DDoS and DRDoS attacks.  They all happen when attack-
ers exceed and violate the adopted threshold value [12, 13].  

2 Metrics for Evaluating Frameworks and Schemes for 
Detecting and Preventing High Rate DoS/DDoS and Flash 
Crowd Attacks 

Indeed, various metrics for evaluating schemes and frameworks are already 
indentified by previous work [14] in terms of detecting and preventing denial of ser-
vice attack (DDoS), as follows.  

1. Edge Router Involvement: An ideal protective framework or scheme should con-
sider an Edge Router involvement.  

2. Number of Required Attacking Packets: A protective framework or scheme should 
be able to detect and prevent the attacks based on few packets. 

3. Processing Overhead: An additional processing overhead is occurred through 
measuring flow of network packets, and calculating various statistical parameters. 
An ideal protective framework or scheme should be able to incur minimal pro-
cessing overhead. 

4. Storage Requirement: An additional amount of memory is required to store certain 
information in order to detect and prevent the attacks. An ideal protective frame-
work or scheme should be able to acquire minimum amount of memory.  

5. Ease of Implementation: An ideal protective framework or scheme should be de-
signed in a way that it could be easily implemented. 
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6. Scalability: It refers to the extra configurations that are required on the devices 
when there is an expansion to the environment. An ideal protective framework or 
scheme should be able to scalable, and the devices' configuration should be inde-
pendent to each other. 

7. Bandwidth Overhead: Additional network traffic is considered bandwidth over-
head. Large bandwidth overhead is undesirable, since it may exhaust the network 
capacity. 

3 Available Existing Frameworks and Schemes for Detecting 
and Preventing High Rate DoS/DDoS and Flash Crowd 
Attacks 

3.1 Using User Web-Behavior Modeling 

In this subsection, methodologies of available existing frameworks and schemes have 
adopted User Web-Behavior Modeling to detect and prevent High Rate DoS/DDoS 
and Flash Crowd attacks. For instance, Yi and Shensheng [15] proposed a new model 
called dynamic hidden semi-Markov, which aims to model the user behavior in vari-
ous times, and based on this model an anomaly detection scheme is developed and 
implemented for the sake of detecting web based distributed denial of service attacks.  
The dynamic hidden semi-Markov model introduces an effective algorithm to provide 
the online automatic updates for the model’s parameters, and it uses Markov states to 
shape the users' click behavior.   

Likewise, scheme is proposed by Chengxu and Kesong [16] called HTTP request 
transition matrix scheme to detect HTTP application based DDoS attacks.  The pro-
posed scheme assumes the normal human user will focus on interesting pages on the 
web application in order to describe users' bowering behavior, and therefore it forms 
the patterns of transition probability from one page to another page on same web ap-
plication.  In contrast, since the Bot does not know the most interesting pages, it 
sends random requests to web application, which leads to very small transition proba-
bility to its requests sequence. Detecting of HTTP application based DDoS attacks is 
based on threshold value, which is determined by three parameters; frequency vector, 
transition probability matrix and bot request sequence probability. 

Similarly, research done by Jin, Xiaolong [17] proposed two different DDoS detec-
tion schemes; Large Deviation Measuring Click Ratio based Web Access Behavior 
(LD-IID) scheme and Large Deviation Measuring Web Access Behavior based on 
Markov Process (LD-MP) scheme.  The research characterizes user's access behavior 
for each detection scheme through two different models; Click-ratio based model and 
Markov process based model respectively.  For both DDoS attack detection schemes, 
a large deviation theory is adopted in order to estimate the probability of each ongo-
ing user's accesses. 
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3.2 Using Entropy Variations (Entropy Based Threshold Values) 

In this subsection, methodologies of available existing frameworks and schemes have 
adopted using of Entropy Variations in order to detect and prevent High Rate 
DoS/DDoS and Flash Crowd attacks. For example, Jie, Zheng [18] proposed an ad-
vanced entropy based DDoS detection scheme to determine the most suitable thresh-
old value for detecting DDoS attacks accurately.  The proposed detection scheme 
divides various DDoS attacks into different groups, and it treats each group with dif-
ferent method.  An advanced entropy based DDoS detection scheme calculates the 
entropy to get the normal network behavior in case of no attack.   

Likewise, Oshima, Nakashima [19] proposed an early DoS/DDoS attacks detection 
method based on the concept of short-term entropy to focus on an early DoS/DDoS 
attacks detection.  The proposed method calculates the entropy values average of two 
different network's conditions; when the network under normal condition, and when 
the network under attacking condition. Then, based on these two entropy values, it 
computes the z score based on formula (1) to test the significance (where α = 5%, r = 
25), and validity of hypothesis between two averages.  Calculating of entropy aver-
age when a network is under normal condition is computed with an effective window 
width; 50 for DDoS and 500 for slow DoS attacks. It firstly handles the incoming 
packets and arranges them based on arriving time, and splits them according to the 
size of window width.  Secondly, it extracts packet's characteristics, such as the 
source IP address and the destination port number to calculate the entropy value by 
using formula (2) and formula (3).  As is deduced by the proposed method, the en-
tropy value is low under DoS attacks, while is high under DDoS attacks.  

ܪ  = − ∑ ଶܲ݅௡௜ୀଵ݃݋݈݅ܲ            (1) 
 ܲ݅ = ௫௜ௐ ,  (2)        ݕܿ݊݁ݑݍ݁ݎ݂ ݏݐ݁݇ܿܽ݌ ݅ݔ ݁ݎℎ݁ݓ

 

ݖ    = |ுഥಿିுഥಲ|ටఙ೙మ ௡ൗ ାටఙೝమ ௥ൗ            (3) 

3.3 Using Network Behavior Analysis 

In this subsection, methodologies of available existing frameworks and schemes have 
adopted using of Network Behavior Analysis to detect and prevent High Rate 
DoS/DDoS and Flash Crowd attacks. For example, Lei, Xiaolong [20] developed a 
mechanism based on network's traffic behavior analysis to inspect abnormal traffic 
that is caused by DDoS attacks.  The developed mechanism has employed Hurst 
parameter together with the variance and the autocorrelation as the key performance 
measures to detect network traffic anomalies according to the statistical results. The 
detection device of the mechanism is expected to be set up in front of network switch 
or router.  The main objective of this device is to response to these abnormal activi-
ties (anomalies) in network traffic in the real time.  To achieve this aim, the mecha-
nism has employed three important measures, namely traffic intensity, packet number 
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and suspicious traffic duration.  The mechanism has adopted threshold's values for 
them in order to decide whether the traffic that is passing through network need for 
additional evaluation, or not.  

Similarly, work is done by Zhongmin and Xinsheng [21] proposed a detection 
method based on the analysis of network's traffic distribution by using of the correla-
tion of IP addresses.  The proposed method records the network traffic at edge router 
close to the target (victim), and then it uses correlation coefficient periodically in 
several adjacent time Intervals. In normal cases, accesses of the IP address to the tar-
get network will be relatively stable, therefore the change of the correlation coeffi-
cient of IP packets is also be relatively stable. In contrast, during network attacks, the 
attacker launches a large number of requests to attack the target network.   In this 
case, by calculating and analyzing correlation coefficients of network traffic in sliding 
window, the method detects network DDoS attacks.  

4 Comparison of Frameworks and Schemes for Detecting and 
Preventing High Rate DoS/DDoS and Flash Crowd Attacks 

Metric Name 
Web-Behavior 

Modeling 
Entropy Varia-

tions 
Network Behav-

ior Analysis 
Edge Router 
Involvement 

Moderate High High 

Number of Re-
quired Attacking 
Packets  

Moderate Moderate High 

Processing 
Overhead 

Moderate Low High 

Storage Re-
quirement 

Low Low High 

Ease of Imple-
mentation 

Low High Moderate 

Scalability Moderate High High 
Bandwidth 
Overhead 

Moderate Low High 

Advantages  • It is compatible 
with the exist-
ing protocols 

• It consumes 
low memory 
storage 

• It is resistant to 
IP sources 
spoofing attack. 

• It is compatible 
with the exist-
ing protocols 

• It is highly 
scalable 

• It does not 
causing pro-
cessing over-
head 

• It does not 
causing band-
width overhead 

• It is compatible 

with the exist-

ing protocols 

• No additional 

requirements 

and configura-

tions to involve 

Edge Router 



150 M.A. Saleh and A.A. Manaf  

 

• It consumes 
low memory 
storage 

• It is easily to 
implement  

•  It is highly 

scalable 

Disadvantages • Additional re-
quirements and 
configurations 
to involve Edge 
Router 

• It does causing 
moderate pro-
cessing over-
head 

• It does causing 
moderate 
bandwidth 
overhead 

• It does not 
highly scalable 

• It does require 
fair network 
traffic to detect 
and prevent 
High Rate and 
Flash Crowd at-
tacks 

• It is extremely 
difficult to be 
implemented.

• Additional 
requirements 
and configura-
tions to involve 
Edge Router 

• Requires fair 
network traffic 
to detect and 
prevent High 
Rate and Flash 
Crowd attacks 

• It can be easily 
decoyed if at-
tacking IP 
sources are 
spoofed. 

• It does causing 
processing 
overhead 

• It does causing 
bandwidth 
overhead 

• It does require 
all network traf-
fic to detect and 
prevent High 
Rate and Flash 
Crowd attacks 

• It is not very 
easy to be im-
plemented  

• It can be easily 
decoyed if at-
tacking IP 
sources are 
spoofed.  

• It consumes 
high memory 
storage. 

5 Conclusion  

This review paper discussed a comprehensive survey on different Frameworks and 
Schemes for Detecting and Preventing High Rate DoS/DDoS and Flash Crowd at-
tacks.  As from the review, it found that all of exiting frameworks and schemes are 
compatible with existing protocols and they could involve an Edge Router, as well. In 
contrast, they are vary on the other metrics like scalability, easy of implement,  
processing overhead, bandwidth overhead, and storage (memory) requirements. In 
addition, it found that Web-Behavior Modeling frameworks and schemes are only 
resistant to IP sources spoofing attack among the other protective frameworks and 
schemes. Lastly, merits and demerits for each category are described. 
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Abstract. Cloud computing is concept of computing technology in which user 
uses remote server for maintain their data and application. Resources in cloud 
computing are demand driven utilized in forms of virtual machines to facilitate 
the execution of complicated tasks. Virtual machine placement is the process of 
mapping virtual machines to physical machines. This is an active research topic 
and different strategies have been adopted in literature for this problem.  In this 
paper, the problem of virtual machine placement is formulated as a multi-
objective optimization problem aiming to simultaneously optimize total pro-
cessing resource wastage and total memory resource wastage. After that ant 
colony optimization algorithm is proposed for solving the formulated problem. 
The main goal of the proposed algorithm is to search the solution space more 
efficiently and obtain a set of non-dominated solutions called the Pareto set. 
The proposed algorithm has been compared with the well-known algorithms for 
virtual machine placement problem existing in the literature. The comparison 
results elucidate that the proposed algorithm is more efficient and significantly 
outperforms the compared methods on the basis of CPU resource wastage and 
memory resource wastage.  

Keywords: Cloud computing; Ant colony optimization; Virtual machine 
placement. 

1 Introduction 

Current cloud computing providers have several data centers at different geographical 
locations over the internet in order to optimally serve costumers needs around the 
world [1]. One of the most important key technologies in cloud computing is virtual-
ization. Virtualization enables dynamic sharing of physical resources and hides the 
technical complexity from users [2]. The problem of virtual machine (VM) placement 
has become a challenging problem for improving resource utilization in cloud infra-
structures [3]. Several researches have been addressed the importance of needing 
efficient approaches for VM placement [4, 5]. Many meta-heuristic algorithms such 
as Ant Colony Optimization (ACO) and genetic algorithms will be suitable for VM 
placement problem [6]. ACO is a metaheuristic inspired by the observation of real ant 
colonies and has been successfully applied to numerous optimization problems [7]. 
The basic idea of ACO is to simulate the foraging behavior of ant colonies. When an 
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ants group tries to search for the food, they use a special kind of chemical pheromone 
to communicate with each other. Initially ants start searching their foods randomly.  
Once the ants find a path to food source, they leave pheromone on the path. An ant 
can follow the trails of the other ants to the food source by sensing pheromone on the 
ground. As this process continues, most of the ants attract to choose the shortest path 
as there have been a huge amount of pheromones accumulated on this path [2]. In this 
paper the problem of VM placement is formulated as a multi-objective optimization 
problem aiming to simultaneously optimize total CPU resource wastage and memory 
resource wastage. ACO algorithm is proposed and designed to deal effectively with 
the potential large solution space for large scale data centers. The performance of the 
proposed algorithm is compared to First-fit-decreasing-CPU (FFD-CPU), First-fit-
decreasing- memory (FFD-MEM), Best-fit-decreasing-CPU (BFD-CPU), Best-fit-
decreasing-memory (BFD-MEM) algorithms in [8, 9] and Virtual machine placement 
based on ant colony system (VMPACS) algorithm in [3]. The results show that the 
proposed algorithm can compete efficiently with other approaches to the VM place-
ment problem on basis of different metrics such as residual processing resource and 
residual memory resource. The rest of this paper is organized as follows. Section 2 
scans the related work. Section 3 provides the processing wastage and memory wast-
age models that will be used by the proposed algorithm. Section 4 formulates the 
virtual machine placement problem. In section 5, the details about proposed algorithm 
are covered. The implementation and simulation results are seen in section 6. Finally, 
Section 7 concludes this paper. 

2 Related Work 

Because of the fundamental significance of placement optimization for virtual ma-
chines (VMs) on physical machines, extensive study has been made in this field and 
bunch of algorithms exist in the literature. The importance of needing efficient  
methods for placing VMs appropriately is seen in [4, 5]. A simple process for VM 
placement starts by choosing a target server with compatible virtualization software, 
comparable CPU types, similar network connectivity, and the usage of shared storage. 
Then the first virtual machine will be placed on the first server and the second virtual 
machine will be on the same server only if it can satisfy the resource requirements. If 
not, a new server is added and the VM will be placed on it. These steps will be con-
tinued until each of the VMs has been placed [10]. Traditional analytical approaches 
based on linear and quadratic programming are used in [11] to minimize the number 
of used nodes. The linear programming formulations of server consolidation problems 
were covered in [12]. This approach restricts the number of virtual machines in a 
single physical server ensuring that some virtual machines are assigned to different 
physical servers and limits the total number of migrations. Genetic algorithm was 
proposed to adaptively self-reconfigure the VMs in cloud data centers consisting of 
heterogeneous nodes [13]. The first-fit decreasing (FFD) algorithm and the Best-fit 
decreasing (BFD) algorithm were used to pack list of VMs into a minimal number of 
physical machines and deal with the VM placement problem as a bin packing problem 
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[8, 9]. A single-objective algorithm based on Max-Min Ant System (MMAS) 
metaheuristic to minimize the required number of physical machines was proposed in 
[14]. The majority of the studies on VM placement focus on a single criteria optimiza-
tion however many real world problems require taking into account multi criteria 
optimization.  For this reason, recent research tends to look at the multiple-objective 
situation like multi-objective grouping genetic algorithm (MGGA) [6] and VMPACS 
algorithm [3]. MGGA is a modified genetic algorithm with fuzzy multi-objective 
evaluation that was proposed for efficiently searching the solution space and combin-
ing possibly conflicting objectives [6]. This system tackled power-cost under a fixed 
performance constraint by minimizing migration costs while packing VMs in a small 
number of machines.  VMPACS uses multi-objective for the virtual machine place-
ment problem. The main goal of VMPACS algorithm is to obtain a set of non-
dominated solutions that simultaneously minimize total resource wastage and power 
consumption. The performance of the VMPACS algorithm outperformed a multi-
objective grouping genetic algorithm (MGGA), and a single-objective ACO algorithm 
[3]. In this paper, Virtual machine placement based on ACO algorithm is proposed 
and designed to optimize total processing resource wastage and total memory  
resource wastage. 

3 The Proposed Memory and CPU Wastage Model 

In a cloud environment, there are pools of server nodes. The processing and memory 
resource wastage from each server may vary greatly with different VM placement 
solutions. The VMPACS algorithm deals with CPU and memory resource wastage as 
a single objective function. But in this paper, resource wastage will be handled at the 
multiple-objective situation: one objective function for processing resources and an-
other for memory resources. To fully utilize the available resources, the Eq. (1) is 
used to calculate the potential wasted processing (CPU) resources. The Eq. (2) is used 
to calculate the potential wasted memory resources. The terms “host” and “server” 
will be used interchangeably. The same thing will be for the terms “CPU” and “pro-
cessing”.  Therefore, the problem of VM placement is formulated to optimize CPU 
resource wastage and memory resource wastage. 

 
pj

pjpj
pj U

UT
W

−
=  (1) 

 
mj

mjmj
mj U

UT
W

−
=  (2) 

Where, Wpj and Wmj denote the CPU processing resource wastage and memory re-
source wastage of the j-th server respectively.  Tpj is the threshold of CPU processing 
utilization associated with the j-th server, Tmj is the threshold of memory utilization 
associated with the j-th server, Upj is total used CPU processing and Umj is total used 
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memory within the j-th server. The main idea from the above thresholds is that 100% 
utilization can cause severe performance degradation and the VM live migration tech-
nology consumes some amount of processing capability on the migrating node. The 
goal of processing resource wastage is to measure the total CPU resources wastage 
with respect to total CPU resources usage. When the amount of used CPU resources 
increased and the amount of CPU resources wastage decreased the Wpj will be de-
creased and the similar thing to the memory resource wastage. The goal from the 
proposed algorithm is that Wpj and Wmj must be decreased as much as it can. 

4 The Problem Formulation 

Suppose that we are given n VMs to be placed on m servers. The variable i ∈I is used 
to index the VM and the variable j ∈ J is used to index the server assuming that none 
of the VMs requires more resource than can be provided by a single server. Dpi is the 
CPU demand of each VM and Dmi is the memory demand of each VM. Two binary 
variables xij and yj are used such that the binary variable xij indicates if VMi is as-
signed to serverj or not and the binary variable yj indicates whether serverj is in use or 
not.  The proposed algorithm objective is to simultaneously minimize the memory 
resource wastage and the CPU resource wastage. The VM placement optimization 
problem can be formalized as follows. 

 ∑
∑
∑

∑ =
=

=
= ⎟

⎟

⎠

⎞

⎜
⎜

⎝

⎛

×

×−
×= m

j n
i piij

n
i piijpj

j
m
j pj

Dx

DxT
yWMin 1

1

1
1

)(

))((
 (3) 

 ∑
∑
∑

∑ =
=

=
= ⎟

⎟

⎠

⎞

⎜
⎜

⎝

⎛

×

×−
×= m

j
mi

n
i ij

n
i miijmj

j
m
j mj

Dx

DxT
yWMin 1

1

1
1

)(

))((
 (4) 

Subject to: 

 ∑ = ∈∀=m
j ij Iix1 1  (5) 

 ∑ = ×≤×n
i jpjpiij yTDx1 )(  (6) 

 ∑ = ×≤×n
i jmjmiij yTDx1 )(  (7) 

 JjandIiyx jij ∈∀∈∀∈ }1,0{,  (8) 

The constraint (5) assigns a VM to only one of the servers (not more than one serv-
er). Constraint (6) model the CPU constraint of the server. Constraint (7) model the 
memory constraint of the server. Constraint (8) defines the domain of the variables of 
the problem. 
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5 The Proposed ACO Algorithm for Multi-Objective VM 
Placement 

Given a set of n virtual machines and a set of m physical machines, there are a total of 
mn possible VM placement solutions [3]. . For example, the number of possible solu-
tions to place 15 VMs on 10 physical machines just computes 1015 
=1,000,000,000,000,000 possible solution. Even if one million solutions could be 
evaluated per second, examining all 1015 possible solutions would require more than 
31 years. It is therefore typically impractical to make a complete enumeration of all 
possible solutions to find the best solutions.  This section shows how to apply an 
ACO algorithm to efficiently search for good solutions in large solution spaces and 
solve the formulated problem in Section 4. The pseudo code of the proposed ACO 
algorithm is as follows. 

 
Input: Set of VMs and set of hosts with thresholds of resources utilization  
Output: The Pareto set of best solutions for VMs placement 
Steps: 
 1. Initialize:  
     Set t=0. 
     Set Pareto set empty. 
     Set Initial value τij(t)= τ0 for each path between VM and host. 
2.  For k=1 to NOA (number of ants) do 
          Sort the host list in random order. 
          Do ants_trip while any VM isn’t placed. 
              Get the new host from the host list. 
              For each remaining VM that can be placed into the current host. 

                    Compute the probabilistic transition rule to select VM to 
be placed according to probabilistic transition rule. 

              End For 
          End Do 
          Compute the value of the two objectives for the current solution. 
          If the current solution is not dominated by any other solutions in Pareto set 
          Then 
              Add this solution to Pareto set 
              Eliminate the solutions dominated by the added one from Pareto set.  
          End If 
      End For 
3. Apply local pheromone update according to local pheromone updating rule. 
4.  Apply global pheromone update according to global pheromone updating rule 
5.  Increment t by one. 
6.  If (t < tmax)   
         Goto step 2 
      Else 
         Return Pareto set (the set of non dominated solutions). 

  End If 
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In an initialization phase of the proposed algorithm, the parameters are initialized, 
Pareto set is empty and all the pheromone trails are initialized. Iterations are in-
dexed by t, 0 ≤ t < tmax, where tmax is the maximum number of iterations al-
lowed. In the iterative phase each ant receives all VM requests, introduces a physical 
server one by one and starts assigning VMs to hosts. This is achieved by the use of a 
probabilistic transition rule, which describes the desirability for an ant to choose a 
suitable VM as the next one to place into current host. This rule is based on the in-
formation about the current pheromone concentration on the movement and a heuris-
tic which guides the ants toward choosing the most appropriate VM depending on the 
objective functions. After all ants have constructed their solutions, local pheromone 
updating and a global pheromone updating are performed. Local pheromone updating 
depends on the founded solution in this iteration. Global pheromone updating depends 
on current Pareto set solutions. The main operations of the ACO procedure are initial-
izing pheromone, probabilistic transition rule that is used for choosing next VM to be 
placed on host, local pheromone updating, global pheromone updating and Pareto set 
as following: 

5.1 Initializing Pheromone 

The proposed algorithm starts with a pheromone trails matrix. The amount of virtual 
pheromone trail τij(t) on the edge connects VM i to host j (will be defined as the fa-
vorability of packing VM i into host j). The initial amount of pheromone on edges is 
assumed to be a small positive constant τ0 which means a homogeneous distribution 
of pheromone at time (iteration) t = 0. 

5.2 Probabilistic Transition Rule 

At each step of the construction of a solution, a VM is chosen relative to a transition 
probability which depends on two factors: a pheromone factor and a heuristic factor 
as in Eq. (9). 
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Where, α is a parameter that controls the relative importance of pheromone trail 
and the visibility information (heuristic factor). q is a random number uniformly dis-
tributed in [0, 1] and If q is greater than q0, this process is called exploration; other-
wise it is called exploitation [3]. q0 is a fixed parameter (0 ≤q0 ≤ 1) determined by the 
relative importance of exploitation of accumulated knowledge problem versus explo-
ration.  τsj(t) shows the pheromone concentration at the time t on the path between 
VM s and host  j, allowedVM is the set of VMs that are qualified for inclusion in the 
current host j computed as follows. 
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ηsj is the heuristic information. This information indicates the desirability of assign-
ing VM i to host j. The heuristic information considers the partial contribution of each 
move to the multi-objective function value (minimize the CPU resource wastage and 
the memory resource wastage). The partial contribution of assigning VM i to host j 
for the first objective function can therefore be calculated as in Eq. (10). It is shown 
from Eq. (10) the desirability of assigning VM i to host j will be increased when the 
amount of used CPU resources increased and the amount of CPU resources wastage 
decreased. 

 
∑ =

=
j
v pj

ij
W1

1,
1η  (10) 

Similarly to the first objective function, the partial contribution of the second ob-
jective function that is related to the memory resources wastage can be calculated by 
Eq. (11).  
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There are several ways to combine desirability in multi-objective problem to find 
the total desirability of each ant movement [3]. In this paper we propose the following 
formula to calculate the total desirability of assigning VM i to host j for the two  
objective functions: 

 2,1, * ijijij ηηη =  (12) 

Finally, J is a random variable selected according to the following random-
proportional rule probability distribution Eq. (13) which is the probability that ant k 
chooses the next VM to be placed. 
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5.3 Local Pheromone Updating Rule 

After iteration, local pheromone updating which is applied to all edges is refreshed by 
Eq. (14). 

 )()()1()1( ttt ijijij ττρτ Δ+−=+  (14) 

Where, ρ is the trail decay, 0 < ρ < 1 and Δτij(t) is computed by Eq. (15). 

 ∑ = Δ=Δ NOA
1 )()( k

k
ijij tt ττ  (15) 

Where, )(tk
ijτΔ  is a quantity of pheromone of ant k computed by Eq. (16). 
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Where, Tk(t) is the tour or solution done by ant k at iteration t, Lk(t) is length of tour 
(the total memory resource wastage and the total CPU resource wastage of this tour) 
that is computed by Eq. (17), and Q is an adaptive parameter. It is very helpful in the 
cloud environment to depend on the result in the past task scheduling. 
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Where, um is the total number of used severs in this tour. 

5.4 Global Pheromone Updating 

When all ants complete a traverse, global pheromone updating reinforces phero-
mone on the edges belonging to the all non-dominated or Pareto solutions computed 
by Eq. (18). 

 )()()1( ttt ijijij
+Δ+=+ τττ  (18) 

Where )(tij
+Δτ  is computed by Eq. (19). 
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Where, nos is the number of solutions in Pareto set and  )(tsol
ijτΔ   is a quantity of 

pheromone of the solution sol in Pareto set computed by Eq. (20) on each edge (i,j) 
that it has used.  
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Where, Lsol (t) is the length of the non-dominated solution tour (Tsol). This global 
updating rule tries to increase the learning of ants 

5.5 Non-Dominated (Pareto) Solution 

The majority of existing multi-objective optimization problems uses the concept of 
dominance during selection. The goal is to efficiently obtain a set of non-dominated 
solutions (the Pareto set) and can be evaluated using the procedure in [15]. 
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6 Implementation and Experimental Results 

The researcher has used CloudSim for experimenting in simulated cloud environment 
because CloudSim can be used to model data centers, host, service brokers, schedul-
ing and allocation policies of a large scaled cloud platform [16, 17]. The experiments 
are implemented using CloudSim platform. We randomly generated problem instanc-
es. The instances were a demand set of CPU and memory utilizations for different 
numbers of VMs. The number of servers was set to the number of VMs in order to 
support the worst VM placement scenario, in which only one VM is assigned per 
server. After the VM placement algorithm was finished, if there were several non-
dominated solutions, one solution belonging to the set of non-dominated solutions 
was randomly chosen. The VM placement algorithms that are compared in the exper-
iments include: FFD-CPU, FFD-MEM, BFD-CPU, BFD-MEM, VMPACS algorithm 
and the proposed algorithm.  FFD places items in a decreasing order of size after that 
and at each step; the next item is placed to the first available host.  FFD-CPU is the 
FFD solution sorted by virtual-machine CPU processing requirements and FFD-MEM 
represents the FFD solution sorted by memory requirements.  BFD likes FFD but it 
places a virtual machine in the fullest server that still has enough capacity. BFD-CPU 
and BFD-MEM are the BFD solutions sorted by CPU processing requirements and 
memory requirements, respectively.  

The programs for the compared algorithms were coded in the Java language under 
CloudSim platform that ran on an Intel Pentium processor with 1.7 GHz CPU and 256 
MB RAM. . The parameter settings of VMPACS algorithm are as follows.  NOA 
(number of ants) = 10, tmax (number of iterations) = 100, α = 0.45, ρl = ρg = 0.35, and 
q0 = 0.8   as in [3]. The parameters (α, ρ, tmax, m the number of ants and Q) consid-
ered here are those that affect directly the computation of the algorithm. Several val-
ues for each parameter were tested while all the others were held constant on 100 
VMs.  The parameter settings of the proposed algorithm were determined to be α = 
0.4, ρ= 0.3, tmax=100, NOA = 8, Q=1.0, τ0 = .01 and q0 = 0.9. VM placement under 
the proposed and VMPACS algorithms combines the partial solution information 
under construction and the feed information of the reserved time of a non-dominated 
solution in the external set and simultaneously incorporates continuous updating of 
pheromone, therefore they can find more appropriate VM placement and achieve 
better performance.  The CPU resources wastage and the memory resources wastage 
of the same experiment are shown in Fig. 1 and Fig. 2 respectively. It is shown from 
Fig. 1 and Fig. 2 that the proposed algorithm can find the solutions with a smaller 
number of used servers and high resource utilization compared to FFD-CPU, FFD-
MEM, BFD-CPU, BFD-MEM and VMPACS algorithms. The proposed algorithm 
also produces the lowest resource wastage in many cases of different number of virtu-
al machines. The proposed algorithm outperforms FFD-CPU, FFD-MEM, BFD-CPU 
and BFD-MEM algorithms because it is able to search the solution space more effi-
ciently based on models for minimizing total CPU processing resources wastage, 
memory resources wastage and the total power consumption.  The proposed algo-
rithm outperforms VMPACS algorithm because the resource wastage model in 
VMPACS algorithm deals with CPU and memory as commensurable objective func-
tion measured in the same units but the proposed algorithm deals with the CPU and 
memory as non-commensurable and use two objective functions. 



162 M.A. Tawfeek et al. 

 

 

 

Fig. 1. The total CPU processing resources wastage for FFD-CPU, FFD-MEM, BFD-CPU, 
BFD-MEM, VMPACS and proposed algorithm 

 

Fig. 2. The total memory resources wastage for FFD-CPU, FFD-MEM, BFD-CPU, BFD-
MEM, VMPACS and proposed algorithm 

Fig. 3 plots the time required to generate set of non-dominated solutions for all al-
gorithms with the same procedure used in [15]. The proposed algorithm takes less 
than one minute to solve the difficult 300-VM and 300-host placement problem. 
Therefore, we can say that the proposed algorithm and VMPACS algorithm are suita-
ble for large data centers moreover the proposed algorithm take less time to placement 
process in each size of VMs than VMPACS. The reason is that the proposed algo-
rithm use less computational approaches in updating local and global pheromone than 
VMPACS. 
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Fig. 3. The overhead time required for FFD-CPU, FFD-MEM, BFD-CPU, BFD-MEM, 
VMPACS and proposed algorithm 

7 Conclusions and Future Work 

In this paper, the problem of virtual machine placement is formulated as a multi-
objective optimization problem aiming to simultaneously optimize total memory  
resource wastage and total processing resource wastage. After that, ant colony optimi-
zation algorithm was proposed to solve the formulated problem. The proposed algo-
rithm developed to effectively deal with the potential large solution space for large 
scale data centers and to obtain a set of non-dominated solutions. The proposed algo-
rithm compared with VMPACS algorithm and well-known bin-packing algorithms 
such as FFD-CPU, FFD-MEM, BFD-CPU and BFD-MEM have been evaluated with 
the number of virtual machines varying from 50 to 300. The results demonstrate that 
proposed algorithm is the superior and outperformed the compared approaches. In the 
future work, the proposed algorithm will be compared with other meta heuristics algo-
rithms to ensure its high performance. Moreover, the proposed algorithm will be op-
timized to handle peak temperature among the servers and the carbon emission from 
the proposed algorithm will be considered. In addition, using   rough sets and ant 
colony optimization in feature extraction may provide more challenging and may 
allow us to refine our learning algorithms and/or approaches to the minimizing re-
source wastage [18]. 
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Abstract. In the last two decades, different watermarking schemes are proposed 
for image authentication and copyright protection. The accuracy of both tamper 
detection and localization are considered as two important aspects of 
authentication of watermarking schemes. In this paper, a novel hybrid Chaos 
and Fuzzy C-Means (FCM) clustering technique is proposed for watermarking 
authentication. The proposed technique is used to improve the security of the 
watermarking system and it can be applied to any image with different sizes. 
The Chaotic maps are sensitive to initial values, so watermark can’t be 
established without the same initial values. Therefore, it gives high security to 
scheme. The Fuzzy C-Means clustering technique is used to make the 
watermark dependent on the plain image. The experimental results show that 
the proposed scheme achieves superior tamper detection and localization 
accuracies under different types of image attacks.    

Keywords: Digital watermarking, Image authentication, Chaotic map, Fuzzy 
C-Means (FCM) clustering, Tamper detection. 

1 Introduction 

By virtue of the widespread and rapid growth of Internet technologies, people can 
exchange information easily and rapidly. Digital media such as text, audio, images, 
and video are commonly transmitted via the Internet. Trustworthy, digital multimedia 
plays an important role in applications such as news reporting, intelligence 
information gathering, criminal investigation, security surveillance, and health care. 
Many image processing software are developed, therefore the digital data can be 
easily manipulated, tampered, and distributed with the help of the powerful image 
processing tools. The digital multimedia authentication and copyright have become an 
important issue, so digital watermarking has been proposed. For instance, the ease and 
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extent of such manipulations emphasize the need for image authentication techniques 
in applications where verification of integrity and authenticity of the image content is 
essential. The digital multimedia authentication and copyright can be applied by the 
knowledge called digital watermarking. It is the process that embeds data called a 
watermark into a multimedia object. This process is imperceptible to human observer 
in such a way that the watermark can be later on detected or extracted for object 
assertion purposes by computer algorithm [1]. 

Digital watermarking can be classified according to the invisible watermark into 
three different categories [2]: robust, fragile, and semi-fragile watermarking. A robust 
digital watermarking is performed to assure that the encapsulated information cannot 
be destroyed during any computer attack. A fragile digital watermarking is performed 
to ensure that detecting the presence of alterations in the image and the encapsulated 
information can be easily destroyed during any malicious attacks and non-malicious 
attacks. In other words, a fragile watermarking can detect any modification to the 
image. A semi-fragile digital watermarking is like the fragile one. It can be destroyed 
by certain types of attacks, e.g., addition or removal while resisting minor changes 
called non-malicious attacks e.g., JPEG compression. In other words, it can localize 
and detect modifications to some important applications for robust watermarking, 
such as fingerprinting, data mining, copyright protection, and ownership of the digital 
media. The main application field of fragile and semi-fragile watermarking is the 
image and video content authentication. So, image authentication watermarking 
techniques can be classified into three different categories [2]: fragile, semi-fragile, 
and content-based fragile watermarking. Content-based watermarking can detect only 
the significant changes in the image when we permit content saving processing, for 
example coding and scanning. A fragile watermarking constitutes three components 
[3]: embedding of the watermark, tamper detection, and tamper localization. The 
embedding of the watermark is a procedure which applies a watermark on the source 
image before its distribution. The marked image is substantially identical to the 
original image for an external user. The tamper detection is principally based on 
statistical processes. The tamper localization locates the tampered areas on the image. 
A result of the tamper localization process can be a two level image showing the 
ground of the tampered regions. The watermarking extraction techniques are 
classified into three different categories [4]: non-blind, semi-blind, and blind. Non-
blind methods need the original image which limit their usage since the original 
image is complicated to obtain on occasion. Semi-blind methods do not require the 
original image as they need the watermark or little side information. Blind methods 
require neither the original image nor the watermark. 

The remainder of this paper is organized as follows. In section 2, some current 
related work on Chaos and FCM clustering techniques are discussed. In section 3, the 
proposed watermarking scheme is discussed which includes authentication data 
embedding procedure and tamper detection procedure. The experimental results are 
presented in section 4.  Finally, the conclusion is briefly described in section 5. 
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2 Related Work 

In last decades, there are several watermarking schemes have been proposed for 
image authentication. In this section, we will take a look at some of published work in 
the field of watermarking. For example, Chen and Wang  [5] proposed a block-based 
fragile watermarking scheme for image authentication. The FCM clustering technique 
is proposed to construct the relationship between image blocks and provide more 
accurate tamper detection and localization. The effectiveness of their proposed 
scheme can effectively detect and locate unauthorized manipulations caused by a 
series of attacks. They compared their work with others with respect to the image 
quality, tamper detection without post processing, and tamper detection with post 
processing scheme. On the other hand, their proposed scheme deal only with square 
images and they did not mention how to detect the tamper in the processed image. 

Di Martino and Sessa [6] proposed  a fuzzy transform for a fragile watermarking 
tamper detection with compressed images. A fuzzy transform is applied to compress 
each blocks and get on the outcome reduce the memory necessary to the storage of the 
image data set. Also, the FCM clustering technique is proposed to construct the 
relationship between image blocks and provide more accurate tamper detection and 
localization. The proposed scheme can resist various types of computer attacks and it 
is good in terms of accuracy for tamper detection. 

Suthaharan [7] proposed a fragile image watermarking technique for pixel level 
tamper detection and resistance. A Logistic map is proposed to take advantage of its 
sensitivity to a small change in the initial condition. It uses five most significant bits 
of pixels to generate watermark bits and embeds them in the three least significant 
bits. It improves tamper detection and resistance capabilities. Also, the confusion 
process is used to induce complexity in the relation map between the distribution of 
the watermark and the value of the user-defined key. He presented two new 
approaches called nonaggressive and aggressive tamper detection algorithms.  

Nesakumari and Maruthuperumal [4] proposed a Chaotic system which depends on 
the normalized image watermarking scheme. Their normalization transform which 
consists of the Arnold cat map transforming and Logistic map has better robustness. It 
overcomes geometrical attacks. Their proposed scheme deals only with the square 
images.  

Tong et al. [8] proposed a watermarking approach to provide an enhanced 
tampering localization and self-recovery. They divided the image into non-
overlapping 2×2 blocks. A Chaotic map is applied to improve the rate of tampering 
localization and security. Furthermore, a sister block embedding scheme is proposed 
to improve the recovery effect after tampering. Their proposed scheme can be more 
secure and has better effect on tampering detection and recovery even though the 
tampered area is relatively large.  

Jiang and Chen [9] proposed a Chaos in interpolatory orthogonal multi-wavelets 
domain for a digital watermarking algorithm. The Logistic Chaotic mapping and Arnold 
transforming are employed to scramble the original watermarking image in order to 
improve the security of the watermark embedding algorithm. The watermark information 
is embedded into the middle frequency interpolatory orthogonal multi-wavelets 
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transforming coefficients of the image to find the multi-resolution decomposition 
coefficients from the samples of the signal rather than the inner products.  

Teng et al. [10] proposed a cryptanalysis and an improvement of a Chaotic system 
based on the fragile watermarking scheme to detect the tampered areas. The 
improvement measure is presented to enhance the security of the fragile watermarking 
scheme. Their experimental results showed that the improvement measure is 
presented to enhance the security of the fragile watermarking scheme.  

Our proposed watermarking scheme is based on the Arnold cat map (ACM) [11, 12, 
13], the Logistic map [14], and the FCM clustering technique [15]. We divide the image 
of size N ×  M into non-overlapping blocks according to the greatest common divisor 
of N and M. The places of the pixels of the image are change by using ACM and a 
Chaotic image pattern. They are generated by using Logistic map to improve the 
security of the proposed scheme. The Fuzzy C-Means clustering technique is used to 
make the watermark dependent on the plain image. A watermark is obtained by using 
exclusive-or (XOR) operation between Chaotic image pattern obtained by using logistic 
map (the binary watermark) and a binary logo obtain by FCM clustering. The image is 
divided into 8-bit planes and the LSB plane is used for watermark embedding. 

3 The Proposed Scheme 

The proposed scheme consists of two procedures: authentication data embedding 
procedure and tamper detection procedure. Details of the proposed scheme are 
described in the following subsections. 

3.1 Watermark Embedding 

The inputs of the watermark embedding phase are a grayscale original image ܩ of 
size ܰ ×  the weighting exponent ݉, the ,ܥ pixels, the number of clusters ܯ 
termination threshold ɛ For FCM, a and  b parameters, the number of iterations k of 
the Arnold’s cat map, μ , and x଴ of the Logistic map and a binary watermark ܹܯ of 
size ܰ ×  ௐ and ܷ is aܩ Whereas, the output of this phase is a watermarked image .ܯ 
fuzzy partition matrix or called membership matrix. As shown in Fig. 1, the 
watermark embedding phase consists of 6 steps as follows: 

In step1, let a grayscale original image ܩ of size ܰ ×  pixels is presented. We ܯ 

calculate the greatest common divisor of N and M called ݈݀݁ݔ݅݌. After that, we divide 
the original image ܩ  into non-overlapping  ݈݀݁ݔ݅݌ × blocks  B୨(1 ݈݁ݔ݅݌݀  ≤ j ≤ ( ಿ೏೛೔ೣ೐೗ × ಾ೏೛೔ೣ೐೗). Moreover, each block image B୨ is scrambled alone using ACM k 

times. Then, each block image in new image denoted by BGୱୡ୰ of size ܰ ×  is ܯ 

collected. 
In step2, BGୱୡ୰  of size ܰ × × ܰ) is rearranging to get a new matrix denoted by B′Gୱୡ୰ of size ܯ  (ܯ  × 1  by applying the FCM clustering. Any pixel is 

considered as a block in B′Gୱୡ୰ to acquire a membership matrix  ܷ ∈  [0, 1] of size ܥ ×  (ܰ ×  and a set of Cluster centers ܸ. Then, we obtain a new membership (ܯ 
matrix ሷܷ ∈  [0, 1] of size ܥ ×  (ܰ ×  membership degrees ܥ by rearranging the  (ܯ 
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of each column in matrix ܷ in a descending order. After that, generate a feature 
sequence ܨ ∈ {0, 1} of size 1 ×  (ܰ × ܨ     :by the following equation (ܯ  = ඃ ሷܷଵ௝ − ሷܷ௖௝ඇ, 1 ≤ j ≤  ܰ ×  (1)             ,ܯ 

where ሷܷଵ௝ and ሷܷ ௖௝   represent to maximum and minimum values of ݆ݐℎ column in ሷܷ , 
respectively, and,ڿ.  to get the pattern ܨ operation. Rearrange ݀݊ݑ݋ݎ represent to  ۀ
corresponding with the image BGୱୡ୰  of size ܰ ×  .ܯ 

 
Fig. 1.  The block diagram of the embedding process 
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In step3, we apply the logistic map with initial condition μ and x଴ to generate a 
Chaotic sequence ܵ of size 1 × (ܰ ×  The Chaotic sequence is rounded off and .(ܯ 
rearranged to get the Chaotic image pattern Sୡ୮ ∈ {0, 1} of size ܰ ×  Also, an .ܯ 
integer sequence ܼ ∈ {0, 1} of length 1 × (ܰ ×  through ܵ is generated using the  (ܯ 
following formula: ܼ = Sہ ∗ 10଻ۂmod(2),                        (2) 

where ݉݀݋ and ہ.  represent to the rest of the divisible and floor operation. We ۂ
rearrange integer sequence ܼ to get the pattern Z୮ ∈ {0, 1} corresponding with the 
image of size ܰ ×  .ܯ 

In step4, the scrambled image ܤGୱୡ୰ is divided into 8-bit planes, from the most 
significant bit plane BGୱୡ୰8 to the least significant bit plane BGୱୡ୰1. A bit can contain 
different amounts of information depending on its position in the pixel. The higher 4 
bits (8th, 7th, 6th and 5th) carry 94.125% of the total information of the image. On the 
other hand, the lower 4 bits (4th, 3rd, 2nd and 1st) carry less than 6% of the image 
information. 

In step5, a binary Chaotic watermark ܥௐெ ∈ {0, 1}  is obtained of size ܰ ×  by ܯ 
using exclusive-or operation between the watermark ܹܨ ,ܯ and Sୡ୮ as the following 
formula: Cwm = ܨ ⊕ ⊕ ܯܹ Sୡ୮.                   (3) 

The watermark Cwm is dependent on the plain original image due to the FCM 
clustering (ܨ ). So, different original image generate different watermark and any 
modification on the watermarked image will affect the watermark even if the 
watermark is obtained before. The lower two bit planes of BGୱୡ୰1and BGୱୡ୰2 are 
replaced by Cwm  according to Z୮. If Z୮ = 0, we replace the correspondence position 
bit in BGୱୡ୰1; if Z୮ = 1, we replace the correspondence position bit in BGୱୡ୰2. 

In step6, all 8-bit planes of image BGୱୡ୰ of size ܰ ×  are collected with new ܯ 
modified in BGୱୡ୰1and BGୱୡ୰2 .We take the greatest common divisor of N and M 
called ݈݀݁ݔ݅݌. After that, we divide BGୱୡ୰ into non-overlapping ݈݀݁ݔ݅݌ ×  ݈݁ݔ݅݌݀ 
blocks B୨(1 ≤ j ≤  ( N೏೛೔ೣ೐೗ × M೏೛೔ೣ೐೗). Moreover, each block image B୨ is scrambled 

alone, using ACM (ܶ − ݇) times.Then; we collect each blocks image in new image 
called watermarked image ܩௐ of size ܰ ×  where T is the period of cat map ,ܯ 
depend on a, b and k. 

3.2 Tamper Detection 

The inputs of the tamper detection are a watermarked image ܩௐ of size ܰ ×  ܯ 
pixels, the fuzzy partition matrix ܷ or called membership matrix, the number of 
iterations k of the Arnold’s cat map, μ and x଴ of the Logistic map, and a binary 
watermark ܹܯ of size ܰ ×  Also, the outputs of the tamper locate the tamper .ܯ 
region. As shown in Fig. 2, the tamper detection phase consists of 3 steps as follows. 

In step1, we have a grayscale original image ܩௐ of size ܰ ×  pixels. We take ܯ 
the greatest common divisor of N and M called ݈݀݁ݔ݅݌. After that, the image ܩௐ is 
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In step2, we obtain the same Chaotic image pattern Z୮ and Sୡ୮ as in step3 and F as 
in step2 of embedding algorithm. Then, we extract direct watermark  CEwm ∈ {0, 1} 
of size N ×  M  from LSB( BGwୱୡ୰1, BGwୱୡ୰2) according to Z୮. We generate 
extracted watermark Wext ∈ {0, 1}of size N ×  M by using exclusive-or operation 
between the watermark WM, F and Sୡ୮ as the following formula: Wext = ܨ ⊕ CEwm ⊕ Sୡ୮.                   (4) 

In step3, we take the absolute difference of extracted watermark Wext and a binary 
watermark ܹܯ denoted by ܩܮ ∈ {0, 1} of size N ×  M. We take the greatest common 
divisor of N and M called ݈݀݁ݔ݅݌. After that, we divide ܩܮ into non-
overlapping ݈݀݁ݔ݅݌ × blocks B୨(1 ݈݁ݔ݅݌݀  ≤ j ≤  ( N೏೛೔ೣ೐೗ × M೏೛೔ೣ೐೗). Moreover, each 

block image B୨ is scrambled alone, using ACM (T-k) times. Then, we collect each 
blocks image in new image called locate the tamper region. 

4 Experimental Results 

A series of experiments were conducted to demonstrate the validity of the proposed 
fragile watermarking scheme. They are conducted to quantitatively evaluate the 
performance of the proposed scheme. The peak signal-to-noise ratio (PSNR) was 
adapted to measure the image quality of a watermarked image[10]: PSNR = 10 × logଵ଴ ଶହହమெௌோ  (5)                   ,(ܤ݀)
where MSR is the mean squared error between the original image ܩ and the 
watermarked image Gw  which can be calculated from the following equation: MSR = ଵM×N ∑ ∑ ( G୧୨ −  Gw୧୨)ଶM୨ୀଵM୧ୀଵ .                  (6) 

Table 1. The PSNR for various standard images 

Image name size ࡾࡺࡿࡼ Image name size ࡾࡺࡿࡼ 

cameraman 256 × 256 50.3050 sailboat 512 × 512 50.2383 

pool 256 × 256 49.6409 doll 320 × 240 50.0682 

airfield 1042 × 1024 50.1700 field 320 × 240 49.9811 

airplane 512 × 512 50.1988 sofa 320 × 240 50.1785 

baboon 512 × 512 50.2674 arctichare 400 × 594 48.9529 

boat 512 × 512 50.2769 cablecar 480 × 512 50.1948 

fruits 512 × 512 50.2872 mountain 480 × 640 49.6236 

goldhill 512 × 512 50.1944 watch 383 × 510 50.4494 

peppers 512 × 512 50.2386    
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Table 2. The comparison results of PSNR of watermarked images 

Image name Chen and  Wang Bakrawy et al Proposed scheme 
pool 44.48 46.53 49.6409 

sofa 44.14 45.99 50.1785 

doll 44.20 46.03 50.0682 
field 44.07 46.59 49.9811 

In this scheme, a grayscale original image ܩ of size ܰ × ܰ pixels may be ܯ  =  ܯ 
called square image. To precede all of the experiments, the values for the weighting 
exponent  ݉, and the termination threshold ɛ and the number of clusters C were set to 
2, 1݁ − 5 and 5, respectively. The parameters of ACM are a = 1, b = 1 and ݇ = 75 for 
square image only. Also, it must be greater than T, so we select value according to 
divide the original image of different dimensions. The parameters of logistic map are 
chosen as μ = 3.854 and x଴= 0.654. The size a binary watermark WM adapted with 
size of original image G. 

The peak signal-to-noise ratio (PSNR) for the watermarked images is shown in Table 
1. Note that, if N or M is prime, then the greatest common divisor of N and M equal to 
one, so take k is any value and taking into account that the T must be greater than k. 

The comparison results of image quality are summarized for the result or PSNR 
proposed scheme, Chen and Wang’s approach [5] and  Bakrawy et al.’s approach [17] 
show in Table 2.  

 

 
Fig. 3. Text addition attack 

 
Fig. 4. Copy and paste attack 

(a) Original 
airfield image.

(b) Watermarked 
airfield image. 

(c)Tampered image. (d) Detected 
tampered region. 

(a) Original 
cameraman 

(b) Watermarked 
cameraman image. 

(c)Tampered image. (d) Detected 
tampered region. 
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Fig. 5. Content removal attack 

 
Fig. 6. Collage attack 

 
Fig. 7. Gaussian noise attack 

 
Fig. 8. Copy and paste attack 
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tampered region. 
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4.1 Performance Under Attacks 

In the experiments, the Original cameraman image is shown in Fig. 3 (a), the 
watermarked cameraman image is shown in Fig. 3 (b) and it is modified by adding the 
text “cameraman” at the center of the image is shown in Fig. 3(c). Also,  the Original 
airfield image is shown in Fig.4 (a), the watermarked airfield image is shown in Fig.4 
(b)  and it is modified by inserting two more planes in the image, where the planes are 
copied from the same watermarked image is shown in Fig. 4 (c). After that, the 
Original goldhill image is shown in Fig. 5 (a), the watermarked goldhill image is 
shown in Fig. 5(b) and it is removed without degrading the image quality. We have 
removed window of the house from the watermarked image is shown in Fig. 5 (c). 
Further, the counterfeit image is shown in Fig. 6 (c) was constructed by copying the 
plane from the watermarked airplane image is shown in Fig. 6(a) and inserting it in 
sky of watermarked cablecar image is shown in Fig. 6 (b). Moreover, the Original 
fruit image is shown in Fig. 7 (a), the watermarked fruit image is shown in Fig. 7 (b). 
We apply the Gaussian noise in the watermarked image is shown in Fig. 7 (c). 
Finally, the watermarked baboon image is shown in Fig. 8 (b). We apply the cropping 
attack in the watermarked image is shown in Fig. 8 (b) and Fig. 8 (c). 

5 Conclusion 

The digital multimedia authentication and copyright have become an important issue, 
so digital watermarking has been proposed. The digital multimedia authentication and 
copyright can be applied by the knowledge called digital watermarking. It is the 
process that embeds data called a watermark into a multimedia object. This process is 
imperceptible to human observer in such a way that the watermark can be later on 
detected or extracted for object assertion purposes by computer algorithm.         

In this paper, a novel watermarking authentication based on hybrid Chaos and 
FCM clustering is proposed. Instead of using any secret keys, we used Chaotic maps 
as keys to make the scheme highly secure and sensitive to initial values. Since the 
watermark is dependent on the plain image, it is very difficult to find initial values for 
Chaotic maps and the technique of a FCM clustering to assume the watermark. 
Experimental results show that our scheme has high fidelity and it is capable of 
localizing modified regions in watermarked image with different sizes. In the future 
work, we will work on how to increases the security of our proposed schema.  
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Abstract. Image forgery detection is currently one of the interested research 
fields of image processing. Copy-Move (CM) forgery is one of the most 
commonly techniques. In this paper, we propose an efficient methodology for 
fast CM forgery detection. The proposed method accelerates blocking matching 
strategy. Firstly, the image is divided into fixed-size overlapping blocks then 
Discrete Cosine Transform (DCT) is applied to each block to represent its 
features, which are used to indirectly compare the blocks. After sorting the 
blocks based on DCT coefficients, a distance is measured between nearby 
blocks to denote their similarity. The proposed Fan Search (FS) algorithm starts 
once a duplicated block is detected. Instead of exhaustive search for all blocks, 
the nearby blocks of the detected block are examined first in a spiral order. The 
experimental results demonstrate that the proposed method can detect the 
duplicated regions efficiently, and reduce processing time up to 75% less than 
other previous works.  

Keywords: Image tampering, Copy-move forgery, Image fakery detection, 
Image falsification detection, Blind image forensics. 

1 Introduction 

As image is better than thousands of words, World Wide Web (WWW) nowadays 
contains a large amount of digital images used for effective communication process. It 
becomes very ease for anyone to edit photographs by using available image editing 
tools. Detection of digital image forgery is an important task in many fields such as 
journalism that form public opinion to the community, crime etc. In addition, fake 
photos are used to the defaming business and political opinions. This makes it 
necessary to verify the authenticity of the images.  

Image forgery can be classified into three types: (1) image enhancement; such as 
blurring, contrast or brightness alteration etc., (2) image compositing; that mixes 
between two or more different images and (3) copy-move forgery; where some parts 
of an image are copied and pasted to another place of the same image. Also the 
techniques of image forgery detection can be categorized into two methods: active 
and passive. Active methods such as watermarking [1] and illegal image copy 
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detection [2-4] depend on prior information about the original image that in many 
cases is not available. Passive or blind methods should be used to authenticate the 
image originality such as Pixel-based, Format-based, Physically-based, Geometric-
based, Statistical-based and Camera-based techniques [11].  

In this paper, CM forgery type is considered. Generally, the most performed 
operations in (CM) forgery are either hiding a region in the image, or adding a new 
object into the image. To detect the duplicated CM regions, Block Matching is one of 
used methods, where the image is dividing into fixed-size overlapping blocks then 
each block is matched with all other blocks in the same image. Some of features are 
extracted as representative of blocks that are used for matching with the other blocks. 
The result is matched blocks with considering distance threshold. However, this 
method is time consuming strategy. There are various other approaches to enhance the 
block matching complexity. In general, CM forgery detection consists of basic steps; 
feature extraction, matching, and copy decision based on the similarity information 
between blocks. In the feature extraction step, features are selected from each block, 
which are used to compare the blocks. 

Huang et al. [5] used DCT (discrete Cosine transform) as the discriminative 
features. The main benefit of using it is the strong energy compaction property of 
DCT that any type of manipulations such as JPEG compression and noise addition 
will not affect the coefficients energy. However the above method fails for any type 
of geometric transformations of the block such as rotation, scaling etc. Popescu et al. 
[6] used a principal component analysis (PCA) on image blocks as features. In 
Tripathi’s et al. work [8], after dividing the image to blocks, each block has been 
divided into four equal-sized sub-blocks to give features of each block. This method 
is good for some geometrical transformations like scaling, rotation.  

In this work, we accelerate the CM forgery detection time by examining the 
neighbours of first detected blocks in a fan like order. The proposed system can also 
give accurate results even in wake of Gaussian blur and JPEG compression. 

The rest of the paper is organized as follows; Section 2 explains the details of the 
proposed system. Section 3 presents the experimental results while Section 4 
concludes the paper 

2 Proposed Method 

CM in digital image could be performed for at least one region in the tampered image. 
The task of detection is to determine whether an image contains duplicated regions. 
For instance, Figure 1 depicts a famous example of CM which not only altered a 
photograph but also the history as well. The image is since 1930, where a commissar 
was removed from the original image after falling out of favour with Stalin.  



 Fan Search for Image Copy-Move Forgery Detection 179 

 

 

Fig. 1. An example of CM forgery; (left) the altered image, (right) the original image 

Since the shape and the size of the regions are unknown, it is definitely 
computationally impossible to examine every possible pairs of regions with different 
shapes and sizes. It is more effective to divide an image into fixed-sized overlapping 
blocks.  

The proposed system (Figure 2) is applied on grayscale images only. Thus, if the 
input image is RGB, it converts the image into the corresponding gray scale version 
by (1).  

I = 0.228R + 0.587G + 0.114B                         (1) 

In the proposed system the image is divided into 1-pixel overlapped blocks. 
Features are extracted from each block by applying DCT. Zigzag order is used to 
convert the block into vector, and then some coefficients have been truncate to reduce 
the dimension of the features and reduce processing time. The blocks are 
lexicographically sorted by radix sort [9] based on its features and the difference 
between each nearby pairs of blocks is computed. If the difference is less than some 
threshold, then two blocks are considered to be similar. Spatial distance between these 
blocks is calculated to reduce false detection. Once a match is detected, the sequential 
blocks comparison is stopped and fan search (FS) method is applied in a spiral (Fan) 
order for the 8-directions block neighbors.  Each step of the system will be discussed 
in more details in this section. 

2.1 Blocking Stage 

For an image of size M × N, the image could be divided into small fixed-size 
overlapping blocks of b × b pixels, resulting in B blocks where 

B= (M-b+1) × (N-b+1)                                  (2) 

2.2 Features Extraction 

Each block is represented by the quantized DCT coefficients. Assuming the size of 
the block is ܾ, there are ܾଶ elements in the transformed coefficients matrix. A zigzag 
scan is performed to convert the blocks into vector of sorted frequencies (low 
frequency, middle frequency and high frequency) as shown in Figure 3.  
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Similar blocks have equal DCT coefficients. Low frequencies coefficients are 
sufficient for determining this equality. So, the DCT coefficients vector is truncated 
up to L coefficients to reduce the feature vector length and the processing time. All 
blocks features are lexicographically sorted by radix sort [9] based on their L features 
and saved in the sorted matrix Fsorted. 

 

Fig. 2. Flowchart of proposed CM detection method 

 

Fig. 3. Formation of column vector   

2.3 Duplicated Blocks Detection 

Assume two adjacent blocks feature vectors ݏܨ௜and ݏܨ௜ାଵ, the difference between 
both feature vectors is calculated by (3): ݂݀݅ = ∑ หݏܨ௜௝ − ௜ାଵ௝ݏܨ ห௅௝ୀଵ ⁄ܮ  ,    (3) 
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where L is the length of the feature vector. If ݂݀݅ is less than a threshold T, then two 
blocks are supposed to be similar. In addition, spatial distance is tested by (4) to 
eliminate the false positives. 
ݏ݅݀  = ට(ܤ௜୶ − ௜ାଵ୶ܤ )ଶ + ௜୷ܤ) − ௜ାଵ୷ܤ )ଶ      (4) 

where (ܤ௜௫ , ܤ௜௬) is the position of  block i and (ܤ௜ାଵ௫ ௜ାଵ௬ܤ ,  ) is the position of block 
i+1, Consider only ݀݅ݏ > ܰ݀. 

2.4 Fan Search Method 

Once a match is detected, the matched blocks are retrieved as C1 and C2, and the 
position of both block are set to (x1,y1) for C1 and (x2,y2) for C2. FS searching 
algorithm is applied as the following steps: 

1- Flag and Sim are initialized by 1, which refers to the possibility of 
comparison between the blocks. 

2- Distance (D) and Move variable (MV) are initialize by D=1, MV=0. 
3- Eight neighbours blocks ( ଵܲ , ଶܲ, … and ଼ܲ ) blocks are retrieved for C1 and C2. 
4- Compare between blocks pairs with similar direction as in section 2.3. 
5- If blocks are similar, mark the regions in the map image and increase MV by 

1. New eight neighbours are identified. If the new eight neighbours are the 
same eight neighbours examined before, D is increasing by 1, new eight 
neighbours are identified and go to step 4. 

6- If D is greater than image size (M or N) in any direction, set Flag by 0 and 
stop the comparison.  

7- If blocks are not similar, set Sim=0 and stop the comparison.  
 

Here is an example, if first center is ܥଵ = ,ଵݔ) ଶܥ ଵ) and second center isݕ ,ଶݔ)= ܦ) ଶ), Then distance between center and neighbours isݕ = 1,2, … 9). In order to 
search in all neighbours, assume move variable which is (ܸܯ = 0,1, … ). Eight 
parameters, ଵܲ, ଶܲ, … and ଼ܲ  defines as: 

ଵܲ = ଵݔ) − ,ܦ ଵݕ − ܦ + ଶܲ ,(ܸܯ = ଵݔ) − ,ܦ ଵݕ + ଷܲ ,(ܸܯ = ଵݔ) − ܦ + ,ܸܯ ଵݕ + ସܲ ,(ܦ = ଵݔ) + ,ܸܯ ଵݕ + ହܲ ,(ܦ = ଵݔ) + ,ܦ ଵݕ + ܦ − ଺ܲ ,(ܸܯ = ଵݔ) + ,ܦ ଵݕ − ଻ܲ ,(ܸܯ = ଵݔ) + ܦ − ,ܸܯ ଵݕ − ଼ܲ and (ܦ = ଵݔ) − ,ܸܯ ଵݕ −   .(ܦ

The blocks of similar direction will be compared. If D is greater than M or N then 
flag=0, and if this blocks are not similar, then set sim=0. If flag=0 or sim=0 in the 
direction, then this direction is stopped. If blocks are similar, mark the regions in the 
map image.  Also, isolated regions of area that is less than a threshold Ath is 
eliminated by opening operation. Finally, similar detected regions are marked in the 
altered image. Figure 4 illustrates the FS process. 
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Fig. 4. Example on FS algorithm  

3 Experimental Results and Discussion  

In this section, we first introduce the experiment procedure and parameters and then, 
discuss the results to prove the robustness and sensitivity of our algorithm. 

3.1 Experiment Method and Procedure 

The experiments were carried out on the Matlab R2012a running on 4 GB RAM and 
2.30 GHZ processor machine. All images used in the experiment were taken from the 
data set in [12]. All the images were 128×128 pixels gray image saved in BMP 
format. All the parameter in the experiment were set as: b=8, T = 0.3, Nd = 16 , Ath = 
10 and L=9. 

3.2 Visual Result 

We have performed four types of experiments to examine the robustness of our 
system.  

 
Experiment 1: In this experiment, a random rectangular region is copied and pasted 
in a non-overlapping place. The images shows in Figure 5 present the results of CM 
detection marked on the tampered images. Each row is composed of three images: 
original image, tampered image and result image from left to right. The four images 
indicate four possible positions of duplicated regions: horizontal, vertical, diagonal 
and ant diagonal. Table 1 shows the performance time of FS compared to other 
methods [5], [8], and [10] that applied to 100 images. Note that, the proposed method 
(FS) decreased the processing time up to 75% faster. Precision and Recall has been 
calculated as the metrics for quantifying the accuracy of forgery detection. We have 
used 50 images for calculating average precision and recall (see Table 2). From the 
results, it seems that the proposed system performs other systems in time and 
detection accuracy. 

The precision and recall are defined as follows: 
݊݋݅ݏ݅ܿ݁ݎܲ      = (ி௢௥௚௘ௗ ோ௘௚௜௢௡∩஽௘௧௘௖௧௘ௗ ோ௘௚௜௢௡)஽௘௧௘௖௧௘ௗ ோ௘௚௜௢௡     (5)    ܴ݈݈݁ܿܽ = (ி௢௥௚௘ௗ ோ௘௚௜௢௡∩஽௘௧௘௖௧௘ௗ ோ௘௚௜௢௡)ி௢௥௚௘ௗ ோ௘௚௜௢௡     (6) 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5. Shown are the different possible positions of duplicated regions in (a) horizontal, (b) 
vertical, (c) diagonal, and (d) anti diagonal directions 

Table 1. The performance time of different methods 

Time(s) 
G. Lynch [10] Y. Huang [5] R. Tripathi [8] Proposed FS 

7.68 4.7005 6.4018 1.2981 

Table 2. The precision and recall for different methods 

 
G. Lynch [10] Y. Huang [5] R. Tripathi [8] Proposed FS 

Precision 97% 99% 80% 99% 
Recall 95% 99% 75% 98% 

 
Experiment 2: An irregular region is copied and pasted in a non-overlapping area. 
Figure 6 shows the detection result of the system. 
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Experiment 3: The tempered image is distorted by blurring and JPEG encoder before 
CV detection. We have used 100 original images to make 100 tampered images by 
copying an irregular region at a random location and pasting onto a non-overlapping 
region using Photoshop editing tool. The tampered images together with their original 
were then distorted by different processing operations: JPEG compression with 
different qualities (Q=90 and Q=70) and Gaussian blurring (window size was 3 × 3 
and ơ = 1). Table 3 shows the average precision for different operations.  

 

Experiment 4: The system has been examined with different values of T. Table 4 
presents the number of true positives and false positives for various T, calculated on 
the images shown in Figure 7 which tempered area contains 564 blocks. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 6. Result of irregularly regions CM forgery detection 

Table 3. The precision for different operations 

Precision 
BMP JPEG (Q=90) JPEG (Q=70) Blurring 
99% 70% 60% 95% 

Table 4. The true positive and false positive for different threshold 

 
Threshold (T) 

Detection rates 
True Positive False Positive

0.1 100 %  0 % 
0.3 99 %  1 %  
0.5 96.5 %  3.5 %  
0.7 91.7 %  8.3 % 
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Fig. 7. Results of some images with variant values of T; first row presents the original images 
(left) and tempered images (right). Second row; White highlights (left) refers to T=0.1, and Red 
highlights (right) refers to T=0.3. Third row; Green highlights (left) refers to T=0.5, and Blue 
highlights (right) refers to T=0.7.  

4 Conclusion and Future Work  

In this paper, we have proposed a fast and efficient method for accelerating CM 
forgery detection. Instead of exhaustive block matching, fan search method is 
proposed. FS fasten CM forgery detection by comparing only the neighbors of 
suspected similar blocks. Our method detects the duplicated regions of tempered 
images even under the influence of blurring and JPEG compression. Results are not 
only much accurate but also the processing time is accelerated. The experimental 
results show that the proposed method has the ability to detect CM forgery in an 
image faster than other systems by about 75%. The method is to be improved for 
detecting duplicated region under the influence of geometric transformations such as 
rotation, scale etc.  
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Abstract. Interpreting brain waves can be so important and useful in
many ways. Having more control on your devices, helping disabled peo-
ple, or just getting personalized systems that depend on your mood are
only some examples of what it can be used for. An important issue in
designing a brain-computer interface (BCI) is interpreting the signals.
There are many different mental tasks to be considered. In this paper we
focus on interpreting left, right, foot and tongue imagery tasks. We use
Empirical Mode Decomposition (EMD) for feature extraction and Sup-
port Vector Machine (SVM) with Radial Basis Function (RBF) kernel
for classification. We evaluate our system on the dataset 2a from BCI
competition IV, and very promising classification accuracy that reached
100% is obtained.

1 Introduction

Consider the potential to manipulate computers or machinery with nothing more
than thoughts. Our brains are filled with neurons. Every time we think, move,
feel or remember something, our neurons are at work. That work is carried out
by small electric signals that zip from neuron to neuron. Although the paths
the signals take are insulated, some of the electric signal escapes. Scientists can
detect those signals, interpret what they mean and use them to direct a device
of some kind [1]. There are several applications that could make use of these
data. Such as: assistive technology, virtual reality [2], game controlling [3] and
robotics [4, 5]. We are interested in understanding these waves to be able to use
them as an input to other systems. Several studies have been made in this field
with varying results. We will focus on features extraction and classification of
the brain waves.

In this paper we propose a method for classification of the EEG signals.
This method consists of three steps: (1) Pre-Processing for eliminating unwanted
noise. (2) Features Extraction using Empirical Mode Decomposition (EMD) [6].
(3) Classification using Support Vector Machine (SVM) [7]. The method is ap-
plied to real human data, and better results relative to the state of art algorithms
are obtained.

In section two, we give related work and the available techniques used to solve
the problem of feature extraction and recognition of EEG signals. Details of our

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 189–198, 2014.
c© Springer International Publishing Switzerland 2014
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proposed model are presented in section three. The data set used, numerical
experiments and results are shown in section four, where we show the results
obtained by the selected method. Finally, conclusions are driven and presented
in section five.

2 Related Work

Many researchers use different techniques in feature extraction [8, 9, 10, 11].
Toka Fatehi et. al [12] gave an overview of different methods extracting features
from an EEG signal. These methods include: Time Analysis, Frequency Analysis,
Time-Frequency Analysis and Time-Frequency-Space Analysis.

In [12], it is shown that the best classification results were obtained from the
space-time-frequency analysis.

However, feature extraction methods aren’t restricted on Fourier Transform
presented in [12]. In [13], Hualou Liang et. al. showed that the Fourier-based
methods are designed for the frequency analysis of stationary time series, while in
neurobiology the researchers deal with time series data that are non-stationary.
Thus, Fourier-based methods can have limited use in revealing the underlying
neurophysiological variations in such data [13]. Moreover, it is mentioned in [13]
that the major drawback of Fourier-based approaches is that the basis functions
are fixed, and therefore cannot capture any time-varying characteristic of neural
signals.

In [14], Wang et. al. addressed the problem of analyzing EEG signals and
classifying them into different classes of different motor imaginary tasks. They
used Hilbert-Huang transformation method in feature extraction: It consists of
two main steps (1) EMD. (2) The Hilbert spectral analysis. They used BP neural
network in classification. They classified three different tasks (left hand, right
hand and foot) and their best classification rate was 93.8%.

Demir, B. et. al. addressed in [15] a similar problem. They analyzed images
using EMD (the same method for feature extraction used in [14]). Their best
classification rate was 100%. However, our proposed method mostly differ from
this mentioned in [14] in the classification part. We use the SVM with radial
basis function (RBF) kernel to classify the feature vector obtained from the
EMD process.

In the model proposed in this paper, EMD is used for features extraction.
EMD was first introduced by Huang et. al. [6] as a signal decomposition method.
EMD provides an alternative to traditional time-frequency methods and its main
function is to decompose a signal into a collection of oscillatory modes, called
intrinsic mode functions (IMFs). As mentioned in [16], EMD has a useful feature
that it relies on a fully data-driven mechanism that does not require any prior
known basis. By this feature it differs from the traditional signal analysis tools,
such as Fourier or wavelet-based methods, which require some predefined basis
functions to represent a signal.

Classification of EGG signal is an emerging and important field in signal
processing. Different methods for classifying are proposed and used in the lit-
erature. In [17], Lotte et. al. presented a review on classification algorithms for
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EEG-based brain-computer interfaces. Moreover, in [17], a survey of the classifi-
cation algorithms used to design BCI systems is presented. They are divided into
five different categories: Linear Classifiers, Neural Networks, Nonlinear Bayesian
Classifiers, Nearest Neighbor Classifiers and Combination of Classifiers.

They also provid some guidelines to choose a classifier. Several measures
of performance have been proposed in BCI, such as accuracy of classification,
Kappa coefficient, Mutual Information, sensitivity and specificity. The most com-
mon one is the accuracy of classification and the percentage of correctly classified
feature vectors, and this is the only considered measure.

Synchronous BCI is the most widely spread. In [17], three kinds of algorithms
proved to be efficient in this context, namely, SVM, dynamic classifiers and
combination of classifiers. SVM is very efficient regardless of the number of
classes; this is because it has good properties like: regularization, simplicity and
immunity to the curse-of-dimensionality. It is said to be the most appropriate
classifier to deal with feature vectors of high dimensionality (e.g.: large number
of time segments).

3 Proposed Work

Our system starts by reading a previously saved database of EEG signals. These
signals have four different motor imaginary tasks (left hand, right hand, both
feet and tongue). Our job is to classify these signals into four different classes. We
apply EMD to extract features from these signals (IMFs), then we use the SVM
classifier with the RBF kernel. Figure 1 shows the main steps of the proposed
EEG signal classification model.

Fig. 1. Block Diagram of the Work

3.1 Pre-Processing

The signals are sampled with 250 Hz and bandpass-filtered between 0.5 Hz and
100 Hz. The sensitivity of the amplifier was set to 100 μV. An additional 50 Hz
notch filter was enabled to suppress line noise.
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3.2 Feature Extraction: Empirical Mode Decomposition

A Single Channel Case. EMD is a method of breaking down a signal without
leaving the time domain. It is useful for analyzing natural signals (like brain
waves – EEG). It decomposes the signal into intrinsic mode functions (IMFs),
which is easier to analyze.
An IMF is a function with the following properties:

1. Has only one extreme between zero crossings, and
2. Has a mean value of zero.

The EMD uses a process called sifting to decompose the signal into IMFs. The
following steps [18] explain its procedure. For a signal x(t), let m1 be the mean
of its upper and lower envelopes as determined from a cubic-spline interpolation
of local maxima and minima as shown in Figure 2.

Fig. 2. Iteration 0: Upper & lower envelopes with their mean (m1)

The difference between the data and m1 is the first component h1.

h1 = x(t)−m1 (1)

The sifting process is repeated with h1 treated as the main data. m11 is the
mean of the upper and lower envelopes of h1.

h11 = h1 −m11 (2)

This sifting process is repeated k times, until h1k is itself an IMF.

h1(k−1) −m1k = h1k (3)

c1 = h1k (4)

c1 contains the shortest period component of the signal. It is separated from the
rest of the data:

x(t)–c1 = r1 (5)

And this process is repeated on rj : r1 − c2 = r2, · · · , rn−1 − cn = rn until we
get all the possible IMFs of the signal as shown in Figure 5.
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Fig. 3. IMFs obtained using EMD

Characteristic features are obtained from the first two IMFs. As they contain
the most features (high frequencies).These are used as input feature vectors for
the classifier.

Multichannel Case. To analyze multichannel EEG signals recorded in our
experiment synchronously, we decompose each channel separately to prevent
any possible oscillatory information leaking among the channels[19]. We then
calculate the 1st two IMFs of each channel, sum them and use the sum as a
feature vector for the SVM classifier.

Figure 4 represents an event recorded from five channels. Each of them will
be separately analyzed.

(a) Fz Signal (b) Pz Signal

(c) C3 Signal (d) Cz Signal

(e) C4 Signal

Fig. 4. Signals obtained from Fz, Pz, C3, Cz, C4 nodes correspondingly

Figure 5 shows the IMFs obtained after applying EMD algorithm on the
signals shown in Figure 4.
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(a) IMFs from Fz Signal (b) IMFs from Pz Signal (c) IMFs from C3 Signal

(d) IMFs from Cz Signal (e) IMFs from C4 Signal

Fig. 5. IMFs obtained from each signal after applying the EMD algorithm

Figure 6 shows the summation of the 1st two IMFs of each node, which con-
tains the highest frequencies and used as a feature vector for the SVM classifier.

(a) The Sum of the 1st IMF (b) The Sum of the 2nd IMF

Fig. 6. The summation of the 1st two IMFs of each node, which are used as a feature
vector for the classifier

3.3 Classification: Support Vector Machine

Due to the use of a large number of time segments, our feature vectors are of
very high dimensionality. SVM is the most appropriate classifier to deal with
such feature vectors [17]. There are several kernel functions that could be used
with SVM: Linear, Quadratic, Radial Basis Function (RBF), Polynomial and
Multi-layer Preceptron (MLP). As mentioned in [18], the Guassian or Radial
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Basis Function (RBF) kernel are the most used in BCI classification tasks. The
corresponding SVM is known as Gaussian SVM or RBF SVM and is given as:

k(x, y) = exp

(−‖x− y‖2
2σ2

)
(6)

In(6) x & y can be recognized as the squared Euclidean distance between the
two feature vectors, while σ is a free parameter.

4 Results and Discussion

4.1 Data Set

The publically online available BCI competition 2008 dataset [20] is used in this
work. The data set consists of 9 subjects. These subjects has four different motor
imaginary tasks: the imagination of left hand movement (class 1), right hand
(class 2), both feet (class 3), and tongue (class 4). Each subject recorded two
sessions on two different days. Each session consists of 6 runs separated by short
breaks. One run consists of 48 trials (12 for each of the four possible classes),
This yields to a total of 288 trials per session. Twenty-two electrodes were used
to record the EEG signals; the montage of these electrodes is corresponding to
the international 10-20 system. As stated in [20], the subjects were sitting in a
comfortable armchair in front of the screen of the computer. At the beginning
of a trial (t = 0s), a fixation cross was shown on the black screen and a short
acoustic warning tone was presented. After two seconds (t = 2s), a cue in the
form of an arrow pointing either to the left, right, down or up (corresponding
to one of the four classes left hand, right hand, foot or tongue) appeared and
stayed on the screen for 1.255s. This prompted the subjects to perform the
desired motor imagery task. There was no feedback provided. The subjects were
asked to carry out the motor imagery task until the fixation cross disappeared
from the screen at t = 6s. A short break followed where the screen was black
again.

4.2 Experimental Evaluation

In our experiment we used 80% of the total number of feature vectors as a
training sample, while the remaining 20% as a test sample. Given a total number
of features equal to fifty-four 1, the training sample is of size forty-three feature
vectors, while the test sample is eleven. The feature vector in our problem is of
a high dimensionality (three-hundred-fourteen) due to the use of a large number
of time segments.

We applied EMD in order to get the required features (IMFs). We used the
first and the second IMFs as feature vectors: as they contain the highest fre-
quencies and thus the most features. Ten-fold Cross validation was first applied

1 The number of training and test samples as well as feature size are experimentaly
evaluated. However, not shown here due to the limited space.
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to select the best parameters to train the SVM classifier. These parameters were
chosen after several searches, this is to insure a global minimum (some of the
results for the parameters are shown in Table 1). The default parameters [1,1]
are close to the optimal for this data and partition. We used these optimal values
in training the new SVM classifier and obtaining our final results. SVM classifier
was then applied on the feature vectors using these optimal parameters. The
best results were obtained in all subjects at input size fifty-four.

Table 1. Selecting optimal values for the SVM parameters

RBF Sigma Boxconstraint

0.9802 0.9658
1.5673 1.1059

Table 2 shows that the classification accuracy of the four imagery tasks
reached 100% which is considered as a major progress considering the classi-
fication of EEG signals. The rest of the subjects also have 100% classification
rate.

Table 2. The classification rate of imagery movement tasks for different subjects at
input size = 54

Subject
Imagery Tasks

Left Hand Right Hand Foot Tongue
Subject 1 100% 100% 100% 100%
Subject 2 100% 100% 100% 100%

To evaluate our system, we compare our results with those of [14]. We wanted
to test our system using the same dataset. However, it was not applicable to
get the data set used in [14] to use in our experiments as it is not available
online. However we are testing for the same activities, the method mentioned in
[14] uses also three different activities (Left hand, right hand and foot), so the
dataset is expected to be similar. The comparison results are shown in Table 3,
which reveals the outstanding performance of our system.

Table 3. Classification rate comparison

System

Motor Imagery
Task Left Hand Right Hand Foot Tongue

Our System 100% 100% 100% 100%
Jiang Wang System 83.3% 82.1% 93.8%
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5 Conclusions

In this paper, EMD is applied to analyze EEG signals in four different motor
imagery tasks. Seven subjects were used in our experiment. They imagined the
movements of left hand, right hand, foot and tongue. An SVM classifier with
RBF kernel was used to classify the recorded signals. The classification accuracy
obtained, which reached 100% shows that the methodology used is very efficient
for EEG signals classification. However, the classification performance on a huge
number of samples is to be investigated in the future.
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Abstract. The majority of electrocardiogram (ECG) based biometric systems 
utilize fiducial based features, derived from 11 landmarks (three peaks, two val-
leys and six onsets and offsets) detected from each ECG heartbeat. The onsets 
& offsets landmarks may be obscured by a variety of noise sources.  Hence, so-
phisticated algorithms are usually needed for the detection of these points, 
which in turn increase computational load and also the results may be subopti-
mal. This work proposes the utilization of a reduced set of 23 features named 
'PV set', which only requires the detection of the five major peaks/valleys in-
stead of all the11 landmarks.  The performance of the 'PV set' is evaluated in 
comparison with a super set of 36 fiducial features (including PV set) that based 
on all the 11 landmarks, in addition to IG and RS sets which are subsets of the 
superset selected based on Rough sets (RS)and information gain (IG) criterion 
respectively. The evaluation was drawn based on measuring quantities, such as 
subject identification (SI) accuracy, heartbeat recognition (HR) accuracy and 
receiver operating characteristic (ROC) curves. The proposed PV set achieved 
comparable results to the other sets and better results at high noise levels, yield-
ing a reliable and computationally cheaper solution. 

Keywords: Biometrics, Electrocardiogram, Fiducial feature selection, Infor-
mation gain, Radial Basis Function, Rough set. 

1 Introduction 

Biometrics is a process of human identification and/or verification based on 
physiological or behavioral characteristics of individuals [1].Physiological biometrics 
encompasses anatomical traits that are unique to an individual such as: retina, iris and 
fingerprint, while behavioral biometrics considers with functional traits such as: 
signature, keystroke and gait. A new alternative branch of biometrics which has 
been growing up over the past two decades is the utilization of biological signals 
such as the electroencephalogram (EEG) and electrocardiogram (ECG) as 
biometric traits. The potential benefit of such signals is that they are difficult to be 
spoofed or falsified and can be a liveliness indicator. Moreover, they are more 
acceptable by users and lower cost relative to physiological traits. Finally they are 
potentially more reliable than behavioral traits (i.e. no one can exactly reproduce the 
same signature or keystroke typing pattern all the time) [1].  
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The ECG is a recording of the electrical activity of the heart over time. Each 
recorded heartbeat displays characteristic features which are common to all normal 
subjects, reflecting the underlying cardio physiology of the subject. Most obvious 
amongst the characteristic features are a series of deflections that represent the 
contraction and relaxation of the heart chambers. These deflections manifest as 
waves that are readily visible in the ECG. In particular, a normal ECG heartbeat 
will contain three sequential prominent waves labeled P, QRS and T waves [1-
3].These waves (amongst other features) have been utilized in a clinical environ-
ment to assess the cardio-physiological state of health of an individual for over a 
century. In 1977, Forsen and colleagues [4] utilized the ECG as a means of identi-
fying/authenticating users in the context of modern day biometrics. The results 
from Forsen’s work were promising, and spawned a new approach to biometrics, 
as is evidenced by the number of investigators considering this issue in the litera-
ture. Generally speaking, ECG based biometric systems can be categorized to 
fiducial [5-12] and non- fiducial [2, 13-20] systems based on the nature of the con-
sidered features. 

The fiducial features represent the temporal distances, angles and amplitude differ-
ences between 11 fiducial points, as shown in figure 1. These 11 points include three 
peaks (P, R & T), two valleys (Q & S) and six onsets & offsets of the three waves of 
each heartbeat. Although the fiducial features are simply computed, they presuppose 
that the 11 fiducial points are accurately identifiable [2]. Hence, consistently accurate 
and efficient means for identifying ECG landmarks is critical to the efficacy of the 
features, subsequently the success of the identification process. Nevertheless, the 
detection process is not an easy task, especially for the onsets and the offsets. These 
points are prone to error because they are the least prominent points. Thus, they are 
the most susceptible to  noise, that can be resulted from the sensitivity of the ECG 
recording device to its surrounding environment, digitization, power line interference, 
body movements, respiration and the attachment of the electrodes to the skin surface. 
Hence, more sophisticated algorithms are needed to discern these points. However, 
these algorithms increase the computational load and they are not perfect, since there 
is no universally acknowledged rule for defining exactly where the wave boundaries 
lie. Consequently, for the same ECG records, even cardiologists could not give us 
markers exactly in the same locations for the wave boundaries. Therefore, there are no 
standards for the fiducial detection algorithms to be improved on their basis [1-3]. 
One solution is the utilization of non-fiducial features, such as the coefficients of a 
wavelet transform or a similar method.  The non-fiducial approach obviates the need-
ed for fiducial detection, except for the R peak. However, the features derivation re-
quires more expensive computation and there is no potential for mapping the features 
back to the underlying physiology of the phenomenon. 

Alternatively, this study proposes considering the temporal, amplitude and angle 
features that only require peaks (P, R and T) and valleys (Q and S) in their derivation. 
The peaks and valleys points distinguish themselves by their prominence from the 
baseline (sharpness) which makes them easier to detect and less sensitive to noise 
than the onsets and offsets. The proposed fiducial set named 'PV set' obviates the need 
to detect the onsets and the offsets. In other words, the PV set includes all the fiducial 



 Fiducial Based App

 

features that do not need th
their derivation. Thus, it r
11.The efficacy and suffic
fiducial features (including
efficacy of PV set was com
based on rough sets (RS) [2
The four sets of features (
Basis Function (RBF) clas
comparison was drawn on 
recognition (HR) accuracy 

2 Methodology 

The proposed methodology
detection of fiducial poin
selection;  and  4) classifi

2.1 Preprocessing and

A Butterworth filter of se
is utilized for reduction o
data preprocessing, the d
stage that includes detec
points of each of the thre
the algorithms employed
found in [7]. 

Fig. 1. A single heart beat wit
standard Nomenclature 

2.2 Feature Extraction

A super set of 36 features th
ture is extracted from each

proach to ECG Biometrics Using Limited Fiducial Points 

he detection of any of the onsets or the offsets points 
requires only the detection of five landmarks instead
ciency of the PV was examined against a superset of
g PV set) that based on all the 11 points. Moreover, 
mpared to two subsets of the super set which were selec
21,30] and an information gain (IG) [22] based approach
(super set, RS, IG and PV) were examined with a Rad
ssifier for comparison over the same ECG datasets. T
the basis of subject identification (SI) accuracy, heartb
and receiver operating characteristic (ROC) curves. 

y in this paper includes 4 stages: 1) preprocessing a
nts; 2) feature extraction and normalization; 3) feat
ication (subject identification). 

d Detection of Fiducial Points 

econd order with cutoff frequencies of 0.5 and 40 
of noise and elimination of baseline wandering. Af
etection of fiducial points is a preliminary and cruc
cting 11 points that represent the peak and the e
ee complexes QRS, P and T (Figure 1); Details ab
d in this paper for detection of fiducial points can

 

th the 11 major fiducial landmarks labeled according to indu

n and Normalization 

hat represents the majority of features utilized in the lite
h heartbeat. As shown in table 1, these features encomp

201 

for 
d of 
f 36 

the 
cted 
hes. 
dial 
The 
beat 

and 
ture 

Hz 
fter 
cial 
end 

bout 
n be 

ustry 

era-
pass 



202 M. Tantawi, A. Salem, and M.F. Tolba 

 

21 temporal features (distances between fiducial points), 12 amplitude features and 3 
angle features. The temporal features are normalized using the full heartbeat duration 
to control for variations across subjects in terms of heart rate variability. In addition, 
the amplitude features are normalized by the R amplitude to avoid signal attenuation, 
and the angle features are used as raw features. In order to have the same impact on 
the classifier, the range of all features is scaled to a range [0-1]. 

Table 1. The labels for the 36 fiducial features of the super set 

Temporal 
features 

1) QR                 6)    QS        11)   RT        16)   PbQ        21)   PT 
2) RS                  7)    S T       12)  PS          17)    STe 
3) Pb Pe                        8)    Pe R      13)  QT         18)    Pe QRSb 
4) Tb Te                        9)    RTb          14)   Pb R       19)   QRSe Tb 
5) PQ                10)    PR        15)   RTe              20)   Pe Te 

Amplitude 
features 

       22)   RQ                25)    PQ       28)    RT             31)    TQ 
       23)   PT                 26)    P ↑       29)    QS             32)    TS 
       24)   PS                 27)    RP       30)    T ↑             33)     RS 

Angle 
Features 

       34)   < PQR          35)   <QRS    36)    < RST 
 

2.3 Feature Selection 

The goal of feature selection is to reduce the time complexity of the algorithm and to 
improve the performance of the classifier by removing inaccurate or irrelevant infor-
mation that may confuse the classifier. In this work, three sets of features were select-
ed from the superset: 1) 'RS' set, where features were selected on the basis of Rough 
Sets (RS) [21]; 2) 'IG' set, where features were selected on the basis of Information 
Gain (IG) criterion [22]; 3) 'PV' set, which encompasses features that are derived from 
five fiducial points (peaks and valleys) for their derivation. Since the detection of 
peaks and valleys is more accurate and easier than the onsets and the offsets, the pro-
posed  'PV' set will include only features that need Peaks (R, P and T) and Valleys (Q 
and S) to be computed. Thus, the new set needs only five fiducial points instead of 11. 
Table 2 shows the PV set. By comparing this table to table 1 (superset), we can real-
ize that PV set is a subset of the superset that encompasses 23 out of the 36 features. 
The 23 features are as follows: 10 temporal, features that represent all the distances 
that can be computed between peaks and valleys; 10 amplitude features that represent 
all the amplitude differences that can be computed between peaks and valleys along 
with all the 3 angle features. 

Table 2. The 'PV' feature set (a subset of table 1) proposed in this study 

 Index of selected features 
PV set 
 (23 features) 

1, 2, 5, 6, 7, 10, 11, 12, 13, 21, 22, 23, 24, 25, 27, 28, 29, 31, 
32, 33, 34, 35, 36 
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2.4 Classification 

After the reduced feature sets have been acquired, the considered set of features of a 
heartbeat is fed into the classifier in order to perform the classification task (i.e. asso-
ciate a heartbeat to a particular subject ECG record). Due to its superiority with the 
full set of features in our previous work [7, 8], Radial Basis Functions (RBF) neural 
network was employed here also as a classifier. The RBF network is based on the 
simple idea that an arbitrary function y(x) can be approximated as the linear superpo-
sition of a set of localized basis functions φ(x) [23].The RBF is composed of three 
different layers: the input layer in which the number of nodes is equal to the dimen-
sion of input vector. In the hidden layer, the input vector is transformed by a radial 
basis activation function (Gaussian function): 

                          (1) 

where ||x-cj|| denotes the Euclidean distance between the input data sample vector x 
and the center cj of Gaussian function of the jth hidden node; finally the outer layer 
with a linear activation function, the kth  output is computed by equation 

                                     (2) 

wkj represents a weight synapse associates with the jth hidden unit and the kth output 
unit with  m hidden units [23].  The orthogonal least square algorithm [24] is applied 
to choose the centers, which is a very crucial issue in RBF training due to its signifi-
cant impact on the network performance.   

3 Experiments and Results 

Physionet databases, such as PTB [25], MIT_BIH [26, 27] and Fantasia [28] were 
employed for evaluating the different sets of features considered in this work. Only 
one ECG record is provided for each subject by MIT_BIH (24 subjects) and Fantasia 
databases (40 subjects). While, PTB is divided into two sets:1) PTB_1 includes 13 
subjects with more than one record and some of them are few years apart; 2) PTB_2 
includes 38 subjects with only one record. Duration of these records varies from 1.5-2 
minutes. Thus, for more reliability and robustness PTB_1 dataset was employed for 
training and testing, while the others were utilized for impostor rejection test. 

In the following experiments, the PTB_1 dataset was partitioned into three sets, 
one for training and two for testing. The training set contains 13 records, one for each 
subject. 'Test set 1' contains 13 records (one for each subject) recorded in the same 
day of the training records but in different sessions, while 'Test set 2' contains nine 
records (belonging to six subjects) and they were recorded over a period of months to 
years.  

After filtering, 10 beats (≈ 8secs) were randomly chosen from each record in the 
training set. The super set of 36 features was extracted and normalized from each beat 
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(as shown in section 2.2). Thereafter, the RS, IG and PV feature sets were selected 
and fed into the RBF classifier. The evaluation of the different feature sets includes 
measuring the following quantities: 

SI & HR accuracies:  Subject Identification (SI) accuracy is defined as the percent-
age of subjects correctly identified by the system.  The Heartbeat Recognition (HR) 
accuracy is defined as the percentage of heartbeats correctly recognized for each sub-
ject. A subject was considered correctly identified if more than half of his\her beats 
were correctly classified to him\her and a heartbeat is recognized by a majority voting 
of the classifier outputs. These quantities were measured for both test set1 and test 
set2.  

Receiver Operating Characteristic (ROC) curves: the ROC curve is a visual repre-
sentation of the trade-off between false acceptance rate (FAR) and false rejection rate 
(FRR) as the system threshold on match score is varied [29].  FAR is the probability 
of access attempts by unauthorized individuals which are nevertheless successful. 
Meanwhile, FRR is the probability of access attempts by enrolled individuals who are 
nevertheless rejected [29].However, in this work, two thresholds was employed.  One 
is typically used (call it Θ1) which is the value above which a heartbeat is considered 
classified (instead of just majority voting), while another threshold (call it Θ2) repre-
sents the minimum HR accuracy needed for a subject to be considered identified (in-
stead of just 50% as before). The ROC is acquired by varying Θ2, while the optimum 
value for Θ1 is found empirically as the value that provides the best ROC curve while 
varying Θ2. At each considered value for Θ2, the FRR is computed based on Test set 
1 only because the records of Test set 2 are for only six subjects. For more reliability 
and robustness, the FAR is computed using a set of imposters (approximately 100 
subjects) that were gathered from three different databases: including 38 subjects of 
PTB_2, 24 subjects of MIT_BIH and 40 subjects of Fantasia. The conducted experi-
ments and their results are provided in details in the following subsections. 

3.1 SI & HR Accuracies 

The RBF was trained using the PTB_1 training set and was tested using Test set 1and 
Test set 2 for all the considered feature sets. There are two parameters to be adjusted 
for the classifier, which are the spread (width Gaussian of functions) and mean 
squared error (MSE), both of which were set based on empirical investigations. Table 
3 provides a ranked list of the labels of the selected features by IG and RS (PASH 
algorithm). While, table 4 summarizes the SI and HR accuracies for both test sets 
along with the optimum parameters for the RBF classifier with each feature set. 

Table 3. The ranked list of features selected by IG (first row) and RS (second row), peaks & 
valleys based features considered by IG and RS are shown in bold 

Feature selection 
method 

Index of selected features 

IG 
(21 features) 

36,  27, 10, 22, 32, 28, 23, 30, 24, 14, 31, 5, 35, 16, 12, 8, 
29, 6, 7, 21, 20 

RS 
(21 features) 

36, 12, 33, 3, 22, 23, 5, 10, 24, 29, 18, 27, 32, 8, 14, 16, 35, 
21, 20, 31, 7 
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Table 4. The SI and HR results of the four feature sets 

  
RBF 
parameters 

Test Set 1 Test Set 2 
SI  
Accuracy 

HR Accu-
racy 

SI  
Accura-
cy 

HR  
Accuracy 

Superset Spread =0.8 
MSE=0.001 

100% 96.7% 100% 81.3% 

RS set    Spread =0.54 
MSE=0.003 

100% 97%  100% 76.3% 

IG set Spread =0.53 
MSE=0.003 

100% 96% 100% 81.8% 

PV set Spread =0.54 
MSE=0.003 

100% 96% 100% 81.8% 

3.2 ROC Curves 

Four ROC curves were obtained while varying threshold Θ2 with the four fiducial 
feature sets: super set, IG, RS and the proposed PV sets, see fig. 2. The set of impos-
tors was gathered from the other databases in the same way mentioned earlier in this 
section. The conducted experiments revealed that the optimum value of Θ1 (where the 
best ROC curves have been achieved) is 0.57.   

 
Fig. 2. The ROC curves for the four considered feature sets: super set, IG, RS and PV set 

3.3 Sensitivity to Noise 

In order to measure the sensitivity of the feature sets to noise, a subset of 8 records (be-
longing to 8 subjects) of test set 1 is chosen.  Four versions named test11, test12, test13 
and test14 are generated from this subset by adding different amounts of Gaussian white 
noise 20, 15, 10 and 5 respectively to the original test records. The amount of added 
noise is represented in this paper in decibels (db). In order to measure the error caused 
by the added noise, the 11 fiducial points were detected from the original test set using 
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the detection algorithms considered in this work. Thereafter, the positions of these de-
tected points were taken as a ground truth. The mean and the standard deviation of the 
difference between the detected points of each version and the original test set 1 were 
computed in milliseconds. Tables 5& 6 show the results of each of the 11 points with 
each of the four versions of the noisy testing sets. Lately, The RBF classifier was trained 
using PTB_1 training set and tested using the noisy versions of test set 1. The SI and 
HR were computed for the four feature sets as shown in table 7. 

Table 5. A Summary of the mean 'm' and standard deviation  's'  of the error in the location for 
each of the peaks and valleys points as a result of the level of noise added to each of the four 
generated noisy versions of test set 1. Results are given in milliseconds in the form of m ± s. 

 R Q S P T 
Test11 
(20 db) 

0.04±0.4 -0.01±0.2 0.17±0.7 -0.07±1.9 -0.27±2.4 

Test12 
(15 db) 

0.004±0.5 -0.1±1.7 0.11±1 -0.4±2 0.01±3.27 

Test13 
(10 db) 

-0.02±0.6 -0.2±2 0.24±1.48 -3.42±3 -0.03±5 

Test14 
(5 db) 

0.06±0.9 -0.5±3 0.4±2.1 -14.7±14.2 -0.9±7.6 

Table 6. A Summary of the mean 'm' and standard deviation 's' of the error for each of the 
onsets and offsets caused by noise added to each of the four generated noisy versions of test set 
1. Results are given in milliseconds in the form of m ± s. 

 Pon Poff QRSon QRSoff Ton Toff 
Test11 
(20 db) 

-3.7±9.6  0.1±4.8 -0.3±2.48 0.08±1 -0.35±6.8 0.88±4.1 

Test12 
(15 db) 

-7±12 -0.23±6.1 -0.78±3.1 0.23±1.4 -3±9 1.13±5.4 

Test13 
(10 db) 

-12.2±16 -0.7±8 -2.6±4.87 0.23±2 -4.4±13.5 5.6±8.8 

Test14 
(5 db) 

-19.9±19 -8.7±12.8 -3.2±6.4 0.48±2.6 -9.5±7.6 7.5±12 

Table 7. A Summary of the SI and HR accuracies achieved for the four noisy versions of test 
set1 by each of the four feature sets. (m/n) means m of n subjects were successfully identified.  

 Super set RS set IG set PV set 
    SI    HR       SI  HR  SI  HR  SI  HR  

Test11  
(20 db) 

100
% 

95% 100% 95% 100% 96% 100% 90.1% 

Test12 
(15 db) 

100
% 

93% 100% 93% 100% 92% 100% 88.8% 

Test13 
(10 db) 

100
% 

88.8% 100% 86% 100% 84.6% 100% 81.1% 

Test14   
(5 db) 

50% 78% 75% 72% 75% 69% 87.5% 70% 
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4 Discussion 

The efficacy of a classifier is clearly dependent upon the accuracy and relevance of 
the features contained within the model used for the classification task.  Any inaccu-
racies in extracting features will yield suboptimal classification, regardless of the 
relevance of the features.  In fiducial based ECG biometrics, the critical step is in the 
determination of fiducial points.  Broadly speaking, most fiducial based approaches 
utilize a set of 11 points, which include determining the six onset and offset locations 
of the three major waves (P, QRS and T) contained in each heartbeat. The detection of 
these points is prone to error because these are the least prominent points in any of the 
ECG data and are close to the same resolution as the noise in the data.  To overcome 
this problem, significant processing strategies are deployed, which are, in addition to 
being computationally expensive, suboptimal in many cases. Notwithstanding the 
non-fiducial approach, which has its own computational issues, is there another way 
to utilize the feature space of an ECG trace?   

This work proposed the deployment of a potentially more precisely acquired subset 
of fiducial features (the 'PV set'), which can be acquired using standard, computation-
ally efficient approaches. The PV features are 23 temporal, angle and amplitude fea-
tures that can be derived by only detecting peaks (P, R & T) and valleys (Q &S) from 
the three major waves of each heartbeat in the ECG trace. These are the most promi-
nent aspects of the ECG.  Thus, they are distinguishable from the variety of noises 
that regularly occur in ECGs. The efficacy of the PV set is evaluated against the super 
set of fiducial features and two reduced sets (IG and RS sets) which were selected on 
the basis of information gain and rough sets criteria.  

From table 3, the following observations can be deduced on the three subsets (PV, 
RS and IG): 1) the subsets represent roughly 60%  only of the super set; 2) roughly 
75%  of the RS and IG features (16 out of 21) are peaks and valleys based features 
(belong to PV set); 3) there is a major overlap between the RS and IG sets (18 out of 
21 features) provides ‘support’ for the significance of these 18 features, where 14 of 
them belong to PV set; 4) the ranked lists of features selected by IG and RS provided 
by table 1 also indicate that most of the top places are occupied by peaks and valleys 
based features. It is worth mentioning that these observations were also true when the 
IG & RS selection algorithms were applied to Physionet datasets rather than PTB_1 
for verification. Hence, these observations support the significance and rich infor-
mation content of the PV set. Moreover, the conduced experiments revealed that the 
five peaks and valleys points required by the PV set only need less than quarter of the 
time needed for detecting the whole 11 fiducial points required by IG and RS sets. 
The time needed to detect the whole 11 points from 10 heartbeat equals to 0.08 se-
conds, while the time needed to detect only the five peaks and valleys is equal to 
0.014 seconds (machine core i7, windows 7).It should be noted that the fiducial detec-
tion algorithms utilized in this work are commonly used and successfully evaluated in 
comparison with the other detection methods in our previous work [7].  

The four considered feature sets provided very close SI and average HR accuracies 
(table 4). However, the results of the sensitivity to noise experiment (section 3.3) 
demonstrated that the detection error caused by adding noise increases as the noise 
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increases for the onsets and the offsets. While, for peaks and valleys, it is still the 
minimum, for the ‘P’ fiducial point in the last case (5db).  This can be explained by 
the fact that the P peak has usually small amplitude, thus in case of high levels of 
noise, the p wave may become completely embedded within the, rendering it difficult 
to detect. Consequently this experiment provides evidence that the peaks and valleys 
that are less sensitive to noise subsequently can provide a more accurate feature set. 
Moreover, the results of testing the RBF classifier along with each of the considered 
feature sets with the noisy versions of test set 1 (Table 7) demonstrated that although 
the proposed PV set provided the same SI accuracy along with slightly less average 
HR for an identified subject for the first three cases (20, 15 and 10db) compared to the 
IG and RS sets, it provided the best SI accuracy in case of very low signal to noise 
ratio (fourth case: 5db shown in bold). Regarding the impostor rejection test, the pro-
posed PV, RS and IG sets provided very close ROC curves to each other and close to 
the best ROC curve obtained by the superset (fig. 2). 

The Physionet datasets include many subjects. However, except for the subjects of 
PTB_1, each subject has only one record which limits the stability test. Hence, we are 
collecting subject data of our own, which includes test/re-test acquisition over five 
time points (t0, 1 month, 2 months, 6 months, and 12 months It is hoped that having 
such a dataset will provide the means to more thoroughly evaluate the temporal stabil-
ity of the classification scheme introduced in this work. 

5 Conclusions and Future Work 

To conclude, a new criterion for fiducial feature selection is introduced and success-
fully implemented. The approach obviates the difficulties of acquiring onsets/offsets, 
which may be obscured by noise typically contained within an ECG recording.  In-
stead, the approach relies solely on the detection of the three peaks (P, R & T) and 
two valleys (Q & S). These five points are easier to detect (due to their sharpness) and 
less sensitive to noise than the six onsets and offsets.  This work further substantiates 
these claims by providing direct empirical evidence in the context of an ECG biomet-
rics paradigm.  Although the PV set represents only peaks and valleys based features, 
it provided comparable results to the super set and the two considered subsets, and the 
best results at high noise levels. Moreover, the detection of the five landmarks re-
quired for the derivation of the PV set need roughly quarter of the time needed for the 
detection of the whole 11 landmarks required for the derivation of the other sets. 
Thus, a significant decrease in the time consumption occurs, which is a potential ben-
efit for a real time system. This work will be explored further by applying this ap-
proach to additional datasets (we are compiling our own longitudinal dataset), in order 
to provide a more thorough evaluation of the stability and scalability of the proposed 
approach. 



 Fiducial Based Approach to ECG Biometrics Using Limited Fiducial Points 209 

 

References 

1. Sufi, F., Khalil, I., Hu, J.: ECG based Authentication, ECG-Based Authentication. In: 
Stavroulakis, P., Stamp, M. (eds.) Handbook of Information and Communication Security, 
pp. 309–331. Springer, Berlin (2010) 

2. Wang, Y., Agrafioti, F., Hatzinakos, D., Plataniotis, K.: Analysis of human electrocardio-
gram for biometric recognition. J. Advances in Signal Processing 1, 1–6 (2008) 

3. Agrafioti, F., Gao, J., Hatzinakos, D.: Heart Biometrics: Theory, Methods and Applica-
tions. In: Yang, J. (ed.) Biometrics: Book 3, pp. 199–216. Intech (2011) 

4. Forsen, G., Nelson, M., Staron, R.: Personal attributes authentication techniques. In: Grif-
fin, A.F.B. (ed.) RADC report RADC-TR-77-1033 (1977) 

5. Biel, L., Petersson, O., Philipson, L.: ECG Analysis: a new approach in human identifica-
tion. IEEE Trans. Instrum. Meas. 50(3), 808–812 (2001) 

6. Fatemian, S., Hatzinakos, D.: A new ECG feature extractor for biometric recognition. In: 
Proc. 16th Ann. Internat. Conf. on Digital Signal Processing, pp. 323–328. IEEE Press, 
Piscataway (2009) 

7. Tantawi, M., Revett, K., Tolba, M.F., Salem, A.: On the Applicability of the Physionet 
Electro-cardiogram (ECG) Repository as a Source of Test Cases for ECG Based Biomet-
rics. Int. J. Cognitive Biometrics 1(1), 66–97 (2012) 

8. Tantawi, M., Revett, K., Tolba, M.F., Salem, A.: Fiducial Feature Reduction Analysis for 
Electrocardiogram (ECG) Based Biometric Recognition. Int. J. Intelligent Information 
Systems 40(1), 17–39 (2013) 

9. Singla, S., Sharma, A.: ECG based biometrics verification system using LabVIEW. 
Songklanakarin J. Sci. Technol. 32(3), 241–246 (2010) 

10. Gahi, Y., Lamrani, A., Zoglat, A., Guennoun, M., Kapralos, B., El-Khatib, K.: Biometric 
Identification System Based on Electrocardiogram Data. In: New Technologies, Mobility 
and Security, NTMS 2008, pp. 1–5 (2008) 

11. Singh, Y.N., Gupta, P.: ECG to Individual Identification. In: Proc. of the 2nd IEEE BTAS 
Conf., pp. 1–8 (2008) 

12. Israel, S.A., Irvine, J.M., Cheng, A., Wiederhold, M.D., Wiederhold, K.: ECG to identify 
individuals. Pattern Recognition 38(1), 133–142 (2005) 

13. Wan, Y., Yao, J.: A Neural Network to Identify Human Subjectswith Electrocardiogram 
Signals. In: Proc. of the World Congress on Engineering and Computer Science 2008, San 
Francisco, USA (2008) 

14. Wao, J., Wan, Y.: Improving Computing Efficiency of a Wavelet Method Using ECG as a 
Biometric Modality. Int. J. Computer Netw. Security 2(1), 15–20 (2010) 

15. Coutinho, D., Fred, A., Figueiredo, M.: One-lead ECG-based personal identification using 
Ziv-Merhav cross parsing, in proc. In: 20th Int. Conf. on Pattern Recognition, pp. 3858–3861 
(2010) 

16. Ghofrani, N., Bostani, R.: Reliable features for an ECG-based biometric system. In: Proc. 
17th Iranian Conf. of Biomedical Engineering, pp. 1–5 (2010) 

17. Venkatesh, N., Jayaraman, S.: Human electrocardiogram for biometrics using DTW and 
FLDA. In: Proc. 20th Internat. Conf. on Pattern Recognition (ICPR), pp. 3838–3841 
(2010) 

18. Ye, C., Coimbra, M., Kumar, B.: Investigation of human identification using two-lead 
electrocardiogram (ECG) signals. In: Proc. 4th Int. Conf. on Biometrics: Theory Applica-
tions and Systems, pp. 1–8 (2010) 



210 M. Tantawi, A. Salem, and M.F. Tolba 

 

19. Safie, S., Soraghan, J., Petropoulakis, L.: Electrocardiogram (ECG) Biometric Authentica-
tion Using Pulse Active Ratio (PAR). Peer-review for IEEE Trans. Inf. Forensics and  
Security 6(4), 1315–1322 (2011) 

20. Safie, S., Soraghan, J., Petropoulakis, L.: ECG based biometric for doubly secure authenti-
cation. In: Proc. 19th European Signal Processing Conf. (EUSIPCO), Barcelona, Spain, 
pp. 2274–2278 (2011) 

21. Zhang, M., Yao, J.: A Rough Sets Based Approach to Feature Selection. In: Proc. 23nd 
Ann. Int. Conf. of NAFIPS, Banff, Canada, pp. 434–439 (2004) 

22. Mitchel, T.: Machine learning, 2nd edn. McGraw-Hill, New York (1997) 
23. Haykin, S.: Neural networks: A comprehansive Foundation, 2nd edn. Prentice Hall (1999) 
24. Chen, S., Chng, E.: Regularized Orthogonal Least Squares Algorithm for Constructing Ra-

dial Basis Function Networks. Internat. J. Control 64(5), 829–837 (1996) 
25. Oeff, M., Koch, H., Bousseljot, R., Kreiseler, D.: the PTB Diagnostic ECG Database, Na-

tional Metrology Institute of Germany (October 2013),  
http://www.physionet.org/physiobank/database/ptbdb/ 

26. The MIT-BIH Normal Sinus Rhythm Database (October 2013),  
http://www.physionet.org/physiobank/database/nsrdb/  

27. The MIT_BIH Long Term Database (October 2013),  
http://www.physionet.org/physiobank/database/ltdb/ 

28. The Fantasia Database (October 2013),  
http://www.physionet.org/physiobank/database/fantasia/ 

29. Revett, K.: Behavioral Biometrics: A Remote Access Approach. John Wiley & Sons 
(2008) ISBN: 978-0-470-518830 

30. Hassanien, A.E., Suraj, Z., Slezak, D., Lingras, P.: Rough computing: Theories, technolo-
gies and applications. IGI Publishing Hershey, PA (2008) 



Selecting Relevant Features for Classifier

Optimization

Mvurya Mgala and Audrey Mbogho

Department of Computer Science, University of Cape Town,
ICT4D Research Centre, 7701 Cape Town, South Africa

{mmvurya,ambogho}@cs.uct.ac.za

Abstract. Feature selection is an important data pre-processing step
that comes before applying a machine learning algorithm. It removes
irrelevant and redundant attributes from the dataset with an aim of im-
proving the algorithm performance. There exist feature selection meth-
ods which focus on discovering features that are most suitable. These
methods include wrappers, a subroutine of the learning algorithm itself,
and filters, which discover features according to heuristics, based on the
data characteristics and not tied to a specific algorithm. This paper im-
proves the filter approach by enabling it to select strongly relevant and
weakly relevant features and gives room to the researcher to decide which
of the weakly relevant features to include. This new approach brings clar-
ity and understandability to the feature selection preprocessing step.

Keywords: feature selection, information gain, wrapper, filter, descrip-
tive statistics.

1 Introduction

The trend in education is to achieve universal primary education where children
are able to complete a full course of primary schooling. In most developing coun-
tries, thousands of children complete primary schools with low grades and are
forced to drop out of the school system at an age with no skills for meaningful
employment. Education stakeholders; education officers, parents and teachers
would like to intervene to assist such children, the challenge is to identify this
children early enough because of the large numbers of pupil. The teachers in
many cases are overwhelmed and cannot offer individual attention to such chil-
dren whose low performance may need more than just extra lessons. It is neces-
sary to explore methods that can discover knowledge from pupil data that allow
classification of the children into categories such as those that need high inter-
vention and low intervention. This study seeks to determine the most relevant
factors that contribute to academic performance for the purpose of developing
an academic prediction model.

Many factors contribute to the challenge of applying machine learning to ed-
ucational data in rural Africa where education is still based on the traditional

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 211–222, 2014.
c© Springer International Publishing Switzerland 2014



212 M. Mgala and A. Mbogho

classroom teaching because of lack of infrastructure. The quality of data is one
such challenge, given that data has to be gathered through surveys and hard copy
secondary data. Such data will most likely have irrelevant features, noisy and
unreliable entries, making knowledge discovery during training difficult. Feature
selection can be seen as the process of eliminating as much of the redundant data
as possible so as to remain with an optimum subset of features [1]. Algorithms
that select features as preprocessing before learning are categorized as wrappers
[5]; they employ a statistical subroutine such as cross validation and are embed-
ded in the learning algorithm. The approach is useful except for the fact that
the process is very slow because the learning algorithm has to loop many times.

The other approach is called filters [5]; features are filtered out independent of
any learning algorithm, usually before learning commences. Filters have proved
to be quicker than wrappers and can therefore be applied to large data sets
with many features. One other advantage they have is that they can be used
with any algorithm unlike the wrappers which have to be re-run when one is
changing algorithms.

This paper presents an enhanced filter approach to feature selection by com-
bining the information gain approach with descriptive statistics. In descriptive
statistics, box plots are used to select the features.

The next section discusses related work. In section 3 we describe a filter ap-
proach adopted in this work and the descriptive statistics. Section 4 presents
experimental results for both the filter approach and the descriptive statistics.
The last section concludes and discusses future work.

2 Related Work

A study conducted by Hall [3] on feature selection for discrete and numeric class
machine learning, revealed filters to be more practical than wrappers because
they are much faster. Experiments conducted using a correlation-based filter
algorithm as a pre-processing step for Nave Bayes, Instance-based learning de-
cision trees, locally weighted regression and model trees show the approach to
be an effective feature selector. It reduces data dimensionality by more than
sixty percent in most cases without negatively affecting accuracy. Also decision
trees and model trees built from the preprocessed data are often significantly
smaller.

Ye and Liu [8] conducted a study on efficient feature selection via analysis
of relevance and redundancy. They demonstrated that feature relevance alone is
insufficient for feature selection of high dimensional data. Based on the previous
definition of feature relevance by Kohavi et al. [5], features can be classified into
strongly relevant, weakly relevant and irrelevant. Strong relevance indicates that
the feature is always necessary for the optimal subset; it cannot be removed with-
out affecting the original conditional class distribution. Weak relevance suggests
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that the feature is not necessary but may become necessary for optimal subset
at certain conditions. Irrelevance indicates that the feature is not necessary at
all.

An optimal subset therefore should include all strongly relevant features none
of irrelevant and a subset of weakly relevant features. Ye and Liu proposed a new
framework of efficient feature selection via relevance and redundancy analysis.
They devised a feature selection algorithm that demonstrated efficiency and
effectiveness in supervised learning.

Another study that used the filter approach is by Kotsiantis et al. [4]. Their
results show an improvement in the accuracy of the algorithms after running the
experiments without some of the attributes rated as having no influence.

As a way of comparing the two approaches to features selection, we consider
a study conducted using the wrapper approach by Bratu et al. [1]. Their work
analyzed the wrapper approach for feature selection with the purpose of boosting
classification accuracy. Results show that they were able to reduce the number of
attributes considerably by over (50%) which speeded up training and improved
classification.

These studies show that there is no universally best feature selection method
which produces the highest and most accurate improvement on any dataset. This
study proposes a framework of selecting strongly relevant features and some of
the marginal (weakly relevant) features, and as a way of saying we agree to the
“no-free lunch” theorem of feature selection, we allow the researcher to decide
on which weakly relevant features to include.

3 Feature Selection

This section discusses the two techniques we considered for feature selection,
namely, correlation-based feature selection and descriptive statistics.

3.1 Correlation-Based Feature Selection

Correlation [8] is applied widely in machine learning to determine relevance. In
this section we describe the correlation based filter approach to feature selection.

There are two types of measure for correlation between random variables:
linear and non-linear. In linear correlation, the well-known measure is linear
correlation coefficient. However, it is not safe to always assume linear correlation
between features in real world. Linear correlation measures may fail to capture
correlation measures that are non-linear in nature. Many measures among the
non-linear correlation measures are based on the information theoretical concept
of entropy. Defined as a measure of the uncertainty of random variables, the
entropy of a variable X is defined as:

H(X) = −
∑
i

P (xi)log2(P (xi)) . (1)
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The entropy of variable X after observing another variable Y is defined as:

H(X |Y ) = −
∑
j

P (yi)
∑
i

P (xi|yi)log2(P (xi|yi)) . (2)

Where P (xi) are the prior probabilities for all values of X and P (xi|yi) is
the posterior probabilities of X given the values of Y. The amount by which
the entropy of X decreases reflects additional information about X provided by
Y and is called information gain [7]. Mitchell [6] defines information gain as a
statistical measure that determines how well an attribute separates the training
data according to the target classes.

It is expressed as:

IG(X |Y ) = H(X)−B(X |Y ) . (3)

According to this measure a feature Y is regarded more correlated to X than
to another feature Z, if:

IG(X |Y ) > IG(Z|Y ) . (4)

This study adopts the information gain measure to determine the features
that correlate more and rank them according to equation 4. Fig. 1 shows the
ranked features.

3.2 Descriptive Statistics

The boxplots [10] give a summary of the descriptive statistics. The box represents
the interquartile range bounded by the data values that correspond to the 25th

and 75th quartiles. Fifty percent of the data values fall within this box and its
length represents the interquartile range. The line within the box is the median.
The whiskers are the largest and the smallest data values that are not outliers.
Data values that are between 1.5 and 3 interquartile ranges below or above the
25th or the 75th quartiles are considered outliers and are represented with an
open circle. Data values that are more than 3 interquartile ranges below and
above the 25th and 75th quartiles are called extreme values and are represented
with asterisk. Using the boxplots one can see the median clearly. If the median
is positioned towards the lower end of the data, it suggests that the data is
positively skewed.

4 Methods

The idea of combining two feature selection methods is tested on data collected
for the purpose of predicting the academic performance of primary school pupils
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in a rural county in Kenya. A total of 2546 records are gathered from 55 primary
schools. The database contains pupils previous test marks, personal, family and
school related information and the national examination marks. A total of 23
features are gathered through semi-structured interviews with education officers
and head teachers and from literature as possible causes of low academic per-
formance. These features are: total test marks, sex, religion, age, distance to
school, pupil absenteeism, study time, pupil discipline, command in speaking
English, pupil education attitude, pupil motivation, parent encouragement, par-
ents stability, family finance ability, parents education qualification, family size,
parents involvement, community involvement, teacher attitude, teacher commit-
ment, teacher absenteeism, school facilities and teacher shortage. The informa-
tion gain algorithm in the Weka machine learning environment [2] is adopted for
part one of the experiments.

The results of the ranked features are illustrated in Fig. 1. Features are ranked
according to equation 4, and those that have a high information gain are selected
as the optimum subset.

Part two of the experiment involves selecting the features using boxplots. They
are created from the same dataset using a statistical application as discussed in
section 3.2 above. The results section presents a detailed explanation of how to
detect correlations.

Data is digitized using a statistical package. As part of pre-processing, records
with missing test marks or final examination marks are deleted. Records only
missing some pupil response values are filled, noisy data is removed, spelling
mistakes and wrong entries are corrected. Final examination marks columns
that had both numbers and letters in the same cell are separated. Table 1 shows
all the features gathered, it is the initial stage in preprocessing where pupil
responses are coded into digits.

5 Results

This section describes the results obtained after applying the two feature selec-
tion approaches.

5.1 Information Gain Feature Selection

Fig. 1 shows a chart of all the features of the dataset that are fed into the
feature selection algorithm with their corresponding information gains. The
larger the value of information gain, the more strongly relevant the feature
is to the training. The features as given by the information gain algorithm
are; test scores (0.21653), pupil sex (0.02252), shortage of teachers (0.01807),
pupil motivation (0.01613), family income (0.0133), pupil age (0.01185), study
time (0.0108), teacher attitude (0.00972), pupil absenteeism (0.00725), teacher
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commitment (0.00612), parents encouragement (0.00611), pupil education atti-
tude (0.0045), School facilities (0.00895), Command to speak English (0.008),
Distance to school (0.00584), Pupil discipline (0.00584). As seen in Figure 1 test
score gives the longest bar because it is overly co-related with the final exam
mark.

6 Descriptive Statistics Feature Selection

Figures 2–7 illustrate the various boxplots for each of the selected feature. Dif-
ferent categories in each feature are plotted against a standard scale, the final
examination marks (KCPE TOT). A description of each boxplot is given.

Table 1. Features and their numeric codes

Variable Description Domain

AGE Pupil’s age normal:1, overage: 2
SEX Pupil’s sex female:1, male: 2
DIST Distance from home 1, 2, 3, 4, 5 km
ABS Days absent from school per week 0, 1, 2, 3 times
STUD T Time to study at home 0, 1, 2, 3 hours
DISPL Pupil disciplined how often 1, 2, 3 or more, 4: very often
COM ENG Pupil’s command of English speak local language:1, uncertain:2,

speak English always:3
PUP M Pupil motivated? motivated:1, neutral:2, not moti-

vated:3
P ENC Parent encouragement encouraging:1, neutral:2, not en-

couraging:3
P ATT Pupil education attitude positive:1, neutral:2, negative:3
F HARM Parents’ state of harmony yes:1, neutral:2, no:3
F FIN Parent can pay secondary school fees yes:1, neutral:2, no:3
PQ Parent qualification degree:4, diploma:3, secondary:2,

primary:1, none:0
F SIZ Family size 3-5:1, 6-10:2, 11 or more:3
P PART Parent participates in educ. yes:1, neutral:2, no:3
C PART Community participation yes:1, neutral:2, no:3
T ATT Teacher attitute toward pupils positive:1, neutral:2, negative:3
T COMM Teacher committed to teaching yes:1, neutral:2, no:3
T ABS Teacher absent never:1, neutral:2, always:3
S FAC Lack of school facilities inadequate:1, neutral:2, sufficient:3
L TEAC Lack of teachers inadequate:1, neutral:2, sufficient:3
T MARKS Test scores 400-500:1, 350-399: 2, 300-349: 3,

250-299: 4, 200-249: 5, 0-199:6
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Fig. 1. Information gain for the features

Fig. 2. Final marks against sex and age
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The left half of Fig. 2 is a boxplot showing the distribution of the boys (1)
and the girls (0). The plot shows that the boys have a higher median of the total
score, suggesting sex co-relates with total score.The right half of Fig. 2 is a plot
of the pupils ages, normal age (1) and overage (2); those with normal age obtain
a higher medium of the total score. This suggests age co-relates with total score.

Fig. 3. Final marks against pupil motivation and study time

The left half of Fig. 3 is a boxplot of the pupil motivation on the total score
scale. The median score is higher for pupils with high motivation (1). Suggesting
pupils motivation co-relates with total score.The right half of Fig. 3 is a boxplot
of study time on the total score scale. It is noticed that the median score increases
as the amount of study time. This suggests there is a co-relation between study
time and total score.

Fig. 4. Final marks against family financial ability and teacher attitude

The left half of Fig. 4 is a boxplot of parents financial ability and the total
score. Financial ability (1) does not suggest any co-relation with total score. The
poor families (3) however could act as a motivation to work harder. The neutral
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group (2) could fall either side. On the right is a boxplot of teacher attitude
and the total score. Good attitude (1) corresponds to a higher median score,
suggesting, there exists a co-relation between teacher attitude and total score.

Fig. 5. Final marks against teacher shortage and test marks

Fig. 5 shows a boxplot of teacher shortage and total score. Shortage of teachers
(1) and no shortage (3) seem to have the same score median, suggesting there is
a no co-relation.The right side is a scatter plot of total score and the test score
for three previous years. The plots show a co-relation between the two.

Fig. 6. Final marks against pubil absenteeism and pupil attitude

Fig. 6 is a boxplot of pupil absence from school and total score. Zero days
absent (0) and one day absent (1) indicate a higher score median, suggesting
a co-relation between absence from school with total score. As seen, the score
median decreases as days absent increase. The right half is a boxplot of pupils
attitude towards education and total score. A good attitude (1) corresponds to
a higher total score median, showing a correlation between these two variables.
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Fig. 7 shows a boxplot of parents encouragement and total score pupil who
are encouraged (1) have a higher total score median, suggesting parents en-
couragement co-relates with total score.Fig. 7also shows a boxplot of teacher
commitment and total score. Commitment of teachers (1) indicates a higher
median total score, implying a co-relation exists.

Fig. 7. Final marks against parental encouragement and teacher commitment

6.1 Optimum Subset Verification

Table 2 shows the results of experiments carried out using the two different sub-
sets, 8 features obtained using the information gain approach; total test marks,
sex, age, pupil motivation, study time, family finances, teacher attitude and
shortage of teachers. Ten features from descriptive statistics; total test marks,
sex, age, pupil motivation, study time, teacher attitude, pupil absenteeism, pupil
education attitude, parents encouragement and teacher commitment. The sub-
sets are input into the algorithms in turn to obtain the percentage accuracy
by each algorithm to determine which of the two an optimum dataset is. The
conclusion discusses the finding.

Table 2. Comparison of subsets

Algorithm Information Gain Subset
Accuracy (%)

Descriptive Statistics Subset
Accuracy

LWL 72.8772 73.7016
RepTree 76.2984 75.6389
Logistic 76.7931 76.5045
J48 76.2984 75.7214
Random Forest 74.7321 74.0725
Bayes Net 75.4740 76.5458
SMO 74.9794 74.9794

Average 75.3504 75.3092



Selecting Relevant Features for Classifier Optimization 221

7 Conclusion and Future Works

Data preprocessing is known to improve the efficiency and effectiveness of learn-
ing algorithms. Combining techniques of feature selection has proved to be a
better approach to confirm the selected optimum subset. Usually, an optimum
subset is a combination of strongly relevant features and some weakly relevant
features. The challenge is to identify which weakly relevant features to include
given that the irrelevant features are easily eliminated. This study used both
information gain and descriptive statistics approaches to select the optimum
subset features. Information gain approach selected 8 features out of a total of
22 features, namely; total test marks, sex, age, shortage of teachers, pupil motiva-
tion, family finances, study time and teacher attitude. The descriptive statistics
approach selected 10 out of 22, namely; total test marks, sex, age, pupil motiva-
tion, study time, teacher attitude, pupil absenteeism, pupil education attitude,
parents encouragement, and teacher commitment.

Experiments carried out using the two subsets on 7 different algorithms reveal
a marginal difference on the average percentage prediction accuracy. Information
gain approach gave 75.3504% while descriptive statistics gave 75.3092%.We con-
clude that the features that are shared by both subsets are the strongly relevant
features, these are; total test marks, sex, age, pupil motivation, study time and
teacher attitude. The other features appearing in either subset are weakly rel-
evant, these are; shortage of teachers, family finances, pupil absenteeism, pupil
education attitude, parents encouragement and teacher commitment. Any of
these can be added to the list since they only weakly influence learning. These
findings provide a foundation for further work on enhancing the effectiveness of
an algorithm for predicting academic performance of primary school pupils in
rural Africa.

In our future works, rough sets-based feature extraction, rule generation and
classification will provide more challenging and may allow us to refine our learn-
ing algorithms and/or approaches to the selecting relevant features for classifier
optimization [9].

Acknowledgements. Our thanks go to the Hasso Plattner Institute for funding
this work, to the university of Cape Town for providing a conducive environment
for doing this research, and to the Kenyan NACOSTI for allowing us to collect
data.

References

1. Bratu, C.V., Muresan, T., Potolea, R.: Improving Classification Accuracy through
Feature Selection. In: Proceedings of the 4th IEEE International Conference on
Intelligent Computer Communication and Processing, pp. 25–32. IEEE Press, New
York (2008)

2. Garner, S.R.: Weka, The Waikato Environment for Knowledge Analysis. In: Pro-
ceedings of the New Zealand Computer Science Research Students Conference,
New Zealand, pp. 57–64 (1995)



222 M. Mgala and A. Mbogho

3. Hall, M.A.: Feature Selection for Discrete and Numeric Class Machine Learning.
Technical report, University of Waikato, Department of Computer Science, New
Zealand (1999)

4. Kotsiantis, S., Pierrakeas, C., Pintelas, P.: Efficiency of Machine Learning Tech-
niques in Predicting Students Performance in Distance Learning Systems. Applied
Artificial Intelligence 18(5), 411–426 (2004)

5. Kohavi, R., John, G., Long, R., Manley, D., Pfleger, K.: MLC++: A Machine
Learning Library in C++. In: Proceedings of the Sixth International Conference
on Tools with Artificial Intelligence, pp. 740–743. IEEE Press, New York (1994)

6. Mitchell, T.M.: Machine Learning. McGraw-Hill, Inc., New York (1997)
7. Quinlan, J.R.: C4.5: Programs for Machine Learning. Morgan Kaufmann Publish-

ers Inc., San Francisco (1993)
8. Yu, L., Liu, H.: Efficient Feature Selection via Analysis of Relevance and Redun-

dancy. Journal of Machine Learning Research 5, 1205–1224 (2004)
9. Hassanien, A.E., Suraj, Z., Slezak, D., Lingras, P.: Rough computing: Theories,

technologies and applications. IGI Publishing Hershey, PA (2008)
10. Kessler, F.C.: Understanding Descriptive Statistics,

http://nationalatlas.gov/articles/mapping/a_statistics.html

http://nationalatlas.gov/articles/mapping/a_statistics.html


 

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 223–235, 2014. 
© Springer International Publishing Switzerland 2014 

Satellite Super Resolution Image Reconstruction  
Based on Parallel Support Vector Regression 

Marwa Moustafa2, Hala M. Ebied1, Ashraf Helmy2,  
Taymoor M. Nazamy1, and Mohamed Fahmy Tolba1 

1 Faculty of Computer and Information 
Sciences, Ain Shams University, Cairo, Egypt 

halam@fcis.asu.edu.eg, fahmytolba@cis.asu.edu.eg 
2 Data Reception, Analysis and Receiving Station Affairs, National Authority for Remote,  

Sensing and Space Science, Cairo, Egypt 
{marwa,akhelmy}@narss.sci.eg 

Abstract. Super Resolution (SR) refers to the reconstruction of a high resolu-
tion image from one or more low resolution images for the same scene. The re-
construction process is considered an inverse problem to the observation model. 
In this paper the SR problem is formulated by using Support Vector Regression 
(SVR). SVR is a very expensive computationally algorithm, thus it could be ac-
celerated by using the computational power of a Graphics Processing Unit 
(GPU). The proposed parallel SVR has been implemented using NVidia’s com-
pute device unified architecture (CUDA). An experiment has been done for a 
real satellite image. The experimental result demonstrates the speedup of the 
presented GPU implementation and compared with the serial CPU implementa-
tion and state-of-the-art techniques. The speedup of the presented SVR  
GPU-based implementation is up to approximately 50 times faster than the  
corresponding optimized CPU. 

Keywords: Super-Resolution, Support Vector Regression, CUDA, GPU.  

1 Introduction 

Different satellite sensors acquire information on the earth's surface with different 
spatial resolutions. The remote sensing images received from sensors are usually var-
ied in their characteristics according to blurred or degraded images by some factors. 
The satellite images represent a huge source of information in modern applications. 
High resolution images are essential in up-to date geospatial applications. Super 
Resolution (SR) provides an economic technique to provide these HR images. SR 
reconstructed techniques are considered a promising approach to these HR images 
economically. The SR techniques can be classified into two classes [1]; Non-iterative 
and Statistical based methods  

Non-iterative methods also called classical methods [2], such as Bilinear, bi-cubic 
and B-spline kernels can be used in both multi or single low resolution based  
cases. The multiple low resolution images are first aligned using some registration  
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algorithms to produce an HR image grid [1]. The reconstruction techniques suffer 
from ill conditioned registration, blurred, aliased LR images and an insufficient num-
ber of low-resolution images of the same scene. In large SR scale or low resolution, 
images are inadequate; SR using only low resolution images will easily fail. In a sin-
gle image approach, SR reconstruction is also called magnification, image scaling, 
interpolation, zooming and enlargement [3,4]. The interpolation methods are used to 
fill the missing pixels in the HR image grid [1]. Edge discrimination and artifacts are 
considered the main disadvantages of using the classical method, although it’s robust 
and easly implemented.  

Recently, statistical based methods are used to break the limitation of classical SR 
methods. The learning based techniques can be classified into supervised learning and 
reinforcement learning according to the model used. The statistical learning is also 
known as a machine learning based method, bring prior knowledge in the reconstruc-
tion process. The goal of these methods is to learn the mapping between low and high 
images then the learned mapping is adopted to obtain a high resolution image when 
given a low resolution image [5]. The learning based scheme outperforms the classi-
cal methods even if the number of low resolution images is reduced to one [2].  

The Support Vector machine is one of the most widely used in many remote sens-
ing applications [6]. In this paper, a parallel implementation of Support Vector Re-
gression (SVR) is proposed using GUP. Recently, Support Vector Regression (SVR), 
the use of SVM for regression, has been used to generate super-resolution images [7, 
8]. The performance of GPU based implementation was evaluated and compared with 
the CPU native implementation which is presented in [7] and [8]. 

The remainder of the paper is organized as follows: Section 2 reviews related re-
searches on statistical learning methods. Section 3 discusses Support Vector Machine 
and reconstruction algorithm based SVR. Section 4 presents the GPU implementation 
of the SVR. Experiments and results are discussed in section 5. Finally, Section 6 
concludes some remarks and provides recommendations for future work. 

2 Related Works 

The statistical learning methods are a machine learning field based on statistical and 
functional analysis. The goal of this method is to learn correlation between the input 
and output data. Statistical methods are used effectively in real world applications 
such as; medical imaging, speech recognition and computer vision. 

The Support Vector Machine (SVM) [9] is a popular approach to solving classifi-
cation and regression problems. SVM is based on the statistical learning theory. Sup-
port Vector Regression allows the ability to predict functional outputs without any 
prior knowledge or assumption of the training data. Linear or nonlinear kernel is used 
to fit the data. SVR has been used in various applications of data mining, bioinformat-
ics and financial forecasting. Li and Simske [10] proposed a learning based method 
based on local similarity across seemingly different images. The results obtained from 
this study have shown that the proposed method outperforms the competing Support  
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Vector Regression (SVR) method and the Kernel Regression method in terms of Peak 
Signal-to-Noise Ratio (PSNR). The Results showed that the performance of SVR 
depends on the size of the data set. Also, the Accuracy of the testing phase depended 
on the agreement between the training images and the testing images. An intensive 
computing is a challenge when used a large data set which considered as another  
limitation. 

Ni and Nguyen, [11] defines an optimal kernel that is achieved by formulating the 
kernel learning problem in a SVR form as a convex optimization problem, specifical-
ly a semi-definite programming (SDP) problem. They have added an additional con-
straint to reduce the SDP to a Quadratically Constrained Quadratic Programming 
(QCQP) problem. The study idea was improved by observing structural properties in 
the Discrete Cosine Transform (DCT) domain to aid in the learning the regression. 
Further improvement involves a combination of classifications and SVR-based tech-
niques extending works in resolution synthesis, while [12] using SVM regression in 
both the spatial and DCT domains. The study results have a better mean-squared er-
ror. With the addition of structure in the DCT coefficients, DCT domain image super 
resolution is further improved.  

Le and Bhanu [7] proposed single image super resolution based on the Support 
Vector Regression. By combining the pixel intensity values with local gradient infor-
mation, the learned model by SVR from low resolution image to high resolution im-
age is useful and robust for image super resolution. The study conducted the experi-
ments on different types of images and the results are promising. They have compared 
the proposed method to the previous works; the SR image that was produced by the 
proposed image has a better PNSR value than the state-of-the-art approaches. Ho and 
Zeng [8] have proposed a simple but effective method to generate high-resolution 
images from a low resolution one by utilizing the image’s own features or infor-
mation. In this study, the edge region was separated from the smooth region so as to 
apply different processing methods in these two regions. The smooth pixel is recon-
structed by some classical interpolation schemes, whereas the edge pixel is handled 
by training an SVR model. The resulted images are sharper and have a less embossed 
effect around the edges. SVR has high prediction accuracy. The training phase of a 
nonlinear kernel is considered a computationally expensive task notably for larger 
datasets. 

Hu etal. [21] have presented an approach that is mainly based on simple linear al-
gebra computations. The proposed technique involves learning multiple adaptive 
interpolation kernels. Assume that each high resolution image patch can be sparsely 
represented by several simple image structures and that each structure can be assigned 
a suitable interpolation kernel. The experimental results of the proposed technique 
validate its performance compared with the state-of-the-art super-resolution recon-
struction algorithms. 

Purkait et al. [22] have developed a novel fuzzy rule based prediction framework 
for high quality image zooming. In this study a patch based image zooming technique 
has been produced, where each low resolution (LR) image patch is replaced by an 
estimated high resolution (HR) patch. This technique is generated a large number of 
LR-HR patch pairs from a collection of natural images, then group them into different 
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clusters and generate a fuzzy rule for each of these clusters. Experimental results 
show that the proposed technique is capable of reconstructing thin lines, edges, fine 
details and textures within the image efficiently. Chen et al.[23] have presented a 
Bayesian based super resolution algorithm that uses approximations of symmetric 
alpha stable (SS) Markov Random Fields (MRF) as prior. The approximated SS prior 
is employed to perform maximum posteriori (MAP) estimation for the high resolu-
tion (HR) image reconstruction process. Compared with other state-of the-art prior 
models, experiments confirm a better fit is achieved by the proposed model to the 
actual data distribution and the consequent improvement in terms of visual quality. 

One of the limitations of statistical methods is its intensive computation. The com-
putation of these statistical methods requires expensive matrix manipulations especially 
in satellite images. The performance of the prediction model depended on the training 
set size and the agreement between the training images and the testing images. 

3 Reconstruction Technique 

Drucker et al. developed both support vector classifier and support vector regression 
techniques in 1997 [13]. Statistical machine learning algorithm has been recently used 
in solving SR problem. SR uses support vector regression to map the relationship 
between the low resolution image and high resolution image by using different non-
linear function model with estimated parameter.  

3.1 Support Vector Regression 

Support vector regression (SVR) is defined as a mapping function Fx →:φ in the 

SVM, to map the data x into a higher dimensional space F in which the data can be 
linearly separated [10]. SVR uses nonlinear functions to operate in feature space to 
linearly estimate an unknown function in output space. Consider the training set with 
N input-output pairs as [10]: 

 ( ) ( ) ( ){ }NN yxyxyx ,,.....,,,, 2211=Ω  (1) 

Where xxi ∈ is the input vector from the input image and yyi ∈ is the output val-

ues in the ground-truth image. Then estimate the function yxf →: by utilizing the 
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Where, ξ and *ξ are the slack variables, C is a constant and determines the tradeoff 

between the flatness of the mapping function. The w is a high dimensional vector 
because φ maps data to a higher dimensional space, thus, the dual problem is solved. 
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is the width of the tube. The model generated by the SVR depends only on a subset of 
the training data since the cost function ignores the training data within the threshold 
of ε . The function )(),(),(),( qpqpqp xxxxkxxQ φφ=<= is called the kernel function 

[8].Commonly used kernel functions are linear, polynomial, Gaussian, sigmoid etc. 
[9]. The new data point's output is predicted with the function: 
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The standard implementation of SVM requires solving several quadratic program-
ming (QPs) problems with a linear constraint [16]. The Computational and memory 
requirements are very expensive. Different methods have been used to optimize the 
QPs. One method is the Interior Point Method [16], which was suggested by Von 
Neumann, it finds a solution to the Karush–Kuhn–Tucker conditions of the primal and 
dual problems by using Newton like iterations. Another method is the Sequential 
Minimal Optimization (SMO) algorithm which is used to break the problem into 2-
dimensional sub-problems [14, 15]. 

3.2 Reconstruction Algorithm Based SVR 

The SR algorithm proposed in [7, 8] consists of two processes: the training phase and 
the testing phase as shown in Figure 1. The training phase of the SVR learned model 
is used to construct a HR image to be used in the testing process. In the training 
phase, the HR image is blurred and then downscaled by factor 2 to produce the LR 
image. The initial estimation of an HR image is constructed using bi-cubic interpola-
tion by factor 2, more details can be found [7, 8]. 

4 GPU Implementation for SVR 

Originally, A Graphics Processing Unit (GPU) was designed to accelerate the output 
image in a frame buffer that’s intended for output to display. Recently, it has been  
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used for general purpose computation especially with NVIDIA’s Computer Unified 
Device Architecture (CUDA). GPU Architecture consists of firs: A device that con-
tains an array of independent streaming multiprocessors (SMs). Second, memory sets. 
Each SM can execute a large number of threads simultaneously. A group of threads is 
organized into a thread block, while thread blocks are grouped into a block structure. 
The CUDA Function, referred as Kernel, executed the same instruction by using a 
large number of threads in parallel fashion. The main function running on the CPU is 
called the host. 

Figure 2 outlines the sequential modified SMO algorithm. SMO is a simple algo-
rithm that can quickly solve the Quadratic Programming of SVM without extra matrix 
storage. The implementation of the modified SMO on GPU is proposed to be based 
on distributing the process of matrix multiplication among the GPU threads. Figure 3 
shows the parallel implementation of modified SMO’s on GPU. An RBF kernel is 
chosen to be implemented due to its effectiveness in remote sensing applications 

 )exp(),(
2

ii xxxxK −−= λ  (5) 

where x  and ix  are two samples of the feature vectors in input space. 

 

Fig. 1. Full Image SVR Model for Training phase and Testing phase 

In the training phase, the CPU Host computes the ; then transfers the result to 

GPU memory. The CUBLAS and CULA libraries [24] are used to compute the 

on GPU kernel, and another GPU kernel performs the subtract , 

multiplies by λ and then exponentiation the result. The Shared memory has been used 
to minimize the data transfer between GPU device memory and CPU host memory. 
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Fig. 2. SMO serial Implementation 

 

Fig. 3. Parallel GPU Support Vector Regression 
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we used the same parameter values obtained during the serial implementation. In 
calculating the execution time, data transfer time from the host memory to device 
memory has been ignored. Table 2 defines the hardware specification that has been 
used in implementing our experiments. 

Table 2. Hardware Specification used in the experiment 

CPU Intel ® Core (TM ) i7-3740QM  

GPU NVIDIA NVS 5200M @ 625 MHz, 96 cores; 
1024 MB memory size 

Operating system Windows 7 x64 

Compiler Visual Studio 2012 

CUDA runtime version CUDA v5.5 

5.3 Performance Criteria 

Peak signal-to-noise ratio [18] is used to measure the quality of the output images 
based on pixel distance. The high value of PSNR means good image resolution.  
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where x denote the original image and y denotes the SR image.  
The speedup Sp is calculated to show that a GPU implementation is faster than the 

sequential implementation on CPU. 
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5.4 Results 

Both CPU serial codes and GPU parallel codes for SVR Super resolution algorithms 
have been implemented, and the execution time is compared. LIBSVM [15] with 
Native C/C++ have been used in the sequential implementation of the SR reconstruc-
tion algorithm. Many parameters affect the performance of the SVR; C, ε, and δ. In 
the first experiment, we used cross-validation techniques to divide the training set into 
three set; training, validation and test tests. An eight from fourteen sample images 
were used with the cross-validation process. Two images were retained as the internal 
validation data for testing the model, and the remaining 6 images were used as train-
ing data. The cross-validation process was repeated 4 times. Next, the best accuracy  
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Implementation is hardly noticeable. One can observe from table 4 that, SVR parallel 
implementation outperforms the SVR sequential implementation and bi-cubic algo-
rithm. The SVR based super resolution reconstruction algorithm is considered a good 
choice in the case of using satellite images. 

6 Conclusion and Future Works 

This paper introduced a parallel implementation to a super resolution technique based 
on Support Vector Regression. CUDA, NVIDIA's parallel computing architecture, is 
used to implement kernels in both training and testing phases. The paper also draws a 
comparison between the serial and parallel implementations in the super resolution 
technique based on the Support Vector Regression. Sharper images were produced 
from the SVR super resolution algorithm. Visually the around edge effect has been 
reduced in the obtained HR images. 

The experiments are conducted using two SPOT-4 images. Fourteen sub-images 
were clipped by a window the size of 400×400 pixels to represents different features. 
The proposed SVR parallel implementation is performed using several training tasks 
simultaneously. All tasks can share the same cache memory for storing kernel values. 
Experimental result shows that our Support Vector Regression algorithm speedup by 
50x over CPU serial implementation in the training phase and on average 27x for the 
testing phase. The accuracy of the HR images using SVR SR parallel technique is 
better than the images obtained from the bi-cubic interpolation method. In our future 
works, an improved Support Vector Machine based on Rough Set for construction 
cost will provide more challenging and may allow us to refine our learning algorithms 
and/or approaches to the resolution image reconstruction [25] 
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Abstract. The accuracy of animal identification plays an important
role for producers to make management decisions about their individual
animal or about their complete herd. The animal identification is also
important to animal traceability systems as ensure the integrity of the
food chain. Usually, recording and reading of tags-based systems are used
to identify animal, but only effective in eradication programs of national
disease. Recently, animal biometric-based solutions, e.g. muzzle imaging
system, offer an effective and secure, and rapid method of addressing
the requirements of animal identification and traceability systems. In
this paper, we propose a robust and fast cattle identification through
using Gabor filter-based feature extraction method. We extract Gabor
features from three different scales of muzzle print images. SVM classifier
with its different kernels (Gaussian, Polynomial, Linear and Sigmoid)
has been applied to Gabor features. Also, two different levels of fusion
are used namely feature fusion and classifier fusion. The experimental
results showed that Gaussian-based SVM classifier has achieved the best
accuracy among all other kernels and generally our approach is superior
than existed works as ours achieves 99.5% identification accuracy. In
addition, the identification rate when the fusion is done at the feature
level is better than that is done at classification level.

1 Introduction

Animal health and safety of its related products become very crucial for na-
tional producers and export markets. This has created a need for source veri-
fication, and identification of supply chain of food products. According to [1],
beef meat is considered the most consumed meat in the world. So, cattle iden-
tification and traceability is currently considered a crucial phase in controlling
safety policies of animals, management of food production, and demands of con-
sumers [2]. According to [3], animal traceability process refers to the ability to
recognize farm animals and their related products according to their origin in
the supply chain to (a) determine ownership, (b) identify parenthood, (c) as-
sure food safety, and (d) ascertain compliance (e.g., for beef export verification,
production practice-verification, source-verification, process-verification, and au-
thenticity management). The process of identifying cattle is very important to

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 236–247, 2014.
c© Springer International Publishing Switzerland 2014
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enable this traceability process and for all entities involved in the food chain in-
cluding consumers and food industry. Such systems contribute not only to food
safety but also to quality assurance. They help to (a) control the spread of ani-
mal disease, (b) reduce losses of livestock producers due to disease presence, (c)
minimize expected trade loss, and (d) decrease the government cost of control,
intervention and eradication of the outbreak diseases [4].

Individual animal identification could be achieved by different methods [4],
mechanical, electronic and biometric. As reported in [5] and in [6] mechanical
methods are not suitable for large-scale identification programs, could cause ani-
mal infections, and not sufficient for traceability purposes. Animal identification
through electronic methods [7] make use of external electronic tags (e.g. neck
chains or ear tags) which are subject to lose or removal or damage. Biometric an-
imal identification [8] using iris scanning, retinal images and DNA analysis are
intrusive for the animals and not cost-effective compared to other approaches
(image-processing methods). Machine vision-based solutions [6] can produce ac-
curate results of cattle recognition and do not need to attach any additional
elements with or within the animals.

Cattle muzzle print is proven to be a unique feature of each cattle [9]. Conse-
quently, it is concluded that muzzle print is similar to the human’s fingerprint.
A muzzle pattern could be either lifted on papers or taken as a photo [10]. The
lifted on papers images are time-consuming process, requires special skills (con-
trolling the animal and getting the pattern on a paper) and are poor quality. So,
in this paper, we will use the muzzle photos and then use Gabor filter to extract
features from the collected images of different scales, so overcoming the problem
of scale invariance and rotation invariance. These features will be then summed
up to overcome the scale invariance problem and increase identification rate.

2 Preliminaries

2.1 Gabor Features

Gabor filter-base method used to extract texture features from gray scale images.
It is sensitive to changes in scale and orientation of the texture patterns. Thus,
Gabor-filter feature extraction method achieves a relatively small accuracy when
the patterns have different scales and orientation[11], [12], [13].

A 2D Gabor function g(x, y) is defined as follows [14]:

g(x, y) =
1

2πσxσy
exp

[
−1

2

(
x2

σ2
x

+
y2

σ2
y

)
+ 2πjWx

]
(1)

where σx and σy characterize the spatial extent and frequency bandwidth of the
Gabor filter, and W represents the frequency of the filter. Let g(x, y) be the
mother generating function of a Gabor filter family. A set of different Gabor
functions, gm,n(x, y) = a−2mg(x′, y′)), can be generated by rotating and scaling
g(x, y) to form an almost complete and non-orthogonal basis set, where x́ =
a−m(x cos θn + y sin θn), ý = a−m(−x sin θn + y cos θn), a > 1, θn = nπ/K,
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m = 0, 1, . . . , S − 1, and n = 0, 1, . . . ,K − 1. The parameter S is the total
number of scales, and the parameter K is the total number of orientations. So,
S and K represent the total number of generated functions. For, a given image,
I(x, y), its Gabor-filtered images is computed as in Equation (2).

Gm,n(x, y) =
∑
x1

∑
y1

I(x1, y1)gm,n(x− x1, y − y1)) (2)

2.2 Feature Fusion

Combining or fusion of many independent sources of information may help to
take the most suitable decisions. The combination may be in many levels such
as feature or classification level. The goal of feature level fusion is to com-
bine or concatenate the output of two or more independent feature vectors to
get one new features vector. Assume f1 = [x1, . . . , xr], f2 = [y1, . . . , ys], and
f3 = [z1, . . . , zt] are three feature vectors with three different sizes r, s, and t,
respectively. The concatenation of these three feature vectors is calculated by
fnew = [x1, . . . , xr, y1, . . . , ys, z1, . . . , zt] [15].

Features fusion may lead to a problem of the compatibility of different fea-
tures, i.e. the features would be in various ranges of numbers. So, it is needed to
transform these features into a common domain. To address this problem, nor-
malization techniques such as ZScore, Min-Max, and Decimal Scaling are used
[16]. Zscore method maps the input scores to distribution with mean of zero and
standard deviation of 1 [17]. f́i = (fi − μi)/σi represents Zscore feature normal-
ization method, where fi is the ith feature vector, μi and σi are the mean and
standard deviation of the ith vector, respectively, f́i is the ith normalized feature
vector.

The fusion of all feature vectors is computed by concatenating the normal-
ized feature vectors. However, concatenation of feature vectors will increase the
dimension of the features, thus leading to high computation time and need-
ing more storage space. Thus, dimensionality reduction technique, such as LDA
(Linear Discriminant Analysis), is used to reduce a largest set of features and
discriminate between classes [16].

2.3 Linear Discriminant Analysis (LDA)

LDA is one of the most famous dimensionality reduction method used in machine
learning. LDA attempts to find a linear combination of features which separate
two or more classes [18]. The goal of LDA is to find a matrix W = max

∣∣∣ WT SbW
WT SWW

∣∣∣
that maximizing Fisher’s formula. Sw =

∑c
j=1

∑Nj

i=1(x
j
i − μj)(x

j
i − μj)

T repre-
sents a within-class scatter matrix , where xi

j is the ith sample of class j, μj is
the mean of class j, c is the number of classes, and Nj is the number of samples
in classj. Sb =

∑c
j=1(μj − μ)(μj − μ)T is a between-class scatter matrix, where

μ represents the mean of all classes. The solution of Fisher’s formula is a set of
eigne vectors (V ) and eigne values (λ) of the fisher’s formula.
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2.4 Support Vector Machine (SVM)

In this paper, we have applied SVM which is one of the classifiers which deals
with a problem of high dimensional datasets and gives very good results. SVM
tries to find out an optimal hyperplane separating 2-classes basing on training
cases [19].

Given a training dataset, {xi,yi}, where i = 1, 2, 3, · · · , N , where N is the
number of training samples, xi is a features vector, and yi ∈ {-1,+1} is the target
label, y = +1, for samples belong to class C1 and y = −1 denotes to samples
belong to class C2. Classes C1 and C2 are assumed to be linearly separable
classes. Geometrically, the SVM modeling algorithm finds an optimal hyperplane
or decision surface with the maximal margin to separate two classes and has a
maximum distance to the closest points in the training set which are called
support vectors, which requires solving the optimization problem in equation 3.

max

n∑
i=1

αi − 1

2

n∑
i,j=1

αiαjyiyjK(xi, xj). subject to:
n∑

i=1

αiyi, 0 ≤ αi ≤ C (3)

where, αi is the weight assigned to the training sample xi (if αi > 0, then xi

is called a support vector); C is a regulation parameter used to find a trade-
off between the training accuracy and the model complexity so that a superior
generalization capability can be achieved.

In case of nonlinear separable classes, each point x in the input or original
space is mapped or transformed to a point z = φ(x) of alternative higher di-
mensional space, called feature space; which gives a much probability that the
mapped points will be linearly separable. The dot product of two points in the
feature space φ(x).φ(y) can be rewritten as a kernel function K(x, y), where K
is a kernel function. If a kernel function must be continuous, symmetric and pos-
itive (semi-) definite, so the meaning their kernel matrices have no non-negative
Eigne values . Then the optimization problem is convex quadratic of problem,
hence the convergence towards the global optimization can be guaranteed and
the solution will be unique. There are many types of kernels as follows:

– Linear Kernel : is the simplest kernel function. Linear Kernel is computed as
K(x, y) = xy+c. Kernel algorithms using a linear kernel are often equivalent
to their non-kernel counter parts.

– Polynomial Kernel: is an important family of kernel functions. Ploynomial
kernel computed as K(x, y) = (c + xy)d, where d is the degree of the poly-
nomial (if d = 1, linear kernel) and c is the intercept constant. Higher order
of d, leads to overfitting problem. In overfitting problem, the model may
success to fit training data set perfectly with minimum errors, while fitting
test or new data will cause a high error.

– Gaussian Kernel: is one of the popular kernel functions. K(x, y)=exp(‖x−y‖2
2σ2 )

represents Gaussian kernel, where σ plays a major role in the performance
of the kernel and it should be carefully tuned to achieve a suitable result.
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– Sigmoid (Hyperbolic Tangent) Kernel: Sigmoid Kernel comes from the Neu-
ral Networks field, where the bipolar sigmoid function is often used as an
activation function for artificial neurons. SVM model using a sigmoid kernel
function is equivalent to a two-layer, perceptron neural network. In Sigmoid
Kernel, which is computed as K(x, y) = tanh(αxy + c), there are two ad-
justable parameters, the slope α and the intercept constant c. A common
value for α is 1/N , where N is the data dimension.

Choosing suitable kernel function will make the data easily separable in a
feature space despite it is not separable in the original space. However, such
choice depends on the problem being addressed- and fine tuning its parameters
can easily become a tedious.

2.5 Classifier Fusion

Fusion in classification level may improve the performance of the systems if the
classifiers are independent. Fusion of different classifiers may be in abstract,
rank or measurement level. Fusion in abstract level considers the simplest fusion
method and easiest one to implement. One of the most famous combination
methods used in combining classifiers in abstract level is majority voting.

3 Two Proposed Approaches

We have proposed two approaches to identify cattle using muzzle print images.
The first one is designed based on feature fusion while the second is designed
based on classifiers fusion. The two approaches are summarized in Figure (1).

3.1 Feature Fusion-Based Approach

The Feature fusion-based (FF) approach consists of two main phases: Training
and Testing phase.

Training Phase: In this phase the following processes are performed.

1. Collecting all training muzzle print images.
2. Resize the muzzle print images into three different scales I128 = 128× 128 ,

I64 = 64× 64 and I32 = 32× 32.
3. Extracting the features from each resized muzzle print images (I128, I64 and

I32) using Gabor feature extraction method
4. Representing each image by one feature vector. To reduce the number fea-

tures in the vector, we used LDA as a dimensionality reduction method,
5. Normalize each feature vector after LDA using ZScore normalization (Í128, Í64

and Í32),
6. Concatenate the three normalized feature vectors into one new feature vec-

tor, i.e., fnew = [ ´I128 ´I64 ´I32]
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Fig. 1. A block diagram of cattle identification system using muzzle print images

Testing Phase: In this phase, the following operations are performed.

1. Collecting the muzzle print image,
2. Resize the muzzle print images into three different scales: T128 = 128× 128

, T64 = 64× 64 and T32 = 32× 32.
3. Extracting the features from each muzzle print images (Testing images)

(T128, T64 and T32) using Gabor feature extraction method
4. Each feature vector is projected on LDA space.
5. Concatenate the three normalized feature vectors into one new feature vector

Tnew

6. Matching or classifying the testing feature vector Tnew with training feature
vectors fnew to identify final decision (i.e. whether the animal is identified
or not).

3.2 Classifier Fusion-Based Approach

The Classifier Fusion-based (CF) approach will combine two or more classifiers
to identify cattle animals. CF approach, like FF approach, consists of training
and testing phases.
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Training Phase: In this phase, the system is trained as follows:

1. Collecting all training muzzle print images.
2. Resize the muzzle print images into three different scalesI128 = 128× 128 ,

I64 = 64× 64 and I32 = 32× 32.
3. Extracting the features from each muzzle print images (I128, I64 and I32)

using Gabor feature extraction method
4. Representing each image by one feature vector. To reduce the number fea-

tures in the vector, we used LDA as a dimensionality reduction method,

Testing Phase: In this phase, the system is tested as follows:

1. Collecting the muzzle print image,
2. Resize the muzzle print images into three different scales T128 = 128× 128 ,

T64 = 64× 64 and T32 = 32× 32.
3. Extracting the features from each muzzle print images (Testing images)

(T128, T64 and T32) using Gabor feature extraction method
4. Each feature vector is projected on LDA space to reduce its dimensionality.
5. Classifying the testing feature vectors using different scales with training

feature vectors to identify final decision in each scale D1, D2 and D3.
6. Combine the output of the three classifiers (decisions)D1, D2 and D3 in

abstract level fusion (i.e. voting) to get the final decision (i.e. whether the
animal is identified or not).

4 Experimental Results

To evaluate the proposed approach, we have use Matlab platform to implement
it and run some experiment. The experiments have been conducted using a PC
with the following sepcifications: Intel(R) Core(TM) i5-2400 CPU @ 3.10 GHz,
and 4.00 GB RAM, and under windows 32-bit operating system.

The dataset used in the experiments is a muzzle print database image con-
sisting of 217 gray level muzzle print images with size 300× 400. These images
are collected from 31 cattle animals (7 muzzle print image for each cattle). The
muzzle photos are collected in different illumination, rotation, quality levels, and
image partiality. Examples of these images are shown in Fig 2.

To test our approaches, we have design three scenarios to test our approach.
The first experiment scenario is conducted to understand the effect of chang-
ing the number of training data and to evaluate the performance stability over
the standardize data (without occlusion nor rotation). In this scenario, testing
images are matched using SVM classifier with its different kernels (Gaussian,
Linear, Polynomial with different degrees, and Sigmoid). A summary of this
scenario is shown in Table 1.

The second experiment scenario is used to prove that our proposed method
is robust against rotation. In this scenario, we used four training images. The
testing images are rotated and used to identify the cattle. As shown in Fig 3,
different orientations are used in our experiment. The results of this experiment
is shown in Table 2.
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(a) (b) (c) (d)

Fig. 2. A sample of collected muzzle images ( a and b belong to one cattle, while c
and d belong to another

Table 1. Accuracy results (in %) of our system using different training images

Kernel
No. of Training Images

FF CF
6 5 4 3 2 1 6 5 4 3 2 1

Gaussian 100 98.9 98.9 97.9 96.8 96.8 100 100 98.9 97.9 97.9 96.8
Linear 100 98.9 98.9 96.8 96.8 96.8 100 97.9 98.9 96.8 97.9 95.9

Poly (d=3) 100 98.9 98.9 97.9 96.8 96.8 100 98.9 98.9 97.9 97.9 96.8
Poly (d=5) 100 98.9 97.9 97.9 96.8 93.6 96.8 96.8 97.9 96.8 97.9 84.9
Sigmoid 98.9 97.9 97.9 97.9 97.9 96.8 98.9 98.9 97.9 96.8 97.9 96.8

Table 2. Accuracy results (in %) of our system while using rotated images

Kernel
Angles of Rotation (◦)

FF CF
45 90 135 180 225 270 315 45 90 135 180 225 270 315

Gaussian 100 100 100 100 100 100 100 98.9 100 98.9 100 98.9 100 100
Linear 100 97.9 100 100 100 100 98.9 94.6 97.9 95.7 97.9 89.3 97.9 94.6

Poly (d=3) 100 98.9 100 100 100 100 100 98.9 100 97.9 100 97.9 97.9 98.9
Poly d=5 98.9 98.9 100 100 100 98.9 96.8 96.8 96.8 97.9 98.9 97.9 98.9 89.8
Sigmoid 96.9 96.9 98.9 100 100 98.9 97.9 98.9 98.9 97.9 96.9 97.9 97.9 98.9

In the third scenario, our approaches are tested for images’ occlusion shown
in Fig 3. In this experiment, the training and testing images are occluded hori-
zontally and vertically in different percentage of its sizes, as shown in Fig 3, and
then they are used to identify cattle. The results of this experiment is shown in
Table 3.
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(a) H(20%) (b) H(40%) (c) V(20%) (d) V(40%)

(e) 0 ◦ (f) 90 ◦ (g) 180 ◦ (h) 270 ◦

Fig. 3. Sample of occluded and rotated muzzle images, top row (a, b, c and d) repre-
sents horizontal and vertical occlusion, bottom row (e, f, g and h) represents rotation
in different angles

Table 3. Accuracy (in %) of our system while images are occluded

Kernel

Percentage of Occlusion (%)
FF CF

H V H V
20 40 60 80 20 40 60 80 20 40 60 80 20 40 60 80

Gaussian 100 100 100 94.6 100 100 100 95.7 100 100 95.7 92.5 100 100 95.7 91.4
Linear 100 100 98.9 94.6 100 100 100 98.9 98.3 96.8 89.3 74.2 98.9 96.8 89.9 74.2

Poly (d=3) 100 97.9 97.9 20.4 100 98.9 98.9 49.3 100 97.9 89.3 16.1 100 96.8 91.4 33.3
Poly d=5 97.9 47.3 10.75 3.2 100 45.2 17.2 7.5 92.5 69.9 7.5 0 90.3 67.7 8.6 5.4
Sigmoid 96.8 96.8 97.9 20.4 100 100 98.9 49.3 95.7 94.6 89.3 83.9 96.8 98.9 89.9 33.3

5 Discussion

The performance of FF and CF approaches are evaluated by the percentage of
the total number of cattle identifications which were correct(the accuracy). Our
discussion will be conducted based on the results gained in the tables above.

From Table 1, the following remarks can be noticed. The accuracy of identify-
ing cattle animals achieve excellent results in both FF and CF approaches. The
accuracy is slightly decreased when the number of training images are decreased.
Also, all SVM kernels achieved nearly the same accuracy except polynomial func-
tion at d = 5. In general, CF approach achieves accuracy rate which is slightly
lower than FF approach.
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From Table 2, a number of points can be noticed. Firstly, FF and CF ap-
proaches are robust against images rotation which could take place in differ-
ent angels. Secondly, Gaussian-based SVM has achieved the best results, while
Polynomial kernel with d <= 5 has achieved the worst accuracy. Generally,
polynomial kernel has achieved accuracy relatively better when its nonlinear has
lower degrees such (d = 2 or d = 3). Thirdly, using rotated images, FF-based
approach has achieved accuracy rate better than CF-based approach.

Also, from Table 3, it can remarked that Gaussian kernel-based SVM has
achieved the best accuracy, while polynomial-based SVM, with degrees (d = 5)
or above, has achieved the worst accuracy. Also, it can be seen that polynomial-
based SVM has accomplished good results when it is linear or has degrees less
than d <= 4. Furthermore, FF approach is better than CF approach in the
identification rate.

Table 4. Effect of applying LDA on the extracted feature vectors

Image Size Before LDA After LDA

Length of
Feature Vector

Time to
Extract Features

(Sec)

Length of
Feature Vector

Time to
Extract Features

(Sec)
Original Size
(300x400) 240000 30.65

(or Out of Memory) NA NA

128x128 32768 1.932 31 0.444
64x64 8192 1.262 31 0.3
32x32 2048 1.063 31 0.255

To show the effect of applying LDA to the performance of our proposed ap-
proaches, we have run two experiments, one without applying LDA and another
with applying it. The summary of the results obtained from these experiments
are shown in Table 4. From this table, it can be noticed that, extracting Gabor
features from the original image (with original size) takes more time, leading
to out of memory problem. On the other hand, when resizing the muzzle print
image into lower scales and applying LDA, the processing time is significantly de-
creased. This proves the good results obtained by our two proposed approaches.

As a conclusion, form Table 1, 2 and 3, it is noticed that our two approaches
achieve a high accuracy rate compared to Awad’s system in [5] (93.3%). In
addition, from Table 2, we conclude that our two methods achieved excellent
accuracy (99.5%) when testing images are rotated or occluded in different an-
gels or percentages respectively. Also, it can be noticed that FF-based approach
has achieved accuracy rate better than the one achieved by CF-based approach
because the information in feature level are much more than the one in the clas-
sification level. Also, the abstract level has only decisions so, it has the minimum
information compared with all other classification levels of fusion. Finally, it can
be said that our proposed approaches are robust against any distortion in the
animal image. This is very important feature when dealing with un-controlled
animal while capturing images.
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6 Conclusion

In this paper, we have proposed two approaches for identifying cattle animals us-
ing muzzle print images. The two approaches make use of Gabor filter to extract
robust texture features which are invariant to rotation or occlusion. The features
are extracted from three different scales of the images. Two levels of combina-
tion or fusion, at feature level of classification level, are then used to increase
the animal identification accuracy. The dimensionality problem of the extracted
features are addressed by applying LDA which also produced discrimination be-
tween different classes and improve the accuracy of our proposed system. Our
two proposed approaches make use of SVM classifier with its different kernels
function (i.e. Gaussian, Polynomial, Linear, and Sigmoid). The experiment result
showed that the two approaches have achieved an excellent accuracy (99.90%).
Also, our approaches are tested against any rotation, occlusion, or illumina-
tion and they achieved an identification rate of (99.50%). Among these kernel
functions, Gaussian-based SVM classifier has achieved the best accuracy in all
experiments. In addition, Polynomial-based SVM has achieved a good accuracy
but when it is linear or with degrees lower than 5. Also we note that, feature
level fusion achieved accuracy better than classifier fusion.
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Abstract. Crude oil represents the most important energy source as a life 
engine. Nowadays, oil industries are trying to find a way to reduce its costs and 
make a better use of the crude oil prediction process. In addition, multiple 
computational intelligence techniques are used to apply prediction systems on 
petroleum field. Uncertainty qualification of petroleum prediction systems is 
one of the present challenges. Using test cases process on this domain approves 
more accurate results. The basic idea of this approach is to retesting both 
historical and test cases statues through regression processes. Validation of test 
case statues through logistic regression model terminates the controversial 
about the system efficiency. In this paper, we propose a logistic test case 
regression model to argue the predicted statues of an intelligent petroleum 
prediction system. This approach produces results that are closely to measured 
values which predicted for emphasis petroleum historical data. The petroleum 
dataset are collected from distinct sources. The historical dataset and previous 
predicted values of oilfields and reservoirs are exploited. 

Keywords: Regression, Prediction, Test Case, Petroleum.  

1 Introduction 

The petroleum domain contains huge amount of data, geophysics, images and other 
[1]. On the other hand, according to different definitions of regression test process, 
regression is a statistical technique to determine the linear relationship between two  
or more variables, is primarily used for prediction and causal inference [2]. 
Conceptually, retesting software results after validation and evaluation called 
regression process. This processes attempts to validate modified software and ensure 
that no new errors are introduced [3]. Consequently, the prediction results of any 
system remain controversial; the results supported by experts’ knowledge validation. 
Furthermore, predicted results testing are ubiquitous technique, but many of those 
concepts still poorly understood. On prediction process, propagate the process of 
prediction which considers measurements values and exploiting the specific inputs 
through software testing [4]. 
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The test case processes explains the fundamental differences between systems 
results and testing values. In addition, test case on petroleum prediction domain able 
to manipulate the faults of predicted systems result. The historical test case 
performance data might be used to improve long run regression testing performance 
[5]. There are three types of test case processes which are approved: execution, 
infection and propagation. In prediction systems, while the impact of system 
represents execution process, the changes of the data manipulation is the infection 
process [6]. The precision of predicted test cases statues depends on data validations 
and approved by using regression test to propagate failures of the prediction system 
[7]. Eventually, using regression test process on petroleum domain aims engineers to 
enhance oil industry and emphasis of prediction statues, achieve this goal through the 
work implementation. 

The rest of the paper is organized as follows. Section 2 shows related work. 
Section 3 explains approach overview. Section 4 shows regression model. Section 5 
displays the evaluation of the proposed system. Finally, Section 6, shows the system 
results and suggestions for future work.  

2 Related Work 

Most related work on regression testing has used coverage information. More than 
one related research application concerned of oil prediction. Use the test cases 
regression to improve the faults of results still demand more researches. It produces a 
prioritized list of test cases in terms of sequence base on the number of impacted 
blocks that will be covered by each test. Furthermore, a list of impacted block, which 
may not be executed by any exist test [8]. Using regression test within static coverage 
values for prediction purpose is achieved with multiple test cases [9]. The proposed 
regression test neglects the petroleum software code, previous predicted results  
and historical values. We interest about retesting the test cases statues and prove 
regression test of the system results.  

A binary matching tool (BMAT), compute the changes between two versions of 
the program at the basic block granularity. Some researches concerns of forecast the 
oil production by using data mining technique for improving estimation of oil 
consumption base of history of data. The case study with ANFIS has less than %5 
Error.  

The proposed algorithms were implemented on 91 rows of data (monthly oil 
consumption) from January 2003 to July 2010 for Canada and the rate of accuracy is 
95% [10]. Another statistical research, concludes that the horsepower and weight (W) 
of a vehicle proved to be statistically important in predicting petroleum consumption 
in vehicles; width and engine displacement of a vehicle have positive impacts on fuel 
cost [11]. Another related work is considers a data driven approach in modeling 
uncertainty in spatial predictions, based on Bayesian inference presented as an 
envelope of p10/p90 credible intervals for reservoirs production prediction [12].   

Another related research, focuses on the regression analysis and time series 
analysis of the Petroleum Product Sales in Masters Energy oil and Gas. it shows that 
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time series analysis explain the analysis of trend and seasonal influence on the data. It 
was also used to forecast the future product sales of the companies [13]. 

A Study on Prediction of Output in Oilfield Using Multiple Linear Regression, 
achieved that shown that the percentage error of predicted value from the actual 
output is only 4.57%. This validate that this method can be implement to forecast the 
oilfield output [14]. 

3 Approach Overview 

The major goal of this research is to produce approximated prediction results through 
using regression of test case statues on petroleum prediction system. Exploiting 
historical data, predicted results and measured values of oilfields to achieve dazzle 
prediction results. Previous test case for petroleum prediction system is achieved 
through Petroleum Prediction System. The previous predicted results extracted, 
whereas the historical data collected from distinct petroleum sources. Ten wells on 
Daqing oilfields and other oilfields in Yemen as samples are predicted, shown on 
table (1). Test case process is applying by build relational rules from comparing, 
testing the predicted results with measured values of the oilfields. In addition, test 
cases (Tc) process applied on ten of predicted wells and measurements values (real 
coverage). Table (1), display ten wells within predicted results as Previous Predicted 
results (PP) and the empirical values as Coverage petroleum values (CP), as follow:. 

Table 1. CP, PP and Tc results 

 

The regression methodology goal is to retest the previous test case statues that are 
shown on table (1) through logistic regression model processes. Design of logistic 
regression model will be utilized to efficiently minimize the number of test cases, 
running time and will be used to predict software failures. Conceptually, there is 
inherently an unbounded test case on the petroleum prediction system; the number of 
test cases calculated by An, where A, is number of the detected memberships, 
whereas n is the number of statue probabilities. The memberships of previous fuzzy 
petroleum prediction research are depends on five parameters [15]. On the other hand, 
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the output, test case statues for every single membership are: Very High (VH), High 
(H), Medium (M), Low (L), and Very Low (VL). The number of test cases on the 
system is 55= 3125. This huge number of test cases causes conflict on the predicted 
statues. 

4 Regression Model 

Systems improvements should result in better coverage of the input domain, efficient 
test cases, and in spending fewer testing resources. Regression testing is a software 
engineering activity in which a suite of tests covering the expected behavior of a 
software system. On another form, it represents re-run of outputs compared against 
expected results [16].  

Usually, the regression test concerns of failures of software’s code, multiple 
projects are interest about retesting the software failures such as PETS project 
(Prediction of software Error rates based on test and Software maturity results) funded 
by the European Commission [17]. 

4.1 Regression Analysis 

Regression analysis is a statistical tool for the investigation of relationships between 
variables. Usually, the investigator seeks to ascertain the causal effect of one variable 
upon another into systems. Consequently, regression techniques have long been 
investigate hypothesis, imagine that gathering data on multiple domains [18]. 

Realistically, the prediction results accuracy of any intelligent system never 
achieve one hundred percent of precision [19]. Test case processes and regression test 
aims to validate system failures and focus on real factor which affect of results. In this 
case, test case process applying on the petroleum prediction system to emphasis the 
predicted result; regression test reduce the test case number, minimize error time, 
share petroleum knowledge and declares more precision of the system [20]. 
Regression analysis for petroleum test cases data which are collected from distinct 
sources calculated through the following functions:  ∑ ௜ܺ  ,௡௜ୀଵ ∑ ௜௡,௜ୀଵݕ  , ∑ ௜ܺଶ௡௜ୀଵ   , ∑ ௜ଶ௡௜ୀଵݕ   , ∑ ௜௡௜ୀଵݕ௜ݔ                (1)

, ҧݔ  , തݕ ܵ௫௫  =  ∑ ௜ܺଶ −௡௜ୀଵ  ൣ∑ ௑೔ ೙೔సభ ൧మ௡                                  (2) ܵ௬௬  ୀ ∑ ௜ଶ௡௜ୀଵݕ   −   ൫∑ ௬೔೙,೔సభ ൯మ௡   , ܵ௫௬ =  ∑ ௜௡௜ୀଵݕ௜ݔ −  ൫∑ ௑೔ ೙೔సభ ൯൫∑ ௬೔೙,೔సభ ൯௡   
(3)

 ܾ଴ = തݕ  −  ܾଵ ݔҧ  ,     ܾଵ =  ௌೣ೤ ௌೣೣ                                 (4)
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ܵ௬௬  ݔൗ  = ܵ௬௬  ି ൫ೄೣ೤ ൯మೄೣೣ  
                                              (5)

 

Where X1-Xn, Y1-Yn are the input data; S is the summation operation; b0, b1 are 
the slope, intercept estimate of regression curve and n is the number of experimental 
dataset. To applying the last functions (1-5), using ANOVA function proves the 
regression value and variance error between values relationships. The regression result 
achieves that the best results on two detected parameters (Temperatures and Pressure) 
test cases was close to zero which represents the test case system failures,  Table (2) 
shows the different regression results between values relationships, as follow:. 

Table 2. Sample of test cases regression dataset model 

Sample Temperature Pressure Test Cases Regression 
1 108.3         67.5         25          1 
2 62.8 71.5 25 0.910 
3 57.2 55.6 25 0.403 
4 85.0 97.0 25 0.231 
5 85.6 40.4 25 0 

The regression model shows that the temperature and pressure memberships 
achieve the best predictable test cases of petroleum prediction system, whereas, three 
memberships are neglected because just two memberships that effects of the test cases 
results and the applied regression model produced higher values. 

4.2 Regression Approach 

In petroleum domain, re-run the predicted results and retesting the test case statues 
will ensure precision of the prediction systems. Figure (1), shows that regression 
model methodology, as follow:  

 

Fig. 1. Regression model methodology 
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Figure (1), shows the petroleum memberships, statues of every membership, 
previous predicted, test cases statues and the certain statues values (0, 1,-1). 

The Tc which affect on the result is (1), Tc which not affect on the result is (0) and 
the neglects test cases (-1). The major goal of this model is to retesting the statues 
values through regression model. Other goals are reduce the number of test cases and 
minimize the running time. The simplest regression form that shows the relationship 
between one independent variable (X) and a dependent variable (Y):  

                                                         Y=β0+β1X + u                                               (6) 

Where the value of intercept represents by (β0), whereas, the value of slope 
represents as (β1) and (u) is the no predicted variation by the slope and intercept terms. 
Conceptually, slope and intercept represents through (the neglects test cases (-1)): 

 
 
 
 
 
   
 

 

Where x, y is the relational cases, whereas, n is the number of case. This work 
proves the certain test cases statues and then using regression model to emphasis 
system results, table (3), shows a sample of two petroleum factors data(Temperature 
(x) and Pressure (y)), as follow: 

Table 3. CP, PP and Tc results 

Sample X Y X2 XY 

1 108.3 67.5 11728.89 7310.25 

2 62.8 71.5 3943.84 4490.2 

3 57.2 55.6 3271.84 3180.32 

4 85.0 97.0 7225 8245 

5 85.6 40.4 7327.36 3458.24 

Sum  (5) 398.9 332 139057.04 26684.01 

Slope (m) =     5 (26684.01)-(398.9)( 332) / 5 (139057.04 )- 159121.21 = 0.0018 
Intercept (c) = 332-0.0018(398.9) / 5 = 66.26 
As shown on figure (2), X-axis represents slope (m) and Y axis is the intercept (c); 

it is interprets how the values scattered (m, c) with separate slope and infrequently 
limited values between (5,-5). 

 

 Slope (m) = -                        (7) 

                   (8) Intercept = 
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Fig. 2. Slope and intercept curve 

The number of test cases of tow petroleum parameters (Temperature and pressure) 
becomes (25). The logistic regression of the test cases calculated through Logit p(x) 
function (9) where x represents parameters values, β is the intercept value and X is 
test case parameter, the result of different test cases regression close to zero,  shown 
on table (4):  ݈(ݔ)݌ ݐ݅݃݋ =  ı݊ 1)/ (ݔ)݌ −  (9)                                         ((ݔ)݌

              Where   P(x) = 1/ [1+exp (-(β0+β1Xi] 
As a sample of petroleum factors test cases logistic regression, the first values 

calculated through: 
 
 P(X) = 1/[1+exp(-(0.0018+7175.958] = - 1.39,   
 Logit p(x) = (-1.39) / (1-(-1.39)) = 0.23.  
 

Table 4. Logistic regression sample 

Tc  Temperature Pressure P(X) Logit P(X) 
1 108.3         67.5 -1.39 0.23 
2 62.8 71.5 -2.16 0.35 
3 57.2 55.6 -.001 0.006 
4 85.0 97.0 -2.78 0.27 
5 85.6 40.4 -1.72 0.2 

As a remedy of logistic regression, the test cases regression efficiency achieves 
92% (median average (real Tc (Tc coverage)/100): [0.23*32(1250) / 100], whereas 
the previous regression  efficiency for all test cases 15.62% the results of test cases 
regression shows different dazzle inferences: 
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• All results close to zero, which means, test cases prediction failures trends to 
zero, 

• Divide slope and intercept range  into three levels (0,-1,1) )instead of tow (0,1), 
• Reduce the number of test cases aims to achieve more accurate prediction results 

,especially in applicable fields, 
• Minimizing of regression time error depends on classifying and analyzing inputs 

and split test cases into several statues, 
• The efficiency of regression model achieves 92% and  
• Regression analysis results stay on the same range of test cases regression model 

of petroleum prediction results. 

5 Model Validation 

Obviously, the number of test cases affecting of regression result and system failures. 
This work aims to re-run the intelligent petroleum prediction software through test 
cases regression model. Furthermore, validation of the coverage test cases statues 
assume that there are three real values (1,0,-1) instead of tow on some previous 
researches, whereas, the highest value of other test cases logistic regression achieves 
90.05% [8].  

The evaluation criteria shows that the number of test cases are reduces from 3125 
case into 1250 case. The values represents Tc’s which affected of the predicted result 
(1), Tc’s which not affected of the predicted result (0) and Tc’s which neglected from 
the system (-1). The criterion of predictive validity for model validation and 
assessment anticipate.  

Consequently, the neglected test cases which are not affected on the prediction 
result should be rejected to minimize machine time. 

The model validations interprets that 3125 test cases, there are 1875 as a neglected 
test cases. The other test cases, forty four only was incorrectly, the same of 32 
predicted test case, only four was incorrectly statuses. The overall regression fitness is 
91.95 % of petroleum case study, as shown on table (5), as follow: 

Table 5. Model Validation results 

 

 
            Observed         Predectid             Percent correct 

 

 
   0               1218            32               96.4 
  1                 44              4                87.5 

                 -1               1875           --. 
 

                         Overall fitness: 91.95% 
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6 Conclusions and Future Works 

The complexity, cost and reliability of the systems are growing rapidly. Proposing a 
new model to release system faults are critical. This paper elaborated the usage of 
Logistic Regression Model to predict the test cases statues of intelligent petroleum 
prediction system. Retest the intelligent petroleum prediction system within test cases 
statues shows that there are two out of five standard petroleum factors that affect of test 
cases prediction result, other factors are neglected. The novel logistic regression model 
updates probabilities of outcome variables into three levels, the test cases prediction 
failure close to zero. In addition, regression model achieves 92% efficiency; the overall 
fitness confidence of petroleum system test cases achieves 91.95%.  Hopefully on near 
future researches, increases the results confidence, using regression model to examine 
several types of applications. In our future works, rough sets-based feature extraction, 
rule generation and classification will provide more challenging and may allow us to 
refine our learning algorithms and/or approaches to the incorporating logistic regression 
to decision-theoretic rough sets for classifications [22]. 

References 

1. Bao, Y., Yang, Y.: A Comparative Study of Multi-step-ahead Prediction for Crude Oil Price 
with Support Vector Regression. Computational Sciences and Optimization 1, 598–602 
(2011) 

2. Dongzhi, Z., Guoqing, H., Bokai, X.: Analysis of Multi-factor Influence on Measurement 
of Water Content in Crude Oil and Its Prediction Model. Chinese Control 2, 430–436 
(2008) 

3. Spacey, S., Wiesmann, W., Kuhnand, D., Luk, W.: Robust software partitioning with 
multiple instantiation. INFORMS 24, 500–515 (2012) 

4. Mayo, M., Spacey, S.: Predicting Regression Test Failures using Genetic Algorithm-
Selected Dynamic Performance Analysis Metrics. Technical report, New Zeland university 
(2014) 

5. Salem, A.M., Rekab, K., Whittaker, J.A.: Prediction of software failures through logistic 
regression. Information and Software Technology 26, 781–789 (2004) 

6. Kordnoori, S., Mostafaei, H.: Grey Markov Model For Prediction The Crude Oil 
Production And Exportation In Iran. Academic Research 3, 1029–1033 (2011) 

7. Anifowose, F.A., Abdulraheem, A.: A Functional Networks-Type-2 Fuzzy Logic Hybrid 
Model for the Prediction of Porosity and Permeability of Oil and Gas Reservoirs. 
Computational Intelligence, Modeling and Simulation 37, 193–198 (2009) 

8. Rothermel, G., Untch, R.H., Chu, C., Harrold, M.J.: Prioritizing Test Cases For Regression 
Testing. IEEE Transactions on Software Engineering 27, 929–948 (2002) 

9. Kim, J.-M., Porter, A.: A history-based test prioritization technique for regression testing 
in resource constrained environments. In: ICSE, vol. 86, pp. 119–129 (2002) 

10. Mahdavi, Z., Khademi, M.: Prediction of Oil Production with: Data Mining, Neuro-Fuzzy 
and Linear Regression. Computer Theory and Engineering 4, 446–447 (2012) 

11. Abude, F.M.: Modeling of Determinants of Petroleum Consumption of Vehicles in Ghana. 
Applied Science and Technology 3, 111–115 (2013) 



 Logistic Test Case Regression Model of Petroleum Availability Prediction System 257 

 

12. Demyanov, V., Kanedvski, M., Pazdnoukhov, A., Christie, M.: Uncertainty quantification 
with support vector regression prediction models. In: Accuracy Symposium, vol. 50,  
pp. 133–136 (2010) 

13. Daniel, E.C., Chuka, C.E., Victor, O.A., Nwosu Moses, C.: Regression and Time Series 
Analysis of Petroleum Product Sales in Masters energy oil and Gas. IJETTCS 2, 1285–1303 
(2013) 

14. Mustafar, I.B., Razali, R.: A Study on Prediction of Output in Oilfield Using Multiple 
Linear Regression. Applied Science and Technology 1, 107–113 (2011) 

15. Ghallab, S.A., Badr, N., Salem, A.B., Tolba, M.F.: A Fuzzy Expert System For Petroleum 
Prediction. In: WSEAS, Croatia, vol. 2, pp. 77–82 (2013) 

16. Srivastava, A., Thiagarajan, J.: Effectively prioritizing tests in development environment. 
ISSTA, Technical report (2002) 

17. Dong, G., Xu, J., Song, Y.: Static Coverage Prediction for Regression Test. IEEE 
Transaction on Software Engineering 27, 236–248 (2004) 

18. Grottke, M., Dussa-Zieger, K.: Prediction of Software Failures Based on Systematic 
Testing. In: EuroSTAR, vol. 50, pp. 1–12 (2000) 

19. Ghallab, S.A., Badr, N., Salem, A.B., Tolba, M.F.: Intelligence Test Case Based-Approach 
for Crude Oil Prediction System. In: IS 2014. IEEE Press, Poland (2014) 

20. Mayo, M., Spacey, S.: Predicting Regression Test Failures using Genetic Algorithm-
Selected Dynamic Performance Analysis Metrics. In: Ruhe, G., Zhang, Y. (eds.) SSBSE 
2013. LNCS, vol. 8084, pp. 158–171. Springer, Heidelberg (2013) 

21. Ghallab, S.A., Badr, N., Salem, A.B., Tolba, M.F.: Integration Web-Based Crude Oil 
Ontology. In: ICICI, Egypt, vol. 1, pp. 91–96 (2013) 

22. Hassanien, A.E., Suraj, Z., Slezak, D., Lingras, P.: Rough computing: Theories, 
technologies and applications. IGI Publishing Hershey, PA (2008) 



 

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 258–267, 2014. 
© Springer International Publishing Switzerland 2014 

Parallel Ward Clustering for Chemical Compounds 
Using MapReduce 

Mohamed G. Malhat, Hamdy M. Mousa, and Ashraf B. El-Sisi 

Computer Science dept., Faculty of Computers and Information, 
Menofia University, Egypt 

m.gmalhat@yahoo.com, {hamdimmm,ashrafelsisi}@hotmail.com 

Abstract. The availability of chemical libraries with millions of compounds 
makes the process of identifying similar chemical compounds more challengea-
ble. Compounds with similar structure are likely to exhibit similar biological 
activity. So, the identification of these compounds is a key step in the drug dis-
covery process. Hierarchical clustering is developed for that purpose. One of 
the most popular hierarchical clustering algorithms that are used in many appli-
cations in the drug discovery process is ward clustering algorithm. A fundamen-
tal problem with the previous implementations of this clustering method is its 
limitation to handle large data sets within a reasonable time and memory re-
sources.  In this paper, MapReduce framework is used to run ward clustering 
algorithm in parallel manner. The results show considerable reduction in com-
putational time. The parallel ward algorithm saves 17% of time using 3 map in-
stances and saves 58% of time using 6 map instances.     

Keywords: Drug Discovery, Hierarchical Clustering, Ward Clustering,  
MapReduce. 

1 Introduction 

The drug discovery is the process of making drugs that response to diseases with few-
er side effects. It consists of seven steps: disease selection, target hypothesis, lead 
compound identification, lead optimization, pre-clinical trial, and clinical trial and 
pharmacogenomic optimization [1]. Chemoinformatics are a new discipline emerging 
from storing, manipulating, processing, design, creation, organization, management, 
retrieval, analysis, dissemination, visualization, and use of chemical information. 
Sometimes it's defined as the application of informatics methods to solve chemical 
problems [2].   

Chemoinformatics are used in lead compound identification and optimization 
steps. It becomes a critical part of the drug discovery process because it accelerates 
and improves the drug discovery process and reduces the overall cost [3]. Clustering 
algorithms is one of the chemoinformatics methods that is used in preliminary anal-
yses of large data sets of medium and high dimensionality as a method of selection, 
diversity analysis and data reduction [4].  
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The applications of clustering algorithms in drug discovery are compound selec-
tion, compound acquisition, High-Throughput Screening (HTS), Quantitative Struc-
ture-Activity Relationship (QSAR) analysis and Absorption, Distribution, Metabo-
lism, Elimination, Toxicity (ADMET) prediction [5-12]. Central tasks of most of 
these applications are the establishment of a relationship between a chemical structure 
and its biological activity. So, the quality of any clustering algorithm is determined by 
its ability to group more homogenous compounds in one cluster. 

Many clustering algorithms are available for these applications but the most popu-
lar clustering algorithm is ward clustering algorithm because of its ability to minimize 
square-error increase in the produced clusters. But, it is very demanding of computa-
tional resources. With the availability of chemical libraries with millions of com-
pounds, ward clustering algorithm fails to handle large chemical data sets [13]. 

In this age of data size and processing explosion, parallel processing is essential to 
process a massive volume of data in a timely manner. MapReduce, which has been 
popularized by Google, is a scalable and fault-tolerant data processing tool that ena-
bles to process a massive volume of data in parallel with many low-end computing 
nodes [14]. In this paper, ward clustering algorithm is modified to run on parallel 
manner using MapReduce to solve traditional algorithm limitations. The results show 
that MapReduce saves 17% of time using 3 map instances and 58% using 6 map in-
stances.  

The organization of paper is as follow. In section 2, ward clustering algorithm is 
discussed. In section 3, MapReduce as a parallel data processing mechanism is over-
viewed. In section 4, the using of MapReduce in ward clustering algorithm is pro-
posed and the result is discussed. Finally in section 5, conclusion and future work are 
given.  

2 Ward Clustering Algorithm 

Clustering methods are used in a number of disciplines such as computer science, 
information technology, information system, engineering, bioinformatics and 
chemoinformatics. The main using of clustering methods in chemoinformatics is to 
group similar compounds in a cluster based on a model of similarity measures. After 
grouping these compounds, the activity of compounds is predicted based on known 
compounds activity that are in the same cluster [3].  

Ward is one of the most used agglomerative hierarchal clustering methods in drug 
discovery process. It is implemented using stored-matrix algorithm. Stored-matrix 
contains all pairwise proximities between compounds in the data set to be clustered. 
Each cluster initially contains an individual compound. As clustering proceeds, each 
cluster may contain one or more compounds [13]. The stored-matrix algorithm pro-
ceeds as follows: 

1. Calculate the initial stored-matrix containing the pairwise proximities between all 
pairs of clusters in the data set. 

2. Scan the matrix to find the most similar pair of clusters, and merge them into a new 
cluster. 



260 M.G. Malhat, H.M. Mousa, and A.B. El-Sisi 

 

3. Update the stored-matrix by inactivating one set of entries of the original pair and 
updating the other set with the proximities between the new cluster and all other 
clusters. 

4. Repeat steps 2 and 3 until just one cluster remains. 

The initial stored-matrix in step 1 is usually calculated using the Euclidean distance 
measure for numerical chemical representations and Tanimoto coefficient for binary 
chemical representations [15]. In step 2, the most similar pair of clusters is the one 
with the smallest proximity whose merger produces the minimum change in square-
error. The proximity between clusters in step 3 is calculated using the Lance–
Williams formula: 

 ݀[݇, (݅, ݆)] =  ∝௜ ݀[݇, ݅] +  ∝௝ ݀[݇, ݆] + ,݅]݀ߚ ݆] + ,݇]݀|ߛ  ݅] − ݀[݇, ݆]| (1)             

 ∝௜= ே೔ ାேೖே೔ ାேೕାேೖ  , ∝௝= ேೕ ାேೖே೔ ାேೕାேೖ  , ߚ = ିேೖே೔ ାேೕାேೖ  and ߛ = 0. 

Where ݀[݇, (݅, ݆)] is the proximity between cluster k and cluster (i, j) formed from 
merging clusters i and j. The main advantage of ward algorithm is ability to minimize 
square-error increase in the produced clusters. But Ward requires O (n3) computation 
time and O (n2) space where n is the number of compounds to be clustered [13]. So, it 
fails to handle large chemical data sets. 

The applications of ward in drug discovery are QSAR analysis, compound selection 
and diversity analysis. In [13], different clustering algorithms were tested on 10 small 
data sets for which certain properties were known. The results indicated that the ward 
hierarchical algorithm gave the best overall performance. But Ward algorithm was not 
well suited to processing large data sets. In [16], ward algorithm is compared with the 
Max-Min diversity selection method, Kohonen maps and a simple partitioning method 
to help select diverse yet representative subsets of compounds for further testing. The 
result shows that ward clustering was the only method that gave results consistently 
better than random selection of compounds for small data sets. In [17], ward algorithm 
is used to show that cluster representatives provide a significantly better sampling of 
activity space than random selection. It shows how clustering can separate actives from 
in-actives in a small chemical data set, so that a cluster contain in at least one active 
will contain more than an average number of other actives. In [18], ward algorithm is 
incorporated with level selection to supports structure browsing and the development 
of structure-activity relationship in HTS data sets. The clustering was used to produce 
smaller, more homogeneous subsets from which one representative compound was 
selected as a screening candidate to determine the optimal clustering level.  

Different parallel implementations of ward were proposed to solve computational 
resource limitations for handling large chemical data sets. In [19], parallel implementa-
tion of ward methods for chemical structure clustering was proposed using distributed 
array processor. In [20], a parallel version of ward algorithm was designed on an n-
node hypercube and n-node butterfly. In [21], ward algorithm was performed on paral-
lel using several proximity matrixes based on Parallel Random Access Machine 
(PRAM).  
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Recently, MapReduce framework is popularized by Google. It enables a massive 
volume of data to be processed in parallel manner. MapReduce is one of the most pop-
ular parallel processing mechanisms because data is stored locally on the correspond-
ing machine when the job is being executed, great deal for reducing computation time 
for large data sets, scalability of data, ease of use and fault tolerance when any machine 
fail other machine is launched automatically.  In the next section, MapReduce as a 
parallel processing mechanism is overviewed. 

3 MapReduce Overview 

MapReduce is a programming model and an associated implementation for pro-
cessing and generating large data sets. Users specify a map function that processes a 
key/value pair to generate a set of intermediate key/value pairs, and a reduce function 
that merges all intermediate values associated with the same intermediate key. Pro-
grams written in this functional style are automatically parallelized and executed on a 
large cluster of commodity machines. The run-time system takes care of the details of 
partitioning the input data, scheduling the program's execution across a set of ma-
chines, handling machine failures, and managing the required inter-machine commu-
nication. This allows programmers without any experience with parallel and distribut-
ed systems to easily utilize the resources of a large distributed system [14]. 

Fig.1 shows MapReduce architecture consists of two phases: map and reduce. In 
the map phase, the mapper (the algorithm that specifies a map function) takes as input 
a key/value pair, and it outputs a sequence of key/value pairs. In the reduce phase, the 
reducer (the algorithm that specifies a reduce function) takes as input all the key/value 
pairs that have the same key, and it outputs a sequence of key/value pairs which have 
the same key as the input pairs; these pairs are either the final output, or they become 
the input of the next MapReduce round [22]. We consider Hadoop, the most popular 
open-source implementation of MapReduce. Hadoop uses block-level scheduling and 
a sort-merge technique to implement the functionality for parallel processing. The 
Hadoop Distributed File System (HDFS) is a distributed file system designed to run 
on commodity hardware. It is highly fault-tolerant and is designed to be deployed on 
low-cost hardware. It provides high throughput access to application data and is suita-
ble for applications that have large data sets. An HDFS instance may consist of hun-
dreds or thousands of server machines, each storing part of the file system’s data [23]. 
HDFS has a master/slave architecture as shown in Fig.2. An HDFS cluster consists of 
a single Name Node, a master server that manages the file system namespace and 
regulates access to files by clients. In addition, there are a number of Data Nodes 
manage storage attached to the nodes that they run on. HDFS exposes a file system 
namespace and allows user data to be stored in files. Internally, a file is split into one 
or more blocks and these blocks are stored in a set of Data Nodes. The Name Node 
executes file system namespace operations like opening, closing, and renaming files 
and directories. It also determines the mapping of blocks to Data Nodes. The Data 
Nodes are responsible for serving read and write requests from the file system’s cli-
ents. The Data Nodes also perform block creation, deletion, and replication upon in-
struction from the Name Node. 
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Fig. 1. Architecture of MapReduce 

 

Fig. 2. Architecture of HDFS 

4 Implementation and Experimental Results 

We take the advantage of MapReduce framework in order to cluster chemical com-
pounds data sets in reasonable time and memory resources. As the stored-matrix is 
symmetric, with zeros in the main diagonal, only a triangular half of the matrix is 
stored and computed. The computation of stored-matrix is divided across P map in-
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stances as show in Fig.3. Stored-matrix contains proximities between compounds (C1 
… Cn). Each map instance stores and computes its own stored-matrix. Then each map 
scans its own matrix to find the local minimum distance and sends it to the reduce 
instance. The reduce instance collects the local minimum distances and choose the 
minimum one as the global minimum distance and send the global minimum distance 
to the corresponding map to merge the two clusters. Then all map instances update its 
own stored-matrix by computing the distances between the new cluster and all other 
clusters as shown in Fig.4. This procedure is repeated until all clusters are merged and 
only one cluster remains that contains all compounds. 

All experiments are done on Amazon Elastic MapReduce (EMR). EMR is a web 
service that enables businesses, researchers, data analysts, and developers to easily 
and cost-effectively process vast amounts of data. It utilizes a hosted Hadoop frame-
work running on the web-scale infrastructure of Amazon Elastic Compute Cloud 
(Amazon EC2) and Amazon Simple Storage Service (Amazon S3). EMR enable user 
to determine number and type of map and reduce instances. In our experiments, paral-
lel ward clustering algorithm is run over four instances (three map instances and one 
reduce instance) and  seven instances (six map instances and one reduce instance) 
with M1.large processing capabilities for each instance. For sequential ward cluster-
ing algorithm only one instance with M1.large processing capabilities is used. 

 

Fig. 3. Parallel Stored-Matrix Computation 

Table 1 shows the Processor Architecture, Virtual Central Processing Unit 
(VCPU), Elastic Compute Unit (ECU), Memory, Instance Storage, Elastic Block 
Store (EBS) and Network Performance specification of each M1.large instance.  
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Fig. 4. Parallel Ward Clustering Algorithm 

Table 1. Specification of EC2 instance 

M1.Large instance specification Value 
Processor Arch 64-bit 
VCPU 2 
ECU 4 
Memory (GB) 7.5 
Instance Storage (GB) 2 x 240 
EBS-optimized available Yes  
Network Performance High  

 
The NCI data set is used [24]. Two random subsets are taken from NCI data set. 

NCI-1 subset contains 500 compounds and NCI-2 subset contains 1,000 compounds. 
Over this subset, BCUT descriptor found in Chemical Development Kit is used [25]. 
For each subset, eight different runs time are taken and average time is calculated. 
Table 2, Table 3 and Table 4 show the average time required in minutes to run se-
quential ward using 1 instance, parallel ward using 4 instances (3 map instances and 1 
reduce instance) and parallel ward using 7 instances (6 map instances and 1 reduce 
instance) over two subsets of NCI data set.  

Table 2. Results of running sequential ward clustering 

Subset name 
Average 

(Time in minutes) 

NCI-1 29.03 

NCI-2 482.98 
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Table 3. Results of running parallel ward clustering on 3 map instances and 1 reduce instance 

Subset name 
Average 

(Time in minutes) 

NCI-1 24.15 

NCI-2 402.46 

Table 4. Results of running parallel ward clustering on 6 map instances and 1 reduce instance 

Subset name 
Average 

(Time in minutes) 

NCI-1 12.11 

NCI-2 201.28 

Fig.5 shows time required for sequential and parallel ward clustering; NCI-1 subset 
takes in average 29.03 minutes in sequential, 24.15 minutes in parallel using 3 map 
instances, 12.11 minutes in parallel using 6 map instances. NCI-2 subset takes in av-
erage 482.98 minutes in sequential, 402.46 minutes in parallel using 3 map instances, 
201.28 minutes in parallel using 6 map instances.  
 

 

Fig. 5. Time required for sequential and parallel ward clustering algorithm 

From these results we conclude that parallel ward clustering saves 17% of time us-
ing 3 map instances and saves 58% of time using 6 map instances compared to se-
quential one. So, as the number of map instances increase, the time required to cluster 
data set decrease. But this not always true because of overhead time for MapReduce 
framework to split data across several maps and time needed to collect output.  
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5 Conclusion and Future Work 

In this paper, Hadoop MapReduce framework is used to run ward clustering algorithm 
in parallel manner. Experimental results show that our approach saves 17% of time 
using 3 map instances and saves 58% of time using 6 map instances. So, the drug 
discovery process as whole is improved and accelerated. In future work a different 
number of map and reduce instances will be used to determine the best number of 
map instances that can be used with respect to overhead time of MapReduce. Our 
approach will be modified to be load balancing between maps by distributing stored 
matrix computation equally between maps to reduce computation time and increase 
CPU utilizations. 
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Abstract. Due to the simplicity of the Artificial Bee Colony (ABC) al-
gorithm, it has been applied to solve a large number of problems. ABC
is a stochastic algorithm and it generates trial solutions with random
moves, however it suffers from slow convergence. In order to accelerate
the convergence of the ABC algorithm, we proposed a new hybrid al-
gorithm, which is called Memetic Artificial Bee Colony for Integer Pro-
gramming (MABCIP). The proposed algorithm is a hybrid algorithm
between the ABC algorithm and a Random Walk with Direction Ex-
ploitation (RWDE) as a local search method. MABCIP is tested on 7
benchmark functions and compared with 4 particle swarm optimization
algorithms. The numerical results demonstrate that MABCIP is an effi-
cient and robust algorithm.

Keywords: Artificial bee colony, local search algorithm, memetic algo-
rithm, integer programming problems.

1 Introduction

A group can be defined as a structured collection of interacting organisms or
members. The global behavior of a group (swarm) of social organisms there-
fore emerges in a nonlinear manner from the behavior of the individuals in that
group. Thus, there exists a tight coupling between individual behavior and the
behavior of the entire group. Swarm intelligence (SI) is an innovative distributed
intelligence paradigm for solving optimization problems which takes inspiration
from the behavior of a group of social organisms. There are many algorithms
belong to SI such as Ant Colony Optimization (ACO) [2], Artificial Bee Colony
[4], Particle Swarm Optimization (PSO) [5], Bacterial foraging [7], Bat algo-
rithm [14], Bee Colony Optimization (BCO) [12], Wolf search [11], Cat swarm
[1], Cuckoo search [13], Firefly algorithm [15], Fish swarm/school [6], etc. Arti-
ficial Bee Colony (ABC) algorithm which is proposed by Karaboga [4], is one of
the most applied SI algorithm to solve many different types of applications in
the past few years. In this paper, we proposed a new hybrid ABC algorithm to
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solve integer programming problems by combining the ABC algorithm, which
is powerful for doing the global search as an exploration process in the algo-
rithm and the random walk with direction exploitation as a local search method
which is applied in order to refine the best obtained solution at each iteration.
The proposed algorithm is called Memetic Artificial Bee Colony for Integer Pro-
gramming (MABCIP). The general performance of the MABCIP algorithm is
tested on 7 benchmark functions and it is also compared with 4 particle swarm
optimization algorithms. The reminder of the paper is organized as fellow. The
integer programming problem is defined in Section 2. In section 3, we describe
the proposed algorithm with its main components in detail. The numerical ex-
perimental results are presented in Section 4. Finally, we conclude the paper in
Section 5.

2 Integer Programming Problem Definition

An integer programming problem is a mathematical optimization problem in
which all of the variables are restricted to be integers. The unconstrained integer
programming problem can be defined as fellow.

minf(x), x ∈ S ⊆ Z
n, (1)

Where Z is the set of integer variables, S is a not necessarily bounded set.

3 Memetic ABC for Integer Programming Algorithm

In this section, we highlight the main components of the proposed algorithm.
In the MABCIP algorithm, we tried to combine the ABC algorithm with its
ability to global search (exploration process) and the random walk with direc-
tion exploitation with its ability to local search (exploitation process). Before
describing the main steps of the MABCIP algorithm, we present the main steps
of the random walk with direction exploitation as a local search algorithm in the
following subsection as fellow.

3.1 Local Search Algorithm

The MABCIP algorithm uses a Random Walk with Direction Exploitation
(RWDE) as a local search algorithm in order to refine the best obtained solution
at each iteration in the the ABC algorithm. Invoking the RWDE algorithm as
a local search algorithm in the MABCIP algorithm accelerates the convergence
of the algorithm and represents the exploitation process in the MABCIP algo-
rithm. The main steps of the RWDE algorithm are presented in Algorithm 1 as
follows.

In Algorithm 1, the initial solution x0 is given and evaluated by calculating
its objective function f(x0). At the each iteration, the new solution is created
by using Equation 2 as follow.

x(t+1) = x(t) +Δu(t) (2)
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Algorithm 1. Random walk with direction exploitation

1: Set t = 0
2: Set the initial values of a scaler step length Δ
3: Start with an initial solution x0

4: Evaluate the initial solution f(x0)
5: repeat
6: Set t = t+ 1
7: Generate a unit length random vector u(t)

8: Set x(t+1) = x(t) +Δu(t)

9: Evaluate the new solution f(x(t+1))
10: if f(x(t+1)) < f(x(t)) then
11: Set f(x(t+1)) = f(x(t+1))
12: else
13: Set f(x(t+1) = x(t)

14: Set Δ = Δ/2
15: end if
16: until (t ≤ tmax)

Where Δ is a prescribed scaler step length and u(t) is unit length random vector.
The new solution x(t+1) is evaluated f(x(t+1)) and compared with the objective
function value of previous solution f(xt). If the new solution is better than the
old solution, then the new solution is accepted and the operation is repeated
until the current iteration reaches to the maximum number of iteration tmax,
otherwise the new solution is rejected and the step length is reduced to Δ = Δ/2,
and the steps 5-16 are repeated.

3.2 MABCIP Algorithm

In the MABCIP algorithm, the initial population is generated randomly, which
contains NS solutions xi, i = {1, . . . ,NS}, each solution is a D dimensional vec-
tor. The number of the NS solutions (food sources) is equal to the number of
employed bees. The solutions in the initial population are evaluated by calcu-
lating their fitness function as fellow.

f(xi) =

{
1

1+f(xi)
if f(xi) ≥ 0

1 + abs(f(xi)) if f(xi) < 0
(3)

The best food source is memorized xbest and the probability of each food source
is calculated in order to generate a new trail solution vi by an onlooker bees.
The associated probability of each food source Pi is defined as fellow.

Pi =
fi∑NS
j=1 fj

(4)

and the trail solution can be generated as vij = xij+φij(xij−xkj), φij ∈ [−1, 1],
k ∈ {1, 2, . . . ,NS}, j ∈ {1, 2, . . . , D} and i �= k. The trail solution is evaluated
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and if it is better than or equal the old solution, then the old solution is replaced
with the new solutions, otherwise the old solution is retained. The best solution is
memorized and the local search algorithm starts to refine the best found solution
so far. If the food source cannot improved for a limited number of cycles, which
is called ”limit“, the food source is considered to be abandoned and replaced
with a new food source by scout. The operation is repeated until termination
criteria satisfied, i.e the algorithm reaches to MCN maximum cycle number.

Algorithm 2. MABCIP algorithm

1: Generate the initial population xi randomly, i = {1, . . . ,NS} {Initialization}
2: Evaluate the fitness function f(xi) of all solutions in the population
3: Keep the best solution xbest in the population {Memorize the best solution }
4: Set cycle=1
5: repeat
6: Generate a new solution vi from the old solution xi, where vij = xij +φij(xij −

xkj), φij ∈ [−1, 1], k ∈ {1, 2, . . . ,NS}, j ∈ {1, 2, . . . , D} and i �= k {Employed
bees}

7: Evaluate the fitness function f(vij) for all solution in the population
8: Keep the best solution between current and candidate solutions {Greedy se-

lection}
9: Calculate the probability Pi, for the solutions xi, where Pi =

fi∑NS
j=1 fj

10: Generate the new solutions vi from the selected solutions depending on its Pi

{Onlooker bees}
11: Evaluate the fitness function fi for all solutions in the population
12: Keep the best solution between current and candidate solutions {Greedy se-

lection}
13: Apply a local search algorithm as shown in Algorithm 1 on the best solution to

obtain a new solution {Intensification process}
14: Determine the abandoned solution if exist, replace it with a new randomly so-

lution xi {Scout bee}
15: keep the best solution xbest found so far in the population
16: cycle = cycle+ 1
17: until cycle ≤ MCN

4 Numerical Experiments

The efficiency of the MABCIP algorithm is tested in this section by evaluating its
general performance on 7 benchmark functions and comparing its results with the
other 4 particle swarm optimization algorithms. In the following subsections, we
will describe in details the parameter setting of the proposed algorithm and the
applied test functions. Also the performance analysis of the proposed algorithm
is presented with the comparative results between it and the other algorithms.
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4.1 Parameter Setting

Before discussing the proposed MABCIP algorithm, we present the main com-
ponents which are used in the proposed algorithm, these components are listed
as fellow.

– Population Size. The number of food sources NS is the number of the pop-
ulation size, the number of food source is equal to the number of employed
bees (scouts and employed bees) and the number of onlooker bees.

– limit. The maximum number of trails “limit”, which the employed bees
with unimproved solutions become scouts and their solutions are abandoned.

– Tol. Is one of the applied termination criteria in the MABCIP algorithm,
which is the value of the error goal for each function.

– Δ. Is the scaler step length, which is increases or decreases due to the ob-
jective function of the current solution.

– MCN. Maximum cycle number is the main termination criterion in the
standard ABC algorithm.

The parameters setting of the MABCIP algorithm are listed in Table 1.

Table 1. The Parameter setting of the MABCIP algorithm

Parameters Definitions value

NS population size 20
limit Maximum number of trails 30
Tol Error goal accuracy 10−6

Δ Scaler step length 4.0
MCN Maximum cycle number 2500

4.2 Integer Programming Test Functions

In order to investigate the general performance of the MABCIP algorithm, 7
benchmark functions f1−f7 have been selected. The properties of the benchmark
functions (function number, dimension of the problem, the range of the problem
and the global optimal of the problem) are listed in Table 2 and the functions
with their definitions are reported as fellows.

Test problem 1[10]. This problem is defined by

F1(x) = ‖x‖1 = |x1|+ . . .+ |xn|

Test problem 2[10]. This problem is defined by

F2 = xTx =
[
x1 · · · xn

]⎡⎢⎣x1

...
xn

⎤⎥⎦
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Table 2. The properties of the Integer programming test functions

Function Dimension Bound Optimal

f1 5 [-100 100] 0
f2 5 [-100 100] 0
f3 5 [-100 100] -737
f4 2 [-100 100] 0
f5 4 [-100 100] 0
f6 2 [-100 100] -6
f7 2 [-100 100] -3833.12

Test problem 3[3]. This problem is defined by

F3 =
[
15 27 36 18 12

]
x +xT

⎡⎢⎢⎢⎢⎣
35 −20 −10 32 −10
−20 40 −6 −31 32
−10 −6 11 −6 −10
32 −31 −6 38 −20
−10 32 −10 −20 31

⎤⎥⎥⎥⎥⎦x,
Test problem 4[3]. This problem is defined by

F4(x) = (9x2
1 + 2x2

2 − 11)2 + (3x1 + 4x2
2 − 7)2

Test problem 5[3]. This problem is defined by

F5(x) = (x1 + 10x2)
2 + 5(x3 − x4)

2 + (x2 − 2x3)
4 + 10(x1 − x4)

4

Test problem 6[9]. This problem is defined by

F6(x) = 2x2
1 + 3x2

2 + 4x1x2 − 6x1 − 3x2

Test problem 7[3]. This problem is defined by

F7(x) = −3803.84− 138.08x1 − 232.92x2 + 123.08x2
1

+203.64x2
2 + 182.25x1x2

4.3 Performance Analysis

In order to evaluate the performance of the MABCIP algorithm, we test it on 7
benchmark functions f1− f7 and compare it with 4 particle swarm optimization
algorithms. We highlight the performance of the MABCIP algorithm in the
subsequent sections.

The General Performance of MABCIP with Integer Programming
Functions. Before we compare the MABCIP algorithm with the other 4 com-
parative algorithms, we present the general performance of it with 4 test func-
tions (randomly picked) as shown in Figure 1. We can observe from Figure 1 that
the function values for each test function are rapidly converging as the number
of iterations increases.
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Fig. 1. The general performance of the MABCIP with integer programming functions

4.4 MABCIP and Other Algorithms

The MABCIP algorithm was compared with 4 particle swarm optimization
(PSO) [8] as fellow.

– RWMPSOg. RWMPSOg is a Random Walk Memetic Particle Swarm Op-
timization (with global variant), which combines the particle swarm opti-
mization with random walk with direction exploitation.

– RWMPSOl. RWMPSOl is a Random Walk Memetic Particle Swarm Opti-
mization (with local variant), which combines the particle swarm optimiza-
tion with random walk with direction exploitation.

– PSOg. PSOg is a standard particle swarm optimization with global variant
without local search method.

– PSOl. PSOl is a standard particle swarm optimization with local variant
without local search method.

The PSO global variant means the best position of the particle (with the best
objective function value) in the swarm is assigned to all particles in the swarm
at each iteration, while the PSO local variant means each particle in the swarm
is assigned to some particles in its neighborhood.

In order to make a fair comparison, we used the same applied termination
criteria in the other algorithms, which are the desired accuracy is Tol = 10−6

and the maximum number of allowed function evaluations is 25,000. The results
of the MABCIP algorithm are taken over 50 runs for each test problem, while
the results of the four comparative algorithms are taken from their original
papers. The run is consider successful, if the desired error goal is archived with
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Table 3. Experimental results for RWMPSOg, RWMPSOl, PSOg, PSOl and MABCIP
for f1 − f7 function

Function Method Min Mean Max StD Suc

f1 RWMPSOg 17,160 27,176.3 74,699 8656.9 50
RWMPSOl 24,870 30,923.9 35,265 2405.0 50
PSOg 14,000 29,435.0 261,110 420,39.1 34
PSOl 27,400 31,252.0 35,800 1817.8 50
MABCIP 8355 8955 10,055 662.38 50

f2 RWMPSOg 252 578.5 912 136.5 50
RWMPSOl 369 773.9 1931 285.5 50
PSOg 400 606.4 1000 119.0 50
PSOl 450 830.2 1470 206.0 50
MABCIP 240 294.4 315 31.37 50

f3 RWMPSOg 1361 6490.6 41,593 6912.8 50
RWMPSOl 5003 9292.6 15,833 2443.7 50
PSOg 2150 12,681.0 187,000 350,66.8 50
PSOl 4650 11,320.0 22,650 3802.8 50
MABCIP 1545 3215.8 4120 1201.59 50

f4 RWMPSOg 76 215.0 468 97.9 50
RWMPSOl 73 218.7 620 115.3 50
PSOg 100 369.6 620 113.2 50
PSOl 120 390.0 920 134.6 50
MABCIP 115 197.5 230 60.58 50

f5 RWMPSOg 687 1521.8 2439 360.7 50
RWMPSOl 675 2102.9 3863 689.5 50
PSOg 680 1499.0 3440 513.0 43
PSOl 800 2472.4 3880 637.5 50
MABCIP 1150 1192.4 1225 29.75 50

f6 RWMPSOg 40 110.9 238 48.6 50
RWMPSOl 40 112.0 235 48.7 50
PSOg 80 204.8 350 62.0 50
PSOl 70 256.0 520 107.5 50
MABCIP 120 146.2 175 24.07 50

f7 RWMPSOg 72 242.7 620 132.2 50
RWMPSOl 70 248.9 573 134.4 50
PSOg 100 421.2 660 130.4 50
PSOl 100 466.0 820 165.0 50
MABCIP 135 154 175 15.96 50

the maximum number of the function evaluations. The minimum (Min), average
(Mean), Maximum (Max), Standard deviation (StD) and the success rate (Suc)
of the evaluation function for each function are reported in Table 3. The best
results of any algorithm are marked in bold face. We can observe from the
results in Table 3, that the MABCIP algorithm can obtain the desired error goal
with 100% rate of success and it is faster than the other algorithm in most cases.
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5 Conclusion

A new hybrid ABC algorithm has been proposed in this paper in order to over-
come the slow convergence of the ABC algorithm and improve its performance.
The proposed algorithm is a hybrid algorithm between the ABC algorithm and
a Random Walk with Direction Exploitation (RWDE) as a local search method.
The ABC algorithm has a good ability to look for a global optimum solution
by applying a global search with random moves in the search space. The Ran-
dom Walk with Direction Exploitation (RWDE) method is considered as a local
search method and it is powerful to exploit the promising region in order to
refine the best found solution so far. The proposed algorithm is called Memetic
Artificial Bee Colony for integer programming (MABCIP). The MABCIP algo-
rithm is tested on 7 benchmark functions and compared with 4 particle swarm
optimization algorithms with different search strategies. The numerical results
show that the proposed algorithm is a promising algorithm and can obtain the
optimal solution or near optimal solution faster than the other algorithms.
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Abstract. This paper presents an automatic fruit recognition system
for classifying and identifying fruit types. The work exploits the fruit
shape and color, to identify each image feature. The proposed system in-
cludes three phases namely: pre-processing, feature extraction, and clas-
sification phases. In the pre-processing phase, fruit images are resized to
90 x 90 pixels in order to reduce their color index. In feature extraction
phase, the proposed system uses scale invariant feature transform (SIFT)
and shape and color features to generate a feature vector for each im-
age in the dataset. For classification phase, the proposed model applies
K-Nearest Neighborhood (K-NN) algorithm classification, and support
vector machine (SVM) algorithm of different kinds of fruits. A series of
experiments were carried out using the proposed model on a dataset of
178 fruit images. The results of carrying out these experiments demon-
strate that the proposed approach is capable of automatically recognize
the fruit name with a high degree of accuracy.

Keywords: Fruit classification, Image classification, Features extrac-
tion, K-Nearest Neighborhood (K-NN), Support Vector Machine (SVM).

1 Introduction

Nowadays, process automation plays an important role in industries. Many au-
tomatic highly efficient methods are developed to use in producing and checking
processes. The topic of digital image processing has found many applications in
the field of automation [1]. In computer vision and pattern recognition, shape
matching is an important problem of which is defined as the establishment of a
similarity measure between shapes and its use for shape comparison. A byprod-
uct of recognition task might also be a set of point identical between shapes.
Shape matching which is intuitively accurate for humans is a needed job that is
not solved yet in its full generality. Its applications include object detection and
recognition, image registration, and content based retrieval of images [2].

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 278–290, 2014.
c© Springer International Publishing Switzerland 2014
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Several image processing methods are applied to analyze the agricultural im-
ages for monitoring crop ripeness [3], detecting crop diseases [4], and recognition
fruit and vegetables [5]. Fruit recognition and classification systems can be used
by many real life applications. Such as a supermarket checkout system where it
can be used instead of manual barcodes, and as an educational tool to enhance
learning, especially for small children and Down syndrome patients [5,6]. It can
assist the plant scientists, where shape and color values of the fruit images that
have been computed can assist them do further analysis on variation in mor-
phology of fruit shape in order and can help them understand the genetic and
molecular mechanisms of the fruits [6]. Also, it can be used as aiding tool for
eye weakness people which can aid them in shopping as a mobile application.

Recognizing different types of vegetables and fruits is a repeated chore in su-
permarkets, where the cashier has to define each item type which will determine
its cost. The barcodes usage mostly ended this packaged products difficulty but
when consumers want picking their produce; they will not be able to package it,
and thus should be weighted. A popular solution to this difficulty is supplying
codes for every type of fruit and vegetable; that has problems precondition that
the memorization is sticky, leading to errors in pricing. Another solution is a
small book with pictures and codes; the difficulty with this solution is that flip-
ping over the pamphlet is time-consuming [5]. A fruit and vegetable recognition
system which automates labeling and computing the price is a good solution for
this problem.

Therefore the main goal of this work is to automatic recognize fruit image by
classifying it according to its features using machine learning techniques. An im-
age recognition model is proposed which contains three phases: pre-processing,
feature extraction, and classification phases. In feature extraction phase, Scale
Invariant Feature Transform (SIFT), and shape and color algorithms are used to
extract a feature vector for each image. The classification phase uses two algo-
rithms: K-Nearest Neighborhood (K-NN), and support vector machine(SVM).
Evaluating the recognition model is done by carrying out a series of experiments.
The results of carrying out these experiments demonstrate that the proposed ap-
proach is capable of automatically classify the fruit name with a high degree of
accuracy.

The rest of this paper is organized as follows. Section 2 introduces some recent
research works related to fruit recognition and classification. Section 3 presents
the main concepts used for feature extraction and classification algorithms. Sec-
tion 4 describes the different phases of the proposed model for recognition system:
pre-processing, feature extraction, and classification phases. The experimental
results are presented in section 5. Finally, section 6 presents the conclusion and
future work.

2 Related Work

Many fruit recognition and classification systems were proposed using color and
shape features. However, different fruit images may have similar color and shape
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values. In previous years, many types of image analysis techniques are applied
to analyze the agricultural for recognition and classification purposes. Sego and
Mirisaee proposed fruit recognition system which recognizes seven fruits. First,
they classify fruit images using the KNN algorithm based on mean color values,
shape roundness value, area and perimeter values of the fruit. The Euclidean
distance is used to measure the distance between the features values of the
unknown fruit with the stored features values of every fruit class to find out its
nearest fruit class. Their recognition results achieved accuracy up to 90% [6].

Rocha et.al. proposed a fruit and vegetable recognize approach that com-
bines many features and uses most appropriate classifier for each one in order
to improve the overall classification accuracy. This approach categorizes fruits
and vegetables based on color, texture, and appearance features. Each feature
is concatenated and fed independently to its suitable classification algorithm
[5]. Another approached uses Artificial Neural Network (ANN), Fourier Descrip-
tors (FD) and Spatial Domain Analysis (SDA) for automatic identifying and
sorting fruit. First, the fruit shape recognition is based on the shape boundary
and signatures using FD and SDA technique. Detecting the fruit color is done
using color information obtained during training process from Artificial Neural
Network (ANN). Then, fruit shape recognition and color recognition paths are
combined for identifying and sorting fruits purposes. This approached is eval-
uated using apple, banana and mango images and results achieved accuracy of
99.1% [7].

An approach to identify fruit and vegetable in supermarket is introduced in [8].
First, the image color is described using global measures which are histograms,
mean, contrast, homogeneity, energy, variance, correlation, and entropy over the
histograms for each color channel. The images are compered based on color
coherence vectors (CCVs). While, the border/interior pixel classifier (BIC) is
used to classify the image border. The appearance feature is obtained using a
vocabulary of parts which is found using K-means and a bottom-up clustering
algorithms [8].

3 Preliminaries

3.1 Shape and Color Features

Many fruit recognition and classification systems are developed based on color
and shape feature [6]. Color consider as an important feature for image represen-
tation due to the color are invariance with respect to image translation, rotation,
and scaling [9]. In this paper, color moments that used to describe the images
are color mean, color variance, color skewness, and color kurtosis. The Mean,
standard deviation, and skewness for a colored image with size N × M pixels
are defined by the equations 1, 2, and 3 [9,10].

xi =
M.N∑
j=1

xij
N

.
M (1)
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δi =

√√√√1
N

.
M

M.N∑
j=1

(xij − xi)2 (2)

Si = 3

√√√√1
N

.
M

M.N∑
j=1

(xij − xi)3 (3)

Where xij is the value of image pixel j of color channel i, xi is the mean for each
channel i, δi is the standard deviation, and Si is the skewness for each channel.
This paper uses Centroid, Eccentricity, and Euler Number features to describe
the shape. The shape centroid (center of gravity) determines the image centroid
position which is fixed in relation to the shape. Eccentricity measures the aspect
ratio of the length of major axis to the length of minor axis. It is computed
by minimum bounding rectangle method or principal axes method. The relation
between the number of connecting parts and the number of holes on image
shape is described by Euler number image describes. Euler number is compute
by subtract the number of holes on a shape from the number of contiguous parts
minus [11].

3.2 The Scale Invariant Feature Transform

The Scale Invariant Feature Transform (SIFT) algorithm is an algorithm for im-
age features generation which is invariant to image translation, scaling, rotation
and partially invariant to illumination changes and affine projection [12,13,14].
SIFT includes four major stages: scale-space extrema detection, keypoint lo-
calization, orientation assignment and keypoint descriptor. The first stage used
difference-of-Gaussian function (DOG) to identify the potential interest points,
which were invariant to scale and orientation as in equation 4 [15].

D(X,Y, δ) = (G(X,Y,Kδ)−G(X,Y, δ))× I(X,Y )

= L(X,Y,Kδ)− L(X,Y, δ)
(4)

Given a digital image I(X,Y ), its scale space representation will be L(X,Y, ).
G(X,Y, ) is the variable-scale Gaussian kernel with the standard deviation δ.
In the keypoint localization step, the low contrast points are rejected and the
edge response is eliminated. Hessian matrix was used to compute the principal
curvatures and eliminate the keypoints that have a ratio between the princi-
pal curvatures that are greater than the ratio. An orientation histogram was
formed from the gradient orientations of sample points within a region around
the keypoint in order to get an orientation assignment. The keypoint descriptors
are computed from the local gradient orientation and magnitudes in a certain
neighborhood around the identified keypoint. The gradient orientations and mag-
nitudes are combined in a histogram representation from that the descriptor is
formed [16].
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3.3 K-Nearest Neighborhood

K-Nearest Neighborhood (K-NN) classifier has a faster execution time and is
dominant [17]. It works based on minimum distance between the query instance
and the training data set to determine the k-nearest neighbors. Computing the
distance between two scenarios is computed using distance function (x, y) , where
x, y are query instance and the training data set composed of N features as show-
ing in equation 5. Distance measure is computed using one of the two functions
(Absolute distance measuring and Euclidean distance measuring) as in the equa-
tions 6, and 7.

x = {x1, x2, .., xn}, y = {y1, y2, .., yn} (5)

di(x, y) =

n∑
i=1

xi − yi (6)

di(x, y) =

n∑
i=1

√
x2
i − y2i (7)

After gathering K nearest neighbors, simple majority of these K-nearest neigh-
bors is taken to be the prediction of the query instance. An object is classified
by a majority vote of its neighbors [18], with the object being assigned to the
class most common amongst its k nearest neighbors.

3.4 Support Vector Machine

The Support Vector Machine (SVM) classifier is a theoretically superior ma-
chine learning methodology that used for classification and regression of high-
dimensional datasets with great results [3,19,20,21,22]. SVM tries to find an
optimal separating hyperplane which effectively separates between classes for
solving the classification problem [19]. SVM aims to maximize the margin around
a hyperplane that separates a positive class from a negative class [3,20,21,22].
Consider a training dataset with n samples (x1,y1), (x2, y2), ...., (xn,yn). Where
a feature vector xi is in n-dimensional feature space and with labels yi ∈ {−1, 1}
belonging to any of two linearly separable classes C1 and C2. The SVM finds an
optimal hyperplane with the maximum margin between two classes by solving
the optimization problem, as shown in the equations 8 and 9.

maximize
n∑

i=1

αi − 1

2

n∑
i,j=1

αiαjyiyj .K(xi, xj) (8)

Subject− to :

n∑
i=1

αiyi, 0 ≤ αi ≤ C (9)

Where, αi is the assigned weight to the training sample xi. when αi > 0, the xi is
a support vector. A regulation parameter C is used to trade-off the training ac-
curacy and the model complexity to achieve a superior generalization capability.
K is a kernel function, which is measure the similarity between two samples.
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4 The Proposed Fruit Recognition System

This research aims to automatic recognize a fruit image from a collection of
images. The proposed fruit recognition system consists of three phases namely:
pre-processing, feature extraction, and classification phases.

4.1 Pre-processing Phase

In the pre-processing phase, the proposed model resizes images to 90 x 90 pixels;
in order to reduce their color index. Also, the acquired image is in RGB format
which is a real color format for an image [23].

4.2 Feature Extraction Phase

This phase is responsible of extracting the characteristics or attributes of an
image. Since, the system accuracy are mainly depends upon feature extraction
phase, the proposed system has been implemented considering two scenarios of
feature extraction. In the first scenario, the shape and color features are used to
generate a feature vector for each image in the dataset. The used shape features
are Centroid, Eccentricity, and Euler Number. While color mean, color variance,
color skewness, and color kurtosis features used for color moments. The second
scenario, the scale invariant feature transform (SIFT) is use to generates the
interesting points for image as a feature vector for each image in the dataset.

4.3 Classification Phase

Finally the classification phase, the proposed model applied K-Nearest Neighbor-
hood (K-NN) algorithm and Support Vector Machine (SVM) to recognize differ-
ent kinds of fruits. This phase takes the training dataset feature vectors with their
corresponding classes as input, as well as the testing dataset. The output is the
name of each fruit image in the testing dataset. The K-Nearest Neighborhood (K-
NN) algorithm is worked as in the algorithm 1. While, the algorithm of Support
Vector Machine algorithm main steps mentioned in algorithm 2.

5 Experimental Results

A set of experiments has been done to evaluate our proposed model. The built
model was implemented using Matlab R2013a on Windows 8.1 operation system.
The proposed system was evaluated using around 46 of Orange pictures and
around 55 strawberry fruits. Some samples of both training and testing datasets
are shown in figure 1.
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1: Set k,1 ≤ k ≤ n
2: Initialize i = 1
3: repeat
4: Compute distance from y to xi

5: if (i ≤ k) then
6: Include xi in the set of k-nearest neighbors
7: else if (xi is closer to y rather than any previous nearest neighbor then
8: Delete farthest in the set of k-nearest neighbors
9: Include xi in the set of k-nearest neighbor

10: end if
11: i = ++
12: until k- nearest neighbor found
13: Determine the majority of class represented in the set of k-nearest neighbors
14: if a tie exists then
15: Compute sum of distance of neighbors in each class which tied
16: if no tie occurs then
17: Classify y in the class of the class of minimum sum
18: else
19: Classify y in the class of last minimum found
20: end if
21: else
22: Classify y in the majority class
23: end if

Algorithm 1. K-Nearest Neighborhood Algorithm

1: Construct N binary SVM
2: Keypoint localization Each SVM separates one class from the rest classes
3: Train the ith SVM with all training samples of the ith class with positive labels,

and training samples of other classes with negative labels
Algorithm 2. Support Vector Machine Algorithm

Fig. 1. Examples of training and testing fruit images

As our knowledge there was no specific benchmark data for the fruit types,
therefore the used dataset in the experiments has been collected with differ-
ent transformations (scale change, rotation, illumination, image blur, viewpoint
change, and compression) for each fruit category. Each fruit category includes
images for different fruit varieties .The dataset was split randomly into two
halves, one for training and rest for testing. The results were introduced are
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the average of these runs. Also, these raw images were used after resize it to
90*90 pixels. We did not make other pre-processing such as: cropping, gray scal-
ing, histogram equalization, etc. in order to assess the robustness of the feature
extraction algorithms in the comparison.

5.1 Evaluation Results

As monition before, we used two algorithms for features extraction which are
shape and color algorithm and scale invariant feature transform (SIFT) algo-
rithm. So, the selected fruit types are chosen to represent the similarities and
differences between shape and color. Apple and orange are similar in shape and
different in color. Apple and strawberry are similar in color and different in
shape. While, orange and strawberry are different in both shape and color. For
each group type, the proposed model has been evaluated considering the follow-
ing four scenarios:
Scenario 1: features extraction based on shape and color are classified using KNN
Scenario 2: features extraction based on shape and color are classified using SVM
Scenario 3: features extraction based on SIFT are classified using KNN
Scenario 4: features extraction based on SIFT are classified using SVM
The implemented model was run using these four scenarios twice on each group
dataset. In the first one, the total dataset was divided into 60% for training
and 40% for testing. In the second, the total dataset was divided into 70% for
training and 30% for testing.

Fig. 2. Results of Apple and Orange for different feature extraction and classifiers (60%
training)

First, we classify apple and orange group which are similar in shape and
different in color. Figure 2 illustrates for each scenario the accuracy, the precision
and the recall for each fruit category when the dataset is divided into 60%
training and 40% test. As shown in this figure, classification apple achieves high
accuracy than orange. The highest accuracy for classifying apple and orange
is achieved when using the SVM classifier (85% for apple, 65.5% for orange).
Trying to achieve better accuracy, training set is increasing. The image dataset
is divided into 70% for training and 30% for testing. As shown in figure 3, the
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Fig. 3. Results of Apple and Orange for different feature extraction and classifiers (70%
training)

Fig. 4. Results of Apple and Strawberry for different feature extraction and classifiers
(60% training)

accuracy is increased when increasing the training set (90.91% for apple, 78.89%
for orange).

Classify apple and strawberry group, which are similar in color and different
in shape achieves high accuracy than the similar in shape, as shown in Figure
4 and Figure 5. In Figure 4, extracting features based on SIFT and using KNN
classifier achieves the highest accuracy (apple 97.37%, and strawberry 92.31%)
when training set is 60%. While in Figure 5, the highest accuracy when 70%
training is achieved using SIFT as feature extraction: apple (96.97% with SVM
classifier), strawberry (85.71% with KNN).

Finally, we classified the distinct fruits in shape and color (orange and straw-
berry). The results of this group is presented in Figure 6 which shows the accu-
racy for each scenario, as well as the precision and recall for each fruit category
when the dataset is divided into 60% training and 40% test. As shown in this
figure, extracting features based on SIFT algorithm achieves high accuracy 100%
(for both orange and strawberry) when using the KNN classifier. While, using
shape and color to generate images feature achieves the lower accuracy (71.42%
orange and 72.72% strawberry) when using KNN classifier. More images in train-
ing set leads to achieve high accuracy when using SIFT for feature extraction,
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Fig. 5. Results of Apple and Strawberry for different feature extraction and classifiers
(70% training)

Fig. 6. Results of Orange and Strawberry for different feature extraction and classifiers
(60% training)

Fig. 7. Results of Orange and Strawberry for different feature extraction and classifiers
(70% training)

as shown in Figure 7. Shape and color as a feature extraction achieve accuracy
92.31% orange and 94.12% strawberry when using KNN classifier, and 84.62%
orange and 88.89% strawberry when using SVM classifier.
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6 Conclusions and Future Work

This paper has presented an approach for automatically recognize fruit images.
The proposed model includes three phases: pre-processing, feature extraction,
and classification. Feature extraction is done based on two algorithms; the first
algorithm shape and color algorithm generates the feature vector from color
moments (color mean, color variance, color skewness, and color kurtosis) and
shape (Centroid, Eccentricity, and Euler Number). The second algorithm was
the Scale Invariant Feature Transform (SIFT). Once the feature vectors are
generated for each image, the classifier can be work. The proposed model uses
two classifiers, the K-Nearest Neighborhood (K-NN) algorithm classification, and
support vector machine (SVM) algorithm.

The proposed model has been evaluated using around 46 of Orange pictures
and 55 strawberry fruits. The experimental results show that the classification
accuracy depends on the differentiations degree between the fruit types. The
accuracy of similarities on shape group archives the lower accuracy among the
three groups. It highest achieved is 90.91% for apple and 78.89% for orange when
using the SVM classifier. Classify similarities fruits on color achieves 96.97% for
apple and 85.71% for strawberry using SIFT as feature extraction. The highest
accuracy is achieved with the distinct fruits in shape and color, it archives 100%.

In the future, we intend to experiment using more fruit types and go behind
that to recognize the fruit verity. Also, we plan to investigate using other feature
extraction and classifiers algorithms in order to increase the obtained accuracy.
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Abstract. Malignant melanoma is the deadliest form of skin cancer
and is one of the most rapidly increasing cancers in the world. If di-
agnosed early, it can be easily cured, and consequently early diagnosis
of melanoma is of vital importance. In this paper, we present an effec-
tive approach to melanoma classification from dermoscopy images of skin
lesions. First, we perform automatic border detection to delineate the le-
sion from the background skin. We then extract shape features from the
border, while colour and texture features are obtained based on a division
of the image into clinically significant regions using a Euclidean distance
transform. The derived features are then used in a pattern classification
stage for which we employ a dedicated ensemble learning approach to ad-
dress the class imbalance in the training data. In particular, we employ
a committee of one-class classifiers for that purpose. One-class classifica-
tion uses samples from a single distribution to derive a decision boundary,
and employing this method on the minority class can significantly boost
its recognition rate and hence the sensitivity of our approach. We com-
bine several one-class classifiers using a random subspace approach and
a diversity measure to select members of the committee. Experimental
results on a large dataset of dermoscopic skin lesion images show our ap-
proach to work well, the employed classifier selection stage to be crucial
for achieving this performance, and the classifier ensembles to perform
statistically better compared to several state-of-the-art ensembles.

Keywords: melanoma, skin cancer, dermoscopy, image features, ensem-
ble classification, one-class classification.

1 Introduction

Malignant melanoma is the deadliest form of skin cancer and one of the most
rapidly increasing cancers in the world. For example, in the United States 76,690
cases and 9,480 deaths are predicted for 2013 alone [17]. Early diagnosis of
melanoma is particularly important since melanoma can be cured with a simple
excision if detected early.
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Dermoscopy has become one of the most important tools in diagnosing
melanoma and other pigmented skin lesions. It is a non-invasive skin imaging
technique that involves optical magnification, along with optics that minimise
surface reflection, making subsurface structures more easily visible when com-
pared to conventional clinical images [2]. This in turn reduces screening errors
and provides greater differentiation between difficult lesions such as pigmented
Spitz nevi and small, clinically equivocal lesions [18]. However, it has also been
shown that dermoscopy may lower the diagnostic accuracy in the hands of in-
experienced dermatologists [3]. Therefore, in order to minimise diagnostic errors
that result from the difficulty and subjectivity of visual interpretation, comput-
erised image analysis techniques are highly sought after [11].

Computer-aided approaches to diagnosing melanoma typically proceed in
three main stages: border detection, feature extraction and classification [6].
In this paper, we also follow this strategy, but pay particular attention to the
final stage, i.e. the pattern classification task. We first perform automatic border
detection based on a variant of the JSEG image segmentation algorithm. From
the obtained lesion definition, we extract a set of shape features, while colour and
texture features are calculated based on a division of the image into clinically
significant regions using a Euclidean distance transform. The obtained features
are then employed in a pattern classification stage for which, in order to pro-
vide improved and more robust performance, we use a multiple classifier system
rather than relying on a single classifier. At the same time, we are addressing
the present class imbalance which stems from the fact that far fewer malignant
samples are available for training compared to benign cases. We do this using an
ensemble of one-class classifiers (OCCs) by constructing a committee of support
vector data description (SVDD) [20] boundary models. By training the one-
class classifier ensemble on the minority class we boost its recognition rate and
hence increase sensitivity. Using classifier pruning, based on a diversity measure
for OCCs, we discard irrelevant classifiers and improve the quality of the com-
bined model. Experimental results on a large dataset of 564 skin lesion images
show our approach to work well, giving a sensitivity of 94.92% coupled with a
specificity of 94.02%, and also confirm our approach to outperform several other
state-of-the-art ensemble classifiers dedicated to imbalanced classification.

2 Segmentation and Feature Extraction

Automated border detection is typically the first step in the automated analysis
of dermoscopy images [7] and is crucial for two main reasons. First, the border
structure provides important information for accurate diagnosis, as many clinical
features, such as asymmetry, border irregularity, and abrupt border cutoff, are
calculated directly from the border. Second, the extraction of other important
clinical features such as atypical pigment networks, globules, and blue-white
areas, critically depends on the accuracy of border detection.

In our approach, we perform automated border detection using the technique
from [5] which in turn is based on the JSEG algorithm [10]. Following a pre-
processing step to smooth the image and a colour quantisation process, the
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image is thresholded to arrive at an approximate outline of the lesion. This is
then refined using region growing on a local homogeneity channel and colour-
based region merging. Finally, in a post-processing step, background regions and
isolated areas are removed and the remaining regions merged to give the final
segmentation.

From the segmented lesion area, we then extract a series of features including
shape, colour and texture features, where some of the colour and texture features
are calculated based on the definition of three significant image regions – lesion,
inner and out periphery – which are obtained based on a Euclidean distance
transform. In particular, the following descriptors are extracted [6]:

– Shape features: lesion area; aspect ratio of lesion; two asymmetry features;
compactness; maximum lesion diameter; eccentricity; solidity; equivalent di-
ameter; rectangularity and elongation of the object-oriented bounding box

– Colour features: mean and standard deviation of each channel in RGB, rgb,
HSV, l1l2l3 and CIEL*u*v* colour spaces; ratios and differences of mean
and standard deviation from the different image regions for all colour spaces;
two colour asymmetry features each for R, G, and B channels; centroidal dis-
tances for each channel of all colour spaces; CIEL*u*v* L1 and L2 histogram
distances between the different image regions

– Texture features: maximum probability, energy, entropy, dissimilarity, con-
trast, inverse difference, inverse difference moment, and correlation of the
normalised gray-level co-occurrence matrix [12] (averages over the four ma-
jor orientations); ratios and differences of the same co-occurrences features
from the different image regions

In total, we compute 11 shape, 354 colour and 72 texture features for each image.

3 Classification

In one-class classification (OCC) [13], training is performed solely on samples
from a single class, known as the target concept ωT . The purpose of OCC is
to create a decision surface that encloses all available data samples and thus
describes the concept. During the exploitation step, objects unseen during the
training phase may appear. These represent data outside the target concept, and
are labelled as outliers ωO. OCC can thus be seen as learning in the absence of
counterexamples. The target class should be separated from all possible outliers,
and hence the decision boundary should be estimated in all directions in the
feature space around the target class.

By labelling the minority class as ωT , we create a decision boundary around
its objects and treat the objects from the majority class as outliers ωO. We thus
obtain a solution that focusses on correct recognition of the minority class and
is hence capable to deal with class imbalance.

For a single OCC classifier, it may be difficult to find a good model due to lim-
ited training data, high dimensionality of the feature space and/or the properties
of the particular classifier, which might result in model overfitting. Multiple clas-
sifier systems (MCSs) hence form an attractive perspective for OCC problems,
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as they allow to train less complex base classifiers, thus reducing the risk of model
overfitting.

Multiple classifier systems (MCSs) can improve upon the performance of their
base classifiers since they are able to exploit their individual strengths while elim-
inating their weaknesses. Classifier fusion algorithms can in general be divided
into methods that make decisions on the basis of outputs (labels) of individual
classifiers, and approaches that construct new discriminant functions based on
continuous outputs (supports) of individual classifiers. In this paper, we focus
on the latter, as it has been shown that this type of fuser often offers superior
performance [23].

Assume that we have R classifiers {Ψ (1), Ψ (2), ..., Ψ (R)}. For a given object
x ∈ X , each individual classifier decides for class i ∈ M = {1, ...,M} based
on the values of discriminants. Let F (l) (i, x) denote a function that is assigned
to class i for a given value of x, and that is used by the l-th classifier Ψ (l). A
combined classifier Ψ can then be derived by [23]

Ψ (x) = i if F̂ (i, x) = max F̂ (k, x)
k∈M

, (1)

where

F̂ (i, x) =

R∑
l=1

w(l)F (l) (i, x) and

R∑
i=1

w(l) = 1. (2)

One-class boundary methods are based on computing the distance between
object x and the description (decision boundary) that encloses the target class
ωT . Therefore, in order to apply a fusion method based on discriminants, we
require the support function of object x for a given class. For this, we use a
heuristic solution which maps a distance into the discriminant,

F̂ (ωT , x) =
1

c1
exp(−d(x, ωT )/c2), (3)

and models a Gaussian distribution around the classifier, where d(x, ωT ) is a
Euclidean distance metric between the considered object and a decision bound-
ary, c1 and c2 are a normalisation constant respectively a scale parameter and
are fitted to the target class distribution.

After this mapping, we can apply one of several possibilities to fuse the outputs
of the base OCC models [19]. With R one-class classifiers in the pool, we use the
mean of the estimated probabilities

ymp(x) =
1

R

∑
k

(Fk(ωT , x)), (4)

which assumes that the outlier object distribution is independent of x and thus
uniform in the area around the target concept.

In order to choose the most valuable individual models for the ensemble,
careful classifier selection must be conducted. One of the most popular criteria
for this task is ensemble diversity, which aims at choosing predictors that are as
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different from each other as possible. This is motivated by the fact that adding
similar classifiers to the committee does not improve its quality but only increases
its complexity. On the other hand, diverse base classifiers might be mutually
supplementary and hence allow to exploit different areas of competence.

Let us assume that the highest ensemble diversity for a given object xj ∈ X
is given by R/2 of the ensemble votes with the same value (ωT or ωO) and
the remaining R − R/2 with the other value. Denoting by r(xj) the number of
one-class classifiers that correctly recognise object xj , and assuming there are N
objects in the training set, we use the entropy [14]

Eoc(Π
r) =

1

N

N∑
j=1

1

R−R/2
min{r(xj), R− r(xj)} (5)

as a diversity measure, where Πr is the considered pool of classifiers. This mea-
sure may take values from the interval [0, 1], where 0 corresponds to identical
ensembles and 1 to the highest possible diversity respectively.

4 Experimental Results

In our experiments, we use a dataset of 564 skin lesion images obtained from two
dermoscopy atlases. The samples stem from three university hospitals (Univer-
sity of Graz, University of Naples and University of Florence) [2] and from the
Sydney Melanoma Unit [16]. All images are true-colour images with a typical
resolution of 768 × 512 pixels. Of the 564 cases, 88 were melanoma while the
remaining 476 were benign, justifying our dedicated approach to address class
imbalance.

As base classifiers, we use support vector data description (SVDD) [20] clas-
sifiers with RBF kernels.The classifier pool consisted of 15 models built on the
basis of a random subspace approach with each subspace consisting of 60% of the
original features. After the diversity-based classifier selection, the OCC ensemble
consisted of 6 to 8 individual classifiers (depending on the fold of CV).

In order to put the obtained results into context, we have also evaluated a
single SVDD and a combined pool of SVDD classifiers without diversity-based
classifier selection. In addition, we implemented several classifier ensembles that
are dedicated to imbalanced classification, namely SMOTEBagging, SMOTE-
Boost, IIvotes, and EasyEnsemble, all with support vector machines (SVMs) [21]
(with a Gaussian RBF kernel and classifier tuning) as base classifiers.

SMOTEBagging [22] and SMOTEBoost [9] use, as the names imply, SMOTE [8]
to introduce new objects into each of the bagging/boosting iterations separately.
IIvotes [4] is an approach which fuses a rule-based ensemble with a SPIDER pre-
processing scheme so as to be more robust with respect to atypical data distri-
butions and to automatically find an optimal number of bags. EasyEnsemble [15]
uses bagging as the main concept and, employing AdaBoost for each of the bags,
can be viewed as an ensemble of ensembles.

A combined 5x2 CV F test [1], repeated ten times, was carried out to assess
the statistical significance of the obtained results. A classifier is assumed as
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Table 1. Classification results for all tested algorithms

sensitivity specificity accuracy

SVDD 89.49 90.07 89.66
SVDD ensemble 85.81 90.93 90.14

SMOTEBagging 92.54 93.06 92.98
SMOTEBoost 91.85 92.89 92.73
IIVotes 93.05 93.56 93.48
EasyEnsemble 91.85 92.89 92.73

OCC ensemble 94.92 94.02 94.16

Table 2. Statistical significance results: + signifies that the algorithm in this row sta-
tistically outperforms the algorithm in this column, − indicates statistically inferiority.
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SVDD ensemble − −−−−−
SMOTEBagging ++ +−+−
SMOTEBoost ++− − −
IIVotes ++++ +−
EasyEnsemble ++− − −
OCC ensemble ++++++

statistically significantly better compared to another one if one of the following
is true:
– its sensitivity is statistically significantly better and its overall accuracy is

not statistically significantly worse;
– its overall accuracy is statistically significantly better and its sensitivity is

not statistically significantly worse.
The results of our experimental comparison are given in Table 1, which lists

sensitivity (i.e. the probability that a case identified as malignant is indeed ma-
lignant), specificity (i.e. the probability that a case identified as benign is indeed
benign) and overall classification accuracy (i.e. the percentage of correctly clas-
sified patterns) for each approach. In addition, we provide the results of the
statistical significance test in Table 2.

Looking at the results, we can first of all notice that a single SVDD model
outperforms the unpruned (i.e., consisting of all models) SVDD ensemble. This
highlights the difficulties in combining OCC predictors.

Improved performance is achieved through application of ensemble techniques
that are dedicated to deal with class imbalance. All four of the implemented ap-
proaches, i.e. SMOTEBagging, SMOTEBoost, IIvotes andEasyEnsemble, achieve
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both better sensitivity and better specificity. This confirms that appropriate en-
semble classifiers typically lead to better classification.

Finally, looking at the results achieved by our proposed multiple classifier
system, we can see that it clearly provides the best overall performance. The
achieved sensitivity of 94.92% and specificity of 94.02% are both highest among
all methods, while Table 2 shows that our method also statistically outperforms
all other approaches. This demonstrates that our carefully crafted one-class clas-
sifier ensemble provides a powerful method for classifying skin lesion attributes.

5 Conclusions

In this paper, we have proposed an effective method for the automated iden-
tification of melanoma from dermoscopy skin lesion images. We first segment
the area of the lesion using an approach based on thresholding, region growing
and region merging. Based on the lesion border, we then extract a set of shape
features, while colour and texture features are derived based on the definition of
three clinically important image areas. Finally, the extracted features are anal-
ysed in a pattern classification stage. For this, we employ a carefully crafted
ensemble classifier that addresses the encountered class imbalance by combin-
ing several one-class classifiers and employing an ensemble diversity measure
for effective classifier selection. Based on a dataset of 564 skin lesion images,
our approach is shown to work very well, giving a sensitivity of 94.92% coupled
with a specificity of 94.02%, while we further demonstrate it to give statistically
better classification performance compared to several state-of-the-art ensemble
classifiers dedicated to imbalanced classification.
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Abstract. Indirect immunofluorescence imaging is commonly employed
for screening of antinuclear antibodies based on HEp-2 cells which is
used for diagnosing autoimmune diseases and other important patholog-
ical conditions involving the immune system. For this purpose, observed
HEp-2 cells are categorised into homogeneous, fine speckled, coarse speck-
led, nucleolar, cytoplasmic, and centromere cells. Typically, this cate-
gorisation is performed manually by an expert and is hence both time
consuming and subjective.

In this paper, we present a method for automatically classifiying
HEp-2 cells using multi-scale texture information in conjunction with an
ensemble classification system. We extract multi-dimensional local bi-
nary pattern (MD-LBP) texture features of the cell area, which we then
compactify using principal component analysis (PCA). PCA-projected
features of reduced dimensionality are then employed as input for the
subsequent classification stage. For classification, we use a margin distri-
bution based bagging pruning (MAD-Bagging) classifier ensemble. We
evaluate our algorithm on the ICPR 2012 HEp-2 contest benchmark
dataset, and demonstrate it to give excellent performance, superior to
all algorithms that were entered in the competition.

Keywords: Indirect immunofluorescence imaging, HEp-2 cell classifica-
tion, texture, multi-dimensional LBP, ensemble classification, bagging.

1 Introduction

Indirect immunofluorescence (IIF) imaging is used to identify antinuclear anti-
bodies in HEp-2 cells which founds the basis for diagnosis of diseases such as
systemic rheumatic disease, systemic sclerosis and mellitus (type-I) diabetes [8].
In IIF, cultured HEp-2 cells are observed under a fluorescence microscope and
then categorised based on fluorescence intensity and on the type of staining
patterns.

This classification of HEp-2 cells is crucial for diagnosis, since different pat-
terns yield information for different autoimmune diseases. At the same time,
since performed manually by an expert, it is a laborous and time consuming
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task. A computer-aided (CAD) approach would hence not only speed up the
task but also lead to objective, reproducible results. HEp-2 cells are generally
categorised into six groups: homogeneous, fine speckled, coarse speckled, nucle-
olar, cytoplasmic, and centromere cells, which are also the classes we consider in
this paper. Example images are shown in Fig. 1.

homogeneous fine speckled coarse speckled

nucleolar cytoplasmic centromere

Fig. 1. Sample HEp-2 cell images (with manually defined borders in white) from the
ICPR 2012 contest dataset

In this contribution, we utilise multi-resolution texture information for cat-
egorising HEp-2 cell images. In particular, we employ multi-dimensional local
binary pattern (MD-LBP) features to characterise the cell area. MD-LBP [22] is
a multi-scale extension of LBP [19] that also preserves the relationships between
the scales in form of a multi-dimensional histogram. To reduce the dimension-
ality of the feature data, we employ principal component analysis (PCA). The
PCA-compactified MD-LBP features then form the input for a classification
stage for which we utilise a margin distribution based bagging pruning (MAD-
Bagging) [26] classifier ensemble. We evaluate our algorithm on the ICPR 2012
contest dataset [10], and show that it provides very good performance, superior
to all algorithms entered in the competition.

2 Related Work

Automated classification of HEp-2 cell images has recently received increased
attention, in particular with the running of a competition at ICPR 2012 [10]. A
number of approaches were presented at the contest, of which we summarise a
select few in the following.

In [5], images are contrast normalised and statistical texture features based
on the grey level co-occurrence matrix (GLCM) [13] as well as frequency domain
texture features based on the discrete cosine transform (DCT) [23] are extracted.
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To improve classification performance, a two-step feature selection method is
employed where the first step is based on a minimum redundancy maximum
relevance algorithm to select a candidate feature set, while a final feature set is
obtained using a sequential forward selection method. A support vector machine
(SVM) [25] is used for classification.

In [16], DCT coefficient features, local binary pattern (LBP) [19] and Gabor
texture descriptors [18] as well as various global appearance statistical features
(area, perimeter, average intensity and standard deviation of the cell region as
well as the ratio of cell and background) are utilised. A multiclass boosting
SVM [12] is employed for classification with different SVMs merged into a clas-
sifier and boosted using a modified AdaBoost.M1 algorithm [17].

Shape and texture features are combined in [24]. The cell images are thresh-
olded at different intensity levels and shape based descriptors (perimeter, eccen-
tricity, etc.) and intensity based features (average intensity, standard deviation,
etc.) are extracted at each level. Following this, gradient magnitude features
are calculated after smoothing the image using Gaussian kernels with different
parameters. Finally, GLCM texture features are also calculated. The obtained
features are fed to a Random Forest classifier [2].

In [9], shape features based on the Hessian matrix are employed, where the
eigenvalues of the Hessian and the related eigenvector orientations are used
for shape characterisation. Edge features are extracted using an adaptive ro-
bust structure tensor and histogram of oriented gradients (ARST-HOG) [20]
approach. Finally, texture information, based on LBP, is also utilised. Classifi-
cation is performed using regression trees as base classifiers and a ShareBoost
algorithm [21] for classifier fusion.

In [11], along with GLCM and HOG [4] features, region-of-interest (ROI)-
based descriptors are used which include shape features (eccentricity, perimeter,
etc.) and intensity based features (derived from intensity percentiles). For clas-
sification, an SVM is chosen as the best performing algorithm.

3 HEp-2 Cell Multi-Scale Texture Features

Previous approaches to automatically classifying HEp-2 cells are typically based
on several features, while texture features are employed in the majority of algo-
rithms. In this paper, we utilise a single, relatively simple type of texture feature
based on local binary patterns (LBP) that we show to yield very good HEp-2
cell recognition.

LBP [19] describes the local neighbourhood of a pixel by thresholding neigh-
bouring pixels gp with the centre pixel value gc. The resulting sequence of 0s
and 1s is then known as the local binary pattern, formally expressed as

LBP =
8∑

p=1

s(gp − gc)2
p−1, (1)

where

s(x) =

{
1 for x ≥ 0
0 for x < 0

, (2)
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Fig. 2. Uniform LBP patterns

and a histogram of these patterns is generated to summarise texture information
of an image or a region of interest. LBP is inherently invariant to monotonic
intensity transformations and hence more robust than other techniques.

LBP patterns are typically obtained from a circular neighbourhood where lo-
cations in the neighbourhood that do not fall exactly at the centre of a pixel are
obtained through interpolation. If a texture is rotated, essentially the patterns
(that is, the 0s and 1s around the centre pixel) rotate with respect to the cen-
tre. Rotation invariance can hence be obtained by mapping all possible rotated
patterns to the same descriptor. Furthermore, certain patterns are fundamental
properties of texture and may account for the majority of LBP patterns. To
address this, only uniform patterns can be utilised where a uniformity measure
is defined by the number of transitions from 0 to 1 or vice versa in the LBP
code.

Based on 8 neighbouring pixels, 9 different rotation invariant uniform patterns
(with maximal two transitions) can be defined (see Fig. 2), while the remaining
patterns are accumulated in a single bin, thus giving a histogram of 10 bins.
This yields a powerful texture descriptor that was shown to work well for texture
classification, especially when obtained at multiple scales [19,6].

In conventional multi-scale LBP, the histograms for each scale are simply
concatenated to form a one-dimensional feature vector. This leads to a loss of
information regarding the relationships between patterns across different scales
and additional ambiguity. Multi-dimensional LBP (MD-LBP) [22] addresses this
by preserving the joint distribution of LBP codes at different scales in form of a
multi-dimensional histogram of LBP values. To do so, for each pixel LBP codes
at different scales are obtained, while the combination of these codes identifies
the histogram bin that is incremented.
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MD-LBP leads to clearly improved texture classification, in particular on
more challenging datasets [22]. However, the generation of multi-dimensional
histograms also leads to rather large feature lengths, and hence increased com-
putational requirements. For example, the feature length of a 3-dimensional MD-
LBP histogram is 103 = 1000, while conventional multi-scale LBP has a feature
length of 30. Hence, to employ a more compact texture representation, we per-
form dimensionality reduction based on principal component analysis (PCA),
leading to the derivation of MD-LBP-PCA features [7].

To characterise HEp-2 images, we use the green channel of IIF images resized
to 64× 64 pixels from which we extract rotation invariant uniform LBP texture
information – in form of MD-LBP-PCA features based on three scales with radii
{1, 3, 5} and compactified to a feature length of 50 – from the cell area to be
used in the subsequent classification stage.

4 HEp-2 Cell Classification Using MAD-Bagging

Based on the texture features derived above, we then perform classification for
which we employ an ensemble learning approach. The idea of ensemble classi-
fiers [15] is to exploit the strengths and local competencies of a pool of classifiers,
while at the same time reducing their individual weaknesses. Consequently, an
appropriately constructed combination of several predictors can lead to better
and more robust classification performance compared to any single classifier

In particular, we utilise a margin distribution based bagging pruning (MAD-
Bagging) [26] classifier ensemble. Bagging is a well known, simple yet effective
technique for generating an ensemble of classifiers [1]. A collection of base clas-
sifiers is trained on bootstrap replicates of the training set and the outputs of
all trained base classifiers are combined using simple voting. In general, the er-
ror of bagging decreases as base classifiers aggregated in the ensemble increase.
Eventually, the error asymptotically approaches a constant level when the size
of the ensemble becomes very large.

It is well accepted that generalisation performance of base classifiers and the
diversity among base classifiers greatly influence the performance of the ensem-
ble. Bagging uses bootstrapping to generate diverse training sets which then
leads to diverse classifiers. On the other hand, selecting only a subset of candi-
date base classifiers may lead to a significant improvement of the final ensemble.
Algorithms were developed to select diverse and accurate base classifiers to yield
compact and powerful sub-ensembles [27].

MAD-Bagging utilises the margin of the ensemble as an optimisation objective
and derives an L1 regularised squared loss function. By solving the resulting
optimisation problem, a sparse weight vector for the candidate base classifiers
can be obtained. Then, only base classifiers with non-zero weights are included
in the final ensemble, while the others are discarded.
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Fig. 3. MAD-Bagging framework

Assuming a set of samples X = {(xi, yi)}Ni=1 with yi ∈ {−1,+1}, a base
classifier hj performs a mapping from X to {−1,+1}. The voted ensemble f(x)
is of the form

f(x) =

T∑
j=1

wjhj(x), (3)

where wj is the (non-negative) weight assigned to base classifier hj,
∑T

j=1 wj = 1,
and T is the number of the candidate base classifiers available. An error occurs
for xi if and only if the output of the voting classifier and the label yi do not
have the same sign. Hence, yihi(x) is the difference between the weights assigned
to the correct label and the weights assigned to the incorrect label.

yihi(x) is considered the sample margin ri with respect to the voting clas-
sifier f . In order to obtain a good margin for each sample, a loss function∑

iC(yihi(x)) is designed in MAD-Bagging, leading to solving for

min
∑
i

C(yihi(x)) + λ||w||1 (4)

subject to Wj ≥ 0. This objective function leads to an optimal margin distribu-
tion over the training samples.

The overall procedure of MAD-Bagging is illustrated in Fig. 3.

5 Experimental Results

For evaluation, we use the ICPR 2012 HEp-2 classification contest dataset [10]
which is based on 28 HEp-2 images acquired by means of a fluorescence micro-
scope under 40-fold magnification coupled with a 50W mercury vapour lamp.
Images were taken with a SLIM system digital camera, and stored in 24-bit
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Table 1. HEp-2 cell classification results on ICPR12 training data

algorithm (evaluation) accuracy

Cataldo et al. [5] (10CV) 86.96
Li et al. [16] (5CV) 98.34
Strandmark et al. [24] (LOOCV) 97.40
Ersoy et al. [9] (5CV) 92.80
Ghosh and Chaudhary [11] (10CV) 91.13
Proposed (10CV) 92.49

true-colour format with a resolution of 1388 × 1038 pixels. Cells were manu-
ally segmented and annotated by a specialist to obtain a ground truth for the
competition.

The training dataset provided to contestants comprises 721 samples of indi-
vidual cells, extracted from part of the captured images. There are 150 homo-
geneous, 94 fine speckled, 109 coarse speckled, 102 nucleolar, 58 cytoplasmic,
and 208 centromere cells (an example of each class is given in Fig. 1). The test-
ing dataset, extracted from different images, contains 734 cells in total of which
172 are homogeneous, 114 fine speckled, 101 coarse speckled, 139 nucleolar, 51
cytoplasmic, and 149 centromere cells.

For MAD-Bagging, 100 bags were used, and support vector machines [25], in
particular one-against-one multi-class SVMs [14], for which the parameters were
optimised [3], served as base classifiers.

We first evaluate the performance on the training dataset, by performing 10-
fold cross validation (10CV), where the dataset is split into 10 partitions and
training is performed on all but one partition while testing is conducted on the
remaining one, reporting the average classification accuracy over all 10 folds.
The results are reported in Table 1, which also lists the classification accuracies
on the same dataset of the methods discussed in Section 21.

From Table 1, we can see that our MD-LBP based HEp-2 cell classification
approach affords good performance, giving a classification accuracy of about
92.5%.

Table 2. Classification results on ICPR12 test data

method accuracy [%]

Cataldo et al. [5] 48.50
Li et al. [16] 64.17
Strandmark et al. [24] 47.82
Ersoy et al. [9] 49.18
Ghosh and Chaudhary [11] 59.81
top ICPR contest entry (Nosaka and Fukui, unpublished) 68.66
Proposed 70.44

1 Note, that not all papers use 10CV as evaluation method, and that hence the cited
numbers are only partially comparable.
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Table 3. Confusion matrix for proposed method
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homogeneous 128 32 12 1 3 4 71.11

fine speckled 20 61 1 0 0 32 53.51

coarse speckled 4 15 72 0 0 10 71.29

nucleolar 8 1 2 78 30 20 56.12

cytoplasmic 0 0 3 0 48 0 94.12

centromere 0 5 1 13 0 130 87.25

As the ICPR contest revealed [10], while several of the 28 submitted entries
obtained high classification performance (95+%) on the training dataset, accu-
racy on the test dataset was significantly lower, suggesting that the test data is
much more challenging. The best approach, by Nosaka and Fukui, was reported
to give a classification accuracy of 68.66%, while about half of the submitted
approaches reached less than 50% [10] including some of those discussed in Sec-
tion 2 (most submitted approaches were not published). Interestingly, also a
medical doctor, a specialist with 12 years experience in immunology, did not
fare much better with a correct recognition rate of 73.30%.

In Table 2, we report the results obtained on the test dataset. As we can see
from there, impressively our method outperforms all competition entries on the
test dataset with a classification accuracy of 70.44%.

A more detailed analysis is provided in Table 3 in form of a confusion matrix.
From there we can observe that cytoplasmic and centomere cells are well iden-
tified. The performance for homogeneous and coarse speckled cells is somewhat
worse, and the poorest performance is achieved for fine speckled and nucleolar
cells. The highest degree of confusion occurs between fine speckled and homoge-
neous cells.

6 Conclusions

In this paper, we have presented an effective approach to the automated clas-
sification of HEp-2 cell images obtained through indirect immunofluorescence
imaging. Our method is based on multi-dimensional local binary pattern (MD-
LBP) descriptors of the cell area, which are then compactified using principal
component analyis. For classification, we employ a margin distribution based
bagging pruning (MAD-Bagging) classifier ensemble. Based on the ICPR 2012
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competition dataset, our approach is shown to deliver very good classification
performance and to outperform all entries submitted to the contest.
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Krause, R., Lehmann, B., Feist, E., Burmester, G.R.: Automated evaluation of
autoantibodies on human epithelial-2 cells as an approach to standardize cell-based
immunofluorescence tests. Arthritis Research and Therapy 12(2), R40 (2010)

9. Ersoy, I., Bunyak, F., Peng, J., Palaniappan, K.: HEp-2 cell classification in
IIF images using ShareBoost. In: 21st Int. Conference on Pattern Recognition,
pp. 3362–3365 (2012)

10. Foggia, P., Percannella, G., Soda, P., Vento, M.: Benchmarking HEp-2 cells classi-
fication methods. IEEE Trans. Medical Imaging 32(10), 1878–1889 (2013)

11. Ghosh, S., Chaudhary, V.: Feature analysis for automatic classification of HEp-2
florescence patterns: Computer-aided diagnosis of auto-immune diseases. In: 21st
Int. Conference on Pattern Recognition, pp. 174–177 (2012)

12. Gonen, M., Tanugur, A., Alpaydm, E.: Multiclass posterior probability support
vector machines. IEEE Trans. Neural Networks 19(1), 130–139 (2008)

13. Haralick, R.M.: Statistical and structural approaches to texture. Proceedings of
the IEEE 67(5), 786–804 (1979)

14. Hsu, C.W., Lin, C.J.: A comparison of methods for multiclass support vector ma-
chines. IEEE Trans. Neural Networks 13(2), 415–425 (2002)

15. Kuncheva, L.I.: Combining pattern classifiers: Methods and algorithms. Wiley-
Interscience, New Jersey (2004)

16. Li, K., Yin, J., Lu, Z., Kong, X., Zhang, R., Liu, W.: Multiclass boosting SVM
using different texture features in HEp-2 cell staining pattern classification. In:
21st Int. Conference on Pattern Recognition, pp. 170–173 (2012)

17. Li, X., Wang, L., Sung, E.: Adaboost with SVM-based component classifiers. En-
gineering Applications of Artificial Intelligence 21(5), 785–795 (2008)

18. Manjunath, B.S., Ma, W.Y.: Texture features for browsing and retrieval of image
data. IEEE Trans. Pattern Analysis and Machine Intelligence 18(8), 837–842 (1996)

19. Ojala, T., Pietikainen, M., Maenpaa, T.: Multiresolution gray-scale and rotation
invariant texture classification with local binary patterns. IEEE Trans. Pattern
Analysis and Machine Intelligence 24, 971–987 (2002)



308 G. Schaefer et al.

20. Palaniappan, K., Bunyak, F., Kumar, P., Ersoy, I., Jaeger, S., Ganguli, K., Haridas,
A., Fraser, J., Rao, R., Seetharaman, G.: Efficient feature extraction and likelihood
fusion for vehicle tracking in low frame rate airborne video. In: 13th Int. Conference
on Information Fusion (2010)

21. Peng, J., Barbu, C., Seetharaman, G., Fan, W., Wu, X., Palaniappan, K.: Share-
Boost: boosting for multi-view learning with performance guarantees. In: Gunop-
ulos, D., Hofmann, T., Malerba, D., Vazirgiannis, M. (eds.) ECML PKDD 2011,
Part II. LNCS (LNAI), vol. 6912, pp. 597–612. Springer, Heidelberg (2011)

22. Schaefer, G., Doshi, N.P.: Multi-dimensional local binary pattern descriptors
for improved texture analysis. In: 21st Int. Conference on Pattern Recognition,
pp. 2500–2503 (2012)

23. Sorwar, G., Abraham, A., Dooley, L.S.: Texture classification based on DCT
and soft computing. In: 10th IEEE International Conference on Fuzzy Systems,
pp. 545–548 (2001)

24. Strandmark, P., Ulen, J., Kahl, F.: HEp-2 staining pattern classification. In: 21st
Int. Conference on Pattern Recognition, pp. 33–36 (2012)

25. Vapnik, V.N.: Statistical Learning Theory. John Wiley & Sons (1998)
26. Xie, Z., Xua, Y., Hu, Q., Zhu, P.: Margin distribution based bagging pruning.

Neurocomputing 85, 11–19 (2012)
27. Zhou, Z.H., Wu, J.X., Tang, W.: Ensembling neural networks: many could be better

than all. Artificial Intelligence 137(1-2), 239–263 (2002)



A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 309–320, 2014. 
© Springer International Publishing Switzerland 2014 

Directional Stationary Wavelet-Based Representation  
for Human Action Classification 

M.N. Al-Berry1, M.A.-M. Salem1, Hala M. Ebeid1, A.S. Hussein2,  
and Mohamed Fahmy Tolba1 

1 Scientific Computing Department, Faculty of Computer and Information Sciences,  
Ain Shams University, Egypt 

{maryam_nabil,salem}@cis.asu.edu.eg, 
hala_mousher@hotmail.com, 

fahmytolba@gmail.com 
2 Faculty of Computer Studies, Arab Open University, Kuwait 

ashrafh@acm.org 

Abstract. This paper proposes a directional wavelet-based representation of 
natural human actions in realistic videos. This task is very important for human 
action recognition, which has become one of the most important fields in com-
puter vision. Its importance comes from the large number of applications that 
employ human action classification and recognition. The proposed method  
utilizes the 3D Stationary Wavelet Analysis to encode the directional spatio-
temporal characteristics of the motion available in video sequences. It was test-
ed using the Weizmann dataset, and produced promising preliminary results 
(92.47 % classification accuracy) when compared to existing state–of–the–art 
methods. 

Keywords: Human Action Classification, Stationary Wavelet Analysis, Global 
motion representation, Motion History Images, Motion Energy Images. 

1 Introduction 

Human action and activity recognition has become one of the most important areas in 
computer vision. This importance emanates from a wide spectrum of applications, 
such as intelligent surveillance [1], content-based video retrieval, behavioral biomet-
rics, medical studies, robotics, security, animation, and human-computer interaction 
(HCI) [2]. The field of automatic human action recognition is still non-trivial [3, 4]. 
Its complexity results from a number of challenges such as: varying performance of 
actions, change in illumination, and dynamic or cluttered environments [4, 5, 6]. 

Poppe [5], defined vision-based human action recognition as: “The process of la-
beling image sequences with action labels”. Following Weinland et al. [7], an action 
is a sequence of movements generated by a performer during the performance of a 
task, and an action label is a name, such that an average human agent can understand 
and perform the named action.  

Different methods have been proposed for segmenting, representing, and classify-
ing actions. These methods can be classified into different taxonomies [7, 8, 9]. One 
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of the famous methods that have been used for holistic motion representation is the 
Motion History Image (MHI) [10, 11, 12]. Motion History Images are temporal tem-
plates that are simple but robust in motion representation, and they are used for action 
recognition by several research groups [12]. 

In this paper, a stationary wavelet-based directional action representation is pro-
posed. The proposed representation is based on the 3D Stationary Wavelet Transform 
(SWT) that has been proposed and used in [13] for spatio-temporal motion detection. 
The 3D SWT succeeded in motion detection in the presence of illumination variations 
in both indoor and outdoor scenarios while having reasonable complexity.  In the 
proposed action representation, the 3D SWT is used to encode the action into 3 direc-
tional wavelet-based templates.  Hu invariant moments [14] have been used for  
describing the templates obtained using the proposed method in combination with 
different classifiers using benchmark datasets. The preliminary results obtained using 
simple features and classifiers show that the proposed representation results are com-
parable to state-of-the-art methods. The ultimate goal of this work is to use the 3D 
SWT output for all processing in a visual surveillance framework, i.e., to compute 
once and use the output in all processing steps (motion detection, tracking, action 
recognition). 

The rest of the paper is organized as follows: Section 2 provides a short review of 
related work. Section 3 describes the proposed method in detail. Section 4 demon-
strates the experimental results. And finally section 5 concludes the paper and high-
lights some future directions. 

2 Related Work 

Nowadays, there are many applications that require human motion analysis and 
recognition, including intelligent surveillance, content-based video retrieval, behav-
ioural biometrics, medical studies, robotics, security, animation, and human-computer 
interaction (HCI) [3], [9],[15]-[17]. A common task in these applications is automatic 
human action and activity recognition, which is now one of the most promising fields 
of computer vision.  

There are a lot of papers concerned with the field of action recognition. Some of 
them provide a very good and detailed review of the field [3], [5], [7], [9], [16].  For 
example, in [16] a comprehensive survey for activity recognition in video surveillance 
is provided. The survey describes simple and complex activities along with various 
applications, provides a categorization of various techniques, describes various da-
tasets, and gives future directions to work on. 

Actions in images can be represented using a global or local representation. The 
global representation encodes the whole motion into a single representation; while 
local representation represents the motion using a number of independent spots [5]. 
Both representations have been used and reported in the literature with different per-
formances and applications.  

For action classification, a direct classification can be used where the observed 
template is compared to action class prototypes, or discriminative classifiers can be 
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used to learn a function that discriminates between two or more classes [5]. Other 
approaches for recognizing actions and activities are described in [9]. 

In the direction of local representation local interest points are extracted from 
space-time or 3D volumes. Chen [18], proposed the MoSIFT to detect interest points 
and describe local features for action recognition. It encodes both local appearance 
and motion as histograms of gradients in space and histograms of optical flow. In 
[17], Yan and Luo proposed new action descriptor based on the space-time interest 
points (STIPs). It was called the histogram of interest point locations (HIPLs). HIPL 
reorganizes STIPs and reflects the spatial location information, and can be viewed as 
a useful supplement to the bag-of-interest-point (BIP) feature.  They used a com-
bined AdaBoost and sparse representation classifier for classifying actions in bench-
mark datasets. Their descriptor resulted in good performance but it captured only the 
spatial information of interest points, without inclusion of the temporal domain. 
Bregonzio et al. [19] proposed a spatio-temporal technique for action representation 
in which only the global distribution information of interest points is utilized. Holistic 
features from clouds of interest points accumulated over multiple temporal scales are 
extracted. The proposed spatio-temporal distribution representation contains comple-
mentary information to the conventional Bag of Words representation. Based on Mul-
tiple Kernel Learning the features are fused. In [20], Rapantzikos  et al.,  explored 
the ability of the 3D wavelet transform to efficiently locate  and represent dynamic 
events while keeping  the computational complexity low. They proposed a frame-
work for representing human actions as spatiotemporal salient regions in the 3D 
wavelet domain. They represented a video sequence as a solid in the three-
dimensional Euclidean space, with time being the third dimension, and applied a 
multiscale 3D wavelet transform to decompose the volume into subbands and use the 
resulting coefficients to compute saliency. The efficiency of their method was proven 
by comparison against a well established technique on a public video dataset consist-
ing of six actions. In [21] they used saliency for feature point detection in videos and 
incorporate color and motion apart from the intensity. Their method used a multi-
scale volumetric representation of the video and involved spatiotemporal operations at 
the voxel level. 

Sharma et al. [22], investigated the efficacy of directional information of wavelet 
multi-resolution decomposition for histogram-based classification of human gestures 
represented by spatio-temporal templates. They used global templates that collapse 
temporal component into gesture representation. These templates were modified to be 
invariant to translation, rotation and scale. Histograms of wavelet coefficients at dif-
ferent scales are compared to establish the significance of available information for 
classification. Their experiments showed that the available information in high pass or 
low pass decompositions by itself was not sufficient to provide significant accuracy. 
One of the most successful global representations is the Motion History Images 
(MHI), proposed by Davies and Bobick [23]. MHI is a global view-based approach 
that is simple but efficient in representing actions and used in many applications. 
Ahad et al. [12], provide an overview on the techniques and applications that are 
based on MHI.  They also present various variants that were proposed to enhance the 
basic MHI, and direct researchers to some future directions. In [10], Davies used MHI 
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for real-time action recognition and categorization. The holistic motion was encoded 
into a single template, and for recognition, higher order moments were computed and 
statistically matched to trained models. Babu and Ramakrishnan, [11] used the encod-
ed motion information available in a compressed MPEG stream to construct the  
Motion History Image (MHI) and the corresponding Motion Flow History (MFH). 
Different sets of features were extracted and used to train a number of classifiers, then 
the performance of each feature set with respect to various classifiers were analysed. 
Their results showed that the K- nearest neighbour (KNN), neural network, and sup-
port vector machine (SVM) classifiers give the highest classification accuracy. MHI 
has been also used by Shao et al [24], in a framework that detects various types of 
exercises and counts the cycle of the exercise in an indoor environment. A shape-
based feature descriptor is extracted from the MHI and  Motion Energy Image (MEI) 
and is used for recognition with high accuracy. The idea of motion history images was 
extended to 3D history volumes by Weinland et al [25]. 

From the above discussion, it can be concluded that the problem of human action 
recognition is still not totally solved and more research need to be elaborated to over-
come some of the challenges that face it. For example, global template-based ap-
proaches require accurate extraction of objects’ silhouettes, a process that can be hard 
in the presence of varying illumination. In this research, we use the 3D SWT, which 
proved to be robust to different types of illumination variations, to obtain a directional 
spatio-temporal representation of human actions. 

3 Proposed Directional Wavelet-Based Templates 

This section provides a description of the proposed stationary wavelet-based action 
representation method.  The proposed representation is motivated by the motion his-
tory images [23] and based on the 3D SWT proposed in [13]. First, the directional 
wavelet energy images are proposed in section A. Section B proposes the directional 
wavelet-based history images. Finally, section C describes the features used in classi-
fication. 

3.1 Proposed Directional Wavelet Energy Images 

The first proposal is to build a directional Wavelet-based Energy Image (WEI) using 
the 3D SWT proposed in [13], where the video sequence is represented as a 3D vol-
ume of frames with time being the third dimension. The video sequence is divided 
into blocks of 8 frames, and a 3 level SWT is applied on the block. The coefficients of 
three sub-bands (ADD, DAD, DDD) are thresholded to obtain foreground images. 
The foregrounds obtained at the eighth layer of 3 different scales are fused into three 
sub-band foreground images (Od(x,y,t)) (d = 1, 2, 3). These sub-band foreground im-
ages encode the directional motion energy during the processed 8 frames at 3 different 
scales, and thus can be used to represent the action in the duration of these 8 frames. 
This is illustrated in Fig. 1. 
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being translation, scale, mirroring, and rotation invariant [26]. The set of seven invar-
iant moments is defined as follows [26]: 
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where, pqη   is the normalized central moments defined as 
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4 Results and Discussion 

The classification results obtained using the proposed action representations are pre-
sented in this section.  Section A describes the used dataset, while section B presents 
the experimental results. 
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4.1 Description of Dataset 

The proposed representation was tested using the Weizmann dataset [27]. The dataset 
contains 93 video sequences for 10 actions, bend, jack, jump, pjump, run, side, skip, 
wave1, wave2, and walk. They are performed by 9 persons in front of a static back-
ground. Sample frames from the dataset are shown in Fig. 2. 

 

Fig. 2. Four sample frames of the “jack” action from Weizmann dataset [27] 

4.2 Experimental Setup 

The human action recognition system consists of a feature extraction step and a classi-
fication step. In the experiments a feature space is constructed by using the seven Hu 
invariant moments. The quadratic discriminant analysis classifier is used to find out 
the true class of the test patterns. The classifier assumes a Gaussian mixture model 
and does not use prior probabilities or costs for fitting. 

The human action recognition experiments are performed on the Weizmann data-
base. Through the experiments, the images of 10 actions have been checked; each 
action performed by 9 different persons. The correct classification rate is used for 
evaluation. The correct classification rate (CCR) is the percentage of correctly classi-
fied samples of the dataset. 

4.3 Experiments and Results 

First, the 3D SWT is used to build a directional Wavelet-based Energy Image (WEI).  
After that, the motion history image is used to represent the motion sequence in one 
gray scale view-based template. The coefficients of three sub-bands (ADD, DAD, 
DDD) are used to check which one achieves a better performance. Fig. 3 shows the 
directional wavelet energy (first row), and history (second row) templates obtained 
for the “jack” action. 
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(c) CCR: 66.7% 

Fig. 4. (Continued)  

The classification results obtained using the proposed directional wavelet history 
templates are illustrated in Fig. 5. Again the DDD band didn’t contain enough infor-
mation to discriminate between different action classes, while in this case the DAD 
band recorded the highest classification rate. 
 

 
(a) CCR: 84.9 % 

 
(b) CCR: 92.47 % 

 
(c) CCR: 72.04 % 

Fig. 5. Confusion matrices obtained using different directional history sub-bands. (a) ADD 
band , (b) DAD band, and (c) DDD band. 
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Abstract. Image descriptor is a critical issue for most image classifica-
tion problems. Low-level image descriptors based on Gabor filters, SIFT
and HOG features have exhibited good image representation for many
applications. However, these descriptors are not appropriate for image
classification and need to be converted into appropriate representations.
This process can be performed by applying two operations of coding
and pooling. In coding operation, an appropriate codebook is learned
and better adapted from training data, while pooling operation summa-
rizes the coded features over larger regions. Several methods of coding
and pooling schemes have been proposed in the literature. In this paper,
self-organizing map (SOM) is employed to learn a topologically adapted
codebook instead of the well-known k-means algorithm. In addition,
a new non-negative sparse coding technique for SOM is also proposed
and tested. The new sparse coding method utilizes Non-negative Least
Squares (NNLS) optimization to best reconstruct every input pattern
using K-best-matching codewords. Experimental results using Caltech-
101 database show the effectiveness of the proposed method compared
with other state-of-the-art methods.

Keywords: Image Classification, Sparse Coding, Self-organizing Map.

1 Introduction

The human visual system can efficiently detect and identify objects within clut-
tered scenes [6]. However, for artificial systems this is still a difficult problem due
to the high in-class variability of many object types. Unsupervised feature learn-
ing can fill this gap due to its learning capability to efficiently represent images.
Recently, state-of-the-art image classification systems contain two parts: bag-of-
features (BoF) [11] and spatial pyramid matching (SPM) [15]. These methods
either employ local image patches or handcrafted descriptors such as SIFT [16]
or HOG [12], and encode these features into an over-completed representation
using various algorithms such as k-means [7] or sparse coding [19]. After cod-
ing, global image representations are fed into linear [18, 19] or non-linear [15]
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classifiers. However, linear classifier is most preferable due to its computation
efficiency.

Although k-means is a simple algorithm to learn the dictionary from training
data, it is sensitive to initialization and data outliers. However, self-organizing
map (SOM) learning algorithm overcomes these two problems through its effi-
cient neighborhood update strategy. The main contribution in this paper is to
analyze the performance of the topological dictionary learning method using self-
organizing map learning algorithm as a variant for the classical non-topological
feature learning methods (e.g. k-means). Recently, a new modification in SOM is
proposed in [14] to accurately approximate the input pattern to be represented
by a linear mixture of neurons which is computed by a least-squares fitting pro-
cedure where the coefficients in the linear mixture of models are constrained to
nonnegative values. Based on this method , we propose a new coding scheme
which use only a few best-matching neurons (K-neurons) instead of using all
neurons to reconstruct input patterns.

In this work, we also examine the combination of the learned topographic
dictionary using Dot-product SOM with various encoding schemes. The dictio-
nary learned by SOM has the advantage that neuron centers near to each other
extract similar features while far neurons extract different features. The topo-
graphic order of the neurons helps to find a good sparse representation for each
input pattern. Three various encoding schemes which map the input pattern to a
feature vector are investigated. The first one is the hard encoding scheme which
use the index of the best matching neuron as a feature. Secondly, soft threshold
encoding is employed by thresholding the similarity between the input pattern
and all neuron centers. Third, non-negative sparse coding which tries to explain
the input pattern as a linear combination of a small number of neuron centers
is employed to find the sparse non-negative feature codes.

The paper is organized as follows, section 2 describes the works related to the
proposed method. Section 3 explains the proposed system and the details of the
learning algorithm used for topological dictionary learning. Section 4 explains
the details of various encoding schemes and pooling operations. Section 5 shows
the experimental setup and results using Caltech-101 image databases. Finally,
conclusions are described in section 6.

2 Related Works

Designing a good image features is very important for the success of many
category-level image classification problems. Many methods first extract low-
level descriptors such as scale-invariant feature transform (SIFT) [16] and his-
togram of oriented gradients (HOG) [12] at interest point locations. In this
paper, we consider the problem of learning good image representations from
these features which is suitable for classification using linear support vector
machine classifier. Extracting such high-level features involves two alternative
operations of coding and pooling. Successful methods employ SIFT features to
learn good image representations are: spatial pyramid matching [15], sparse cod-
ing [19], Locality-constrained Linear Coding (LLC) [18] and soft-thresholding
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k-means [8]. Theses methods either apply k-means or sparse coding methods to
learn dictionary from SIFT features.

Dictionary learning algorithms have been proposed to find a set of basis vec-
tors that quantize/reconstruct local image patches or low-level features (SIFT)
[8,9]. Feature learning algorithms are often employ k-means for dictionary learn-
ing and constructing heigher level image representations. In [15], k-means used
to train a dictionary from low-level descriptors (SIFT) that are then used to
define an encoding of the descriptor into a new feature space. Recently, new
powerful algorithms have proposed to generate better dictionary using sparse
coding [19]. Although dictionary produced by sparse coding is more efficient
than that generated by k-means algorithm, the heavy computation of this algo-
rithm make it not scalable for large data sets. In addition, k-means algorithm
suffers from sensitivity to initialization and data outliers. SOM can be consid-
ered as another powerful substitution for k-means to learn an efficient dictionary.
Due to its neighborhood update strategy, SOM overcomes the initialization and
outliers problems exists in k-means algorithm.

Various encoding methods have been proposed to map the original data to a
high-dimensional space that emphasis locality [18] or sparsity [17, 19]. The re-
lationship between encoding and dictionary learning have been studied in [8],
which emphasis that selecting the appropriate encoding scheme is much impor-
tant than dictionary learning. The problem of feature encoding has become a
topic of growing interest in recent years. In this work, we investigate the perfor-
mance of three different encoding schemes: hard quantization, soft thresholding
and non-negative sparse coding. In addition, the computation of SOM is very
fast and does not require solving any special optimization problem.

3 Proposed System

In the proposed system, low-level features of the input image are extracted using
dense-SIFT algorithm [16]. The 128-dimensional SIFT features are computed at
regular grid locations of the input image. As shown in Fig. 1, the collected local
feature vectors are used to learn higher level dictionary using self-organizing
map. The trained SOM is then employed to encode each SIFT local feature. The
encoded features are spatially pooled at three different spatial levels to efficiently
represent the input image. The concatenated feature vector is finally classified
using support vector machine classifier with linear kernel.

3.1 Self-organizing Map

The SOM [14] is an unsupervised learning algorithm which learns the distribu-
tion of a set of patterns without any class information. A pattern is projected
from an input space to a position in the map (information is coded as the location
of an activated node). SOM is previously employed to learn a set of topographic
hierarchical features and can be used as an invariant feature extractor to solve
image recognition problem [2, 3]. Recently, an efficient learning algorithm [1]
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Fig. 1. Proposed image classification system using self-organizing map

based on SOM is proposed to learn invariant local feature representation. The
SOM is unlike most clustering techniques (k-means) in that it provides a topo-
logical ordering of the features. Similarity in input patterns is preserved in the
output of the process. The topological preservation of the SOM process makes
it especially useful to find an efficient sparse code representation for each input
pattern.

3.2 Dot-Product SOM Learning

Most dictionary learning algorithms [10] employ dot-product similarity measure
instead of Euclidean distance for its computational efficiency. A practical com-
putation of the SOM is based on their dot products. For Euclidean vectors this
method is particularly advantageous, if there are plenty of zero elements in the
vectors, because they are skipped in the evaluation of similarities. However, the
neuron centers mj, for their comparison with the input xi must be kept normal-
ized to constant length all the time.

Batch learning of SOM is preferred than sequential learning because it is
faster and safer [14] (it is not affected by data outliers). However for huge image
data, batch learning is not practical. A modified stochastic mini-batch learning
algorithm is proposed in [1] to learn neuron centers using randomly selected
patterns.

Assume training data XN×D = {xi|xi ∈ RD, i = 1, ..., N} where N is the
number of samples and d is the data dimension, mj is neuron center, C is the
number of neurons in the map, n is the mini-batch size, α is the learning rate,
and σ is the neighborhood radius. For each neuron, there is an associated mean
mj where j = 1, .., C.

In the mini-batch learning algorithm [1], the training data is divided into
N/n divisions, i.e. {Xb, b = 1, ..., N/n}. For each sample in the b mini-batch,
the competition step using dot-product similarity is applied to find the best
matching unit. A subset of the batch is assigned for each neuron according
to the competition results. After applying all samples in each mini-batch, mean
vectors (neuron centers) for all neurons are updated. Neuron centers are updated
in similar way as batch learning of SOM to preserve the topological structure of
the data. Moreover, the radius and learning rates are decreased monotonically at
each step of the mini-batch training. The following three main steps are repeated
for each mini-batch.
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Step 1: Neuron Competition: Each neuron in the SOM network is associ-
ated with a mean vector. The winner neuron c can be found by maximizing the
dot-product similarities between every input sample x(t) and all neurons in the
SOM map.

c = argmax
j

(x(t)Tmj(t)) (1)

Step 2: Network Update: When a batch of samples Xb(t) is randomly
selected from the data set X , all winning neurons are computed for each sample
using Eq.(1). Means vectors of all neurons (j = 1, ..., C) are updated as follows:

mj(t+ 1) = α(t)mj(t) + (1 − α(t))

∑
t hcjx(t)∑

t hcj
(2)

where α(t) is the learning rate (a monotonically linear decreasing function of
t) and hcj(t) is the neighborhood function of the jth neuron given the winning
neuron c. According to Eq. (2), the winning neuron and all its spatial neighbors
in the grid are modified. Updating the neighbors of the winner neuron is the
main difference between k-means and SOM. Neighbor updating helps neuron
centers to be more robust to initialization and data outliers. The rates of the
modifications at different nodes depend on the mathematical form of the function
hcj. A common choice for the neighborhood d hcj(t) .

hcj = e(−‖c−j‖2)/2σ2(t) (3)

Where j and c represent the index of the j-neuron and the c-winner neuron
in the SOM map and their dimensionality depend on the dimension of the SOM
map (i.e for 2D maps this value represent a vector of the neuron row and column
position in the map). The amount of variations for each neighbor neurons depend
on its position with respect to the winner neuron (i.e. near neurons receive large
amount of variations than far neurons). σ(t) is the neighborhood radius functions
where the following formula is used to calculate its value at each iteration t.

σ(t) = σi +
t

T
(σf − σi) (4)

Where T, σi and σf are the number of iterations, the initial and the final radius
values respectively. The neighborhood radius function σ(t) is a monotonically
decreasing function of t. The mathematical form of σ(t) is given in Eq. (4), The
radius value is fairly large at the beginning of training σi and gradually decrease
to small value σf at the end of training. The topological order is developed at
the beginning, and the final convergence to nearly optimal values at the end of
training. The neighborhood function has very important role in self-organization.
However in the application of image representation, the objective is to decrease
the total quantization error of the training samples. To achieve this goal, the
radius should have relatively moderate value in the beginning (i.e. the initial
value is set to be 1) and the final radius value should not be zero (i.e. it can be
selected equal 0.01) in order to preserve the topological order of the map.
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Step 3: Neuron centers normalization: Since the computation of the
SOM is in practice carried out by the mini-batch algorithm, the mapping of all
of the input items onto the respective winner nodes (i.e., the associated lists)
is made using Eq. 2. The only modification is the normalization of the neuron
centers to constant length shall be made after each iteration cycle.

mj(t) =
mj(t)

‖mj(t)‖22
, j = 1, ..., C (5)

4 Feature Encoding and Pooling

In the encoding step, the low-level descriptors (e.g. SIFT or HOG) are mapped
to feature vectors. Following similar notations as [4], let I denote an input im-
age which is represented by a set of SIFT descriptors xi, i = 1, ..., N extracted
at N locations. The image is divided into P regions (1 × 1, 2 × 2, 4 × 4) of
three level spatial pyramid [15]. Let f and g denote the encoding and pooling
operation respectively. The vector z representing the whole image obtained by
applying coding and pooling operations sequentially. In this work, dot-product
SOM learning algorithm is employed to learn C centroids (mj , j = 1, ..., C) from
training data. Given the learned centroids, three encoding schemes include hard,
soft and non-negative sparse coding are considered for feature mapping f . Since
max-pooling is more efficient than average-pooling when considering linear sup-
port vector machine for classification [4, 19], we employ max-pooling operation
in this work.

4.1 Hard Encoding

Hard coding is the classical encoding for vector quantization methods and SOM
which is originally used with bag-of-features [11]. The feature mapping f is the
standard 1-of-C, hard assignment coding:

fk(x) =

{
1 if k = argmaxj (x

Tmj)

0 otherwise
(6)

This is the extremal sparse representation that has been used frequently in com-
puter vision.

4.2 Soft-Threshold Encoding

The second choice for feature mapping is a non-linear mapping [8] which is softer
than the previous encoding while also keeping some sparsity.

fk(x) = max{0, xTmj − α} (7)

Where α is a fixed threshold controls the degree of sparseness. This map-
ping function outputs 0 for any feature fk where its similarity to the centroid
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mj is below fixed threshold α. In practice, this simple thresholding function is
appropriate to cases where an input patch is closer to more than one centroid.
Soft coding has been shown to improve performance over hard coding [4, 8, 10].
However, soft encoding still tries to match each input pattern to one centroid
competitively.

4.3 Non-Negative Sparse Coding

Sparse representation tries to explain the input pattern as a linear combination of
a small number of centroids [17]. Recently, Kohonon [14] employed non-negative
least squares method to find the linear combination which best approximate each
input vector from all neurons of the SOM. In this paper, a modified version of
this approximation is proposed, we only use K-best neurons instead of using all
neurons to approximate each input pattern. Using K nearest neighbor centroids
helps to increase sparseness and reduce ambiguity in representation.

fi = argmin
f

‖MfT
i − xi‖22 subject to fi ≥ 0 (8)

Where M is the dictionary comprises the best matching K neuron centers of the
input pattern xi, and fi is the optimized non-negative sparse codes obtained by
solving Eq.8.

4.4 Feature Pooling

Each of the above encoding schemes give a new sparse representation for each
input pattern. A pooling operator takes the codes that are located within P re-
gions and summarize them to a single vector of fixed length. The representation
for the global image is obtained by concatenating the representations of each
region. There are two popular pooling methods used for representation, namely
average and max pooling. Average pooling is mostly performed well in combi-
nation with histogram intersection non-linear SVM [15], however, max pooling
give better performance when combine with linear SVM [19]. Linear SVM is
computationally efficient and fast in both training and testing compared with
non-linear kernels such as histogram intersection or Chi-square kernels. In this
work, we consider only max pooling which is proved to be more suitable in
combination with linear classifier. Max pooling computes the maximum of each
region:

gp,j = max
i∈Np

fi,j , for p = 1, ..., P (9)

Where Np denotes the set of locations/indices within region p. The vector z
represents the whole image is obtained by sequentially coding and pooling over
all regions, and then concatenating all features.

hm = g(f(xi)i∈Np
), p = 1, ..., P (10)
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zT =
[
hT
1 ....h

T
P

]
(11)

By applying the proposed feature extraction method on a set of labeled data
set, these features vectors are employed to train a multi-class linear support
vector machine classifier [5].

5 Experimental Results

In this section, the performance of SOM using various encoding schemes is ex-
amined using the challenged Caltech-101 dataset.

5.1 Caltech-101 Dataset

The Caltech-101 dataset [13] contains 9144 images in 101 classes including ani-
mals, vehicles, flowers , etc, with significant variations in shape, viewpoint and il-
lumination conditions. The number of images per category varies from 31 to 800.
Most images have medium resolution (i.e. around 300× 300 pixels). Caltech-101
is probably one of the most diverse available databases for image classification.
Most images have a small clutter, and objects are centered and occupy most
of the image. As suggested by the original creator of the dataset and by other
researchers, the whole dataset is partitioned into 30 training images per class
and testing on the rest of images (using no more than 50 images per class).

5.2 Comparison with State-of-the-Art Methods

In this experiment, the performance is meaured using average accuracy over 102
classes (i.e. 101 classes and another ”background” class) with 30 training images
per class. Dot-product SOM learning algorithm is employed to learn a codebook
of 512 neurons. The number of the K best matching units used in non-negative
sparse coding is chosen empirically to be 5. Classification is performed using
linear spatial pyramid matching of 4 × 4, 2× 2 and 1 × 1 subregions and linear
support vector machine. All images were resized to be no longer that 300× 300
pixels with preserved aspect ratio. Results are compared with other state-of-the-
art methods, some methods are based on a non-topological dictionary learning
method like k-means algorithm [8, 15] and others used dictionary learned by
sparse coding criteria [18, 19].

The obtained results shown in Table (5.2) indicate that the proposed sparse
SOM method has a comparable performance with other dictionary learning
methods based on sparse coding optimization. However, calculating sparse SOM
codes does not require solving any special optimization technique as compared
with other sparse coding methods. As expected, the proposed sparse SOM rep-
resentation performs better than hard and soft encoding because of the richer
information obtained from the non-negative reconstruction of each input pat-
tern. The Locality-constrained Linear Coding (LLC) [18] method has better
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performance than the proposed method because it use multi-scale SIFT features
and big dictionary size (2048 basis). The proposed method gives almost simi-
lar results compared with sparse coding k-means [8] using only half dictionary
size. We note that it is often possible to achieve better performance simply by
using large dictionary size. This is can be easily achieved with sparse SOM and
because solving non-negative least square optimization does not depends on the
dictionary size rather it depends on the number of K best matching units.

Table 1. Classification rate for Caltech database

Algorithm Dictionary Classification
Size rate(%)

spatial pyramid matching (SPM) [15] 200 64.60
Linear SPM using sparse coding [19] 1024 73.20
Locality-constrained Linear Coding (LLC) [18] 2048 73.44
soft-threshold k-means [8] 1024 63.20
Sparse coding k-means [8] 1024 71.9

Hard SOM 512 65.34
soft threshold SOM 512 66.14
Non-negative Sparse coding SOM 512 70.4

6 Conclusion and Future Works

In this paper, a topological dictionary learning method using SOM is intro-
duced to address the problem of image representation. Low-level feature are
computed using dense SIFT, while high-level features are learned and approxi-
mated with neuron centers of the self-organizing map (SOM). Dictionary learning
using SOM shows better robustness to initialization and outliers compared with
a non-topological feature learning method (k-means). The proposed sparse SOM
not only perform better than other encoding schemes like hard and soft coding
but also it does not require solving any special optimization technique compared
with sparse coding based methods. In future work, different problems related to
image classifications such as face recognition and handwritten digit recognition
will be examined.
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Abstract. This paper proposes a nested particle swarm optimization
(PSO) method to find the optimal number of clusters for segmenting a
grayscale image. The proposed approach, herein denoted as PSilhOuette,
comprises two hierarchically divided PSOs to solve two dependent prob-
lems: i) to find the most adequate number of clusters considering the
silhouette index as a measure of similarity; and ii) to segment the image
using the Fuzzy C-Means (FCM) approach with the number of clusters
previously retrieved. Experimental results show that parent particles con-
verge towards maximizing the silhouette value while, at the same time,
child particles strive to minimize the FCM objective function.

Keywords: segmentation, fuzzy c-means, CT.

1 Introduction

Image segmentation is the process of subdividing the image into its constituent
parts, and is considered one of the most difficult tasks in image processing [1].
Medical images, in their raw form, are represented by arrays of numbers in the
computer, with the numbers indicating the values of relevant physical quantities
that show contrast between different types of body tissue. Segmentation results
in medical images make it possible for shape analysis, detecting volume change,
and making a precise radiation therapy treatment plan. However, despite the
intensive research, segmentation remains a challenging problem due to the di-
verse image content, cluttered objects, image noise, non-uniform image texture,
etc [2].

Spiral computed tomography (CT) has rapidly gained acceptance as the pre-
ferred CT technique for routine liver evaluation because it provides image ac-
quisition at peak enhancement of the liver parenchyma during a single breath
hold [3].
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Researchers have been working towards providing a diagnostic support of liver
diseases, liver volume measurements, and 3D liver volume rendering, without the
need of any manual process and visual inspection, which requires mental work
and huge time consuming processes. Image segmentation has been one of the
many image processing methods employed on that particular task. Nevertheless,
still many challenges remain before one can provide a fully autonomous image
segmentation method of liver CT images. The physical attributes of the liver,
combined with the limitations inherent to CT technology, provide low-level con-
trast and blurry edged images. Also, other organs in the vicinities, like the spleen
and stomach, share similar gray levels, making it even harder to clearly identify
the liver [4].

In this paper, we propose a nested Particle Swarm Optimization (PSO) ap-
proach, hierarchically divided into two problems: i) finding the most adequate
number of clusters considering the silhouette index as a measure of similarity; ii)
segment the image using the Fuzzy C-Means (FCM) approach with the number
of clusters previously retrieved. In other words, the overall process will comprise
two PSO-based approaches divided into different levels. Within the higher-level
PSO, herein denoted as PSO-NC, particles will have the main objective of find-
ing the most adequate number of clusters (NC). An approach that used Fuzzy
C-Means with silhouette was presented in [19], however, silhouette in that study
was used as a measure of normalized dissimilarity, such that average silhou-
ette width was used as a threshold that is utilized to decide whether or not
to recompute a new set of membership functions with their corresponding new
cluster centers, or to stop the process. Thus, the approach proposed in [19] does
not change the number of clusters used with an image, in contrary to what we
propose in this paper.

The paper is organized as follows: Section 2 describes Fuzzy C-Means Cluster-
ing; Sections 3 discusses the optimum number of clusters issue; Section 4 presents
the proposed approach; Results and evaluation are shown in Section 5; and the
paper is concluded in Section 6.

2 Fuzzy C-Means Clustering

The automatic selection of a robust optimal method remains a challenge in
segmentation of medical imaging. Most of the existing image segmentation tech-
niques comprise on threshold, regional, edge detection and clustering methods.
Within the class of clustering methods, the Fuzzy C-Means (FCM) clustering
algorithm is perhaps the most widely used in image segmentation, due to its
overall performance [5,20].

Clustering is the process of partitioning a data set into different classes, such
that the data in each class share same common features according to a defined
distance measure (i.e. Euclidean distance). The standard crisp C-Means cluster-
ing scheme is very popular in the field of pattern recognition [6]. However, this
scheme uses hard partitioning, in which each data point belongs to exactly one
class. Fuzzy C-Means (FCM) is a generalization of the standard crisp c-means
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scheme, in which a data point can belong to all classes with different degrees of
membership [7].

FCM [16-18] is an unsupervised clustering algorithm. It divides n vectors into
c fuzzy partitions, calculates the clustering center to each group, and minimizes
the non-similarity index value function. With fuzzy partitions, elements of the
membership matrix are allowed to have values between 0 and 1. After normal-
izing, the combined membership of a dataset would be as follows [8]:

c∑
i=1

uij = 1, ∀j = 1, 2, , ..., n (1)

Let X = {x1, ..., xb, ..., xn} be a set of n objects, and V = {v1, ..., vb, ..., vc} be
a set of c centroids in a p-dimensional feature space. The Fuzzy C-Means parti-
tions X into c clusters by minimizing the following objective function [9]:

J =

n∑
j=1

c∑
i=1

(uij)
m ‖xj − vi‖2 (2)

where 1 ≤ m ≤ ∞ is the fuzzifier, vi is the i
th centroid corresponding to cluster

βi, uij ∈ [0, 1] is the fuzzy membership of the pattern xj to cluster βi, and ‖.‖
is the distance norm such that,

vi =
1

ni

n∑
j=1

(uij)
m xj where ni =

n∑
j=1

(uij)
m (3)

and,

uij =
1∑c

k=1

(
dij

dkj

) 2
m−1

where d2ij = ‖xj − vi‖2 (4)

FCM starts by randomly choosing c objects as centroids (means) of the c clus-
ters. Memberships are calculated based on the relative distance (i.e. Euclidean
distance) of the object xj to the centroids using Eq. (4). After the memberships
of all objects have been found, the centroids of the clusters are calculated using

Eq. (3) [9].. The process stops when maxij

∥∥∥u(k+1)
ij − u

(k)
ij

∥∥∥ < ε, where ε is a

termination criterion between 0 and 1, whereas k are the iteration steps. This
process converges to a local minimum of J [22].

3 Optimum Number of Clusters

Most clustering algorithms require the user to specify a priori the number of
clusters [10]. However, the cluster number remains an open challenge to answer,
varying from a given dataset to another. Choosing a too large cluster number
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causes the separation of similar points. On the other hand, choosing a too small
cluster number causes the grouping of dissimilar points into the same cluster.
The partitions of interest are those composed of compact and well separated
clusters that best meet our expectations [11].

3.1 Silhouette Based Cluster Validity

The notion of silhouette as a measure of clustering quality was first introduced
by Rousseeuw [12]. The measure is evaluated at each data point, and the clus-
tering quality of one cluster is measured by taking the average silhouette over
the member points. Silhouettes can be evaluated on fuzzy partitions by carry-
ing out a defuzzification of the membership matrix. However, it is possible for
different fuzzy partitions on the same dataset to evaluate to the same silhouette
values, provided that they are converted to the same crisp partition by means of
defuzzification. Such fuzzy partitions can be obtained on one dataset by slightly
changing the fuzzifier m when performing FCM clustering [11].

3.2 Generalized Intra-Inter Silhouettes

A natural generalization of the construction of silhouettes to fuzzy partitions is
given in [22]. The rationale behind this generalization is based on a distance view
of the clustering problem and the problem of cluster validity. A crisp clustering
of the data points is essentially a clustering of the associated pairwise distances
into intra-distances and inter-distances. This clustering can be modeled by as-
sociating two scores to each distance, i.e. intra-score and inter-score that only
assume the values 0 and 1. A distance becomes intra-distance, hence intra-score
of 1 and inter-score of 0, if the end points are assigned to the same cluster and
inter-distance otherwise. Evaluating fuzzy logical connectives on point (pixel)
membership values computes the intra- and inter-scores, either crisp or fuzzy, as
shown in the definition below [11]:

Definition: Let djk = d(xj , xk) denote the distance between the data points xj

and xk; 1 ≤ j �= k ≤ n. Let ui denote a cluster, and uij be the membership of
xj to cluster ui; 1 ≤ i ≤ c . The intra-score for djk with respect to cluster ui is
defined as [11]:

intrai (djk) = (uij ∧ uik) (5)

The inter-score for djk with respect to cluster ur and us;1 ≤ r < s ≤ c, is
defined as [11]:

interrs (djk) = (urj ∧ usk) ∨ (usj ∧ urk) (6)

The compactness distance aj and the separation distance bj of each data point
xj are defined as weighted means of the associated pairwise distances using [11]:
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aj = min

{∑n
k=1 intrai (j, k) .djk∑n

k=1 interrs (j, k)
;

n∑
k=1

intrai(j, k) > 0, 1 ≤ i ≤ c

}
(7)

bj = min

{∑n
k=1 interrs (j, k) .djk∑n

k=1 interrs (j, k)
;

n∑
k=1

interrs(j, k) > 0, 1 ≤ r < s ≤ c

}
(8)

Here, the silhouette sj of xj can be computed using [11]:

sj =
bj − aj

max {aj , bj} (9)

Eq.9 evaluates to [−1,+1]. The difference (bj − aj) indicates good clustering of
xj if positive, and poor clustering if negative. Values around zero either emerge
from mis-clustering or the point being in overlapping regions. The average gen-
eralized silhouette gSil computed using Eq.10 over all the data set X having n
points, is a measure of the dataset clustering quality [11].

Sil(x) =

∑n
j=1 sj

n
(10)

gSil returns a vector of silhouette values, one value for each data point (pixel).
If one point has a silhouette value near 1, then its clustering is very good i.e.
the clustering algorithm has successfully grouped the point with similar points
in the same cluster. In contrast, if the silhouette is near -1, then the clustering
of the point is very bad. A silhouette value of 0 indicates an intermediate case.

Therefore, each silhouette is considered a measure of the clustering quality of
the associated point; the higher the silhouette value, the better the clustering of
the point is.

4 PSilhOuette Approach

The Particle Swarm Optimization (PSO) algorithm has been one of the most
widely used stochastic optimization methods since it was first proposed by
Kennedy and Eberhart in 1995 [23]. The PSO algorithm is a biologically inspired
technique derived from the collective behavior of birds flocks. The stochastic op-
timization ability of the algorithm is enhanced due to its cooperative simplistic
mechanism, wherein each particle presents itself as a possible solution of the
problem (e.g. the best cluster centers or the most ideal number of clusters of a
given segmented image). These particles travel through the search space to find
an optimal solution, by interacting and sharing information with other particles,
namely their individual best solution (local best) and computing the global best.
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In each step t of the PSO, a given fitness function (Eq.(2)) is used to evaluate
the particles success. To model the swarm, each particle n moves in a multidi-
mensional space according to the position xn[t], and velocity vn[t], which are
highly dependent on local best x∼

n [t] and global best g∼
n [t] information:

vn [t+ 1] = wvn [t] + ρ1r1 (g
∼
n − xn) + ρ2rr (x

∼
n − xn[t]) (11)

xn [t+ 1] = xn [t] + vn [t+ 1] (12)

Coefficients ρ1 and ρ2 are assigned weights, which control the inertial influence
of the globally best and the locally best , respectively, when the new velocity is
determined. Typically, ρ1 and ρ2 are constant integer values, which represent
cognitive and social components with ρ1+ρ2 < 2 [24]. However, different results
can be obtained by assigning different influences for each component.

The parameter w will weigh the inertial property of particles on determining
a new velocity, 0 < w < 1. With a small w, particles ignore their previous
activities, thus ignoring the system dynamics and being susceptible to get stuck
in local solutions (i.e. exploitation behavior). On the other hand, with a large w,
particles will present a more diversified behavior, which allows exploration of new
solutions and improves the long-term performance (i.e. exploration behavior).
However, if the exploration level is too high, then the algorithm may take too
much time to find the global solution.

The parameters r1 and r2 are random vectors with each component generally
a uniform random number between 0 and 1. The intent is to multiply a new
random component per velocity dimension, rather than multiplying the same
component with each particles velocity dimension.

In brief, the PSO can be used to solve many different problems. In this work,
we propose a nested PSO approach hierarchically divided into two problems: i)
finding the most adequate number of clusters considering the silhouette index as
a measure of similarity; ii) segment the image using the Fuzzy C-Means (FCM)
approach with the number of clusters previously retrieved. In other words, the
overall process will comprise two PSO-based approaches divided into different
levels. Within the higher-level PSO, herein denoted as PSO-NC, particles will
have the main objective of finding the most adequate number of clusters (NC).
Each PSO-NC particle, on the other hand, will be the parent of a whole lower-
level swarm, herein denoted as PSO-FCM. In the PSO-FCM, each children par-
ticle will have the main objective of segmented the image based on the number
of clusters provided by the parent swarm. The flowchart depicted in Fig. 1 sum-
marizes the proposed approach, denoted PSilhOuette.

Given that this is a hierarchical and inter-dependent process, we will start
by presenting the problem addressed to the lower-level swarm of particles; the
PSO-FCM.

4.1 PSO-FCM

Here, the velocity and position dimensions of each particle corresponds to the to-
tal number of desired cluster centers of the image, i.e. dim vn[t] = dim xn[t] = C.
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Fig. 1. Optimization of the average silhouette value over the number of trials

In other words, each particles position is represented as a C -dimension vector.
Moreover, each particle moves in a multidimensional space according to posi-
tion xn[t] from the discrete time system (1), wherein xn[t] ∈ R

C ∧ 0...0T ≤
xn (L− 1)× 1...1T .

As particles move in that multidimensional space C, they share their own
solution to their teammates (i.e. other particles inside the same swarm) using
the fitness function presented in (2). To analyze the general state of the swarm,
the fitness of all particles is evaluated and the collective and individual best
positions of each of the particles are updated.

It is noteworthy that, in this problem, the dimension of the space, C, directly
depends on the solution retrieved by the parent particle of the PSO-NC.

The algorithm for this approach is as follows:

PSO-FCM()
1 Initialize w, ρ1 , ρ2 / ∗ internal coefficient, global and local weights ∗ /
2 Initialize n / ∗ initial number of particles within the population ∗ /
3 Initialize Δv / ∗ maximum number of levels a particle can travel
4 between iterations ∗ /
5 Initialize Iτ / ∗ total number of iterations ∗ /
6 Initialize [0...0]

τ
≤ xn [0] ≤ (L− 1) × [1...1]

τ
/ ∗ randomly initialize

7 the cluster centroids, i.e, position of particles ∗ /
8 Initialize x∼

n , g∼

n based on xn [0] / ∗ initial local best and global best
9 positions ∗ /

10 Initialize Jbest
n , Jbest

τ based on x∼

n , g∼

n / ∗ initial local best and global
11 best solution ∗ /
12 for t until Iτ / ∗ main loop ∗ /
13 do for each particle n
14 do

15 vn [t + 1] = wvn [t] + ρ1r1(g
∼

n − xn [t]) + ρ2r2(x
∼

n − xn [t]),
16 |vn [t + 1]| ≤ Δv
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17 xn [t + 1] = xn [t] + vn [t +1], [0 ... 0]τ ≤ xn [t +1] ≤ (L − 1)×
18 [1 ... 1]τ

19 / ∗ compute Jn [t + 1]n based on the vector of clusters defined
20 by xn [t + 1] ∗ /

21 Jn [t + 1] =
∑n

j=1

∑c

i=1 (uij)
m
‖Xj − (xn[t + 1])i‖

2

22 (xn [t + 1])i = 1
ni

∑n

j=1 (uij)
m

Xj where ni =
∑n

j=1 (uij)
m

23 uij = 1
∑

c
k=1

(
dij

dkj

) 2

m−1

where d2
ij = ‖Xj − (xn [t +1])i‖

2

24
25 if Jn [t +1] < Jbest

n / ∗ particle n has improved ∗ /
26 then Jbest

n = Jn [t + 1]
27 x∼

n = xn[t + 1]
28 if Jn [t +1] < Jbest

τ / ∗ swarm has improved ∗ /
29 then Jbest

τ = Jn [t + 1]
30 g∼

n = xn [t + 1]

4.2 PSO-NC

In our previous work [27], this problem was solved by iteratively increasing
the number of clusters. This may be a thorough process if one does not have
a priori information about the number of clusters from segmented images of
a given dataset usually have. Therefore, this problem will once again benefit
from PSOs low CPU processing requirements, in which the velocity and posi-
tion dimensions of each particle corresponds to the dimension of a single scalar
value, i.e. dim vn[t] = dim xn[t] = 1. In other words, each particles position
is represented as a single scalar value, moving in a one-dimensional space (i.e.
a line) according to position xn[t] from the discrete time system (1), wherein
xn t ∈ N Λ 2 ≤ xn ≤ L.

As particles move in that one-dimensional space, they share their own solution
to their teammates (i.e. other particles inside the same swarm) using the fitness
function presented in Eq.(2). To analyze the general state of the higher-level
swarm, the fitness of all parent particles is evaluated and the collective and
individual best positions of each of the parent particles are updated.

It is noteworthy that, in this problem, the fitness of each parent particle
depends on the overall best solution of each of its children particles from the
lower-level PSO-FCM.

For calculating the average silhouette value, 30 trials were being run on each
image, and the average of the average silhouette values of the 30 trials was taken
as a representation of the average silhouette value. As for the number of clusters,
the median of the optimum number of clusters for the 30 trials was being taken
to represent the optimum number of clusters. Wherever the median resulted in
a double value, this was converted to an integer value.
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5 Results and Discussion

5.1 Abdominal CT Data Collection

CT scanning is a diagnostic imaging procedure that uses X-rays in order to
present cross-sectional images (slices) of the body. The proposed system will
be applied on a complex dataset. The dataset is divided into seven categories,
depending on the tumor type: Benign (Cyst (CY), Hemangioma (HG), Hepatic
Adenoma (HA), and Focal Nodular Hyperplasia (FNH)); or Malignant (hepa-
tocellular carcinoma (HCC), Cholangiocarcinoma (CC), and Metastases (MS)).
Each of these categories have more than 15-patients; each patient has more than
one hundred slices, and more than one phase of CT scan (arterial, delayed, portal
venous, non-contrast). The dataset includes a diagnosis report for each patient.
All images are in JPEG format, selected from a DICOM file, and have dimen-
sions of 630630, with horizontal and vertical resolution of 72 DPI, and bit depth
of 24 bits [13]. All CT images were captured from Radiopaedia1.

5.2 PSilhOuette Performance

The proposed approach was tested on 10 liver CT images. The range of clusters
c being tested was 2-10. Based on [25], when c = 3, the liver, marrow, and the
spleen merge to form a cluster, and the other regions merge to form a single
cluster. When 5 ≤ c ≤ 7, the segmentation results improve because the blood
vessels and stomach are visualized. However, the liver and spleen are classified
into the same cluster. When c = 8, the tumors are visualized and almost all of
the regions are correctly identified. When c− 9, the same segmentation as when
c = 8 is obtained. Increasing the number of clusters above the aforementioned
values may result in poor segmentation since the actual number of tissues present
in the data is less than the specified number of clusters.

However, the optimum number of clusters for a given dataset is usually not
known as a priori. It is thus advantageous that if this number can be determined
based on the given dataset [26].

As one may observe, the PSilhOuette, although stochastic, results in a stable
final average silhouette value regardless of the image, as the STD is small (near
0) in most situations. On the other hand, the CPU processing time significantly
varies along trials. This phenomenon is better explained in Fig. 2, in which
the evolution of the best average silhouette value over each iteration of the
algorithm is represented. Note that the best silhouette value corresponds to
the one retrieved by the best particle, i.e., the particle presenting the number
of clusters that result in a higher average silhouette value from the remaining
swarm.

Fig. 2 also clearly depicts that, although the progression of the average silhou-
ette value is mostly monotonically increasing, one can observe some stagnation
in certain situations (i.e., when the average silhouette value does not improve

1 http://radiopaedia.org/search?q=CTscope=all

http://radiopaedia.org/search?q=CTscope=all
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Fig. 2. Optimization of the average silhouette value over the number of trials

Fig. 3. (a) original image; (b) ground truth; (c) PSO-FCM result using 4-clusters
(recommended); (d) result of PSO-FCM using 2-clusters

over a number of iterations). Under these situations, particles within PSilhOu-
ette are unable to converge, and the CPU processing time decreases since most
number of clusters found by them were already evaluated. Put it differently, as
particles are unable to provide new alternative solutions, the overall swarm does
not improve and there is no need of computing a new average silhouette value.

Tab. 1 depicts the performance of PSilhOuette using the provided dataset.
The performance is essentially measured by considering the average (AVG) and
standard deviation (STD) values of both the average silhouette index and the
CPU processing time of all trials. It can be observed that the optimal number
of clusters found by the proposed PSilhOuette method varies between 2 and 4
clusters.
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Table 1. Performance of PSilhOuette (AVG±STD)

Image Average Silhouette CPU Time Clusters

1 -0.056±0.09 1066±1087 2
2 -0.117±0.12 1255±1189 2
3 0.000±0.00 1099±1113 4
4 -0.101±0.08 1112±1298 2
5 0.000±0.00 1007±1092 4

6 -0.078±0.11 1226±1260 2

7 -0.068±0.09 1219±1418 2

8 -0.085±0.08 1112±1169 2

9 -0.001±0.01 700±466 3

10 0.000±0.00 1191±1149 3

Table 2. Average silhouette values for different images using different numbers of
clusters

Image c=2 c=3 c=4 c=5 c=6 c=7 c=8 c=9 c=10

1 -0.056 -0.3167
2 -0.117 -0.3429
3 1.67×10−14 0.000
4 -0.101 -0.2065
5 1.54×10−14 0.000
6 -0.078 -0.2972
7 -0.068 -0.055
8 -0.085 -0.2664
9 9.09×10−4 -0.001
10 1.37×10−14 0.000

As can be seen from Tab.2, the proposed approach shows better average sil-
houette results for all images, except for image 7.

Fig. 3 shows the segmentation result of image 3 (from the tables), using
the recommended number of clusters (i.e. 4), as compared to the result using
2-clusters.

5.3 Evaluation

The evaluation will be carried out using the average silhouette value. Where
the optimum number of clusters was larger than 2, this will be compared with
PSO-FCM using 2-clusters, especially that in some literature [14,15], 2-clusters
seems to be chosen in the experiments. And, where the optimum number of
clusters was equal to 2, this will be compared with PSO-FCM using a random
number of clusters larger than 2 chosen from the range 3 to 10 clusters.
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6 Conclusion

Choosing the most adequate number of clusters is of vital importance in Fuzzy
C-Means clustering. Therefore, it is necessary to find a way to retrieve the op-
timal number of clusters that can represent the relevant information within a
given image . This paper proposed a particle swarm optimization approach, de-
noted as PSilhOuette, which simultaneously solves two optimization problems in
clustered fashion: maximize the average silhouette, and minimize the Fuzzy C-
Means objective function. The herein proposed methodology was evaluated on a
liver CT dataset, depicting a higher clustering quality. In the future, the authors
will benchmark the proposed approach over other state-of-the-art alternatives.
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Abstract. Heart murmur (systolic and diastolic) is the result of different cardiac 
valve disorders. The auscultation of the heart is still the first basic analysis tool 
used to calculate the functional state of the heart, as well as the first pointer 
used to submit the patient to a cardiologist. In order to develop the diagnosis 
capabilities of auscultation, pattern recognition algorithms are currently being 
technologically advanced to assist the physician at primary care centers for 
adult and pediatric residents. A basic task for the diagnosis from the 
phonocardiogram is to detect the events (heart sounds and murmurs) present in 
the cardiac cycle. Four common murmurs were considered including aortic 
stenosis, aortic regurgitation, mitral stenosis, and mitral regurgitation. In this 
work modified soft rough set  is used as a classifier in the classification of 
three heart valve data sets. Four types of classification approaches were 
compared to evaluate the discriminatory power of the classification such as 
(Decision table, MultiLayer Perceptron (MLP), Back Propagation Network 
(BPN) and Navie Bayes). The best results were achieved by soft rough sets. The 
favorable results demonstrate the effectiveness of the proposed approach for 
heart sounds’ classification. 

Keywords: Heart murmur, Soft rough set, Classification, phonocardiogram, 
auscultation. 

1 Introduction 

Heart sound is a biomedical signal with valuable diagnostic information about 
structural abnormality of the heart valves and associated great vessels. However, 
making diagnosis based on the sounds heard by means of a stethoscope is a difficult 
skill. Signal processing techniques can be employed to process the phono 
cardiographic signals (PCG) towards improving the accuracy of diagnosis. 
Phonocardiography is the registration of sound vibrations of heart and blood flow that 
has a capability of presenting various heart valve disorders. Heart murmurs are often 
the first sign of pathological alterations of heart valves, and they are usually found for 
the period of auscultation in major health care. Heart murmurs are an important 
feature to identify cardiac disorders [1]. Main objective of this study is on 
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pathological murmurs, which require medical care. Murmurs are high rate and noise 
like sounds formed from the turbulence on the blood moving from a narrow cardiac 
valves or reflow from the atrio-ventricular valves. Mitral regurgitation, aortic stenosis 
(diastolic) aortic regurgitation, mitral stenosis (systolic) are amongst the most 
common murmurs [2-7]. Rough set theory is a new mathematical tool to handle 
uncertainty and incomplete information. Polish mathematician Pawlak. Z initially 
proposed it [8-11]. The theory consists of finite sets, equivalence relations and 
cardinality concepts. A principal goal of rough set theoretic analysis is to synthesize 
or construct approximations (upper and lower) offsets concepts from the acquired data 
[12]. Rough set theory clarifies set-theoretic characteristics of the classes over 
combinatorial patterns of the attributes. Data discretization is the process of 
transforming data containing a quantitative attribute so that the attribute in question is 
replaced by a qualitative attribute. Data attributes are either numeric or categorical. 
While categorical attributes are discrete, numerical attributes are either discrete or 
continuous.  This work adopts class attribute contingency co-efficient discretization 
approach. First, the continuous variables are discretized to reduce the effect of 
distribution imbalance.  Many practical applications of classification involve a large 
volume of data and/or a large number of features/attributes. Since these datasets are 
usually collected for reasons other than mining the data (e.g. classification), there may 
be some redundant or irrelevant features. Hence it is necessary to remove irrelevant 
attributes and only the relevant attributes are used for deriving new knowledge. In 
order to solve such a problem in medical diagnosis, attribute reduction, also called 
feature subset selection, is usually employed as a preprocessing step to select part of 
the attributes and focus the learning algorithm on relevant information [13-16]. 
Attribute reduction can facilitate data visualization and data understanding, as well as 
decrease the storage space needed to store the data. In recent years, rough set theory 
has been widely discussed and used in attribute reduction. Rough set has strong 
ability in data processing and can extract useful rules from them. The main aim of 
Feature Selection is to determine a minimal feature subset from a problem domain. 
Feature Selection is used to improve the classification accuracy and reduce the 
computational time of classification algorithms. In this work, rough entropy [13] 
based feature selection approach is applied for selecting relevant features. Rough set 
theory and soft set theory [17-21] are two different tools to deal with uncertainty. 
Apparently there is no direct connection between these two theories, however efforts 
similar. Modified Soft Rough (MSR) sets satisfy all the basic properties of rough sets 
and soft sets [17-21].  In some situations, equivalence relation cannot be defined 
which is the basic requirement in rough set theory. In these situations, MSR-sets can 
help us to find approximations of subsets. The proposed work consists of two parts: 
Initially in the pre-processing stage, redundant data are removed and rules are derived 
from reduced data set. In this paper, modified soft rough set based classification is 
applied for generating decision rules from the reduced data set. Heart valve diagnosis 
is regarded as an important yet complicated task that needs to be executed accurately 
and efficiently. The automation of this system would be extremely advantageous. 
Appropriate computer-based information and/or decision support systems can aid in 
achieving clinical tests at a reduced cost. Efficient and accurate implementation of 
automated system needs a comparative study of various techniques available. This 
paper aims to analyze the different predictive/ descriptive data mining techniques 
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proposed in recent years for the diagnosis of heart diseases. The rest of the paper is 
structured as follows: Section 2 describes over all methodology of the proposed work 
and section 3 explains the proposed algorithm and supervised rough entropy based 
feature selection. It converses how MSR-Sets classification can be used for generating 
classification rules from a set of perceived samples of the given data set. Section 4 
describes the experimental results of the proposed work for the detection of heart 
valve diseases and comparative study is made with decision table, Naive Bayes 
classifier, Back propagation neural network and multilayer perceptron classifier 
algorithms. Finally conclusion is given in Section 5. 

2 Methodology 

The methodology adopted in this work is given in Fig. 1.  
 

 

Fig. 1. Overall Methodology 

Heart valve disease diagnosis requires a sequence of processes to be performed, 
data acquisition, feature extraction, preprocessing and classification. Each process is 
discussed separately for heart murmur classification in this work. In the first step, 
characteristics of heart murmur: time, intensity, pitch, location and duration based 
features are extracted from the phonocardiographic (PCG) signals. Extraction of 
localized features depends on precise knowledge about the timing of the heart cycles. 
In the second step, Data discretization process is applied. The goal of discretization is 
to partition the range into a small number of intervals that have good class coherence, 
which is usually measured by an evaluation function. One solution to this problem is 
to partition numeric variables into a number of sub-ranges and treat each such sub-
range as a category. This process of partitioning continuous variables into categories 
is usually termed discretization. If feature information is irrelevant or redundant or the 
data is noisy and unreliable, then knowledge discovery during training is more 
difficult. Feature selection is the process of identifying and removing as much of the 
irrelevant and redundant information as possible and informative attributes are 
selected by using rough entropy algorithm. In the third step, modified soft rough set 
based classification [17] approach is applied for generating rules from the trained data 
and rule matching is applied for test data to compute the decision class based on 
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reliability analysis. In this study, the proposed approach is applied for heart valve 
disease diagnosis. 

3 Proposed Work 

In this work, Rough entropy based feature selection algorithm is applied for feature 
selection. Data feature indicates the importance of feature in information systems, 
offering the powerful reference to the decision. It can be seen from this method that 
the completeness for the minimal reduction of the below method is proved obviously. 
That is, none of the features in the subset B can be eliminated again without 
decreasing its discriminating capability, the positive region, the feature core and the 
calculation complexity of this algorithm. Hence, the reduction process is shown in 
Fig. 2 [13]: 

 
Rough entropy based feature selection algorithm 

Input:   A decision information system S = (U, C, D, F). 
Output: A relative reduction set of S. 
Step 1:  Calculating PosC(D) and U – PosC(D) based on radix sorting and   
          hash to obtain U/R 
Step 2:  Calculating EC (D) and EC-{a}(D), where a ∈ C. 
Step 3:  Calculating Core(C) and let B = Core(C). 
Step 4:  If B = Ø then go to (6). 
Step 5:  If EC (D) = EC(D) and EB(D) then go to (8). 
Step 6:  Making H = {a ∈ C - B | max {significance (a)}}. 

i)   If | H |= 1 then selecting a ∈ H else selecting a with the minimum  
ii)  | U/ (B ∪ {a}) | = min{| U/(B ∪ {a}) || a∈ H}. 
iii)  B = B ∪ {a}. 

Step 7:  If EB(D) ̸ = E(D) then go to (6) else 
           a.   B = B - Core(C). 
           b.   t =| B |. 
           c.   For (i = 1; i = t; i + +)           ai   ∈ B. 
                 B = B - a 
           If ECore(C)∪B(D) ̸ = EC (D) then B = B ∪ ai 
               B = B ∪ Core(C). 
Step 8:  The B is a minimum relative reduction of condition features set C. 

Fig. 2. Rough entropy based feature selection 

MSR based classification algorithm [17] is presented in Fig.3 In this approach, 
lower and upper soft rough approximations of the given data set based on Decision 
class X are constructed. In the second step, AND operation is applied to combine the 
soft sets. In the third step, deterministic rules are generated based on lower soft rough 
approximation. In the fourth step, non-deterministic rules are generated based on 
upper soft rough approximation and support of each non-deterministic rule is 
computed using step 5 of the algorithm. 
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Algorithm:    MSR based Classification  

Input: Given murmur Dataset with conditional attributes and the Decision attributes 
aortic regurgitation, aortic stenosis, mitral regurgitation, and mitral stenosis. 
 Output: Generated Decision Rules 
Step1: Construct MSR approximation space for the given murmur dataset  
Step 2: Apply AND operation for all conditional attributes. 
Step 3: Generate deterministic rules using ܺф = {ܷܺ߳: ф(ݔ) ≠ ф(ݕ),  ௖ݔ߳ݕ ݈݈ܽ ݎ݋݂
Step 4:  Generate non-deterministic rules by using  തܺф = {ܷܺ߳: ф(ݔ) = ф(ݕ),  ݔ߳ݕ ݁݉݋ݏ ݎ݋݂
Step 5:  Compute the support value for each non-deterministic rule ݐݎ݋݌݌ݑݏ = ܣ)ݐݎ݋݌݌ݑݏ ∧ (ܣ)ݐݎ݋݌݌ݑݏ(ܤ  

Fig. 3. MSR based classification algorithm 

4 Experimental Results 

4.1 Data Set Description 

The prediction of heart valve diseases using MSR based classification is applied for 
three different data sets of heart sound signals. The first data set “AR_MS diastolic 
murmur” consists of diastolic diseases where it contains 38 instances of Aortic 
Regurgitation (AR) cases and 38 instances of Mitral Stenosis (MS) cases. The second 
data set “AS_MR systolic Murmur” contains diastolic diseases where it contains 41 
instances of Aortic Stenosis (AS) cases and 43 instances of Mitral Regurgitation 
(MR) cases. The third data set “Healthy and unhealthy” contains 70 instances, where 
39 instances represent healthy patients and the other 31 represents unhealthy, murmur 
diseased patients [5]. The proposed algorithm is applied to training data and the 
generated classification rules are matched with test data to determine exact class. The 
attributes in these data sets are all numerical. 80% of the data is chosen as the training 
set and 20% as testing data. Comparative analysis of the proposed approach is made 
with other classification approaches like Decision table, Naive Bayes and MLP. 

4.2 Accuracy Measures 

Precision is the average probability of relevant retrieval. Recall is the average 
probability of complete retrieval. F-Measure is a measure that combines precision and 
recall is the harmonic mean of precision and recall.  

Precision  = True positive / (True positive + False negative) 
Recall      = True positive / (True positive + False positive) 

       F-Measure  = (2*Precision*Recall) / (Precision + Recall) 

Accuarcy = (True positive + True negative)/ (True positive + True negative + False 
Negative + False Positive) 
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A Precision, Recall, F-measure and Accuracy Evaluation collect and report a suite 
of descriptive statistics for binary classification tasks. The basis of a precision recall 
evaluation is a matrix of counts of actual and predicted classifications. Tables 2, 3 and 
4 depict the attributes of heart valve diseases data set. 

4.3 Analysis 

In this paper, the features are reduced by the supervised rough entropy based feature 
selection method. The classification is initially performed on the reduced data set. The 
supervised rough entropy method and classification of the reduced data shows that the 
method selects useful features which are of comparable quality. Table 1 represents the 
number of attributes reduced using rough entropy approach. 

Table 1. Reduced attribute set for heart valve datasets 

Datasets Total 
attributes 

Number of Reduced 
attributes 

Reduced Attributes 

Diastolic 100 3 (96,99,100)  
Systolic 100 4 (31,34,99,100)  

Healthy and 
unhealthy 

100 7 (1,37,40,89,97,99,100) 

 
Performances of Classification algorithms are presented in Table 2 and Fig 4. The 

proposed method (Modified Soft Rough set based classification) provides high 
accuracy of 100% for heart valve diseases (diastolic murmur) data. Other classifier 
algorithms classifier algorithms provide accuracy of 61%, 66%, 60% and 93.1% for 
heart valve diseases (diastolic murmur) data set. 

Table 2. Performance analysis of the classification algorithms for diastolic murmur data 

Measures MSR Naïve 
Bayes 

MLP Decision 
Table 

BPN 

Precision 1.000 0.629 0.722 0.569 0.94 

Recall 1.000 0.6 0.667 0.6 0.933 

F-Measure 1.000 0.604 0.667 0.536 0.933 

Accuracy 1.000 0.61 0.66 0.60 0.931 

 
Table 3 and Fig 5 represent the accuracy of the proposed method (Modified Soft 

Rough set based classification) which is able to classify 100% correctly for systolic 
murmur data. Other classifier algorithms Naïve Bayes, Multi-layer perceptron, 
Decision table and Back propagation neural network provide an accuracy of 82.30%, 
70.50%, 76.40% and 81.30% for systolic Murmur data set respectively. 
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Fig. 4. Comparative analysis of classification algorithms for diastolic murmur data 

Table 3. Performance analysis of the classification algorithms for systolic murmur data 

Measures MSR  Naïve Bayes MLP Decision 
Table 

BPN 

Precision 1.000 0.827 0.729 0.843 0.85 

Recall 1.000 0.824 0.706 0.765 0.812 

F-Measure 1.000 0.822 0.693 0.755 0.796 

Accuracy 1.000 0.823 0.705 0.764 0.813 
 

 
Fig. 5. Comparative analysis of classification algorithms for systolic murmur data 

Table 4 and Fig 6 demonstrates the accuracy of proposed method (MSR based 
classification) as 100% and a comparative analysis is made with Back propagation 
neural network, Naïve Bayes, Multi-layer perceptron and Decision table algorithms. 
These methods provide accuracies of 80.1%, 85.8%, 78.6% and 79.8% for healthy 
and unhealthy data respectively. 

Table 4. Performance analysis of the classification algorithms for healthy and unhealthy data 

Measures MSR  Naïve 
Bayes 

MLP Decision 
Table 

BPN 

Precision 1.000 0.905 0.775 0.835 0.816 
Recall 1.000 0.857 0.786 0.786 0.803 
F-Measure 1.000 0.863 0.776 0.735 0.797 
Accuracy 1.000 0.858 0.786 0.798 0.801 
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Fig. 6. Comparative analysis of classification algorithms for healthy and unhealthy data 

Different heart valve diseases distinguish between pathological and physiological 
murmurs. A feature set making use of heart sound characteristics from several signal 
domains has been derived. The derived feature set aims at facilitating the 
classification step by providing relevant information to the classifier. Since diastolic 
murmurs and systolic murmurs are mostly pathological, in many other studies, the 
data is either provided from teaching tapes or from specially selected heart cycles of 
very high quality and with typical morphology. The results have shown that the 
measures suggested in this work can provide an effective and accurate delineation of 
heart murmurs and correlate closely to clinical descriptions documented in the 
medical care. The proposed system provides the possibility to correctly classify heart 
murmurs. Quantitative description of the important heart murmur measures such as 
precision, recall and f-measure can be obtained from the analysis. This accurate 
information can be used to minimize human error, alleviate differences in individual 
opinions and to aid the classification of heart murmurs. A more extensive comparative 
study would be required to evaluate the proposed algorithm against other algorithms 
introduced for heart murmur classification on the same heart valve database. In this 
study, normal heart sounds were differentiated from four types of murmurs. Last three 
tables and figures demonstrate precision, recall, F-measure and accuracy values of 
classification approaches. It is interesting to note that an increase in overall 
classification accuracy is recorded for the proposed method. In this work, the system 
which is able to differentiate between healthy and unhealthy heart defects using 
intelligent techniques. The intelligent diagnostic system not only helps in accurate 
detection, it is also useful for the physician who is in charge to help people saving 
lives of many cases of abnormality. This technique can be applied for high-volume 
screening of people suspected of having a heart disease. 

5 Conclusion 

From the above results, we can easily conclude that the MSR-algorithm is an effective 
method for detection of heart valve diseases. The proposed classification method is 
applied to reduced data set thus reducing the number of rules while leading to 
significantly to improved classification accuracy. Comparisons of the proposed 
approach with familiar, Decision Table, Naive Bayes classifier, BPN and MLP 
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algorithms are made using performance metrics. The healthier results show that MSR-
based classification is suitable for the diagnosis of heart valve diseases. 
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Abstract. Breast cancer today is the leading cause of death amongst
cancer patients inflicting women around the world. Breast cancer is the
most common cancer in women worldwide. It is also the principle cause of
death from cancer among women globally. Early detection of this disease
can greatly enhance the chances of long-term survival of breast cancer
victims. Classification of cancer data helps widely in detection of the dis-
ease and it can be achieved using many techniques such as Perceptron
which is an Artificial Neural Network (ANN) classification technique.
In this paper, we proposed a new hybrid algorithm by combining the
perceptron algorithm and the feature extraction algorithm after apply-
ing the Scale Invariant Feature Transform (SIFT) algorithm in order
to classify magnetic resonance imaging (MRI) breast cancer images. The
proposed algorithm is called breast MRI cancer classifier (BMRICC) and
it has been tested tested on 281 MRI breast images (138 abnormal and
143 normal). The numerical results of the general performance of the
BMRICC algorithm and the comparasion results between it and other 5
benchmark classifiers show that, the BMRICC algorithm is a promising
algorithm and its performance is better than the other algorithms.

Keywords: Artificial Neural Network (ANN), perceptron algorithm,
magnetic resonance imaging (MRI), breast cancer.

1 Introduction

To date, 1.38 million new breast cancer cases have been diagnosed, which is 23%
of total new cancer cases in the world [18]. Breast cancer is the most common
cancer worldwide, and the second leading cause of cancer death. One in nine
women in the UK and USA will develop the disease in their lifetimes [1]. The
observed annual incidence of breast cancer globally is about one million cases,
with more than half occurring in the Western world: 200,000 cases in the United
States and 320,000 cases in Europe [1]. As the tumor gets bigger, the center of
it gets further and further away from the blood vessels in the area where it is
growing. So the center of the tumor gets less and less of the oxygen and the other
nutrients all cells need to survive. Without oxygen and nutrients, the cell will die.
So it needs to grow its own blood supply to survive. This is called angiogenesis

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 357–366, 2014.
c© Springer International Publishing Switzerland 2014
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[19]. The cancer cells may be able to stimulate normal cells to produce angiogenic
factors to help produce new blood vessels. The cancer can’t grow much bigger
than a pin head before it needs to develop its own blood supply [23]. A tumor
or cancer is unable to grow beyond 1-2 mm in size without the development of a
new blood supply. Tumor endothelial cells divide much more rapidly than normal
endothelial cells; up to 50 times as fast, as in breast cancer [12]. Once a cancer can
stimulate blood vessel growth, it can grow bigger and grow more quickly. It will
stimulate the growth of hundreds of new capillaries from the nearby blood vessels
to bring it nutrients and oxygen [23]. MRI is commonly used for breast screening
to explore the small details between breast tissues [9], [10], [15], [18]. Breast MRI
uses magnets and radio waves to produce detailed 3-dimensional images of the
breast tissue. Before the test, patient may need to have a contrast solution (dye)
injected into his arm through an intravenous line. The solution will help any
potentially cancerous breast tissue show up more clearly. Notable advantages
of MRI compared with conventional imaging techniques enhanced detection of
recurrence, better evaluation of lesions in the augmented breast, and improved
screening of high-risk women [7], [18]. The tumor needs to support its center
with blood, the mean values of the ratios of tumor to normal blood flow and
blood volume are significantly higher than those for benign or normal tissue [3],
[14]. On a breast MRI, the contrast tends to become more concentrated in areas
of cancer growth. Image classification algorithms are used to detect and diagnose
tumor masses in medical images. There are many classification algorithms that
can be used to classify data extracted from images. Also there are many feature
extraction algorithms that used to extract features from images. In this paper,
we apply the feature extraction algorithm based on the information that the
tissue around tumor tends to be darker and the contrast tends to become more
concentrated in areas of cancer growth so the cancer area is more intensity than
the surrounding tissue in MRI. Also, we use SIFT to detect the most descriptive
points in the images then extract feature that care with darkness and intensity
of the images in the same time. A feature matrix of size 8× 60 is extracted from
regions around a set of points detected by SIFT [13], [16] for each image. The
perceptron algorithm is applied to the feature matrix of all images in order to
classify the obtained data.

The reminder of the paper is organized as fellow. Section 2 describes the SIFT
algorithm with its main steps. The perceptron algorithm is presented in Section
3. In Section 4, we explain the proposed algorithm. The numerical experimen-
tal results are presented in Section 5. Finally, The conclusion of the paper is
presented in Section 6.

2 Scale Invariant Feature Transform (SIFT) Algorithm

The SIFT algorithm [22] is a popular feature extraction technique that mainly
used in object recognition [13], [16] as it detect the most descriptive points inside
the image. The SIFT algorithm has four major phases as fellow.

– Scale space extrema detection. Extrema Detection phase examines the
image to detect a set of candidate points by comparing the pixel’s intensities
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in different scales. The points that are different from their surroundings
are potential candidates for image features and called extreme. Choose all
extrema within 3 × 3 × 3 neighborhood [14]. A point is selected to be a
candidate point if it has an intensity that is larger than or less than its 26
neighbors in a 3× 3 window [11].

– Key point Localization. The next phase, Key point Detection or Key
point Localization, the final key points are selected from the extrema after
discarding the candidate points that are lie along an edge of the image or
points have low contrast [22].

– Orientation Assignment. The third phase, Orientation Assignment, one
or more orientations are assigned to each key point. This phase adds a set
of points that are misses in the first two phases. These missed key points
are not an extremum but have a significant scale. The algorithm now has
identified a final set of key points.

– Key point Descriptor. The last phase, Key point Descriptor Generation,
SIFT algorithm computes a set of descriptors around the region for each key
point identified so far.

3 The Perceptron Algorithm

The perceptron algorithm is a learning procedure, which is used to obtain the
weights of a perceptron that separate two classes. Form the obtained weights, the
equation of the separating hyperplane can be derived. The perceptron training
algorithm does not assume any a priori knowledge about the specific classification
problem being solved. The initial weights are generated randomly. The Input
samples are repeatedly presented to the perceptron and the performance of the
perceptron observed. If the performance on a given input sample is satisfactory
(the current network output is the same as the desired output for a given sample),
then the weights are not changed in this step. Otherwise, the weights must be
changed in such a way as to reduce system error. The operation is repeated until
termination criterion satisfied. The main termination criterion of the perceptron
algorithm is reaching to the correct classification of all samples if the input data
is linearly separable or if the data is nonseparable, the user may be satisfied
with a misclassification data with low rate. The main steps of the perceptron
algorithm are presented in Algorithm 1.

4 The BMRICC Algorithm

In this section, we present the BMRICC algorithm and its main steps, which are
listed as fellow.

4.1 Input Images

We use 281 breast cancer MRI images (138 abnormal and 143 normal) from the
cancer genome atlas for breast cancer TCGA-BRCA data collection from the
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Algorithm 1. The perceptron algorithm

1: Set the initial value of the learning rate η.
2: Start with a randomly chosen weight vector w0.
3: Set k = 1
4: repeat
5: Let ij be a misclassified input vector.
6: Let xk = class(ij).ij , implying that wk−l.xk < 0.
7: Update the weight vector to wk = wk−l + ηxk.
8: Set k = k + 1.
9: until Termination criteria satisfied.

cancer imaging archive (TCIA) the Frederick national laboratory for cancer re-
search [24]. The images are in Digital Imaging and Communications in Medicine
(DICOM) format. We need some preprocessing steps to deal with images. The
collected images are diagnosed to normal and abnormal by specialist radiologists.

4.2 Preprocessing Steps

In order to start working with the MRI images, some preprocessing processes
have been made as fellow.

ConvertDICOMFormat toJointPhotographicExpertsGroup(JPEG).
The DICOM images is a medical images format that is read by special programs.
DICOM is a standard for handling, storing, printing, and transmitting informa-
tion in medical imaging. It includes a file format definition and a network commu-
nications protocol [17]. We use software called ”RaniAnt DICOMViewer” version
1.9.14 to read the collectedDICOMimages then convert themto jointphotographic
experts group (JPEG) format, readable format, to be able to deal with.

Select the Affected Side. The radiologist examines the images and identifies
the normal and abnormal sides (right or left) then we collect the affected images
to classify them.

Convert 3D Images to 2D. SIFT algorithm deals with 2D images only so we
convert all the images to 2D.

4.3 Feature Extraction

We use the SIFT algorithm in order to detect as many descriptive points as
possible within each image and extract features from all of the points then
shorten the matrix to 8 rows and 60 column using different statistics. For each
seed point p delivered by SIFT, a region is constructed around the seed point,
R (e.g., 40 × 40 pixels) and the following features are extracted from R, the



A Novel Hybrid Perceptron Neural Network Algorithm 361

discrete cosine transform (DR) [19] of R and the approximation coefficients ma-
trix (WR) of R (computed using the wavelet decomposition of R):

1. The mean gray-level which is an indication of darkness (3 features).
2. The standard deviation that indicate to intensity variation (3 features).
3. The mean, median, standard deviation, covariance, range, and the maximum

of the descriptor vector of p (6 features).
4. A set of texture features from the gray level co-occurrence matrix (GLCM)

in directions 0, 45, 90 and 135 (48 features) [16].

The matrix for each image is of size 8 × 60. The final matrix for 281 images is
2248 × 60 that is used to be classified by the perceptron algorithm. The effect
of the SIFT algorithm with the MRI images before and after applying the SIFT
algorithm is shown in Figure 1.

4.4 BMRICC Algorithm

The BMRICC algorithm starts with the input MRI images and the preprocess-
ing steps have been applied in order to convert the image type from DICOM
format to JPEG format and from 3D to 2D. The Sift algorithm is applied on
the 2D to detect the key point and extract the feature from the detected key
points. The perceptron algorithm is applied with specific number of iterations
as a termination criterion in order to classify the output data. The main steps
of the BMRICC algorithm are presented in Algorithm 2.

Algorithm 2. The BMRICC algorithm

INPUT: Get the breast MRI images.
OUTPUT: Classified data and their accuracies

1: Convert images from DICOM format to JPEG format.
2: Convert images from 3D to 2D in order to apply SIFT algorithm. {Preprocessing

steps}
3: Apply SIFT algorithm to detect key points.
4: Extract feature from the detected key points.
5: repeat
6: Apply the perceptron algorithm as shown in Algorithm 1.
7: until Termination criteria satisfied

5 Numerical Experiments

The BMRICC algorithm is tested on 281 MRI images (138 abnormal and 143
normal) and compared with 5 benchmark classifier algorithms. Before discussing
the numerical results of the general performance of the proposed algorithm,
we present the parameter setting, which have been applied on the BMRICC
algorithm.
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Before applying SIFT algorithm After applying SIFT algorithm

Fig. 1. Results of applying SIFT algorithm on breast MRI images
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5.1 Parameter Setting

The parameters setting of the BMRICC algorithm are listed in Table 1 as fellow.

Table 1. The Parameter setting of the BMRICC algorithm

Parameters Definitions value

η Learning rate 0.9
Maxiter Maximum number of iterations 400
M Size of training data 800
N Size of tested data 1448

5.2 The BMRICC Algorithm and other Algorithms

The BMRICC algorithm have been compared with 5 benchmark classifier algo-
rithms. The description of the these classifier algorithms are reported as fellow.

– Naive Bayes (NB) classifier. NB is a probabilistic classifier based on
the Bayes theorem [5]. Rather than predictions, the Nave Bayes classifier
produces probability estimates. For each class value they estimate the prob-
ability that a given instance belongs to that class. Requiring a small amount
of training data to estimate the parameters necessary for classification is the
advantage of the Naive Bayes classifier [8].

– Support Vector Machine (SVM). SVM is introduced by Vapnik [21].
The basic concept in SVM is the hyper plane classifier, or linear separability.
SVM projects the input data into a kernel space, then it builds a linear model
in this kernel space. A classification SVM model attempts to separate the
target classes with the widest possible margin. In WEKA application the
SVM classifier is called SMO [20].

– K-Nearest Neighbors (KNN). The K nearest neighbors is a simple non-
parametric instance-based learning algorithm that stores the training data
set and classifies new unclassified cases based on its similarity to its neighbors
by measuring the distance between them.

– Random Forest Tree (RFT). Random forests are an ensemble learning
method for classification (and regression) that operate by constructing a
multitude of decision trees at training time and outputting the class that is
the mode of the classes output by individual trees [11].

– Discriminant analysis. Discriminant analysis is a classification method.
Linear discriminant analysis is also known as the Fisher discriminant, named
for its inventor, Sir R. A. Fisher [6]. For each class to be identified it cal-
culate a different function of the attributes. The class function yielding the
highest score represents the predicted class. It assumes that different classes
generate data based on different Gaussian distributions. In the training (cre-
ate) a classifier, the fitting function estimates the parameters of a Gaussian
distribution for each class. To predict the classes of new data, the trained
classifier finds the class with the smallest misclassification cost [2].
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Comparison between NB, SVM, KNN, RFT and BMRICC. The com-
parison results between the BMRICC algorithm and the other algorithms are
reported in Table 2. The results are taken over 30 runs for each algorithm. The
minimum, maximum and the average accuracy for each algorithm is reported in
Table 2. Also the comparison results of the 6 algorithms are plotted in Figure 2.

Table 2. The comparison results of the BMRICC and the other algorithms

Algorithm Minimum Maximum average

BMRICC 76.80 86.74 83.37
NB 65.43 76.54 71.36
KNN 62.96 79.01 72.72
Discriminant 70.37 80.25 76.30
SVM 76.24 81.77 77.07
RFT 76.54 86.42 81.48

Fig. 2. Comparisons between BMRICC and other algorithms

We can conclude from Table 2 and Figure 2, that the BMRICC algorithm is
promising algorithm and can classify the MRI images with higher accuracy than
the other algorithms.

6 Conclusion and Future Work

In this paper, we proposed a new hybrid algorithm which is called breast MRI
cancer classifier (BMRICC) algorithm in order to classify the breast tumor MRI
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images . The BMRICC algorithm combines the percepteron algorithm with the
feature extraction algorithm that uses the SIFT algorithm to extract feature from
the MRI breast images. The proposed algorithm has been tested on 281 MRI
images and compared with 5 benchmark classification algorithms. The experi-
mental results show that the proposed algorithm is a promising algorithm and
can classify the MRI images with higher accuracy than the other classification
algorithms. AS part of our future work, we will try to improve the performance
of the BMRICC algorithm in order to increase its accuracy by applying other
neural network algorithms and replace the termination criterion of the algorithm
by another self adaptive termination instead of using the specific number of it-
erations. In our future work, to increase the efficiency of the proposed computer
aided classification of the breast MRI tumors process, an intensity adjustment
process will provide more challenging and may allow us to refine our segmenta-
tion algorithm using pulse coupled neural network hybrid with wavelet theory
[4].
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Abstract. This paper analyses rough set based feature selection methods for early 
intervention and prevention of neurological dysfunction and kernicterus that are 
the major causes of neonatal jaundice. Newborn babies develop some degree of 
jaundice which requires high medical attention. Improper prediction of diseases 
may lead to choose unsuitable type of treatment. Traditional rough set based 
feature selection methods and tolerance rough set based feature selection methods 
for supervised and unsupervised approach is applied for Egyptian neonatal 
jaundice dataset. Features responsible for prediction of Egyptian neonatal jaundice 
is analyzed using supervised quick reduct, supervised entropy based reduct and 
Unsupervised Tolerance Rough Set based Quick Reduct (U-TRS-QR). Results 
obtained demonstrate features selected by U-TRS-QR are highly accurate and will 
be helpful for physicians for early diagnosis.   

Keywords: Neonatal Jaundice, Rough Sets, U-TRS-QR, Quick Reduct, 
Entropy. 

1 Introduction 

Neonatal jaundice is when a baby has high level of bilirubin in the blood. Bilirubin is 
a yellow pigment produced during normal breakdown of red blood cells. Normally, 
bilirubin is processed by the liver and then passed through the intestinal tract. 
Newborns still-developing lever may not be mature enough to remove bilirubin. 
Babies born before 38 weeks of gestation, babies who are not getting enough breast 
milk and babies whose blood type is not compatible with their mothers are at the 
highest risk for developing newborn jaundice. Physiological jaundice and 
Pathological jaundice are the two basic types of jaundice. Physiologic jaundice 
usually occurs on second or third day of life and disappears up to seventh day. 
Pathologic jaundice is a result of different causes such as hemolysis, infections and 
group incompatibilities between mother and child [1]. Increased bilirubin cause 
infant’s skin and whiteness of the eyes to look yellow. Kernicterus, or bilirubin 
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encephalopathy, is a condition caused by bilirubin toxicity to the basal ganglia and 
various brainstem nuclei. In the acute phase, severely jaundiced infants become 
lethargic, hypotonic and suck poorly. If the hyperbilirubinemia is not treated, the 
infant becomes hypertonic and may develop a fever and a high-pitched cry. The 
hypertonia is manifested by backward arching of the neck and trunk. Surviving 
infants usually develop a severe form of athetoid cerebral palsy, hearing loss, dental 
dysplasia, paralysis of upward gaze and less often intellectual and other handicaps [2]. 
In [3], Artificial Neural Networks is applied for the diagnosis of neonatal jaundice. 
Weighted rough set framework for intervention and prevention of Egyptian neonatal 
jaundice is presented in [4]. 

Medical datasets have accumulated large quantities of information about patients 
and their medical conditions. Relationships and patterns within these data could 
provide new medical knowledge [5-8].Advanced and intelligent techniques have been 
used in medical data analysis such as neural network, Bayesian classifier, genetic 
algorithms [9-11], fuzzy theory and rough set. Each technique contributes a distinct 
methodology for addressing problems in its domain [4]. 

Rough set theory [12-14], is a new intelligent technique that has been applied to 
the medical domain and is used for the discovery of data dependencies, evaluates the 
importance of attributes, discovers the patterns of data, reduces all redundant objects 
and attributes and finds the minimum subset of attributes. Unsupervised PSO based 
Relative Reduct is applied for fetal heart rate for finding the most informative features 
in [15]. Unsupervised feature selection using tolerance rough set based quick reduct 
for mammogram images is presented in [16]. Unsupervised Quick Reduct proposed in 
[17], Unsupervised Relative Reduct proposed in [18], U-TRS-RelRed proposed in 
[19], is applied for gene expression dataset in [20]. In [21], US-PSO-RR and USRR 
methods are applied for fetal heart rate and proved US-PSO-RR is better in terms of 
both classification and clustering accuracies. 

In [4], weighted rough set framework is applied for real time Egyptian neonatal 
jaundice dataset. First, a weighted attribute reduction algorithm is applied to find the 
reduct set. Finally, a set of diagnosis rules are extracted based on weighted MLEM2 
algorithm. Authors of [4], proved weighted rough set performs better than weighted 
SVM and decision tree. 

In general, some features in the dataset may not be relevant to describe the 
problem and degrades classification performance. Finding significant features is very 
important to improve classification performances and to predict and prevent disease in 
early stage. In this paper we have applied two supervised feature selection methods 
and one unsupervised feature selection method for Egyptian neonatal jaundice’s 
decision system and information system respectively.  

This paper is organized as follows: section 2 discusses rough set based feature 
selection methods. Egyptian neonatal jaundice dataset is described and experimental 
analysis is presented in section 3. Conclusion is presented in section 4. 

2 Rough Set Based Feature Selection 

Feature selection finds a subset of original features which provides the most useful 
information by preserving the significant details present in a given dataset [15]. 
Feature selection can be categorized as supervised and unsupervised. Supervised 
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feature selection requires class (decision) attribute to find reduct set, whereas 
unsupervised feature selection does not require class attribute. Egyptian neonatal 
jaundice dataset has 16 conditional attributes and 1 decision attribute with 3 classes. 
We have applied supervised feature selection methods: quick reduct and entropy 
based reduct and unsupervised feature selection method: U-TRS-QR for the Egyptian 
neonatal jaundice dataset. Algorithms are discussed below. 

2.1 Quick Reduct 

Quick reduct algorithm finds a reduct without exhaustively generating all possible 
subsets. It starts with an empty set and adds one feature which results in greatest 
increase in the rough set dependency until it produces maximum possible value for 
the dataset [22]. Quick Reduct algorithm is shown in Figure1.  

Let ܫ = (ܷ,  be an information system, where U is a nonempty set of finite (ܣ
objects and A is a nonempty finite set of attributes such that a: ܷ →  ௔ܸ for every ܽ ∈ܣ. ௔ܸ is the set of values that attribute a may take. With any ܲ ⊆  there is an ܣ
associated equivalence relation IND(P). 

                          ( ){ }2( ) , | , ( ) ( )aIND P x y P a x a y= ∈ ∀ ∈ =∪                   (1) 

Lower Approximation refers to the set of cases that definitely belongs to a given 
class. Upper approximation refers to the set of cases that possibly belongs to a given 
class. Let ܺ ⊆ ܷ, the P-lower approximation ܲܺand P-upper approximation ܲܺof a 
set X can be defined as 
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Positive region of the partition ܷ ܳ⁄ with respect to P, is the set of all elements of U 
that can be uniquely classified as blocks of the partition, ܷ ܳ ⁄ by means of P, can be 
defined as 
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Using this positive region, rough set degree of dependency of a set of attributes Q 
on a set of attributes P is defined as 
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2.2 Entropy Based Reduct (EBR) 

Entropy-based reduct developed in [23], is based on the entropy heuristic employed 
by machine learning techniques such as C4.5 [24]. EBR is concerned with examining 
a dataset and determining those attributes that provide the most gain in information. 
Entropy of attribute A with respect to the conclusion C is defined as 
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Entropy of every attribute is computed. Search for the best feature subset is 
stopped when the resulting subset entropy is the lowest. Any subset with entropy 0 
will also have a corresponding rough set dependency of 1. Entropy based Reduct 
algorithm is shown in Figure 2. 

 

     Fig. 1. Quick Reduct              Fig. 2. Entropy Based Reduct 

2.3 Unsupervised Tolerance Rough Set based Quick Reduct (U-TRS-QR) 

Tolerance based rough set theory [25-26] is proposed as an extension of original 
theory; which is defined as a measure of similarity of feature values. Lower and Upper 
approximations are also based on these similarity measures. Transitivity constraint is 
relaxed by introducing some degree of flexibility in tolerance rough sets. Due to the 
additional flexibility of employing similarity measures, some features may belong to 
more than one tolerance class. A similarity measure is defined for each attribute in 
Tolerance Rough Set approach. A standard measure given in [27] is 
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Where ‘a’ is the attribute under consideration, and amax and amin denote the 
maximum and minimum values for the feature taken. For a subset of features P, 
similarity can be achieved as follows 
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Algorithm: Quick Reduct 
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Lower ఛܲܺ and Upper ఛܲܺ approximations are defined in a similar way to 

traditional rough set theory. 

                                      { },| ( )pP X x SIM x Xτ τ= ⊆                                     (10) 

  { },| ( )PP X x SIM x Xτ τ= ∩ ≠ ∅                  (11) 

Positive region and dependency functions are as follows 
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Let ܫ = (ܷ, -be an information system. Where U is the universe with a non (ܣ
empty set of finite objects, A is a non-empty finite set of condition attributes. ∀ܽ ∈  ,ܣ
There is a corresponding function ௔݂: ܷ → ௔ܸ, where ௔ܸ, is the set of values of a. Here, ߬ ∈ [0,1] is a similarity threshold. ߬ determines the required level of similarity for 
inclusion within tolerance classes. With the help of the above mentioned definitions, 
feature reduction methods use the tolerance based degree of similarity,γP,τ(y), to 
estimate the significance of subsets [20]. We have fixed ߬ = 0.8, for our 
experimentation. U-TRS-QR algorithm is shown in Figure 3. 

 
Algorithm: U-TRS-QR

U-TRS-QR (C) 
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3 Experimental Analysis and Discussion 

This section discusses on jaundice dataset, experiments carried out, features selected 
and performance measures of rough set based feature selection algorithms. 

3.1 Dataset Description 

We have taken the dataset used in [4]. This is a real time dataset collected from the 
newborns during January to December 2007 in Neonatal Intensive Care Unit in Cairo, 
Egypt. This dataset consists of 16 features with 3 classes. Dataset with its description 
is shown in Table 1. Original dataset consists of null values. For our experimentation, 
we filled null values with average of the corresponding attribute.  

Quick Reduct, Entropy based Reduct and U-TRS-QR are applied for Neonatal 
jaundice dataset for selecting more dominating features for predicting the risk of 
neonatal jaundice and extreme hyperbilirubinemia. First, the experiment is conducted 
for all 808 records, and then the dataset is split into 100 records sequentially which has 
combination of three classes. Participation of direct hyperbilirubinemia is less in the 
split because it has only 3% of records. Dataset of 808 records is shown in Table 2.  

Table 1. Neonatal jaundice data and description 

S. No Attribute Name Description 

1 Sex Male or Female 
2 Age / day Postnatal age in days on admission 
3 Gest. Age Gestational age 

(F= full term, N=near term, P=preterm) 
4 Wt/g Weight in grams on admission 
5 Onset of J at day Postnatal age of patient on the day in which onset of jaundice 

was occurred 
6 Days of adm. Days of admission in hospital 
7 Peak of T bil Peak of total bilirubin level 
8 bil peak at day Postnatal age of patient on the day in which total bilirubin 

peak was recorded 
9 T bil d of presentation Total bilirubin level on the day of presentation 
10 D bil d of presentation Direct bilirubin level on the day of presentation 
11 T bil 24h later Total bilirubin level after 24 hours of presentation 
12 D bil 24h later Direct bilirubin level after 24 hours of presentation 
13 T bil after 2day Total bilirubin level after 2 days of presentation 
14 D bil after 2day Direct bilirubin level after 2 days of presentation 
15 T bil before disc Total bilirubin level before discharge from hospital or death 
16 D bil before disc Direct bilirubin level before discharge from hospital or death 

17  Pattern (Class 
Attribute) 

1. Patient with indirect hyperbilirubinemia 
2. Patients with indirect hyperbilirubinemia then changed 

into direct hyperbilirubinemia 
3. Patents with direct hyperbilirubinemia 
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Table 2. Jaundice dataset and its distribution 

S. No Class Name Class 
Size 

Class 
Distribution 

1 Indirect hyperbilirubinemia 737 91% 

2 
Changed from indirect to 
direct hyperbilirubinemia 

41 13% 

3 Direct hyperbilirubinemia 25 3% 

Quick reduct algorithm finds the dependency of each attribute, the attribute with 
highest dependency is chosen and its all possible combinations are generated. This 
process is carried out until the dependency of reduct equals the consistency of dataset. 
It is 1, if the dataset is consistent. Entropy based reduct first evaluates the entropy of 
each individual attribute. Attribute with lowest entropy is selected first, and then 
entropy of all subsets containing this attribute is computed. Subset which gives the 
lowest entropy is chosen as the entropy based reduct. 

As stated in [20], U-TRS-QR deals with conditional attributes alone and the 
similarity of each attribute is calculated using Eq. 7.  Features that result in the highest 
increase in the tolerance rough set similarity metric are selected. Feature with highest 
similarity measure is taken and all possible combinations of the selected feature are 
constructed. Similarities of the selected features with different combinations are 
computed. This process is carried out until the selected subset produces the maximum 
similarity for the dataset. The algorithm terminates after evaluating the similarity of 
the selected feature subset with other subsets and returns the best feature subset.  

3.2 Features Selected by the Rough Set Based Algorithms 

To avoid informal decision regarding the type of treatment, diseases must be 
predicted correctly by the physicians. For prediction, features play a major role. 
Medical datasets may have more number of features, considering all the features for 
diagnosis may take more time for diagnosis. Hence features suitable for prediction of 
disease are necessary. Egyptian neonatal jaundice dataset has 16 features with 808 
samples. Feature selection methods tries to find subset of original feature set by 
preserving the original characteristics of all the features. Out of 16 features in the 
dataset considered for experimentation, 5 features are selected by quick reduct, 7 by 
entropy based reduct and 12 by U-TRS-QR as shown in Tables 3, 4 and 5. Class 
attribute is not considered for U-TRS-QR method since it is unsupervised feature 
selection method.  

Final reduct set, used to generate list of rules for classification by [4] is shown in 
Table 6. U-TRS-QR method selects all the features shown in [4], hence features of 
weighted rough set framework becomes a subset of  U-TRS-QR method and this 
method does not rely on decision attribute, its F-measure is also high. 
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Table 3. Features selected by quick 
reduct 

S. No Features 
1 Sex 
2 Age / day 
3 Days of adm. 
4 T bil d of presentation 
5 D bil before disc 

 
 
To evaluate the performance measures of reduct sets, J48 decision tree classifier is 

used. For all the three feature selection algorithms 66% split is used for training and 
the remaining 44% is used for testing. It is observed, U-TRS-QR performs better than 
other feature selection methods used for comparison. Advantage of using U-TRS-QR 
is, it does not depend on class attribute alone. It finds dependencies among 
conditional attributes rather than the class attribute, hence it is easy to intervene and 
prevent neurological dysfunction due to neonatal jaundice. Table 7. shows the 
classification % of the algorithms for 44% of test data. 

 
Table 5. Features selected by U-TRS-
QR 
S. No Features 

1 Age / day 
2 Wt/g 
3 Days of adm. 
4 Peak of T bil 
6 T bil d of presentation 
7 D bil d of presentation 
8 T bil 24h later 
9 D bil 24h later 

10 T bil after 2day 
11 D bil after 2day 
12 T bil before disc 
13 D bil before disc 

Table 7. Classification Results for 44% of 808 dataset 

S. No Method 
Correctly 
Classified 
Instances 

Incorrectly 
Classified 
Instances 

% of Correct 
Classification 

1 Quick Reduct 261 14 94.91
2 Entropy Based 

Reduct 
266 9 96.73 

3 Weighted Rough 
Set Framework 

262 13 95.27 

4 U-TRS-QR 263 12 95.63
5 Original data set 

with all attributes  
266 9 96.73 

Table 4. Features selected by 
entropy based reduct 

S. No Features 
1 Sex 
2 Gest. Age 
3 Wt/g 
4 Days of adm. 
5 Peak of T bil 
6 bil peak at day 
7 D bil before disc 

Table 6. Reduct Set of Weighted Rough 
Set Framework 
S. No Features 

1 D bil d of presentation 
2 D bil 24h later 
3 T bil after 2day 
4 T bil before disc 
5 D bil before disc 
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Confusion matrix of all four feature selection methods for 44% of Egyptian 
neonatal dataset is shown in Table 8. 

Table 8. Confusion Matrix for 44% of 808 dataset 

Predicted 
 /  

Actual 

Quick 
Reduct 

Entropy 
Based 
Reduct 

Weighted 
Rough Set 
Framework 

U-TRS-QR Original data 
set 

 A B C A B C A B C A B C A B C 
A 246 1 0 246 1 0 246 1 0 246 0 1 245 1 1 

B 1 11 5 1 14 2 4 9 4 3 10 4 2 13 2 

C 0 7 4 0 5 6 0 4 7 0 4 7 0 3 8 

 
Table 9, shows the performance measures for 44% of 808 records with 16 features. 

As illustrated in Table 8, performance on Class A reported by F-Measure is same for 
U-TRS-QR, and original dataset but quick reduct achieves best F-measure. For Class 
B, entropy based reduct achieves best F-Measure which is closer to original dataset. 
For Class C, weighted rough set frame work gives better results based on F-Measure. 

Table 9. Performance measures of Egyptian neonatal jaundice dataset 

S. 
No Method Class TP 

Rate FP Rate Precision Recall F-
Measure 

1 
Quick 
Reduct 

A 0.9960 0.0360 0.9960 0.9960 0.9960 
B 0.6470 0.0310 0.5790 0.6470 0.6110 
C 0.3640 0.0190 0.4440 0.3640 0.4000 

2 
Entropy 
Based 
Reduct 

A 0.9960 0.0360 0.9960 0.9960 0.9960 

B 0.8240 0.0230 0.7000 0.8240 0.7570 
C 0.5450 0.008 0.7500 0.5450 0.6320 

3 
Weighted 
Rough Set 
Framework 

A 0.9960 0.1430 0.9840 0.9960 0.9900 

B 0.5290 0.0190 0.6430 0.5290 0.5810 
C 0.6360 0.0150 0.6360 0.6360 0.6360 

4 U-TRS-QR 
A 0.9960 0.1070 0.9880 0.9960 0.9920 
B 0.5880 0.0160 0.7140 0.5880 0.6450 
C 0.6360 0.0190 0.5830 0.6360 0.6090 

5 

Original 
data set 
with all 
attributes 

A 0.9920 0.0710 0.9920 0.9920 0.9920 

B 0.7650 0.0160 0.7650 0.7650 0.7650 

C 0.7270 0.0110 0.7270 0.7210 0.7270 

 
To better understand the working procedure of the feature selection methods 

discussed in this paper, we trained 66% of data and tested for the whole dataset.       
U-TRS-QR is an unsupervised method which attains good results compared to other 
supervised methods. Table 10 reports the classification performance and confusion 
matrix for the whole dataset. U-TRS-QR method achieves best results for Class A, B 
and C. This is because unsupervised method does not depend only on decision 
attribute which forces to place the records in any one of the classes without knowing 
how dependent they are among the conditional attributes.  
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Experts suggest that they require the following 7 features: Gest. Age, wt/g, T bil d 
of presentation, D bil d of presentation, T bil after 2 day, D bil after 2 day. Though 
quick reduct and entropy based reduct gives best results for the 44% of dataset, it does 
not select more mandatory features as U-TRS-QR. As shown in [4], weighted rough 
set framework also selects only 2 out of 7 mandatory features and it is to be noted that 
it is a supervised feature selection method. It looks for the dependency with class 
attribute alone. 

U-TRS-QR, an unsupervised feature selection method proposed in this paper for 
jaundice dataset, selects 12 features which comprises 6 mandatory features namely, 
wt/g, T bil d of presentation, D bil d of presentation, T bil after 2 day, D bil after 2 
day. This method shows how one feature is dependent on the other feature; as a result 
other 6 features selected by the proposed method insist physicians these also have 
impact on neonatal jaundice and may assist them in drug development and for early 
diagnosis of disease. Out of 737 samples, 733 are correctly predicted as Class A, 36 
out of 46 as Class B and 19 out of 25 as Class C as illustrated in Table 10. 

Table 10. Confusion Matrix and Performance measures for full dataset  

Predicted
/ 

Actual 
A B C 

Feature 
Selection 
Methods 

TP 
Rate 

FP 
Rate 

Precis
-ion Recall F-

Measure 

A 730 7 0 
Quick 
Reduct 

 0.9910  0.0700  0.9930 0.9910   0.9920 

B 4 36 6 0.7830 0.0280 0.6320 0.7830 0.6990 
C 1 14 10 0.4000 0.0080 0.6250 0.4000 0.4880 

A 730 7 0 Entropy 
Based 
Reduct 

0.9910 0.0700 0.9930 0.9910 0.9920 

B 4 30 12 0.6520 0.0250 0.6120 0.6520 0.6320 
C 1 12 12 0.4800 0.0150 0.5000 0.4800 0.4900 

A 732 5 0 Weighted 
Rough Set 
Framework 

0.9930 0.1130 0.9890 0.9930 0.9910 
B 8 32 6 0.6960 0.0160 0.7270 0.6960 0.7110 

C 0 7 18 0.7200 0.0080 0.7500 0.7200 0.7350 
A 733 4 0 

U-TRS-QR 

0.9950 0.1130 0.9890 0.9950 0.9920 

B 8 36 2 0.7830 0.0130 0.7830 0.7830 0.7830 

C 0 6 19 0.7600 0.0030 0.9050 0.7600 0.8260 
A 732 5 0 

Original 
data set 

0.9930 0.1130 0.9890 0.9930 0.9910 

B 8 36 2 0.7830 0.0140 0.7660 0.7830 0.7740 
C 0 6 19 0.7600 0.0030 0.9050 0.7600 0.8260 

4 Conclusion  

Feature selection methods discussed in this paper include both traditional rough set 
and tolerance rough set. Tolerance rough set has a relaxation of similarity rather than 
finding dependency alone. It is clearly illustrated in the experiments carried out.  
Advantage of using tolerance rough set and unsupervised approach for Egyptian 
neonatal jaundice dataset is proved to be better in terms of performance measures. 

It is proved that U-TRS-QR, an unsupervised approach selects highly informative 
features as expected by the medical experts without depending on class attribute. 
Association of conditional attributes and its subset is focused for selecting the 
important features as a subset by preserving the characteristics of original features. 
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According to the experts, Gest. Age is also an important feature which defines full 
term, near term or preterm baby. In future, readers can focus on feature selection 
method which selects all 7 mandatory features or by tuning the necessary parameters 
discussed in the algorithms.   
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Abstract. Functional MRI (fMRI) is a functional neuroimaging tech-
nique that measures the brain activity by detecting the associated changes
in blood flow. Independent component analysis (ICA) provides a feasible
approach to analyze the collected data sets. In this paper, we introduce
a novel criterion via infinity norm to achieve the sparse solution. The ex-
perimental result has been shown that the approach can be successfully
applied in fMRI data. In memory-imagine cognitive experiment, the ac-
tivated regions for different tasks are different in brain. But some regions
are activated in each runs, which suggests that these brain regions may
play an important role in cognition functions of memory-imagine.

Keywords: Sparse, ICA, Infinite Norm, fMRI.

1 Introduction

Functional magnetic resonance imaging (fMRI) is a functional neuroimaging
technique based on blood oxygen level dependent (BOLD) signal. Previous stud-
ies [5,7] show that the task related signal and noise signal caused by physiological
or logical reasons are independent. So the fMRI signal could be seen as a group
of time series constructed by several statistical independent components. There-
fore we could make use of independent component analysis (ICA) method for
fMRI data analysis, which is helpful to obtian brain’s activity stimuli factors
and further to determine the brain stimuli reaction areas.

Currently ICA algorithm is available to separate mixed functional magnetic
resonance imaging (fMRI) signals [2, 4, 12, 18]. Mckeown [12] and Calhoun [2, 3]
use it to extract the initialized characteristics of the collected fMRI signals.
Duann [4] use ICA to obtain the initial features of fMRI signals, to detect the
changes of hemodynamic response related to fMRI experiment tasks. Zarzoso and
Comon proposed RobustICA [17, 18], which is faster than FastICA algorithm,
and improves the signal containing bad points and the robustness under the
condition of pseudo local extremum points. Sparsity is a new promising method
of independent component independence [11,14,16]. Witten and Tibshirani pro-
posed an approach of sparse principal components and canonical correlation
analysis which utilize the property of penalized matrix decomposition [15].
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c© Springer International Publishing Switzerland 2014



380 L. Chen et al.

In this paper, we will propose a new ICA algorithm based on infinity norm
which could help us to obtain the coefficient distribution with sparse character-
istic.

2 Methodology

Before introducing the Sparse ICA, we briefly review the classical assumption of
blind source separate (BSS) problem in fMRI data.

The BSS problem in fMRI data, could be described as an adaptive linear
optimization problem [1, 13]. Considering the observed fMRI data, we assume
that the fMRI data X = (x1, x2, ..., xn)

T is a group linear mixed data which
is mixed by independent components (ICs) S = (s1, s2, ..., sm)T via a mixture
matrix A of size n×m. It could be described as (1), where n is time points and
m is the number of ICs . For the sake of simplicity, we assume that n = m in
this paper.

X = AS (1)

The centralization process could be used as the preprocessing method in
ICA. In fMRI time series, there is an interesting statistical property, the dou-
ble zero means property. Without loss of generality, we assumed that the xi =
(xi1, xi2, . . . , xiV ). V represents the number of voxels of brain. Then the fMRI
data could be described as (2). If the each column of matrix X minus mean value
of corresponding column, both of rows and columns are zero means in sense of
probability. This could help us to focus on both variates of BOLD signal and
traditional ICA assumption.

X =

⎛⎜⎝ x11 x12 . . . x1V

...
...

...
xn1 xn2 . . . xnV

⎞⎟⎠ (2)

Data whitening is another preprocessing in ICA. We whiten X to have (3).
This preprocessing could lead the mean square of data to unitary. It can simplify
and speed up ICA algorithms. In order to simplify the symbolic representation,
we still use the X to represent the whitened matrix Z in the rest of the parts. B
is the whitening matrix which could calculated by singular value decomposition
(SVD) method.

Z = BX (3)

In order to separate the source signal from fMRI data, we project X onto a
weight matrix W = (w1, w2, . . . , wn)

T to produce the output Y = WTX . Then
the blind source separation problem is transformed into the optimization of W ,
which could help Y to turn into sparsest extraction. It is easy to prove that
Y = WTX and (1) are equivalent.
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The sparse property could be general as a penalty function shown as (4),

where S(yi) can be calculate by −e−y2
i , log(1 + y2i ) or |yi|, where yi denotes

voxel i.

Sparse(Y ) = −
∑
i

S(yi) (4)

If we define S(yi) as a p−norm to formulate a penalty function, we could have
(5), where p > 0.

Sparse(Y ) = −E

⎧⎨⎩ lim
p→∞

(∑
i

|yi|p
) 1

p

⎫⎬⎭ (5)

If p verges to infinity,

(∑
i

|yi|p
) 1

p

converge on the maximum value of |yi|,
which could be described as (6).

lim
p→∞

(∑
i

|yi|p
) 1

p

= max
i

{|yi|} (6)

Then the objective function of sparse ICA could be define as (7).

F (Y ) =E

⎧⎨⎩ lim
p→∞

(∑
i

|yi|p
) 1

p

⎫⎬⎭
2

=E
{
max

i
{|yi|2}

} (7)

While applying on fMRI data, the source signal |yi|2 could be replaced by
(wT

i x)
2 where wi denotes the i-th column of unmixing matrix W , X the mixture

signal of fMRI data. Then we could have an objective function of unmixing
matrix W , which is defined as (8).

F (W ) =E
{
max

i
{|wT

i X|2}
}

=

∫
max

i
{|wT

i X|2}p(X)dX
(8)

The main difficulty in sparse ICA is the incontinuity of (8), because we need to
compute ∂F (W )/∂W to formulate the optimization criterion. So, we will utilize
(6) to realize the goal. We assume that c = argmax

i
{|wT

i X|2}. Then we have

(9).
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(wT
c X)2 = max

i
{|wT

i X |2}

= lim
p→∞

(∑
i

|wT
i X |2

) 1
p (9)

And then, let Q =
∑
i

(wT
i X)

2p
, (9) can be rewriten as (10).

(wT
c X)2 = lim

p→∞Q
1
p (10)

Therefore, the optimization criterion of sparse ICA could be defined as (11).

On the other hand, it is easy to find that ∂Q
1
p /∂wi could be induced by (12).

∂F (W )

∂wi
=

∫
lim
p→∞

∂Q
1
p

∂wi
p(X)dX (11)

∂Q
1
p

∂wi
=

1

p
Q

1−p
p · ∂Q

∂wi
= 2Q

1
p ·
(
wT

i X
)2p−1

Q
X (12)

While p → ∞,
(
wT

i X
)2p

/Q equals to 1 or 0. If and only if i = c , the algebraic
expression will equal to 1.

To sum up, the optimization criterion of sparse ICA could be calculated by
(13).

∂F (W )

∂wi
=

{∫
2
∣∣wT

i X
∣∣Xp(X)dX iff i = c

0 others
(13)

Another problem is the evaluation of p(X) while applying sparse ICA algo-
rithm on fMRI data. We will utilize the unbiased estimate to solve this problem.

∂F (W )

∂wi
=

{ ∑
2|wT

i X|X
n iff i = c

0 others
(14)

The optimization criteria of discrete data could be shown as (14), where n
equals to the time point number of fMRI time series. Finally, our sparse ICA
method is illustrated in Algorithm 1.

3 Data Acquisition

3.1 Subjects and Parameter

A total of 21 Chinese college students (10 male and 11 female, age at 19-26
year old) recruited from the local population of graduates or undergraduates
at Dalian Maritime University participated in this study. Informed consent was
obtained before participation.

The iterations of Algorithm 1 is set to 500. m = n equals to the time point
of fMRI scanner sequence. Just in memory-imagine experiment, the number of
time points is 84.
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Algorithm 1. Sparse ICA based on Infinite Norm

Require:
fMRI data set Xn×V

Ensure: independent components Ym×V

1: Do zero mean process for X
2: X = X −mean(X)
3: Do whitening process for X
4: X = BX
5: for sweep = 1 to iterine do
6: α = 1e− 3 ∗ sqrt(1/sweep)
7: Y = WX
8: Compute c = argmax

i

[(
wj

TX
)2]

9: W (sweep+ 1) = W (sweep)− α ∗ ∂F (W )
∂W

, where W is the matrix that the c-th
row can be calculated by (14) and the others are zero vectors

10: end for
11: return Ym×V

3.2 Functional Experiment

The design of functional experiment has been adopted memory imagine, where
subjects exposed to challenging mental arithmetic presented on a computer
screen, to which they have to respond using a two-button mouse in time. In
each trial of the experiment condition, initially there appear a group of pictures
which is easily interpreted as some normal subjects, such as hill, car, tiger and so
on, which of them appears 2 second for each stimuli, and the stimuli group has
been marked ‘memory’ condition and ‘imagine’ condition. For the experimental
condition, subjects have to decide whether the stimuli in ‘imagine’ condition
has been also shown in ‘memory’ condition or not within 1 second. The stimuli
in each condition may be different in ‘memory’ condition and ‘imagine’ condi-
tion, which included pictures, Chinese characters and English words. In the rest
condition, the user interface is displayed with a small white attention dot and
without deciding tasks being shown.

3.3 Functional Imaging Data Acquisition

Subjects were scanned on a 3.0T Siemens MagnetomVision Scanner, employing a
block design with four runs. In four runs, four experimental blocks were presented
in a constant order with four rest blocks was preceding each experimental block.
See Fig. 1.

4 Result

The sparse ICA result will show for each task with group ICA toolbox in Matlab.
We will show the first four ICs according to the similarity of ICs and task time
series. Task time series will be calculated by canonical hemodynamic response
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Fig. 1. Examples of the stimuli used for the tasks and experimental design. Each
‘memory’ condition lasted for 12s, each ‘imagine’ condition lasted for 10s and each rest
condition lasted for 10s.

function (canonical HRF) [5,6,8–10]. The mathematical expression of canonical
HRF has been shown by (15), which is constructed by two gamma functions,
where p1 and p2 are equal to 6 and 16 in default. Its waveform has been shown
as Fig. 2. The task time series are constructed by block design sequence and
canonical HRF convolution. All the activity position and intensity of the first
four ICs for each run are shown in Tables 1-4, respectively.

h(t) =
tp1−1 − e−t

Γ (p1)
− tp2−1 − e−t

p1Γ (p2)
(15)
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Fig. 2. Canonical BOLD haemodynamic response function
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Fig. 3. The first four sparse ICA result in the first run

Table 1. Run 1 analysis of brain areas

intensity coordinate number Brodmann Area Level3

1242.3107 (45,-60,45) 24 BA 40 Inferior Parietal Lobule
1230.3107 (42,-57,48) 4 BA 7 Superior Parietal Lobule
1175.3107 (57,-51,33) 9 BA 40 Supramarginal Gyrus
1211.0197 (51,-54,45) 22 BA 40 Inferior Parietal Lobule
1216.0197 (42,-57,48) 3 BA 7 Superior Parietal Lobule

Table 2. Run 2 analysis of brain areas

intensity coordinate number Brodmann Area Level3

1149.4036 (51,-66,30) 7 BA 39 Angular Gyrus
1133.4036 (45,-69,36) 2 BA 39 Precuneus
1131.4036 (39,-81,6) 2 BA 19 Superior Frontal Gyrus
1121.4036 (-33,-51,60) 1 BA 7 Cuneus
1124.8304 (-27,-84,27) 1 BA 19 Cuneus
1220.8304 (48,-60,45) 17 BA 40 Inferior Parietal Lobule
1119.8304 (-30,-84,24) 1 BA 19 Superior Occipital Gyrus
1137.5903 (-27,-84,27) 2 BA 19 Cuneus
1226.5903 (51,-60,42) 15 BA 39 Inferior Parietal Lobule
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Table 3. Run 3 analysis of brain areas

intensity coordinate number Brodmann Area Level3

1186.5418 (-45,-48,51) 16 BA 40 Inferior Parietal Lobule
1176.5418 (48,-66,12) 5 BA 39 Middle Temporal Gyrus
1190.5418 (-9,-63,51) 15 BA 7 Precuneus
1200.5418 (-9,-63,54) 13 BA 7 Superior Parietal Lobule
1168.5418 (48,-60,27) 1 BA 39 Superior Temporal Gyrus
1183.5418 (54,-54,33) 5 BA 40 Supramarginal Gyrus
1194.5393 (-45,-45,51) 14 BA 40 Inferior Parietal Lobule
1158.5393 (48,-63,27) 2 BA 39 Middle Temporal Gyrus
1194.5393 (39,-36,60) 2 BA 2 Postcentral Gyrus
1177.5393 (-9,-63,51) 11 BA 7 Precuneus
1198.5393 (-9,-63,54) 8 BA 7 Superior Parietal Lobule
1155.8189 (48,-63,27) 1 BA 39 Middle Temporal Gyrus
1190.8189 (-9,-63,54) 4 BA 7 Superior Parietal Lobule
1151.8189 (48,-60,27) 1 BA 39 Superior Temporal Gyrus
1185.6925 (-45,-48,51) 16 BA 40 Inferior Parietal Lobule
1148.6925 (48,-63,27) 4 BA 39 Middle Temporal Gyrus
1201.8189 (39,-36,60) 1 BA 2 Postcentral Gyrus

Table 4. Run 4 analysis of brain areas

intensity coordinate number Brodmann Area Level3

1261.5606 (42,-54,48) 21 BA 40 Inferior Parietal Lobule
1162.5606 (60,-54,-3) 1 BA 37 Inferior Temporal Gyrus
1192.5606 (-51,-69,9) 6 BA 19 Middle Occipital Gyrus
1340.5606 (60,-54,0) 5 BA 21 Middle Temporal Gyrus
1225.5606 (39,-57,51) 7 BA 7 Superior Parietal Lobule
1141.9049 (-36,-75,33) 1 BA 39 Angular Gyrus
1201.9049 (-15,-87,27) 11 BA 19 Cuneus
1156.9049 (39,-66,42) 3 BA 39 Inferior Parietal Lobule
1185.9049 (-24,-90,21) 3 BA 18 Middle Temporal Gyrus
1165.9049 (33,-75,39) 8 BA 19 Precuneus
1197.9049 (-36,-78,30) 4 BA 19 Superior Occipital Gyrus
1156.9049 (-12,-57,60) 2 BA 7 Superior Parietal Lobule
1187.8719 (-18,-90,24) 11 BA 19 Cuneus
1156.8719 (42,-66,39) 6 BA 39 Inferior Parietal Lobule
1148.8719 (-12,-57,60) 2 BA 7 Superior Parietal Lobule
1181.4896 (-24,-90,21) 5 BA 18 Middle Occipital Gyrus
1161.4896 (33,-75,39) 7 BA 19 Precuneus
1174.4896 (-36,-78,30) 4 BA 19 Superior Occipital Gyrus
1155.4896 (-12,-57,60) 2 BA 7 Superior Parietal Lobule



Sparse ICA Based on Infinite Norm for fMRI Analysis 387

5 Discussion

In this paper, we have analysis fMRI data of different runs with sparse ICA
algorithm. The result shows that the main activity regions include inferior pari-
etal lobule (BA40), somatosensory association cortex (BA7), associative visual
cortex (BA19), angular gyrus (BA39) and primary somatosensory cortex(BA2).

BA40 and BA7 are the most active regions in all of these four functional
experiment tasks. BA7 is believed to play a role in visual-motor coordination,
and BA40 is believed to both involve in reading and phonology.

Based on the analysis of experimental results in four groups of tasks can
be seen that no matter how the content of the task is, the inferior parietal
lobule (BA40), somatosensory association cortex (BA7) is closely related to
the memory-imagine experiment thought experiments in working memory task.
Among the analysis of experimental results also contains many other areas of
the brain, such as associative visual cortex (BA19), presents gyrus (BA39) and
primary somatosensory cortex (BA2), and other brain regions also has obvious
activation conditions. It also suggests that the functions of memory in the brain
imagination are not a certain specific brain regions involved in activity.

6 Conclusion

In this paper, we proposed a sparse ICA approach via infinity norm, and further
discusses the application of the algorithm in fMRI data analysis. Application
of infinite norm as sparse sex measurement criteria can guarantee independent
component coefficient sparsity. FMRI experiment shows that the algorithm can
be successfully applied to fMRI data, activating ferrite locality. In memory to
imagine cognitive experiment, the brain activated regions for different tasks are
different. But there are some regions, such as inferior parietal lobule (BA40), so-
matosensory association cortex (BA7), associative visual cortex (BA19), presents
gyrus (BA39) and primary somatosensory cortex (BA2), and other brain regions,
show the activated state in each runs. So that these brain regions play an im-
portant role in memory-imagine cognition functions. On the other hand, while
analyzing each group different brain regions are activated. This suggests that
the brain in implement any function or make any reaction and activation, are
not specify one or several brain regions involved, but many brain regions realize
the brain function.
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Abstract. Ovarian cancer is diagnosed in nearly a quarter of a million women 
globally each year. It has the highest mortality rate of all cancers for women. 
The prognosis for ovarian cancer patients is poor, particularly about 20% of 
ovarian cancers are found at an early stage. CA-125 test is used as a tumor 
marker. A high level of CA-125 could be a sign of ovarian cancer or other con-
ditions. We use a machine learning technique to explore better knowledge and 
most important factors useful for detecting early-stage ovarian cancer by evalu-
ating the significance of data between the amino acids and the ovarian cancer. 
Therefore, we propose a Fuzzy Rough with Support Vector Machine (SVM) 
classification model to mine suitable rules. In pre-processing stage, we use 
Fuzzy Rough set theory for feature selection. In post-processing stage, we use 
SVM to merit of dealing with real and complex data, performing quick learning 
and having good classification performance. 

Keywords: Ovarian cancer, Amino acids, Rough set, Fuzzy-Rough model, 
SVM classification. 

1 Introduction 

Medical diagnosis contains high degree of difficulty that faces two main problems. 
The first problem of the medical diagnosis is a classification process. It must analyze 
many factors in difficult circumstances, such as diagnosis disparity and limited obser-
vation. The second problem is the uncertainty of the processed data which affects the 
diagnosis process. 

Recently, many techniques have been developed to deal with uncertain, incomplete, 
and even inconsistent data. Rough set theory [1,46] is used to analysis vague and  
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uncertain data. In practice, Rough set classifies the discrete attributes with great accu-
racy. This cannot be done well with real-valued, continuous attributes. Therefore, it 
lead to the creation of hybrid systems to integrate the Rough set theory with other ma-
chine learning technique, such as Fuzzy set. Both of Rough and Fuzzy sets have differ-
ent ways for dealing with uncertainty. These techniques are complementary to each 
other and the combination between them can provide improved solutions for dealing 
with continuous attributes. Dubois and Prade [2] proposed the concept of fuzzy rough 
sets. Fuzzy rough sets offer a high degree of flexibility in enabling the vagueness and 
imprecision present in real-valued data to be modeled effectively. Fuzzy Rough set [3-
6] is a generalization of the lower and upper approximation of the rough set to have 
greater flexibility in handling uncertainty. As compared to the original Rough sets, this 
hybrid technique has two important differences. First of all, the approximation has 
been translated from a crisp Rough set to a Fuzzy Rough set. The second is the indis-
cernibility relation has been extended to a fuzzy equivalence relation.  

There are several classification methods widely-used in medical data based on 
symptoms and health conditions [7-10]. Naïve Bayesian classifier is considered as 
one of the simplest and rapid algorithms. An important disadvantage of Naïve Bayesi-
an is that it has strong feature independence assumptions. Decision tree classifiers 
provide good visualization of data. This visualization allows users to readily under-
stand the overall structure of data but decision tree may be too complex when a data 
set contains many attributes. Neural Network (NN) consists of computational nodes 
that emulate the functions of the neurons in the brain. NN has good robustness and 
self-learning, but for massive data it cannot get good effect. Its classification perfor-
mance is very sensitive to the parameters selected and its training or learning process 
is very slow and computationally very expensive. Fuzzy-Rough Nearest Neighbour 
combines fuzzy-rough approximations with the ideas of the classical fuzzy K-nearest 
neighbour (FNN) approach. The rationale behind the algorithm, that presents the low-
er and the upper approximation of a decision class, is calculated by means of the 
nearest neighbours of a test object.  It provides good clues to predict the membership 
of the test object to that class. 

On the other hand, Vapnik [11] developed the Support Vector Machine (SVM) for 
binary classification. The goal is to find a decision boundary between two classes that 
is maximally far from any point in the training data. When we cannot find a linear 
separator, data points are projected via kernel techniques into a higher-dimensional 
space where the data points effectively become separable. SVM has many advantages 
[12] such as, it has a simple geometric interpretation and it gives a sparse solution. The 
limitation of the SVM approach lies in choice of the kernel parameters for obtaining 
good results, which practically means that an extensive search must be conducted on 
the parameter space before results can be trusted. It generates black box models [13] 
that do not have an understandable form to extract rules directly for a domain expert. 

This paper is organized as follows. Section 2 is a quick review on the prior works 
of the medical diagnosis based on machine learning techniques. Section 3 discusses 
the proposed Fuzzy Rough with SVM classification model. In section 4, the experi-
mental results are introduced to illustrate how to apply the proposed model into  
practical case for detecting early-stage ovarian cancer.  Finally, the conclusion and 
the future work are presented in section 5. 
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2 Related Work 

Medical data usually contain high degrees of uncertainty and they are considered as a 
classification processes. So, improving the diagnosis process is an emergent task and 
poses a greater challenge for many researchers to cared about and tried to find the best 
machine learning technique to accomplish the job. Among these techniques, SVM has 
become one of the most popular techniques for classification. Therefore, Marchiori 
and Sebag [14] proposed a method to improve the classification of SVM with  
recursive feature selection (SVM-RFE). The resulting classifiers are applied to four 
publically available gene expression data sets from leukemia, ovarian, lymphoma, and 
colon cancer data, respectively. The results indicated that their proposed approach 
significantly improves the predictive performance of the baseline SVM classifier, the 
stability, and the robustness on all tested data sets. 

Zhou et al. [15] profiled relative metabolite levels in sera from 44 women diag-
nosed with serous papillary ovarian cancer (stages I-IV) and 50 healthy women. The 
profiles were input to a customized functional SVM algorithm for diagnostic classifi-
cation. 100 % accuracy performance was evaluated through a 64-30 split validation 
test and with a stringent series of leave-one-out cross-validations. 

Srivastava and Bhambhu [16] presented an SVM learning method which is applied 
on different types of data sets (Diabetes data, Heart data, Satellite data and Shuttle 
data). Their experimental results showed that the choice of the kernel function and the 
best value of parameters for particular kernel are the critical parameters for a given 
amount of data. Sasirekha and Kumar [17] used SVM classification for the heart beat 
time series. The test result showed that the proposed approach works well in detecting 
different attacks and achieved high performance 96.63%. Kumari and Chitra [18] 
proposed a SVM model with radial basis function kernel for diabetes disease classifi-
cation. The performance parameters are the classification accuracy 78%, sensitivity 
80%, and specificity 76.5% of the SVM and RBF. Thus, SVM can be successfully 
used for diagnosing diabetes disease. 

When the input space dimension is large, they will lead to a longer time training of 
classification algorithms and affect the practicality of performance. Our survey of 
literature shows that many researchers used feature selection algorithms to improve 
classification accuracy on different medical data sets. For example, Bhatia et al. [19] 
used Genetic algorithm for feature selection and enhanced the performance of the 
SVM to a great extent and a high accuracy. Their system’s accuracy was 72.55% 
which is obtained by using only 6 out of 13 features against an accuracy of only 
61.93% by using all the features.  

Akay [20] observed that SVM with feature selection using F-score obtains promis-
ing results in classifying the potential breast cancer patients. The results showed that 
the highest classification accuracy (99.51%) is obtained for the SVM model that con-
tains five features, and this is very promising compared to their previously reported 
results. Tsai et al. [21] used  linear regression and variance analysis (ANOVA) for 
data pre-processing for the purpose of solve the problems such as large number of  
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ovarian cancer gene chip variables. Then, information database is classified by  
SVM and the comparison of different results of Kernel function is conducted. They 
discovered that the SVM had considerably fine effect in classification and when dif-
ferent kernel function are used the results will change too.  

Srivastava et al. [22] introduced a Rough-SVM classification method with heart 
data set, which makes great use of the advantages of SVM’s greater generalization 
performance and Rough Set theory in effectively dealing with attributes reduction. 
The accuracy of the Classification is increased by 4.29% than general SVM. Chen et 
al. [23] and LI and Ye-LI [24] proposed hybrid models between SVM and Rough Set 
(RS). The introduction of RS can reduce the number of data entered to the SVM. It is 
greatly reduced and the system speed is improved. Gandhi and Prajapati [25] used F-
score method and K-means clustering for feature selection and the performance of the 
SVM classifier is empirically evaluated on the reduced feature subset of Pima Indian 
diabetes dataset and achieved accuracy of 98 %. 

Núñez et al. [26] proposed a SVM model with prototype method. Their model 
combined prototype vectors for each class with support vectors to define an ellipsoid 
in the input space which are then mapped to if-then rules. This approach does not 
scale well for a large number of patterns.  

Barakat and Diederich [27] handled the SVM rule-extraction task in three basic 
steps: training, propositional rule-extraction, and rule quality evaluation that achieve 
high accuracy and fidelity. Barakat and Bradley[28] used the area under the receiver 
operating characteristics (ROC) curve to assess the quality of rules extracted from an 
SVM model. 

Martens et al. [29] provided an overview of recently proposed SVM rule extraction 
techniques, complemented with the pedagogical ANN rule extraction techniques 
which are also suitable for SVMs. Another effort for extracted correct and valid rules 
from the medical point of view and consistent with clinical knowledge of diabetes risk 
factors by Barakat and Bradley [30] handled rule-extraction as a learning task. The 
decision trees and rule sets produced by C5 offer an explanation of the concepts 
learned by the SVM. 

In this paper we tried to find a tumor marker for ovarian cancer  by evaluating the 
significance of data between the amino acids and the ovarian cancer. The dataset col-
lected from Mansoura Cancer Center. This dataset is a complex nature, it contain 
several attributes all of them real value data type which, posed a greater challenge to 
find the best hybrid model to accomplish the job. So, we propose a Fuzzy Rough with 
Support Vector Machine (SVM) classification model. We choose Fuzzy Rough as 
feature selection algorithm which can deal with complex data without making any 
transformation for dealing with real data such as discretization to void loss of data. 
Fuzzy Rough reduced the condition attributes to improve classification accuracy.  
The classification task was performed using SVM which, become one of the most 
popular techniques for classification. This model has merit of dealing with real and 
complex data, performing quick learning and having good classification performance. 
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3.2 Reducing Features 

Feature selection is an important stage in building classification systems. It is advan-
tageous to limit the number of input features to the classifier to have a good prediction 
and less computationally intensive model [31-36]. We reduced the condition attributes 
by using the Fuzzy-Rough QuickReduct algorithm [4]. It uses the dependency func-
tion to choose which important attributes to add to the current reduct. This algorithm 
terminates when the addition of any remaining attribute does not increase the depend-
ency. Fuzzy-Rough sets have achieved more accurate results than Pawlak Rough sets. 
They translated crisp Rough set to a Fuzzy set and extended the indiscernibility rela-
tion to a fuzzy equivalence relation. So, we don't have to make any transformation for 
dealing with real data such as discretization. On the other hand, SVM [22] is unable to 
simplify the input space dimension in classification process, or to determine what 
kind of data is redundant or useful. The SVM become powerless when dealing with 
uncertain information. Therefore, we used Fuzzy Rough as pre-processing stage to get 
minimum reduct. Then, the result is supplied as input to SVM to get a balance be-
tween training data and SVM performance. 

3.3 SVM Classification 

The classification task was performed using SVM. To evaluate the performance of the 
SVM models, the data set is partitioned into two numbers of subsets. One subset is 
used for training and the other subset is used for testing SVM. The SVM classification 
error is recorded. This is repeated on different training test partition models until the 
model with the smallest classification error will be adopted. We tested the perfor-
mance of SVM with different parameter values for the polynomial and RBF kernels to 
choose the SVM kernel, which has good classification. 

The proposed model is evaluated using three parameters: accuracy of the classifier, 
sensitivity, and specificity. They are statistical measures [18, 20, 25] that describe 
how well the classifier discriminates between a case with positive and with negative 
class and they can be visualized and studied using the Receiver Operating Character-
istic (ROC) curve. 

 Accuracy =  TP ା T N  TP ା T NାFPା F N  (1) 

 Sensitivity (TP Rate) = T ୮   T P ା F N  (2) 

 Specificity   =  T NT N ା FP (3) 

Where TP (True Positive) is the number of examples correctly classified to that class. 
The TN (True Negative) is the number of examples correctly rejected from that class. 
The FP (False Positive) is the number of examples incorrectly rejected from that 
class. Finally, the FN (False Negative) is the number of examples incorrectly classi-
fied to that class. 
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3.4 Extracting Suitable Rules 

In order to scoring success in medical diagnosis, our proposal have to produce its 
result in an understandable form (if then rule). On the other hand, we faced a big 
problem in our model that the SVM algorithm is considered as a black box model. It 
has not the ability to explain the result in an understandable form for a domain expert 
[26]. So, we have to extract rules from the information provided by SVM using 
boundaries (ellipsoids or hyper-rectangles) which are defined in the input space. They 
are considered as a combination of prototype vectors and support vectors. Prototype is 
computed through a clustering algorithm; whereas rule is define for each region. 

4 Experimental Results  

Since the CA-125 is not a good tumor marker for detecting the early-stage ovarian 
cancer, we tried to determine the effect of the amino acids in predicting the ovarian 
cancer. We applied our proposed model on two different studies. The first one is be-
tween amino acids and ovarian cancer. The second is between amino acids and CA-
125 tumor marker. These two studies are conducted to explore better knowledge and 
the most important factors useful for detecting early-stage of the ovarian cancer.  
Waikato Environment for Knowledge analysis (Weka) version 3.7.2 [37-39] has been 
used to carry out experiments. 

• Samples Collection 

The current investigation is a case-control based study, which was approved by the 
ethical institutional review board at Mansoura University that complies with accepta-
ble international standards. Written informed consent for participation was obtained 
from each participant. Case patients were recruited from the population of patients 
with diagnosed ovarian cancer who were evaluated and treated at Mansoura Cancer 
Center. The inclusion criteria were as follows: pathologically confirmed diagnosis of 
ovarian cancer, CA-125 (1.9-16.3 U/ml), a diagnostic cut-off value, and Egyptian 
residency. From February 2011 through December 2013, statistical analyses indicated 
that the eligible patients who were not recruited did not differ from the recruited pa-
tients in terms of demographical, epidemiological, or clinical factors (retrieved from 
patients’ medical records). The control subjects were healthy and recruited from the 
diagnostic biochemical lab, AutoLab of Mansoura institution, and were matched by 
age, sex, and ethnicity to the case subjects. The eligibility criteria for controls were 
the same as those for patients, except for having a cancer diagnosis. A short structured 
questionnaire was used to screen for potential controls on the basis of the eligibility 
criteria. Analysis of the answers received on the short questionnaire indicated that 
80% of those questioned agreed to participate in clinical research.  

• Samples Analysis 

CA-125 analysis blood samples (5 mL) were taken, centrifuged and the serum  
separated and stored at – 80 C until analyzed. Serum samples were assayed. For CA-
125 by enzyme-linked immunosorbent assay with commercial kits (Abbott, North 
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Chicago, IL). For amino acid, analysis is done by high performance liquid chromatog-
raphy (HPLC) amino acids analyzer, LC 3000 eppendorf (Germany). 

Table 1. Description of the ovarian cancer attributes 

Amino Acids  (Condition Attribute) Class 
1-aspartic, 2-threonine, 3-serine, 4-glutamine, 5-glycine, 
6-alanine, 7-cystine, 8-valine, 9-methionine, 10-
isoleucine, 11-leucine, 12-tyrosine, 13-phenylalanine, 
14-histidine, 15-lysine, 16-Arginine, 17-Proline 

 
ovarian cancer 

*All of them is Numeric (real) data type 
*no missing data 

Nominal {negative, 
positive} 

4.1 The Relation between The Amino Acids and The Ovarian Cancer 

Data is obtained from 135 female patients. They include 22 negative cases and 113 
positive cases. The class target or decision attribute of the ovarian cancer takes the 
values "negative" or "positive" that means negative or positive test for ovarian cancer, 
respectively. Table 1 shows the description of the used attributes. 

After preparing data set and construct the information table. Fuzzy-Rough reduc-
tion is calculated for all amino acids attributes. We found that attributes 2, 3, 13, and 
14 are the most important amino acids that have main affect on ovarian cancer. Re-
duced amino acids data set is split in to training data set (66%) and test data set 
(33%). We selected polynomial kernel as appropriate SVM kernel function which is 
suitable for nonlinear data with high complexity. We gain an excellent correctly clas-
sified instances (100%) and precision equal to 1, as show in Table 2. 

Table 2. The comparison of the performance of the proposed model with other models 

Classification technique 
Accuracy  

 

Sensitivity 
Avg (TP 

Rate) 

Specificity 
Avg (FP 

Rate) 
Fuzzy-Rough 
with SVM  

Polynomial 100 % 1 0  
RBF  97.82 % 0.978 0.145 

SVM 
Polynomial 95.65 % 0.957 0.29 
RBF  86.95 % 0.87 0.87 

FuzzyRoughNN 100 % 1 0 
Fuzzy-Rough with J48 97.82 % 0.978 0.145 
Fuzzy-Rough with NaiveBayes 95.65 % 0.957 0.29 

The proposed Fuzzy-Rough with SVM (Polynomial kernel) classification model 
achieved classification accuracy greater than SVM (Polynomial kernel) by 4.347%. 
Our proposal model has achieved the highest accuracy as compared to other technique 
such as, J48 (97.82%), NaïveBayes (95.65%) and Equal with Fuzzy-Rough-NN clas-
sification technique (100%). Therefore, it is interesting to find two classification  
techniques achieved perfect accuracy that ensures the success of our medical rules. 
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We extracted rules from the information provided by SVM. We found that the phe-
nylalanine amino acid (no. 13) can be used as an excellent tumor marker with classifi-
cation error equal to 0.0%. Table 3 shows the most important rules for detecting ear-
ly-stage ovarian cancer. 

Table 3. The resulting rules for detecting early-stage ovarian cancer based on amino acids 

 13-phenylalanine Class Correctly classified  

Rules 
'(33.9-63.1]' 
'(63.1-inf)' 
'(-inf-33.9]' 

Positive 
Negative 
Negative 

100      % 

4.2 The Relation between The Amino Acids and CA-125 

In this experiment, we want to extract the relationship between the amino acids and 
the tumor marker (CA-125). The class target or decision attribute is CA-125 which is 
a real data type. We rescale this attribute to takes the values "normal" inside the range 
[1.9-16.3 U/ml]. There are 53 cases in the normal range and there are 60 abnormal 
cases. After using Fuzzy-Rough reduction, we find that the selected attributes (1, 2, 3, 
5, 6, 7, and 9) are the minimal set of amino acids that have main affect on the tumor 
marker CA-125. For classification process it is necessary to validate model with cross 
validation. hence 3-fold, 5-fold and 10-fold cross validation techniques are used on 
amino acids dataset. comparative results show that SVM with polynomial kernel 
works better for 5-fold cross validation. We gain correctly classified instances of 
60.177%. By using different classification techniques on the reduced ovarian cancer 
data set, our proposal model has achieved the highest accuracy as compared to other 
techniques, such as Fuzzy-Rough-NN (55.75%), J48  (48.67 %), and NaïveBayes 
(53.98%). 

5 Conclusion  

In this paper, we proposed a Fuzzy-Rough with SVM classification model to diagnose 
ovarian cancer based on amino acids. We combined Fuzzy-Rough as pre-processing 
stage and SVM as post-processing stage in four phases to explore better knowledge 
and extract most important factors. We did two experimental studies. The first is be-
tween amino acids and the ovarian cancer. We found that there's a strong relation 
between amino acids and ovarian cancer. We found that the phenylalanine amino acid 
(no. 13) is a very good tumor marker for ovarian cancer which can be considered as 
the most important factor for detecting early-stage ovarian cancer. The second study 
is between amino acids and the CA-125 tumor marker that achieved moderate accura-
cy of 60.177 %. Therefore, in future work, we hope to apply our hybrid model  
with larger datasets with additional attributes to explore main factors that affect the 
CA-125. 
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Abstract. In this paper, we developed a medical image segmentation system 
based on hybrid clustering techniques to provide an accurate detection of brain 
tumor with minimal execution time. Two hybrid techniques have been proposed 
in our proposed medical image segmentation system. The first hybrid technique 
is based on k-means and fuzzy c-means (KFCM) while the second is based on 
k-means and particle swarm optimization (KPSO). We compared the two pro-
posed techniques with k-means; fuzzy c-means, expectation maximization, 
mean shift, and particle swarm optimization using three different benchmark 
brain data sets. The results clarify the effectiveness of our second proposed 
technique. 

Keywords: Medical image segmentation, K-means, Fuzzy C-means, Expecta-
tion Maximization, Mean shift, Particle swarm optimization. 

1 Introduction 

Image segmentation is a fundamental task in image processing and computer vision 
disciplines. It refers to the process of partitioning a digital image into multiple non-
overlapping regions [1].There are many image segmentation techniques, such as edge 
base, clustering and region based segmentation techniques [2]. Although of the varie-
ty of image segmentation techniques, the selection of an appropriate technique for a 
special type of images is a difficult problem. Not all techniques are suitable for all 
types of images [3]. The main problem in segmentation algorithms is the difficulty of 
balancing the over-segmentation and under-segmentation. On the other hand, medical 
image segmentation is considered as an active research area. It is a quite challenging 
problem due to images with poor contrasts, noise, and missing or diffuses boundaries 
[4]. The magnitude resonance images (MRI) scan is comfortable for diagnosis. It is 
not affect the human body because it doesn't use any radiation. It is based on the mag-
netic field and radio waves [5]. On the other hand, a brain tumor can be defined as an 
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abnormal growth of the cells in the brain. Brain tumors are of two types: primary and 
secondary. Primary tumors are classified as benign and malignant [6]. Benign tumors 
can be removed. They usually have a border or an edge. Malignant tumors are more 
serious. They grow rapidly in crowd and invade the nearby healthy tissue. The physi-
cian gives the treatment for the strokes rather than the treatment for the tumor. So, 
detection of the tumor is important for that treatment. The lifetime of the person who 
affected by the brain tumor will increase if it is detected early. Therefore, an efficient 
medical image segmentation technique should be developed with advantages of min-
imum user interaction, fast computation, accurate, and robust segmentation results to 
help physicians in diagnosing accurately. The most widely used techniques of image 
segmentation are clustering techniques. Clustering is an unsupervised learning tech-
nique which needs the user to determine the number of clusters in advance to classify 
pixels [7]. Therefore, the cluster is a collection of similar pixels and is dissimilar to 
the pixels belonging to other clusters [8].  Clustering techniques can perform cluster-
ing in one of two ways, either by partitioning or by grouping pixels [9].  In this paper 
we focused on clustering techniques to detect the brain tumor. We made our experi-
ments by using the most famous five clustering techniques: k means, fuzzy c means, 
expectation maximization, mean shift, and particle swarm optimization. We applied 
these techniques on three different data sets which have 254 abnormal MRI brain 
images. The MRI images were pre-processed at first to enhance the quality of the 
processed images. We integrated two different image clustering techniques in our 
proposed medical system in clustering step of the framework to have advantages of 
these clustering techniques and overcoming the limitations of them in two proposed 
hybrid techniques (k means with fuzzy c means and k means with particle swarm 
optimization). Then, extraction of the tumor is done automatically without user inter-
action by using thresholding and level set methods to contour the tumor area. The last 
stage of our proposed medical segmentation system framework is the validation stage 
by comparing the results with the ground truth. 

This paper is organized as follows. In Section 2, the current scientific research in 
medical image segmentation is introduced.  Section 3 presents the materials and 
methods used in this work. It describes the image data sets used in this work. It also 
shows the proposed medical image segmentation system based on our proposed hy-
brid clustering techniques. Section 4 depicts the experimental results obtained from 
the evaluation of the two proposed techniques using three types of data sets and dis-
cusses the main questions derived from them.  Finally, conclusion and future work 
are drawn in Section 5. 

2 Related Work 

Medical image segmentation is considered as a hot research topic. Several researchers 
have suggested various methodologies and techniques for image segmentation.  
For example, Jumb et al. [10] presented color image segmentation using k-means 
clustering and Otsu’s adaptive thresholding.They started by converting RGB image  
to HSV color model and extracted value channel. Then, they applied Otsu’s  
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multi-thresholding on the value depending on the separation factor (SF). After that, 
they applied k-means clustering. Finally, they used morphological processing. The 
main disadvantages of their method are preprocessing and image enhancement stage 
is missing and segmentation is not fully automatic. It depends on the user notice to 
apply k-means or not. Sivasangareswari and Kumar [11] proposed a brain tumor seg-
mentation using fuzzy c-means clustering with local information and Kernel metric. 
At first, they filtered brain images by median filter. Second, they made clustering by 
using fuzzy c-means technique. Their modified FCM (fuzzy c-means) depends on 
space distance of all neighbor pixels. They did feature extraction using algorithms of 
a gray level co-occurrence matrix (GLCM). Classification by SVM was also used. 
The limitation of their work is that they didn't make skull removal. The thing that 
increases the amount of used memory and increase the processing time. Abdul-Nasir 
et al. [12] presented a color image segmentation technique to detect the malaria para-
sites in red blood cells. They applied partial contrast stretching technique on color 
malaria images and extract color components from enhanced images. Then, they used 
k-means clustering technique. Finally, they used median filter and seeded region 
growing area extraction algorithms.  The limitation of this method is that there is no 
best model all times. Therefore, HSI color model gives best results in recall but C-Y 
color model gives best results in precision.Joseph et al. [13] presented brain tumor 
MRI segmentation .They started by the preprocessing stage. It converts the RGB in-
put image to grey scale. They used a median filter. The preprocessed image is sup-
plied for k-means clustering algorithm then followed by morphological filtering if 
there are no clustered regions. The main disadvantage is they didn't make skull re-
moving in preprocessing step.Wang et al. [14] implemented an adaptive particle 
swarm optimization algorithm with mutation operation based on k-means. They com-
bined the particle swarm optimization and k-means in case of local search and global 
search. The mutation was processed to accelerate a poor particle in population. The 
main disadvantage is that they didn't care about reducing the data set size by using 
feature extractions, which can reduce the number of iterations and the execution time. 
In our proposed medical image segmentation system based on the proposed hybrid 
clustering techniques,the main objective is to accurately detect the brain tumor in 
minimal execution time. We put into account the accuracy and minimum execution 
time in each stage. In the preprocessing stage, we applied the median filter to enhance 
entire image quality and removed the skull from the processed image. This stage re-
duces both the processing time and the used amount of memory. In segmentation 
stage, all advantages of k-means, fuzzy c-means, and particle swarm optimization are 
preserved; while their main problems have been solved by the proposed hybrid tech-
niques. The over segmentation and under segmentation problems were solved as 
shown in the experimental results and the iterations and computation time were re-
duced. The user interaction is eliminated. The thresholding is applied to present a 
clear brain tumor clustering. Finally, the level set stage is applied to present the  
contoured tumor area on the original image.  
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3 MRI Brain Segmentation System 

There are many medical image segmentation systems using k-means technique in 
detecting mass tumor in brain [15]. K-means technique is fast and simple, but it suf-
fers from incomplete detection of tumor mainly if it is malignant tumor. On the other 
hand, other systems used fuzzy c-means technique because it retains more infor-
mation from the original image. It can detect malignant tumor cells accurately [16], 
but these techniques are sensitive to noise and outliers and they take long execution 
time. Besides these systems, there is other systems used particle swarm optimization 
to segment tumor from brain images [17]. It may reach the optimal solution or near 
the optimal solution. It takes more computation time especially in color image seg-
mentation. In our proposed medical image segmentation system, we get benefits from 
the last three techniques. As shown in Fig.1, the proposed medical image segmenta-
tion system consists of four main stages: pre-processing, clustering, tumor extraction 
and contouring, and validation. The main idea of doing the integration is to reduce 
number of iterations done by fuzzy c-means clustering technique. Of course, it mini-
mizes execution time and gives qualitative results with KFCM (K means integrated 
with fuzzy c means) clustering. It also reduces computation time of particle swarm 
optimization to reach to the optimal clustering in KPSO (k means integrated with 
particle swarm optimization) clustering. The main stages of the proposed system will 
be discussed in more detail in the sequent subsections.  

 

 

Fig. 1. The framework of the proposed medical image segmentation system 
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3.1 Pre-processing Stage 

This stage is implemented by applying a series of initial processing procedures on the 
image before any special purposes processing. The main purpose of this stage is to 
improve the image quality and removes the noise. Since, the brain images are more 
sensitive than other medical images; they should be of minimum noise and maximum 
quality. Therefore, this stage consists of de-noising and skull removal sub-stages.  
De-noising is important for medical images to be sharp, clear, and free of noise and 
artifacts. MRI images are normally corrupted by Gaussian and Poisson noise [18].  
In this paper, we used median filter which is a nonlinear filter. It is often used in im-
age processing to reduce salt and pepper noises [19]. It works by moving pixel by 
pixel through the image, replacing each value with the median value of neighboring 
pixels. The pattern of neighbors is called the "window", which slides pixel by pixel 
over the entire image. The median is calculated by first sorting all the pixel values 
from the window into numerical order, after that replacing the pixel being considered 
with the middle (median) pixel value. Median filtering is better than linear filtering 
for removing noise in the presence of edges [20]. On the other hand, image back-
ground doesn't usually contain any useful information but increasing processing time. 
So, removing background, skull, scalp, eyes, and all structures, which are not in inter-
est, decrease the amount of used memory and increase the processing speed. Skull 
removed is done by using BSE (brain surface extractor) algorithm. It is used only with 
MRI images [21]. It filters the image to remove irregularities, detects edges in the 
image, and performs morphological erosions and brain isolation. It also performs 
surface cleanup and image masking. 

3.2 Clustering Stage 

By de-noising the MRI images and removing skulls, the images are fed to one of the 
proposed techniques: KFCM or KPSO. In case of supplying the image to the first 
technique KFCM we initialize cluster numbers K, max iterations, and termination 
parameter. The cluster centers are calculated by: 

 mu= (1: k)*m/ (k+1) (1) 

Where mu are the initial means that can be calculated due to K the number of clusters 
and m=max (MRI image) +1. Then, assign each point to the nearest cluster center 
based on minimum distance and re-compute the new cluster centers. It repeats until 
some convergence criterion is met. Then, the resulting image can be clustered by 
initializing number of centroids (centroid of the cluster is the mean of all points in this 
cluster) equal to the number of k. This will reduce iterations and processing time. If 
initializing number of centroids differs from K number, it may increase time in some 
cases. Then, calculating the distance and updating membership and means values with 
determining the condition of closing. The output of the technique is the clustering 
image, execution time, and iteration. On the other hand, the free noise MRI images 
are fed to the second proposed approach (KPSO) by initializing cluster numbers k, 
population of particles, inertial weight value, and number of iterations. The algorithm 
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follows the same steps of KFCM till determining the clusters means due to initial k. 
Each particle is updated by two best values. The first is the personal best (pbest) 
which is the best solution or fitness that has achieved so far by that particle. The se-
cond value is global best (gbest) which is the best value obtained so far by any parti-
cle in the neighborhood of that particle. Each particle modifies its position using the 
current positions, the current velocities, the distance between the current position and 
pbest, and the distance between the current position and the gbest. After that, the  
particle updates its velocity and positions until termination parameter which is the 
number of iterations. The output of the algorithm is a clustering image with optimal 
number of clusters, optimal clusters centroids, and computation time. 

3.3 Extraction and Contouring Stage 

In this stage, we used two segmentation methods: thresholding and active contour 
level set. Thresholding segmentation is intensity based segmentation. It is one of the 
important, simple, and popular segmentation techniques [22]. Thresholding segmenta-
tion technique converts a multilevel image into a binary image. It is used to extract or 
separate the objects in an image from the background. The segmenting image ob-
tained from thresholding has the advantages of smaller storage space, fast processing 
speed, and ease manipulation [23]. The output of this stage is a segmented image with 
dark background and lighted object which is the brain tumor. On the other hand, the 
active contours have been used for image segmentation and boundary detection since 
the first introduction of snakes by Kass et al. [24]. The main idea is to start with initial 
boundary. Shapes are presented as closed curves, i.e. contours. It iteratively modifies 
them by applying shrink/expansion according to the constraints. An advantage of the 
active contours is that they partition an image into regions with continuous bounda-
ries.  So, we used level set to contour the boundary of tumor area or shape continu-
ously after thresholding. Level set method is demonstrated in details by Lee et al. 
[25]. By using level set after thresholding, it gives user the resulting segmenting im-
age of the original image with contoured tumor areas.   

3.4 Validation Stage 

In validation stage, the resulting segmenting images with the two proposed clustering 
techniques were compared to the ground truth as illustrated in experimental results. 
The results were evaluated by performance matrix which contains the precision and 
recall. Precision is the correct segmentation refers to the percentage of true positive, 
the number of pixels that belong to a cluster and are segmented into that cluster.  
Recall or sensitivity is defined as the number of true positives divided by the total 
number of elements that actually belong to the positive cluster [26]. The performance 
matrix will be illustrated in details in experimental results.  
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3.5 Experimental Results 

In order to check the performance of our two hybrid proposed clustering techniques in 
our proposed medical image segmentation system, we used three benchmark data sets. 
The first is the Digital Imaging and Communications in Medicine (DICOM) data set. 
DICOM consists of 21 images which contain brain tumors. It has no ground truth 
images for the contained images. The second data set is Brain Web data set. It con-
tains simulated brain MRI data based on normal and multiple sclerosis (MS). This 
dataset consists of 152 images. The last data set is BRATS database from Multimodal 
Brain Tumor Segmentation. The data set consists of multi-contrast MRI scans and has 
ground truth images. This data set contains 81 images. 

In this section, we show the results of our two hybrid proposed clustering tech-
niques obtained using real MRI brain images from the three different databases. This 
work was implemented using MATLAB 7.12.0 (R2011a). We run our experiments on 
a core i5/2.4 GHZ computer with 8 GB RAM and a NVEDIA/ (1 GB VRAM) VGA 
card. Table 1 and Table 2 demonstrate the results of applying the main four stages of 
our framework including our proposed techniques KFCM and KPSO on the three 
image data sets. Table 3, shows that EM (Expectation Maximization) like KM (K 
means) in accuracy but it takes longer time (T in seconds) than K Means. On the other 
hand, the mean shift clustering technique (MS) need to enter the parameters of band-
width, threshold and output number of clusters K and time (T in seconds). It takes less 
processing time but it does not give accurate results as in DS2 when K=3.We ob-
served that without skull removal, the processing time on all techniques was increased 
in DS1. On the contrary, when removing skull as in DS2 or using images with re-
moved skull like in DS3, the processing time is reduced as shown in Table 3. In table 
4, KFCM seems like FCM (Fuzzy C Means) in accuracy but KFCM take less pro-
cessing time T than FCM with less iteration. From Table 5, we observed that KPSO 
seems like PSO (Particle Swarm Optimization) in accuracy but KPSO take less pro-
cessing time than PSO. Table 6, 7 describe the performance matrix of K-means and 
expectation maximization. The results prove that expectation maximization may be 
like K-means in accuracy in the last two data sets (DS2 and DS3), but in first data set 
(DS1), KM accuracy is 85.7% where EM accuracy is 66.6%. From Table 6 and 8, we 
can observe that MS technique also seems to be the same as KM technique in perfor-
mance matrix except in the second data set (DS2). Table 9 and 10 ensure that KFCM 
is more accurate than FCM and it is very clear in the results of first data set where 
KFCM accuracy is 90.50% but FCM accuracy is 85.7%. Table 11, 12 describe the 
performance matrix comparisons between particle swarm optimization PSO and the 
integration between k means and particle swarm optimization KPSO. The results 
prove that they are the same in accuracy, but PSO takes long time compared to KPSO 
in Table 5.The results showed that FCM takes longest execution time (T in seconds) 
in clustering, and then EM. After that, PSO takes the third level in execution time less 
than FCM and EM. KFCM is in the fourth level and KPSO in the fifth level. KM is in 
the sixth level and MS is in the last level.  
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Table 1. The main stages of the proposed framework by using KFCM applied on three 
benchmark data sets 

DS 
Original 

mri 
BSE 

Median fil-

ter 
KFCM Threshold Level Set 

Truth/ 

Normal 

D
s1

 

NO skull 
removal 

No truth or 
normal 
images 

D
S2

  
D

S3
 Already 

skull re-
moved 

Table 2. The main stages of the proposed framework by using KPSO applied on three 
benchmark data sets 

DS 
Original 

mri 
BSE 

Median 

filter 
KPSO Threshold Level Set 

Truth/ 

Normal 

D
s1

 

NO skull 
removal 

No truth or 
normal 
images 

D
S2

  
D

S3
 Already 

skull re-
moved 

Table 3. The comparison between KM (K mean), EM (Expectation Maximization) and MS 
(Mean Shift) clustering algorithms 

DS KM EM MS 
Ds1  K T(s)  K T(s)  K T(s) 

9 7.5 9 34.47 4 0.35 

Ds2  4 1.76  4 8.00  3 0.29 

Ds3  12 4.34  12 32.06  5 0.47 
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Table 4. The comparison between FCM (Fuzzy C means) and our proposed technique (KFCM) 

DS 
FCM 

Itera-
tion No 

T(s) 
KFCM Itera-

tion No 
T(s) 

DS1 
 

 
51 59.52 

 
8 12.87 

DS2 
 

19 15.92  4 5.18 

DS3 
 

14 6.89 
 

3 3.46 

Table 5. The comparison between PSO (Particle Swarm Optimization) and our proposed 
technique (KPSO) 

DS PSO 
Iteration 

No 
T(s) KPSO 

Iteration 
No 

T(s) 

DS1 
 

 
7 34.58 

 
9 9.23 

DS2 
 

25 58.75 
 

25 8.42 

DS3 
 

4 6.26 
 

4 6.01 

Table 6. The performance metrics of KM 

Data Sets TP TN FP FN Accuracy Precision Recall 
DS1 85.7 0 0 14.3 85.7 100 85.7 
DS2 96.7 0 0 3.3 96.7 100 96.7 
DS3 95.06 0 0 4.94 95.06 100 95.06 

Table 7. The performance metrics of EM 

Data Sets TP TN FP FN Accuracy Precision Recall 
DS1 66.6 0 0 33.4 66.6 100 66.6 
DS2 95.4 0 0 4.6 95.4 100 95.4 
DS3 95.06 0 0 4.94 95.06 100 95.06 

Table 8. The performance matrices of MS 

Data Sets TP TN FP FN Accuracy Precision Recall 
DS1 85.7 0 0 14.3 85.7 100 85.7 
DS2 96.05 0 0 3.95 96.05 100 96.05 
DS3 95.06 0 0 4.94 95.06 100 95.06 
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Table 9. The performance matrices of FCM 

Data Sets TP TN FP FN Accuracy Precision Recall 
DS1 85.7 0 0 14.3 85.7 100 85.7 
DS2 100 0 0 0 100 100 100 
DS3 100 0 0 0 100 100 100 

Table 10.The performance matrices of KFCM 

Data Sets TP TN FP FN Accuracy Precision Recall 
DS1 90.5 0 0 9.5 90.5 100 90.5 
DS2 100 0 0 0 100 100 100 
DS3 100 0 0 0 100 100 100 

Table 11. The performance matrices of PSO 

Data Sets TP TN FP FN Accuracy Precision Recall 
DS1 95 0 0 5 95 100 95 
DS2 100 0 0 0 100 100 100 
DS3 100 0 0 0 100 100 100 

Table 12. The performance matrices of  KPSO 

Data Sets TP TN FP FN Accuracy Precision Recall 
DS1 95 0 0 5 95 100 95 
DS2 100 0 0 0 100 100 100 
DS3 100 0 0 0 100 100 100 

4 Conclusion and Future Work 

Image segmentation plays an important role in medical image. In this paper, we pro-
posed a brain image segmentation system based on two different clustering tech-
niques. The first is integration between fuzzy c means with k means which is called 
KFCM. The second is integration between particle swarm optimization and k means 
which is called KPSO. We applied the two clustering techniques on the three different 
data sets to detect the brain tumor. From experiments, we proved the effectiveness of 
our techniques in segmenting the brain tumor by comparing it with five state-of-the-
art algorithms: K-means, Expectation Maximization, Mean Shift, Fuzzy C means, and 
particle swarm optimization. The result of KPSO is very near to KFCM in accuracy 
and time but in first data set, the KPSO accuracy is 95% and KFCM is 90.5% and 
KPSO time is less than KFCM time. In future work, the 3D evaluation of the brain 
tumor detection using 3D slicer will be carried out. As well as to increase the effi-
ciency of the segmentation process, an intensity adjustment process will provide more 
challenging and may allow us to refine our segmentation techniques to the MRI brain 
tumor segmentation,  refer to  [27]. 
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Abstract.  Allowing various forms of fuzzy numbers to be adopted in fuzzy 
multi criteria decision making (FMCDM) problems adds more flexibility to de-
cision makers to represent their own opinions to handle uncertainty. For most 
cases uncertain numbers of the forms of: interval, triangle, or trapezoidal are 
used. In this paper, polygon fuzzy numbers (PFNs) are introduced so as to allow 
decision makers to adopt other forms of numbers such as: pentagon, hexagon, 
heptagon, octagon, etc, to provide more flexibility to represent uncertainty. A 
case study is given to illustrate the way of manipulation of the proposed PFN. 

Keywords: Polygon Fuzzy Number, Multi Criteria Decision Making, General-
ized Fuzzy Number. 

1 Introduction 

Decisions in real world applications are often made under the presence of conflicting, 
uncertain, incomplete   and imprecise information. Decision making is the  procedure  
to  find  the best  alternatives  among  a  set  of  feasible alternatives and also ranking 
them   as   their priorities. Fuzzy multi Criteria Decision making (FMCDM) provides 
a powerful approach for drawing rational decisions under uncertainty given in the 
form of linguistic values (e.g. excellent, very good, good, and bad). 

To enable the decision makers to express their own opinions. Such linguistic val-
ues need fuzzy tools to evaluate their calculations [1]. Examples of FMCDM tools are 
T-Norm Based, Gaussian fuzzy numbers, Interval fuzzy numbers, Interval type two 
fuzzy number, Triangle fuzzy numbers and Trapezoidal fuzzy numbers [2]. Interval, 
Triangle and Trapezoidal fuzzy numbers are more popular due to their conveniences 
of the arithmetic operations such as: addition, subtraction, multiplication, division, 
reciprocal, geometric mean, etc. Such operations enable the decision makers to de-
termine the rank of criteria (alternatives) powerfully [3]. 

Several researchers consider Trapezoidal fuzzy numbers as Generalized fuzzy 
numbers (GFNs) [4,5,6]. This mainly due to the fact that other popular forms of spe-
cific fuzzy   numbers including: triangles, intervals, or even singleton can be obtained 
as special cases of Trapezoidal fuzzy numbers. In this paper, we introduce Polygon 
Fuzzy Number (PFN) as the actual form of GFN. The proposed form of PFN provides 
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higher flexibility to decision makers to express their own linguistic values rather than 
other form of fuzzy numbers. Using PFNs, decision makers can freely express their 
own linguistic values using fuzzy numbers of various shapes e.g. triangle, trapezoidal, 
pentagon, hexagon, heptagon, octagon and etc. This provides a powerful tool for  
solving various   decision making problems which are based on different views of 
decision makers [7, 8, 9, 13].  

The rest of the paper is organized as follows: Section 2 defines the problem.  
Section 3 introduces the proposed model and the required definitions of the proposed 
model. Section 4 introduces a numerical example. Finally section 5 presents the  
conclusion. 

2 Problem Definition 

A Trapezoidal fuzzy number with its four vertices is considered a generalized number 
for other forms including: triangles, intervals and also singletons  (i.e. crisp numbers)  
[4,5,6].  However, it is intuitively clear that allowing more vertices to the fuzzy num-
ber adds more flexibility to the decision maker to represent his own opinion to deal 
with the considered FMCDM problem. Therefore, the ability to introduce generalized 
piece-wise membership function with n-vertices as a fuzzy number with its own 
arithmetic operations represents the typical unification of all other forms of fuzzy 
numbers. Adopting such new forms of generalized fuzzy numbers should considera-
bly enhance modeling and solving FMCDM problems. 

3 Polygon Fuzzy Number 

3.1 Basic Definitions 

A polygon fuzzy number (PFN) is defined as a convex and normal polygon fuzzy set, 
where Polygon fuzzy sets are firstly addressed in the context of fuzzy interpolative 
reasoning [10]. A polygon fuzzy set A has n characteristic points (a0, a1 ,...., an-1) as 
shown in fig. 1. The core of the fuzzy set, at which the membership equals one, is 
represented by the interval [a ⎣(n-1/2)⎦ , a ⎡(n-1/2)⎤ ]. There are ⎣(n-1)/2⎦+1 member-
ship levels including bottom and top levels. Thus the cardinality of the level set of  
a polygon fuzzy set is denoted by V as given in (1), It is clear that V represents  
the number of α-cuts of the polygon fuzzy sets, namely:  α0= 0, ....,  
α ⎣(n-1)/2⎦+1=1. 

 

                 V = ⎣(n-1)/2⎦ +1                                               (1) 
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Fig. 1. Polygon fuzzy set 

3.2 Ranking of Polygon Fuzzy Number 

The centre of area of a fuzzy number is considered the most popular ranking method 
[11, 12].  Computing   the centroid of  a general polygon  fuzzy  number  can  be ob-
tained  by  the following theorem. 

3.2.1 The Centroid Theorem 
The centroid x (center of area ) of the polygon which characterized by the n-points 
(x0, x1,.., xn-1) with area A and  membership  level  yi  = μA(xi),  can be computed  
using the following formula: 
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3.2.2 The Theorem Proof 
The polygon fuzzy number A with its n vertices sees Figure 2, can be divided into  
(n-1) sub-polygons. 
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Each sub-polygon can generally be represented as a trapezoidal with 4-vertices. 
Thus the ith sub-polygon as shown in Fig.3, has an area equals Ai and its centroid  x i

  

is computed as follows: 
 

 

Fig. 2. Polygon characterized 

 

 

Fig. 3. Sub- polygon area 

∫

∫

−

−=
x

x
dxx

x

x
dxxx

i

i

i

i

f

f
x

i

i

i

1

1

)(

)(

 

   

 
xx
yy

xx
yf

ii

ii

i

ii
x

I

I

1

1

1

1

2

1
)(

−

−

−

−

−

−
=

−

−
==  

 

( ) yxxxx
yy

f
ii

ii

ii

i
x

11
1

1)(
−−

−

− +−
−

−
=   

  



 A Generalized Polygon Fuzzy Number for Fuzzy Multi Criteria Decision Making 419 

 

  yx
xx

yy
xxx

yy
ii

ii

ii

ii

ii

11
1

1

1

1

−−
−

−−
−

−
= +

−
−

−

−   

             11 −−+=
Δ
Δ

Δ
Δ

− i
i

i x
x

y
yxx

y
i

i

i
 

Therefore, 

βα iii xf x +=)(   

Where   

  
x
y

i

i
i Δ

Δ
=α        ,    xy 1-i  

1-i

x

y

i

i
i Δ

Δ
−=β   

Then, performing the integrations for both I1 and I2, we have: 

)]()[(
3

1

1

11

1 yy
yxyx

xxx
ii

iiii

iii

−

−−
− +

+
++=  

Also, it is clear that the area of the ith sub-polygon shown in fig. 3 is: 
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3.3 Arithmetic Operations 

The arithmetic operations of two polygon fuzzy numbers should satisfy the follow-
ing two rules: 

i - Both fuzzy numbers should have the same number of vertices. 
ii- Both fuzzy numbers should have the same level set. 

Thus, if we have  to  add two different  polygon  fuzzy  numbers,  e.g  triangle 
T(a0,  a1,  a2)  and hexagon  H(b0, b1, b2, b3, b4, b5). If the level set of the triangle 
is: {T(a0)=T(a2)=0, (a1)=1}, and the  level set of the hexagon is: {H(b0)=H(b5)=0, 
H(b1)=H(b4)=0.6,  H(b2)=H(b3)=1 }. 

Then additional  level set value at 0.6 should be added to  the  triangle  fuzzy  
number and consequently more vertices appears for that triangle to be in the 
form: T(a0, a1, a2, a3, a4, a5) so that its level set   becomes:  {T(a0)=T(a5)=0, 
T(a1)=T(a4)=0.6, T(a2)=T(a3)=1}.  
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Thus, keeping the above two rules in mind, assume that there two PFNs A(a0, a1, 
a2, ...., an-1) and B(b0, b1, b2, ...., bn-1), then the arithmetic operations can be defined 
as follows: 

PFNs Addition 
A ⊕  B = (a0+b0, a1+b1, a2+b2, ....., an-1+bn-1) 

PFNs Subtraction 
A ϴ B = (a0-bn-1, a1-bn-2, a2-bn-3, ....., an-1-b0) 

PFNs Multiplication 
A ⊗  B = (a0×b0, a1×b1, a2×b2, ....., an-1×bn-1) 

PFNs Divisions 
A Φ  B = (a0/bn-1, a1/bn-2, a2/bn-3, ....., an-1/b0) 

Where b0≠0, b1≠0, ....... and bn-1≠0. 

4 Illustrative Example 

Assume three alternatives and A1, A2 A3 are evaluated with respect to five criteria C1, 
C2, C3, C4 and C5 as shown in table1.  

Table 1. Criteria-Alternatives  Evaluation Matrix 

Alternatives Criteria 
 C1 C2 C3 C4 C5 

A1 A11 A12 A13 A14 A15 
A2 A21 A22 A23 A24 A25 
A3 A31 A32 A33 A34 A35 

 
Let the decision maker put his evaluation values in the form of polygon fuzzy 

numbers as shown in table2. 
According to table 2, the whole level set is {0, 0.4, 0.5, 0.6, 1}.  
Therefore, all the above PFNs should be rewritten according to the whole level set.  

This  of  course  will  add  more  vertices  as shown  in  Table  3. It is clear, that the 
obtained unified PFNs are all having ten vertices at the above five values of the level 
sets (five Left, five Right ). 
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Table 2. The Evaluation PFNs 

Fuzzy No. Level Sets Type 
A11 A(1)=A(4)=0, A(2)=A(3)=1 Quadrilateral 
A12 A(1)=A(3)=0, A(2)=1 Triangle 
A13 A(1)=A(6)=0, A(2)=0.4, A(3)=A(4)=1, A(5)=0.6 Hexagon 
A14 A(1)=A(3)=0, A(2)=1 Triangle 
A15 A(1)=A(6)=0, A(2)=0.4, A(3)=A(4)=1, A(5)=0.6 Hexagon 
A21 A(1)=A(4)=0, A(2)=A(3)=1 Quadrilateral 
A22 A(1)=A(5)=0, A(2)=0.5, A(3)=1, A(4)=0.6 Pentagon 
A23 A(1)=A(3)=0, A(2)=1 Triangle 
A24 A(1)=A(4)=0, A(2)=0.5, A(3)=1 Quadrilateral 
A25 A(1)=A(5)=0, A(2)=0.4, A(4)=4.6 ,A(3)=1 Pentagon 
A31 A(1)=A(3)=0, A(2)=1 Triangle 
A32 A(1)=A(5)=0, A(2)=0.6, A(3)=1, A(4)=0.4 Pentagon 
A33 A(1)=A(4)=0, A(2)=0.4, A(3)=1 Quadrilateral 
A34 A(1)=A(5)=0, A(2)= A(4)=0.5, A(3)=1, Pentagon 
A35 A(1)=A(5)=0, A(2)=0.6, A(3)=1, A(4)=0.6 Pentagon 

Table 3. The new forms of Evaluation PFNs 

level 
set The fuzzy numbers corresponding to the level sets 

 A11 A12 A13 A14 A15 A21 A22 A23 A24 A25 A31 A32 A33 A34 A35 

0L 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

0.4L 1.4 1.4 2 1.4 2 1.4 1.8 1.4 1.8 2 1.4 1.7 2 1.8 1.7 

0.5L 1.5 1.5 2.2 1.5 2.2 1.5 2 1.5 2 2.2 1.5 1.8 2.2 2 1.8 

0.6L 1.6 1.6 2.3 1.6 2.3 1.6 2.2 1.6 2.2 2.3 1.6 2 2.3 2.2 2 

1L 2 2 3 2 3 2 3 2 3 3 2 3 3 3 3 

1R 3 2 4 2 4 3 3 2 3 3 2 3 3 3 3 

0.6R 3.4 2.4 4.8 2.4 5 3.4 4 2.4 3.4 4 2.4 3.7 3.4 3.8 3.8 

0.5R 3.5 2.5 5 2.5 5.2 3.5 4.2 2.5 3.5 4.2 2.5 3.8 3.5 4 4 

0.4R 3.6 2.6 5.2 2.6 5.3 3.6 4.3 2.6 3.6 4.3 2.6 4 3.6 4.2 4.2 

0R 4 3 6 3 6 4 5 3 4 5 3 5 4 5 5 

 
Then, get the normalized ranked PFN for each alternative as in (5) as show in Table 4: 

 

     R(Ai) = ∑ Aik / ∑∑Aik                                      (5)  

Where k=1, 2,..,5 and  i=1,2,3 
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Table 4. The Normalized Ranking PFNs 

level set R(A1) R(A2) R(A3) 
0L 0.077 0.077 0.077 

0.4L 0.145 0.149 0.151 
0.5L 0.163 0.169 0.172 
0.6L 0.181 0.190 0.194 
1L 0.279 0.302 0.326 
1R 0.385 0.359 0.359 

0.6R 0.610 0.583 0.578 
0.5R 0.683 0.653 0.652 
0.4R 0.769 0.734 0.740 
0R 1.467 1.400 1.467 

 
Finally, applying the above centroid  theorem  for PFN to get the final crisp rank-

ing value for each alternative as follows: 

COA(R(A1)) =  0.476 
COA(R(A2)) = 0.462 
COA(R(A3)) = 0.472 

Thus it is clear that alternative A1 should be selected as the best choice, and we can 
arrange them as the highest priority as A1>A3>A2. 

5 Conclusions 

This paper introduced a way for adopting PFNs in FMCDM problems. The proposed 
form of PFN ensures its generality over other popular forms of fuzzy numbers. 

A general formula for ranking PFNs is given using the centroid method. The 
arithmetic operations for PFNs are presented and an explanation example shows 
how to adopt such generalized fuzzy numbers for solving FMCDM problems. 
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Abstract. Dynamic routing algorithms play an important role in road traffic 
routing to avoid congestion and to direct vehicles to better routes. TAntNet-2 
algorithm presented a modified version of AntNet algorithm to dynamic traffic 
routing of road network. TAntNet-2 uses the pre-known information about the 
expected good travel time between sources and destinations for road traffic 
networks. Good travel time is used as a threshold value to fast direct the  
algorithm to good route, conserve on the discovered good route and remove un-
needed computations. This paper presents a modified version of the TAntNet-2 
routing algorithm that employs a behavior inspired from bee behavior when  
foraging for nectar. The new algorithm tries to avoid the effects of ants that take 
long route during searching for a good route. The modified algorithm introduc-
es a new technique for launching ants according the quality of the discovered 
solution. The presented algorithm uses forward scout instead of forward ant and 
uses two forward scouts for each backward ant, in case of failing the first scout 
in finding accepted good route. The experimental results show high perfor-
mance for the modified TAntNet-2 compared with TAntNet and TAntNet-2. 

Keywords: Swarm Intelligence, Road networks, Dynamic traffic routing, 
AntNet, TAntNet-2, Forward ant, Forward scout, Backward ant, Check ant, bee  
behavior, bad route. 

1 Introduction 

Ant routing algorithms is one of the most promising swarm intelligence (SI) method-
ologies that are capable of finding near optimal solutions at low computational cost. 
Ant routing algorithms have been studied in many researches [1-7]. AntNet is a dis-
tributed agent based routing algorithm inspired by the behavior of natural ants [8]. 
Since its first appearance in 1998, AntNet algorithm has attracted many researchers to 
adopt it in both of data communication networks and road traffic networks.  

On data networks, it has been shown that under varying traffic loads, AntNet algo-
rithm is amenable to the associated changes and it shows better performance than that of 
Dijkstra’s shortest path algorithm [9]. Several enhancements have been made to the 
AntNet algorithm. Baran and Sosa [10] proposed to initialize the routing table at each 
node in the network. The proposed initialization reflects previous knowledge about 
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network topology rather than the presumption of uniform probabilities distribution giv-
en in original AntNet algorithm. Tekiner et al. [11] produced a version of the AntNet 
algorithm that improved the throughput and the average delay. In addition, their algo-
rithm utilized the ant/packet ratio to limit the number of used ants. A new type of help-
ing ants has been introduced in [12] to increase cooperation among neighboring nodes, 
thereby reducing AntNet algorithm’s convergence time.  A study for a computation of 
the pheromone values in AntNet has been given in [13]. Radwan et al. [14] proposed an 
adapted AntNet protocol with blocking–expanding ring search and local retransmission 
technique for routing of Mobile ad hoc network (MANET). Sharma et al. [15] showed 
that load balancing is successfully fulfilled for ant based techniques [15]. 

On road traffic networks, An Ant Based Control (ABC) algorithm has been ap-
plied in [2] for routing of road traffic through a city. In [3] a modification of Ant 
Based Control (ABC) and AntNet has been presented for routing vehicle drivers using 
historically-based traffic information.  Claes and Holvoet [4] proposed a cooperative 
ACO algorithm for finding routes based on a cooperative pheromone among ants. 
Yousefi  and Zamani in [6] proposed an optimal routing method for car navigation 
system based on a combination between Divide and Conquer method and Ant Colony 
algorithm. According to their proposed method, road network is divided into small 
areas. Then the learning operation is done in these small areas. Then different learnt 
paths are combined together to make the complete paths. This method causes traffic 
load balance over the road network. A version of the AntNet algorithm has been ap-
plied in [16] to improve traveling time over a road traffic network with the ability to 
divert traffic from congested routes. In [17] a city based parking routing system 
(CBPRS) that used Ant based routing has been proposed. Kammoun et al. in [18] 
introduced an adaptive vehicle guidance system instigated from the ant behavior. 
Their system allows adjusting the route choice according to the real-time changes in 
the road network, such as new congestions and jams. In [19] an Ant Colony Optimi-
zation combined with link travel time prediction has been applied to find routes. The 
proposed algorithm takes into account link travel time prediction, which can reduce 
the travel time. Ghazy et al. [20] proposed a threshold based AntNet algorithm (called 
TAntNet) for dynamic traffic routing of road networks, which used the pre-known 
information about good travel times among different nodes as a threshold value. 

In the last decade, many researches were directed their efforts to produce hybrid 
algorithms that combine features from ants and bees behavior [21, 22]. Rahmatizadeh 
et al. [23] proposed an Ant-Bee Routing algorithm, which inspired from the behavior 
of both ant and bee to solve the routing problem. The algorithm is based on the 
AntNet algorithm and enhanced via using bee agents, it use forward agent inspired 
from ant and backward agent inspired from bee [23].  Pankajavalli et al. [24] present-
ed and implemented an algorithm based on ant and bee behavior called BADSR for 
Routing in mobile ad-hoc network. The algorithm aimed to integrate the best of ant 
colony optimization (ACO) and bee colony optimization (BCO), the algorithm uses 
forward ant agents to collect data and backward bee agents to update the links state, 
the bee agent update data based on checking a threshold. Simulation results represent-
ed better result for the BADSR algorithm in terms of reliability and energy consump-
tion [24]. Kanimozhi Suguna et al. [25] showed an algorithm for on demand ad-hoc 
routing algorithm, which is based on the foraging behavior of Ant colony optimiza-
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tion and bee colony optimization. The proposed algorithm uses bee agents to collect 
data about the neighborhood of the node, and uses forward ant agents to update the 
pheromone state of the links. The results showed that the proposed algorithm has the 
potential to become an appropriate routing strategy for mobile ad-hoc networks [25]. 

In this paper, a new modified version of the TAntNet-2 algorithm is proposed for 
dynamic routing of road traffic networks, where a performance of the algorithm is 
enhanced by avoiding the bad effect of forward ants that take a bad route. The new 
modified algorithm uses a threshold to measure the quality of the solution that found 
by forward ant. When the result of measuring represents bad solution, the algorithm 
ignores the solution of first forward ant and retransmits another forward ant. 

For the purpose of this paper, the standard TAntnet algorithm is presented in  
Section 2. While, the proposed modified version of the algorithm is introduced in Sec-
tion 3. The simulation experiment is given in section 4. Section 5 concludes the paper. 

2 Threshold Based AntNet-2 algorithm 

TAntNet algorithm was proposed by Ghazy et.al. [20]. TAntNet is a modified version 
of AntNet algorithm for traffic routing of road network. The main idea of TAntNet 
algorithm is to get benefit of the pre known information about the good travel time 
between a source and a destination. And use this good travel times as threshold val-
ues. TAntNet used a new type of ants called “check ants”. Check ants are responsible 
of periodically checking the discovered good route whether it is still good or not. 

When running TAntNet, it was noticed that the good route between a source and a 
destination may disappear after some amount of time of running ants over the net-
work. The reason was the bad effect of the sub path update on the discovered good 
route. To overcome this problem, TAntNet-2 was suggested in ([26], [27]) to prevent 
the sub path updates for the already discovered good routes. Figure 1 illustrates the 
pseudo code of The TAntNet-2 algorithm ([26], [27]): 

Algorithm. Threshold-based  AntNet (TAntNet-2) 

/* Main loop */ 
FOR each (Node s)       /*Concurrent activity*/ 
t=current time        
WHILE t ≤ T     /* T is the total experiment time */ 
   Set d := Select destination node; 
   Set Tsd = 0     /* Tsd

 travel time from s to d */ 
   IF (Gd = yes)   
         Launch Check Ant (s, d);    /* From s to d*/ 
   ELSE 
         Launch Forward Ant (s, d); /* From s to d*/ 
         IF (Tsd<=T_GoodSd) 
            Set Gd = yes 
         END IF 
  END IF 
END WHILE 
END FOR 

Fig. 1. The TAntNet-2 Algorithm 
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CHECK ANT ( source node: s , destination node: d) 
Tsd = 0 
WHILE (current_node ≠ destination_node) 
      Select next node using routing table  

(node with highest probability) 
      Set travel_time= travel time from current node to 

next_node 
      Set Tsd =  Tsd + travel_time; 
      Set current_node = next_node; 
END WHILE 
          IF  (Tsd>T_GoodSd) 
Set Gd = No 
END IF 
END CHECK ANT 
 

Forward Ant ( source node: s , destination node: d) 
WHILE (current_node ≠ destination_node) 
     Select next node using routing table  
     Push on stack(next_node, travel_time); 
     Set current_node = next_node; 
END WHILE 
Launch backward ant 
Die 
END Forward Ant 
 

Backward Ant ( source node: s , destination node: d) 
WHILE (current node ≠ source node) do 
   Choose next node by popping the stack 
   Update the traffic model 
   Update the routing table as follows: 
   IF (Tsd<=T_GoodSd) 
       P୦ୢᇲ ← 1 
       P୬ୢᇲ ← 0  ,     ∀n ≠ h , n ∈ N୩ 
         /* where: h is the node “come from”, k is the  
          current  node, NK  is the set of neighbors nodes,   
          dᇱ is the destination or sub path destination */ 
   ELSE if (Gsd'= No) 
       P୦ୢᇲ ← P୦ୢᇲ + r(1 − P୦ୢᇲ) 
         /* where r is the reinforcement value*/ 
   END IF 
END WHILE 

END Backward Ant 

Fig. 1. (continued) 
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3 The Improved TAntNet-2 Algorithm 

The Behavior of Bee during collecting the nectar is an attractive behavior. The em-
ployed forager bee memorizes the location of food source to exploiting it. After the 
foraging bee loads a portion of nectar from the food source, it returns to the hive and 
save the nectar in the food area. After that, the bee enters to the decision making pro-
cess which includes the decision if the nectar amount decreased to a low level or ex-
hausted, in this case it abandons the food source ([28], [29]) 

This paper uses the previous idea to enhance the performance of TAntNet algo-
rithm. In TAntNet algorithm, forward ant explores a path between a source and desti-
nation. Because of the probabilistic selection of route, forward ant can take a bad 
path. The new modified algorithm tries to treat this bad effect by using an idea in-
spired from the bee foraging behavior, when bee takes a decision of completing forag-
ing depend on the quantity level of nectar. In the modified TAntNet-2, we will use 
forward scout instead of forward ant. Forward scout does not launch backward ant 
immediately after it finishes its trip, but after forward scout finishes its trip it will 
enter in a decision step depend on the quality of the discovered route, to determine 
whether to launch backward ant or abandons the forward scout and retransmit another 
forward scout to search for another solution. The second forward scout will acts the 
same as forward ant, it will launch backward ant after finishing of its trip.  

After forward scout finished its trip and before launching the corresponding back-
ward ant, the modified algorithm checks the quality of the discovered route. Quality is 
checked compared by the mean value in the local traffic statistics table of the source 
node. Formula (1) represents the formula that determined the accepted forward ant. 

௦ௗܨ    ≤ ∝  ௗ                      (1)ߤ
Where:  

 ௦ௗ: is the total travel time of the discovered route by the forward ant thatܨ  
launched from s to d. 

   α : weighs the threshold level. 
 ௗ  :  mean of the trip times of ants that launch from node s to node dߤ   

The first forward scout with at most total travel time less than or equal αμ will be 
accepted, otherwise the algorithm will ignore this first forward scout and second for-
ward scout will be launched. Second scout will be accepted whatever its travel time. 
Accepting of second forward scout is return to avoid the stuck of the algorithm when 
critical changes occur in the traffic situation. The pseudo code for the Modified 
TAntNet-2 algorithm is illustrated in Figure 2. The lines of codes appear in bold font 
represent the new modifications compared with the TAntNet-2 algorithm. Figure 2 
shows the main loop and the forward scout procedure of the modified algorithm while 
the procedures of Check Ant and Backward Ant will be the same as them of the 
TAntNet-2 algorithm shown in Figure1. 

The new enhancement in the algorithm can be seen as adding a scouting process 
before launching of backward ant. The scouting process includes the following tasks: 
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─ Sending first scout to search for route between specific source and specific destina-
tion. 

─ Test the quality of the discovered route by the first scout. 

 If the route is accepted [i.e. total travel time of the route is less or equal 
than the threshold (αμ)], the algorithm will launch the backward ant. 

 Otherwise if the route is not accepted [i.e. total travel time of the route is 
higher than the threshold (αμ)], the algorithm will launch second scout to 
search for another route, and then launch backward ant. 

The Proposed  Modified TAntNet-2 Algorithm

/* Main loop */ 
FOR each (Node s)             /*Concurrent activity*/ 
t=current time        
WHILE ݐ ≤ ܶ           /* T is the total experiment time */ 
  Set d := Select destination node; 
  Set Tsd = 0         /* Tsd

 travel time from s to d */ 
  IF (Gd = yes)   
      Launch Check Ant (s, d);    /* From s to d*/ 
  ELSE 
      Launch Forward Scout (s, d); /* From s to d*/ 
        IF ( ࢊ࢙ࡲ > ∝  ( ࢊࣆ
           Die (Forward Scout); 
              /* Die of First Forward Scout From s to d*/ 

          Launch Forward Scout(s,d); 
              /*second Forward Scout From s to d*/ 

       END IF  
            IF (Tsd<=T_GoodSd) 
           Set Gd = yes 
         END IF 
      Launch Backward Ant (d, s) 
      Die (Forward Scout); /* Die of Second Forward Scout*/ 
   END IF 
END WHILE 
END FOR 

Forward Scout (source node: s, destination node: d) 
WHILE (current_node ≠ destination_node) 
     Select next node using routing table  
     Push on stack(next_node, travel_time); 
     Set current_node = next_node; 
END WHILE 
END Forward Scout 

Fig. 2. The Modified TAntNet-2 Algorithm  
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The appearance of μ in AntNet and TAntNet-2 algorithms arises in three main 
places (In the procedure of backward ant only) as follows: 

─ The first appearance is for computing μ itself. 
─ The second appearance of μ is during computing the pheromone values of the rout-

ing tables. 
─ The third appearance of μ is arising as a threshold to determine the degree of 

goodness of the sub path update to determine if the algorithm performs sub path 
update or not. 

But in the new enhanced algorithm the appearance of μ is increased to be four 
times, the fourth one arises as a part of the decision making during the scouting pro-
cess, this using of μ here represents as a part of the threshold formula; which deter-
mines the acceptance of the solution returned by the forward scout or re launches a 
new forward scout to search for a different solution.  

The increasing of using μ reflects an enhancement in the learning process with the 
new proposed algorithm. Which consequently increases the intelligence of the algo-
rithm.  Table 1 represents a comparison between the three types of algorithm AntNet, 
TAntNet-2 and the new enhanced algorithm. 

Table 1. Comparison between the three types of algorithm 

 AntNet TAntNet-2 The Modified TAntNet-2 

Number of Using of μ (Three Times) (Three Times) (Four  Times) 

Threshold using 

* Sub path update is 
performed for only a 
solution with a speci-
fied degree of good-
ness. 

* Sub path update is 
performed for only a 
solution with a specified 
degree of goodness. 

 
* In case of  found good 
solutions (Launching 
check ant instead of 
forward-backward ants) 

 

* Sub path update is performed 
for only a solution with a speci-
fied degree of goodness. 

 
* In case of  found good 
solution 
(Launching check ant instead 
of forward-backward ants) 

 
* In case of Bad solution 
(when forward ant returned 
with a bad solution retransmit 
another forward ant) 

The expected se-
quence of launching 
different type of ants 

* Forward-Backward 
* Forward-Backward 
* Check 

* Forward-Backward 

* Check 
*Forward-Forward-Backward 

4 Experiment 

A simulation is used to test and compare the performance of the modified TAntnet-2, 
TAntNet-2 and the original AntNet algorithms. The used network has 16 nodes with 
the topology shown in Figure 3. The objective is to get best routes between the source 
node 1 and any other node in the network over a certain period of time.  
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Fig. 3. The topology used for a network with 16 nodes 

The simulation runs to test the original AntNet, TAntNet-2 and the modified 
TAntNet-2 algorithms. The modified TAntNet-2 is tested for different α parameter (α 
= 0.5; α = 1; α = 1.5; α = 2). The simulation experiment starts by continuously launch-
ing forward (or check) ants from the source node 1 to any arbitrary node. The time of 
each simulated experiment is set to 20 minutes. The experiment is repeated 40 times 
for the original AntNet, TAntNet-2 and the modified TAntNet-2 (with α =0.5; α = 1; 
α =1.5; α =2) algorithms on the same processing unit with completely new generated 
data at each run. 

The simulation experiments show the following results: 

• The modified TAntNet-2 (with α=2) allows increase in the number of launched 
ants compared with the original AntNet and TAntNet-2 algorithms.  This increase 
is, even, accelerated further with modified TAntNet-2 (with α=1; 1.5).  The modi-
fied TAntNet-2 (with α=0.5; 1.5; 2) allows a reduction in average travel time. The 
reduction is increased further under the modified TAntNet-2 (with α=1) as shown 
in Table 2.  

Table 2. Number of launched ants and the average ants travel time over the simulation period 

Average ±Standard deviation 

 Average No. of ants Average travel time 

Algorithm Name Value Percentage of 
Increase comparing 
with AntNet Alg. 

Value Percentage of de-
crease comparing 
with AntNet Alg. AntNet 2058.35±71.31 33.84±2.02 

TAntNet-2 2683.92±424.76 23.31 % 32.11±2 5.11 % 

The Modified TAntNet-2, 
Min-threshold= 0.5 μ 2177.22±156.92 5.46 % 31.64±2.1 6.50 % 

The Modified TAntNet-2, 
Min-threshold= μ 

3040.8±168.37 32.31 % 27.39±1.93 19.06 % 

The Modified TAntNet-2, 
Min-threshold= 1.5 μ 

3063.98±178.78 32.82 % 28.27±2.02 16.46 % 

The Modified TAntNet-2, 
Min-threshold= 2 μ 

2895.78±336.74 28.92 % 29.61±2.1 12.5 % 
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The increasing in the number of ants reflects a decreasing in computational  
complexity, which return to avoiding the ants the takes bad route and in most cases 
these ants passes many nodes and the corresponding Backward ant takes a lot of  
computations. 

Related t-test is used to show the significance of the new enhancement. A one-
tailed t-test in the positive direction is used with degrees of freedom equal to 39, the 
tabulated α is set to 0.05, so the value tcrit equal to +1.69. 

Related t-test is applied to the experimental results of AntNet against TAntNet-2 
algorithm, AntNet against the Modified TAntNet-2 (α=1) algorithm and TAntNet-2 
against the Modified TAntNet-2 (with α=1).   

The related t-test analysis applied on the performance index of average travel time 
over the simulation period, indicates significant decrease in the three cases as 
(T(experimental results) > 1.69) as illustrated in Table 3. 

Table 3. Related t-test between Average Travel Time over the Simulation Period 

AntNet  with TAntNet-2 
AntNet  with The Modified 

TAntNet-2, Min-threshold= μ 
TAntNet-2 with The Modified 
TAntNet-2,   Min-threshold= μ 

17.32*1 61.54.11 * 44.38 * 

 

At each simulation minute, the average travelling time to all network nodes for The 
Modified TAntNet-2 (with α=0.5; 1.5) were less than that of the original AntNet and 
TAntNet-2. The reduction is increased further under the Modified TAntNet-2 (with 
α=1) as shown in Table 4 and Figure 4. 

 

Fig. 4. The average travel time at each minute for all network nodes 

                                                           
* Means significant at α = 0.05  
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Table 4. Average Travel Time at Each Minute 

Minute AntNet TAntNet-2 

The Modified 
TAntNet-2, 

Min-threshold= 
0.5μ 

The Modified 
TAntNet-2, Min-

threshold= μ 

The Modified 
TAntNet-2, 

Min-threshold= 
1.5μ 

The Modified 
TAntNet-2, 

Min-threshold= 
2 μ 

1 40.68±4.88 39.05±6.27 37.08±6 32.08±4.45 32.62±4.88 34.02±5.2 

2 33.6±4.46 31.51±5.22 32.41±6.21 27.69±4.87 28.32±4.85 29.74±5.36 

3 33.98±4.73 31.46±6.16 31.13±5.6 26.8±4.44 27.67±4.47 28.63±4.9 

4 33.36±3.94 31.34±5.59 31.06±6.46 26.94±4.91 27.74±4.63 28.95±5.33 

5 33.35±4.28 31.29±5.85 31.03±6.35 26.18±4.57 27.25±4.85 28.53±5.33 

6 35.14±4.4 34.13±6.13 33.47±5.11 29.58±4.97 29.71±4.75 31.08±4.8 

7 32.61±4.29 32.54±5.75 32.04±5.43 27.97±4.77 28.85±4.8 29.91±4.76 

8 33.74±4.17 32.02±6.12 32.42±6.13 27.42±4.9 28.57±4.93 29.64±5.22 

9 32.47±4.67 32.26±5.73 31.1±5.78 27.37±4.67 28.8±5 29.82±5.17 

10 33.95±4.19 31.81±5.64 31.34±5.75 27.38±4.65 28.51±4.87 29.68±4.93 

11 34.37±3.32 34.69±4.26 34.21±4.47 30.19±4.23 30.79±4.01 32.21±4.07 

12 34.78±3.52 33.55±4.42 34.36±4.32 28.56±3.89 29.74±3.9 31.08±4.54 

13 35.02±4.35 33.68±4.63 33.09±4.91 28.14±3.7 29.26±4.44 30.79±4.6 

14 35.37±3.91 33.01±4.46 32.48±4.42 27.9±4 29.53±4.34 30.59±4.53 

15 34.77±3.73 33.38±4.56 32.32±4.22 27.69±3.82 29.18±3.79 30.79±4.57 

16 32.83±3.97 31.02±4.08 30.15±3.94 27.07±4.34 27.38±3.6 29±3.57 

17 30.69±3.79 29.76±4.51 28.73±4.75 25.09±3.64 25.95±3.92 27.59±3.87 

18 31.94±3.65 28.95±4.5 28.04±4.77 24.73±3.81 25.44±3.73 26.89±3.97 

19 31.56±3.52 28.53±4.68 27.98±4.53 24.53±3.85 24.98±3.91 26.27±4 

20 32.74±3.87 28.36±4.88 28.42±5.1 24.58±3.84 25.05±3.93 25.94±4.06 

5 Conclusion and Future Works 

In this paper, a modified version of the TAntNet-2 algorithm is presented to be ap-
plied to dynamic traffic routing of road networks. The new algorithm inspires a new 
feature from bee foraging behavior, to enhance the performance of TAntNet-2 algo-
rithm. The new algorithm performs a scouting process before launching of the back-
ward ants. The scouting process uses a threshold to determine the accepted solution. 
The threshold uses the historical data saved in the local traffic statistics table. Scout-
ing process use retransmits of new scout, in case of rejected first scout. The new algo-
rithm works on preventing the bad effect of bad forward ant. Also the new enhance-
ment decreases the processing time that used by backward ant which corresponds to 
forward ant that takes bad route and passes many nodes. Experimental results show 
high performance for the modified TAntNet-2 compared with TAntNet and TAntNet-
2. Among different values of α for threshold of the modified TAntNet-2, α =1 repre-
sents the best value. 

We will work in the future on extend the simulated experiments that compared the 
modified TAntNet-2 with AntNet and TAntNet-2 algorithms and using the statistics 
to test and analyze the performance of modified TAntNet-2. Also we will work on test 
the modified algorithm on a larger network. 
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Abstract. Climate change is considered one of the most environmental phe-
nomena of interest in the world nowadays. It affects many aspects of our life. 
One of the most affected aspects by climate change is agriculture. It is obvious 
that the ongoing changes in climate variables like temperature affects the suita-
bility of crops plantation. That is, it make some crops became not suitable to 
plant in its traditional places at its traditional dates while it became more suita-
ble to plant in other new places and/or dates. Based on the available historical 
spatial agro-climatic database, this paper presents a fuzzy query approach for 
discovering the new more suitable planting dates of crops in a given gover-
norate of Egypt. The proposed approach consists of three phases, one phase for 
fuzzy clustering of the year days according to climate data, the second phase  
for defining crop suitability fuzzy membership functions and the last phase for 
fuzzy selection and optimization of suitable periods to plant a given crop like 
squash in a given governorate like Alexandria. The proposed approach proved 
that most of traditional plantation dates of squash in Alexandria become  
not suitable compared with the new discovered more suitable periods with a 
suitability measure for each period. 

Keywords: Fuzzy query, Relational database, SQL, Spatial Agro-Climatic  
Database, Fuzzy set theory, Prediction. 

1 Introduction 

A spatial database is a collection of data concerning objects located in some reference 
space that attempts to model some enterprise aspects in the real world. Spatial agro-
climatic database is a spatial database that contains the data of the climate variables 
for some places during specific periods of time. Almost, the data stored in such data-
bases are needed to be searched in a more flexible human-like manner. For example, 
there is a need for a query approach that allows queries like “retrieve each period 
suitable to plant squash in Alexandria with matching degree around 75%”. 

Structured query language (SQL) for relational databases was initially presented by 
Chamberlin and Boyce for data retrieval and manipulation [2].SQL uses the two-value 
logic (crisp logic) in querying process. This limitation of SQL can be avoided by fuzzy 
logic [14]. Commonly, real world abounds in uncertainty, and any attempt to model 
aspects of the world should include some mechanism for handling uncertainty such as 
fuzzy logic [1], [12]. Fuzzy set theory was initiated by Zadeh [2]. Since then, many 
researches and applications in many fields have been achieved. Fuzzy queries have 
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appeared in the last 30 years to cope with the necessity to soften the Boolean logic in 
database queries. A fuzzy query system is an interface for users to retrieve information 
from a database using human linguistic words which are qualitative by nature [3].  
This area of research is still interesting as there are needs for more improvements of 
existing approaches. The goal of this paper is to propose a fuzzy query approach for 
querying a spatial agro-climatic database depending on human like queries. Such query 
approach helps in determining the more suitable planting date of crops in specific  
places. 

The rest of this paper is organized as follows. The second section introduces the  
related works. The proposed approach is presented in the third section. The fourth 
section shows a case study. The conclusion is presented in the fifth section.  

2 Related Works 

Many approaches have been proposed for the problem of the affection of climate 
changes on agriculture. Some approaches aimed mainly to show the impact of climate 
change on crop production like [15] and [16]. They proved that agricultural productiv-
ity had been affected reflecting the climate changes. They also advise to make some 
adaptation on planting dates or by planting crops that are less sensitive to climate 
changes to get over such effects. Also, climate changes greatly affect the water re-
sources in regions in which agriculture depends on rain. As water resources are one of 
the most important parameter in plantation process, a new approach has been devel-
oped to make adaptation to crop planting dates with climate changes like in [4] and 
[5].  Another approach for crop yield forecasting was presented in [6] to map the rela-
tions between climate data and crop yield. This technique based on time series data of 
27 years for yield and weather data. Other approaches have been developed such as 
Fuzzy-based Decision Support Systems for evaluating land suitability and selecting 
the more suitable crops to be planted is provided as in [7] and [8]. In these words, 
fuzzy rule based systems were developed for evaluating land suitability and selecting 
the appropriate crops to be planted considering the decision maker’s requirements in 
crops selection with the efficient use of the powerful reasoning and explanation capa-
bilities of DSS.  

Unfortunately, all of the above algorithms do not provide weight or matching 
measures for selected period’s suitability of plantation for the underlying crop after 
making adaptation on climate changes. Also, in all of them no clustering for the cli-
mate data is made. This mean that the algorithm calculate the suitability of  the period 
day by day every time of searching suitability for planting any crop so that it take 
long time. Some algorithms depend on the average values of climate data like in [5], 
[6] and [7] and this is not true as most of crops that have minimum and maximum 
suitable values of climate variables. 

Generally, temperature degree represents one of the most important climate varia-
bles affecting crops plantation in Egypt. This paper presents a new approach that han-
dles the effects of the change in temperature on the dates of squash crop plantation in 
the governorate of Alexandria. It makes an automatic fuzzy clustering on the predict-
ed climate data for the next year. Each cluster (period) consists of some continuous 
days with length more than or equal to the age of the crop under study. Consequently, 
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it is more convenient to generate a fuzzy query statement to retrieve the matching 
clusters of days with the underling crop suitable conditions. Also, the selection for 
suitable clusters of days takes into account the maximum and minimum values of 
climate variables suitable for the plantation of the underlying crop. Finally, the re-
trieved clusters of days will be optimized to enhance their suitability degrees. Finally, 
the resulted optimized clusters are ranked according to their suitability degree for the 
underling crop plantation.  

3 The Proposed Approach 

The architecture of the proposed fuzzy query approach for crop planting date optimi-
zation based on climate Data (temperature degree) is shown in fig. 1. It consists of 
three main phases: 

1- Automatic fuzzy clustering phase: in this phase the expected data of the next 
year is clustered to continuous periods. Each period size is equal to or more 
than the period required in the crop requirements. 

2- Define a set of fuzzy membership functions phase: this phase is to define a set 
of fuzzy membership functions describing the crop suitable climate variables 
values. These functions are used to evaluate the suitability of each period of 
days for planting the crop of interest.  

3- Fuzzy query and optimization phase: this phase is to perform a fuzzy query 
selection from the clustered periods of days based on the required climate da-
ta of the crop defined in phase 2. After that, an optimization operation to each 
resulted cluster takes place aiming to increase the suitability degree as possi-
ble as it can. 

 

Fig. 1. The architecture of the proposed approach  
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3.1 Automatic Fuzzy Clustering Phase 

In classical hard clustering, data is divided into distinct clusters, where each data ele-
ment belongs to exactly one cluster. On the other hand, in fuzzy clustering, data ele-
ments can belong to more than one cluster with a matching degree for each cluster. 
Accordingly, the matching degree indicates how strongly an element belongs to a 
particular cluster [9]. In the proposed approach, the clustering operation for a year 
days is temperature-based. The inputs of clustering operation are the predicted tem-
perature degrees of the days of the incoming year, the crop plantation age and the 
maximum accepted variance of temperature in each cluster. The clustering operation 
takes place according to Algorithm 1. The output of the clustering operation is a set of 
clusters each represent a period of days with variance in temperature not greater than 
the maximum accepted variance. 
 

Algorithm 1. Automatic Fuzzy Clustering Algorithm: 
__________________________________________________________________ 
Input: climate data for the under study governorate for a year, permissible standard 
deviation, accepted threshold for standard deviation membership function. 
Output: clustered periods. 
Cluster items = 0. 
For each day in year_ data_table 
selected_day =day. 
If Cluster items = 0 
    Add selected_day to Cluster items. 
Else  
   Temp cluster items =Cluster items + selected_day. 
   New cluster items variance = variance (Temp cluster items). 
   Membership_value = cluster_mem_function (accepted variance, Max accepted 
                                                                variance   , New cluster items variance). 
   If Membership_value >= accepted_threshold 
         Add selected_day to Cluster items. 
   Else 
         Save new cluster (Cluster items). 
         Cluster items = 0. 
   End if 
End for each 
__________________________________________________________________ 

3.2 Defining Crop Suitable Climate Fuzzy Membership Functions Phase 

This phase allows defining a set of fuzzy membership functions describing the relation-
ship between a crop and the suitable values of a specific climate variable. For example, 
assuming that the suitability of temperature degrees for a specific crop is as follow: 

 Temperature degrees in [b, c] are the most suitable with full matching degree of 1, 
 Temperature degrees in [a,b[ and [c,d[ are partially suitable with a matching 

degree in [0,1[ and  
 Temperature degrees greater than d or less than a are not suitable at all with 0 

matching degree. 
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Consequently, the above description of the suitability of temperature degrees for a 
specific crop can be easily defined as the trapezoidal fuzzy membership function de-
picted in (1). 

             μA (temp_suitability, x) =ۖ۔ۖە
ݔ                          0   ۓ < ܽ                    ௫ି௔௕ି௔                      ܽ ≤ ݔ < ܾ          1                          ܾ ≤ ݔ < ܿ            ௗି௫ௗି௖                       ܿ ≤ ݔ < ݔ                         0         ݀ ≥ ݀                

       (1) 

 
where a=0, b=16, c=25 and d=32.  

3.3 Fuzzy Selection and Optimization Phase 

This phase in the proposed approach takes the resulted clusters (periods) from the 
fuzzy clustering phase, crop plantation temperature data and accepted threshold for 
suitability membership function as inputs. Consequently, it selects the suitable periods 
from the clusters with threshold equal to or more than the accepted threshold. After 
that the approach tries to optimize the selected clusters by shifting to left or to right 
then test the suitability degree for the new cluster. In other words, the optimization 
can easily achieved by removing days, for example 5 days, from the beginning of a 
cluster and adding same no of days to the end of the cluster and test the modified 
cluster suitability. At the end, the set of suitable clusters includes all suitable periods 
that have the highest suitability degree reached by the optimization operation. The 
following example shows selection query form: 

 
Select period from clusters of periods where  temp_suitability (cluster_max_ temp,   
       cluster_min_temp)>= suitability_threshold. 

 
Algorithm 2. Fuzzy selection and optimization algorithm: 

____________________________________________________ 
Input: Fuzzy clusters resulted from the clustering phase, crop plantation tempera-
ture data, accepted threshold for temperature suitability membership function. 

Output: suitable periods.  
Suitable periods =0. 
For each Period in clustered Periods 
  Max__temp_Md = max_temp_suitability (Period). 
  Min_temp_Md = min_temp_suitability (Period). 
  If min (Max__temp_Md, Min_temp_Md)> = accepted threshold 
    Optimized period=Period optimization (period).    
    Add Optimized period to Suitable periods. 
  End if 
End for each 
__________________________________________________________________ 
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4 An Illustrative Case Study 

The proposed approach considers the agro climatic spatial database for Alexandria, 
the temperature as climate change attribute and the squash requirements data. The 
traditional periods of squash plantation are given in table1. Commonly, the climate 
requirements for squash plantation are as follows: [10], [11] 

a- The average age of the plant is 100 days. 
b- The maximum temperature degree less than 32  
c- The minimum temperature degree more than Frost point  
d- The Best temperature degree from 16 to 25 

The proposed approach is applied for testing the effects of changes in temperature 
degrees on squash plantation in the governorate of Alexandria. The fuzzy clustering 
phase is performed according to the flowing requirements: 

a- The average age of the plant is 100 days. 
b- Standard deviation (S.D) less than or equal to 0.1. 
c- Accepted threshold 0.8. 

While table1shows the traditional plantation dates for squash in Alexandria, The re-
sults of the proposed approach are shown in table2. Where in Temperature column Min 
means the average of the minimum Temperature of the period, Max indicates the average 
of the maximum Temperature of the period and the Avg denotes the average of the aver-
age Temperature of the period. 

Table 1. Squash plantation traditional dates in Alexandria 

Traditional plantation 
periods 

Period start and end 
dates 

Temperature Suitability 
degree Min Avg Max 

Winter buttonhole ( fig. 2 ) from 1 Dec to 10 mar 14 17 20 81.91% 

Summer buttonhole ( fig. 3 ) from 1 Feb to 10 may 15 18 22 87.85% 

Nile buttonhole ( fig. 4 ) from 1 Jul to 10 Oct 24 28 31 11.6% 

 
                        Fig. 2. Winter buttonhole                                   Fig. 3. Summer buttonhole 
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Fig. 4. Nile buttonhole 

Table 2. Squash plantation suitable dates in Alexandria resulted from applying the proposed 
approach 

Plantation periods 
Periods start and end  

dates 

Temperature 
 Suitability 

degree 
Min    Avg Max 

First period (fig. 5) from 1 Jan to 10 Apr 14 17 20 80.81% 

Second period (fig. 6) from 20 Feb to 30 May 16 20 23 91.77% 

Third period (fig. 7) from 1 Oct to 20 Jan 81 21 23 85.46% 

Fourth period (fig. 8) from 1 Nov to 8 Feb 16 19 21 88.06% 

 

               Fig. 5. The first resulted period                        Fig. 6. The second resulted period 
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           Fig. 7. The third resulted period                         Fig. 8. The fourth resulted period 

Considering both of table 1 and table 2, it is obvious that climate changes namely 
temperature degree affected the squash plantation dates. As shown in table1, it is clear 
that the traditional period "Nile buttonhole" became not suitable for squash plantation 
since its suitability became 11.6%. Hence, planting of squash at this period will dam-
age the crop. On the other hand, some other periods became more suitable for squash 
plantation like periods suggested by the proposed approach as shown in table 2.The 
proposed approach discovered new suitable periods for squash plantation like Second 
period, an ideal period, with around 92% suitability degree that starts from 20 Feb to 30 May, 
as shown in fig. 6. Also, the fourth period starts from 1 Nov to 8 Feb that has around 88% suit-
ability degree as shown in fig. 8. Both of first and third periods represent also suitable periods 
for squash plantation with suitability degrees around 81% and around 85% as shown in fig.5 
and fig.7 respectively. As noted, all periods resulted from the proposed approach are wholly 
discovered or at least adjusted by shifting at least 20 days. Also, there is no traditional period 
near to the discovered fourth period. 

According to the explained sample of results, the squash plantation suitable dates must 
take considerable attention. Such plantation dates should be changed reflecting cli-
mate changes in order to increase the productivity of the crop and reducing the cost of 
production. Consequently, climate change makes some crops not suitable to plant in 
its old places at the same traditional period. Yet, it can be planted in its traditional 
places but at different periods of time. On the other hand, such crops may be plant at 
the same at the same traditional dates but in other deferent more suitable places. 

By showing the results of the proposed approach to some experts in Agriculture 
Research Center in Egypt they accept and admire the results. And they explained that 
they are doing this adaptation by human observation. Also, they wish to apply he 
proposed approach to optimize the plantation dates for some other crops. 

5 Conclusions 

This paper presented a proposed fuzzy query approach for crops plantation dates selec-
tion and optimization. The approach proved that the ongoing changes of climate variables 
like temperature degrees caused that some crops become not convenient for planting in 



444 A.M. Gadallah, A.H. Mohamed, and H.A. Hefny 

 

its traditional places at its traditional periods. Based on the available historical spatial 
agro-climatic database for Alexandria governorate in Egypt, applying the proposed ap-
proach leads to discover new periods of time that are more suitable for squash planting 
than old periods. Also, it discovers that some traditional periods become not suitable for 
planting squash in Alexandria at all. Accordingly, the proposed approach guides and 
helps agriculture investors in a flexible manner to adjust the plantation plans for any crop 
at any location given that the historical spatial agro-climatic data for such location are 
available. In consequent, such approach greatly helps in agriculture strategical planning 
to enhance the plantation process of any crop. On the other hand, it directly increases the 
profit and decreases the cost of any crop plantation. Also, selecting the more suitable 
dates for a specific crop plantation strongly reduces the chances of crop diseases to ap-
pear in a catastrophic fashion.     
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Abstract. This paper presents a flexible fuzzy-based approach for querying re-
lational databases.  Although, many fuzzy query approaches have been pro-
posed, there is a need for a more flexible, simple and human-like query  
approach. Most of previously proposed fuzzy query approaches have a disad-
vantage that they interpret any fuzzy query statement into a crisp query state-
ment then evaluate the resulted tuples to compute their matching degrees to the 
fuzzy query. The main objective of the proposed fuzzy query approach of this 
paper is to overcome the above disadvantage by evaluating each tuple directly 
through the use of stored database objects namely packages, procedures and 
functions. Consequently, the response time of executing a fuzzy query state-
ment will be reduced. This proposed approach makes it easy to use fuzzy  
linguistic values in all clauses of a select statement. The added value of this 
proposed approach is to accelerate the execution of fuzzy query statements. 

Keywords: Fuzzy Query, Fuzzy Logic, InformationRetrieval, Fuzzy SQL. 

1 Introduction 

Structured Query Language (SQL) is a very essential language for querying relational 
databases. It manipulates and retrieves data which is crisp and precise by nature. In 
contrary, it is unable to respond to human-like queries which are uncertain, imprecise 
and vague in nature. Almost, human queries have a lot of vagueness and ambiguity 
due to using his/her subjective linguistic words. For example, excellent students have 
different definitions that depend on each person searching for them.  However, while 
applying one’s thoughts as a query in terms of linguistic words into the database, a lot 
of problems are experienced due to the inefficiency of DBMS to handle such queries.  
Consider the query “retrieve the names and addresses of the university students who 
have height around the ideal height for a handball player”. This query cannot be ex-
pressed and manipulated directly by a traditional SQL statement. In contrary, it can be 
expressed and manipulated easily through a fuzzy query statement in a very flexible 
and human-like manner based on the ideas of fuzzy set theory. Although classical 
SQL has great querying capabilities, it lacks the flexibility to support human-like 
queries. Human-like queries depend essentially on manipulation of linguistic values 
rather than numeric ones. Linguistic values such as: short, tall, hot and calls human 
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concepts that cannot be handled as authorized attributes values in standard SQL 
statements. Moreover, standard SQL adopts classical Boolean expressions with crisp 
logical connectors which are too rigid and very limited in manipulation of linguistic 
values or linguistic modifiers such as: about, nearly, fairly, etc. which can be repre-
sented easily based on the concept of fuzzy sets [1]. 

The rest of this paper is organized as follows: section 2 presents previous works of 
fuzzy querying in databases. The proposed fuzzy query approach is introduced in 
Section three.  Section 4 addresses a developed tool based on the proposed approach 
with an illustrative case study. The conclusion is addressed in section 5. 

2 Previous Works of Fuzzy Querying in Databases 

This section presents several architectures and applications that have been proposed 
and developed for allowing fuzzy queries of databases. Unfortunately, most of previ-
ously developed fuzzy SQL architectures have set of drawbacks. Both of previously 
proposed approaches in [1] and [2] have the inability for dealing with multi subjective 
views when interacting with multiusers. Instead, preferences are used to help in re-
ducing the amount of information returned in response to user queries [4]. Also, the 
proposed approachesin [11], [2] and [1] lack of a standardized format in writing 
statements that is each tool has its own syntax.On the other hand, most of the pro-
posed approaches depend mainly on using a time consuming parser/translator to 
check and convert fuzzy queries to crisp SQL queries like in [1],[2], [10] and [11]. 
Also, such approaches define a Meta base named Fuzzy Meta-knowledge Base 
(FMB) that includes a set of tables to store all necessary information to describe and 
manipulate fuzzy attributes and terms [2].Such FMB must be accessed each time a 
fuzzy query statement is generated. This operation is essential in order to obtain the 
definitions of each used fuzzy term in order to complete the processing of the gener-
ated fuzzy query statement which is a time consuming[5], [10] and [11].This slows 
down the process of querying because each generated fuzzy query must be analyzed 
and translated into a standard SQL statement respecting the definitions of all used 
fuzzy terms or operators stored in FMB. [7]. Also, the approaches proposed in[2],[5] 
and [10] process nested and correlated fuzzy queries inefficiently [3].  

3 The Proposed Fuzzy Query Approach 

This section presents the proposed fuzzy query approach that has the architecture 
shown in Fig. 1. It aims mainly to allow the generation and manipulation of more 
flexible human-like queries. This approach aims mainly to overcome the drawbacks 
mentioned in previous works section. It deals with multi subjective views with multi-
users and it fully depends on PL/SQL statements. Accordingly, all generated fuzzy 
queries will be Standard SQL compatible without any need for an interpreter/parser. 
The proposed approach allows generating fuzzy query statements using the standard 
SQL language. Accordingly, a fuzzy term can be used easily by write its package 
name followed by a dot and its function or procedure name with its defined  
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parameters if required. On the other hand, using a procedural language, as PL/SQL, 
has better performance because data and queries are directly managed and manipulat-
ed by RDBMS without the need for intermediate software programs [10]. Also, the 
proposed approach will benefit from the advantages of using PL/SQL [12] which 
include: Tight Integration with SQL, High Performance by reducing traffic between 
the application and the database, High Productivity, Portability on any operating sys-
tem, Scalability, Manageability and Support for Object-Oriented. Also, using database 
programming language approach does not suffer from the impedance mismatch that 
includes [13]:  

• Existence of differences between programming language and database models.  
• The need to have a binding for each programming language that determines for 

each attributes type the compatible programing language type. 
• The need for a binding that maps the results multi-set of tuples into a correspond-

ing data structure like a record set or a cursor. 

 
Fig. 1. Thearchitecture of the proposed Fuzzy query approach 

The proposed approach depends mainly on the idea of fuzzy set. Commonly, a 
fuzzy set is a set with smooth boundaries. Accordingly, fuzzy set theory generalizes 
classical set theory to allow partial membership of its elements to the set, and it was 
developed to cover areas that cannot be covered by classical set theory. A fuzzy set A 
in the universe of discourse U is characterized by the membership function  given 
by : U → [0, 1] and A is defined as the set of ordered pairs A = {(x, (x)): x 
U}, where  (x) is a membership function that determines the membership degree of 
element x in the set A.  Commonly, a fuzzy set of continuous universe of discourse is 
defined as a membership function. A membership function maps an element in the 
universe of discourse U to some value in the interval [0, 1] that is .  
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A full membership in a fuzzy set has a value of 1 while a membership of 0 indicates 
excluding the element from the fuzzy set at all. A membership between 0 and 1 indi-
cates a partial membership to the set. As traditional crisp set theory, fuzzy set theory 
includes a set of operations like complement, intersection and union. Yet, fuzzy set 
operations are not uniquely defined i.e. as membership functions but they are also 
context and user dependent.  

3.1 The Processing Scenario of the Proposed Approach 

• The proposed fuzzy query approach aims mainly to support human-like queries 
which almost contain linguistic terms and fuzzy connectors. Such linguistic terms 
include linguistic variables, linguistic values, fuzzy hedges and fuzzy numbers. 
The proposed approach enhances the definition and manipulation of such linguistic 
terms. A user can easily define his own linguistic terms which may be stationary or 
non-stationary using suitable fuzzy membership functions like triangular, trape-
zoid, S-shape, .etc. Stationary linguistic terms have fixed definition. On the other 
hand, non-stationary linguistic terms have dynamic definitions which may change 
from time to time like “excellent students” in a very simple course and in a very 
complex course. Each defined linguistic term will be stored as a database object 
namely stored function within a related stored package. In consequence, a user can 
use any of his defined linguistic terms in any clause in a select statement as using a 
user defined stored function. Accordingly, the defined linguistic terms can be used 
easily in even nested, complex and correlated query statements without the need 
for complex procedures to execute the query statement.   A user can interact with a 
developed tool based on the proposed approach as follows: 

• A user interacts with the tool via a graphical user interface to define the user own 
linguistic terms describing the user preferences like linguistic variables, linguistic 
values, fuzzy connectors, fuzzy numbers and hedges. All of user linguistic terms 
will be stored as database objects resembling the user profile. Hence, there is no 
need for additional database. 

• The tool generates PL-SQL statements that create database stored objects (such as 
packages, procedures, functions, views, etc.) for the defined linguistic terms. These 
objects contain the description of its linguistic term instead of using Fuzzy Meta 
Knowledge Base (FMB). Accordingly, the execution of a fuzzy query statement 
will not need more access for additional database to obtain the definition of the 
used linguistic terms. Hence, the proposed approach saves the processing time and 
reduces the response time. 

• Finally, the user can write a fuzzy query statement or generate it using the tool 
query builder.  It is obvious that, the fuzzy query syntax is identical to the standard 
SQL language due to the use of stored database objects for representing the fuzzy 
terms. In other words, any generated fuzzy query statement agrees with the stand-
ard SQL language.  So, there is no need for an analyzer or interpreter to map a 
fuzzy query statement to a standard one then evaluate the resulted tuples with addi-
tional algorithms for manipulating the used linguistic terms. The resulted tuples are 
associated with matching degrees to the generated fuzzy query. 
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4 A Fuzzy Query Tool Based on the Proposed Approach 

This section describes a developed fuzzy query tool (FQ) based on the proposed ap-
proach. 

4.1 Login to FQ Service 

At the first time the user aims to interact with the tool, he/she must create an account 
with a user name and a password. After that, the user can define his/her own linguistic 
terms via the tool GUI. Consequently, each created stored database object within the 
user session becomes part of the user fuzzy profile. Also, the user can generate a 
fuzzy query statement using his/her predefined linguistic terms and execute it. 

4.2 Linguistic Variables Service 

This service allows creating, modifying or deleting a linguistic variable that has a set 
of linguistic values that will be defined over it. The user enters just the name of the 
linguistic variable and a description for it. For example, a linguistic variable may be a 
computer grades, temperature degree, height or salary as shown in Fig.2. 
 

  

Fig. 2. Linguistic Variables Screen 

4.3 Linguistic Values Services 

This service is responsible for defining a set of linguistic values over a specific lin-
guistic variable. A set of linguistic values can be defined easily for each predefined 
linguistic variable to be used when constructing a fuzzy SQL statement. For example, 
the user can define the linguistic values “Tall”, “Short” and “Medium” for the 
“Height” linguistic variable. Each linguistic value can be defined in a very flexible 
representation, that the user can select the more suitable membership function and 
modulate its control point’s values to be more closed to the meaning of the linguistic 
value. Through a graphical user-friendly representation, the user can check the lin-
guistic values definitions and its overlapping for a specific linguistic variable.  
The graphical representation helps the user to make the effective modifications in the 
selected membership function to satisfy the meaning of the linguistic value, as shown 
in Fig.3. 
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Fig. 3. Defining a set of linguistic values over a Linguistic Variable 

4.4 Fuzzy SQL Query Service 

This service enables the user to generate fuzzy query statements using the syntax of 
traditional SQL language. After the execution of the generated fuzzy query statement, 
the result it displayed as shown in Fig. 4. This query statement is generated to obtain 
each employee first name, salary and a matching degree specifying how much such 
salary is high.  

 

Fig. 4. A fuzzy query statement and the result of its execution 
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The proposed approach supports to write fuzzy expressions as a condition in the 
where clause in a select statement as shown in Fig.5.Such query statement intended to 
show each student Id, computer grade and a matching degree specifying how much 
such student is excellent in computer subject. 

 

Fig. 5. Using a fuzzy expression in where clause 

Also, it allows passing fuzzy expressions as arguments to a function or a stored 
procedure in a select statement, as shown in Fig. 6. The generated query statements in 
Fig. 6 aims to retrieve each student name, age and a matching degree specifying how 
much such age represents a Young one. The resulted tuples must have matching de-
grees greater than the specified threshold value 0.20. 

 

 

Fig. 6. Passinga fuzzy expression as an argument to a function 

 
On the other hand, complex queries including joining of two or more tables are 

supported. The resulted tuples can be sorted using their matching degree to the speci-
fied fuzzy criteria in the generated fuzzy query statement, as shown in Fig. 7.This 
query statement aims to retrieve each student Id, student name, physics grade and a 
matching degree specifies how much such student if failed in physics. 
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Fig. 7. The result of a complex fuzzy query statement sorted ascendingly 

Also, it is available to creatingdatabase views based on fuzzy expressions, as 
shown in Fig. 8. 

 

 

Fig. 8. Creating a database view based of fuzzy expressions 

Correlated subqueries known as synchronized subqueries are also allowed by the 
tool. Fig. 9 shows a correlated query statement that retrieves each employee name and 
salary for each employee has salary around the average salary in his/her department 
respecting a threshold value of 0.7. 

 

 

Fig. 9. An example of a correlated Fuzzy query statement 

In order to enhance the previous query statement to show each employee name, 
salary, the average salary of his/her department and a matching degree representing 
how much the employee salary is closed to such average, the fuzzy query statement 
shown in Fig. 10 is used. The result of such a query statement shows that the more 
closed salary to the average, the higher the matching degree. 
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Fig. 10. Another example of a more complex correlated fuzzy query statement 

5 Conclusion 

This paper presents a more simple fuzzy set based approach for flexible querying of 
relational databases. Commonly, many approaches have been proposed allowing 
fuzzy querying of relational databases. Yet, such approaches present complicated 
solutions which are two-fold. Firstly, they depend, mainly, on defining a fuzzy meta 
database (FMD) that is used for storing the definitions of all fuzzy terms that can be 
used. Accordingly, each generated fuzzy query statement needs to be analyzed to 
fetch each fuzzy term and brings its definition from FMD which is time consuming. If 
such approach depends on converting the generated fuzzy query to an equivalent tra-
ditional SQL query statement, it reads the definition and then passes it to its counter-
part stored database object then process the query.  Secondly,   some other approaches 
needs to convert any generated fuzzy query statement to classical SQL statement by 
eliminating all used fuzzy terms. In consequence, the definition of such fuzzy terms, 
stored in FMD, is used to fuzzily evaluating the resulted tuples and assigning a match-
ing degree for each resulted tuples. In contrary, the proposed approach depends main-
ly on storing all used fuzzy terms as database objects namely stored procedures and 
functions within packages in an organized fashion. Such stored database objects  
resembles the user fuzzy profile.  Consequently, a fuzzy query statement can be gen-
erated directly as a traditional SQL statement using the fuzzy terms predefined as 
database objects. In consequent, there is no need for an analyzer or a translator to 
covert a generated fuzzy query into an executable query statement. Also, there is no 
need for a Fuzzy Meta-Knowledgebase that existed in most of previously proposed 
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approaches for fuzzy queries. Hence, not only the complexity of allowing a fuzzy 
query is reduced but also the response time of executing such query. The proposed 
approach allows simple, complex, nested and correlated fuzzy query statements in a 
human-like fashion which almost contain linguistic terms and fuzzy connectors. Also, 
because linguistic terms are represented as a set of user defined stored functions; the 
proposed approach allows writing any simple, nested, correlated and complex fuzzy 
query statements as traditional select statements in a very flexible manner. 
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Abstract. Many organizations have changed their traditional systems to web-
based applications to make more profit and at the same time to increase the 
efficiency of their activities such as customer support services and data 
transactions. However web-based applications have become a major target for 
attackers due to some common vulnerability exists in the application. Assessing 
the level of information security in a web-based application is a serious challenge 
for many organizations. One of the important steps to ensure the security of web 
application is conducting vulnerability assessment periodically. Vulnerability 
assessment is a process to search for any potential loopholes or vulnerability 
contain in a system. Most of the current efforts in assessments are involve 
searching for known vulnerabilities that commonly exist in web-based 
application. The process of conducting vulnerability assessment can be improved 
by understanding the functionality of the application and characteristics of the 
nature vulnerabilities. In this paper, we perform an empirical study on how to do 
vulnerability assessment with the aim of understanding how the functionality, 
vulnerabilities and activities that would benefit for the assessment processes 
from the perspective of application security. 

1 Introduction 

Many organizations are rushing to get online systems implemented and deployed. The 
development and deployment of web-based applications are becoming easier due to 
the simplicity of its usage and its high accessibility. Organizations have a tremendous 
opportunity to use web-based applications technologies to increase their productivity. 
Web applications have been applied into many environments such as e-commerce, tax 
payments, human resource systems and student registration portal. As the number of 
organizations that conduct their activities electronically grows continuously, 
information security becomes one of major concerns because confidentiality, integrity 
and availability of data, tools and transactions are critical requirements for 
organizations to stay functional, legal and competitive [1]. Web-based applications 
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are opened to all web users, both legitimate users and malicious users, where all the 
information that will be accessed from anywhere will be exposed to cyber-attacks and 
malicious hackers. According to [2], web-based application attacks have become 
more sophisticated nowadays. A survey conducted by Ernst and Yong [3], showed 
that almost half of the companies in the United States have experienced on web 
applications attacks. In Global Internet Security Threat Report, Symantec Security 
reported that almost 247,350 web-based application attacks in 2012 and this is 
increase almost 30 percent from the previous year [3]. Web-based application attacks 
are become popular due to some reasons such as web applications often represent the 
most effective entry point to a computer network, because, by design, they are almost 
always reachable through firewalls and a significant part of their functionality is often 
available to anonymous users [4]. Web applications often interact with back-end 
database. In order to successfully perform online services web applications often 
interact with back-end components and have access to sensitive user information, 
such as passwords, credit card numbers, user personal information, etc. Thus, they 
have become an attractive target for attackers who are becoming more and more 
interested in gaining financial profit [4]. 

With the explosion of web-based application attacks, the vulnerabilities of web-
based application vulnerabilities have also increased. Web applications vulnerabilities 
and web servers are prime target to criminal hackers. Security flaws in the Web 
application layer can allow attackers to steal data, plant malicious code or break into 
other internal systems. Some of the most common vulnerabilities include SQL 
injection, cross-site scripting flaws, authorizations and authentication errors. Several 
recent studies discussing the vulnerability of the web applications, proves that the 
security problem in web applications is an issue far from being solved and exposed to 
hackers to compromise the applications. As a result, a high percentage of web 
applications deployed on the Internet are exposed to security vulnerabilities. With the 
majority of vulnerability exists in web applications today, it is important to evaluate 
and detect the vulnerability of website or web-based application before it is sent to 
production. Today, to minimize the probability of vulnerabilities exist in web 
applications, organizations need some methodologies or approaches to increase 
efforts to protect against web-based application attack or data breaches. In order to 
protect organization’s confidential data, there are several methodologies or standards 
that have commonly used by industry to identify and detect vulnerability exist in web 
applications. One of the important steps to ensure the security of web application is 
conducting vulnerability assessment periodically [5]. The goal of a vulnerability 
assessment, also known as a security audit or security review, is to search any 
potential loopholes contain in a system that lead to compromise the systems. It is 
important to do assessment on the system to make sure that it will be safely release 
and not offer any illegitimate access that can affect availability, confidentiality and 
integrity of the system [5]. Assessment, in general, can be described as an 
examination or review of compliance against a set of guidelines or standards [6]. 
Assessment or auditing usually takes place when something has already gone wrong 
[7, 8]. Goan [9] as well as Ramim and Levy [10] suggested implementing information 
security assessment as a possible solution to detect vulnerabilities or intentional 
wrong doings before they can be exploited. Similarly, Chuvakin and Peterson [11] 
acknowledged that security assessment is particularly important for systems that run 
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over the Web because of the security and design challenges in protocols such as 
Hypertext Transfer Protocol (HTTP).  

The main objective of this paper is to discuss and understand the process of 
conducting vulnerability assessment in order to identify and report on security 
vulnerabilities to allow the organizations to close the issues in a planned manner. 

The structure of this paper is as follows. Section 2 briefly describes the related 
works in conduction assessment and testing process, section 3 describes assessment 
process. Meanwhile, section 4 and 5 discusses more detail on the understanding of 
functionality and potential vulnerability in web application. Section 6 discusses the 
attack scenario commonly used for web application, section 7 presents sample of test 
cases and finally, section 8 presents the conclusion. 

2 Related Works 

Existing methods focus on various aspects to assess web-based application such as 
design of threat analysis, attacker behavior using tools and attacker goal that can 
cause system exploitation. Huang et al. [30] propose an assessment framework for 
web-based application and they develop one tool called WAVES to detect 
vulnerabilities. However, Huang’s framework discovered two types of vulnerabilities 
only, SQL Injection and Cross Site Scripting. Meanwhile, Jensen et al. did passive 
mode testing which are used search engine and port scanning techniques to discover 
potential vulnerabilities in website [34]. Khaled et al. proposed an assessment 
framework for web server by using two scanning tools, Nikto and Nessus and this 
model focuses on detecting vulnerability in web server [35]. Thompson [36] in his 
paper proposes four main steps in order to do security assessment process for web-
based application such as; create a threat model, build a test plan, execute test cases 
and create the problem report and execute postmortem evaluation. A threat model is 
designed in order to get a detail potential risks that threatens the application. Through 
threat modeling, organization can assess the risk and cost and understand the impact 
to organization. However, threat modeling works better if involve a security expert in 
the project. Several techniques help software testers, developers, and security auditors 
create meaningful threat models. According to author, one of the best and most 
widely used is the STRIDE method. The second step is to build a test plan. The test 
plan acts as a road map for the total security testing effort. It is created to get a high-
level overview of the security test cases, an overview of how exploratory testing will 
be conducted. An overview of the security test cases, identify the tools that is needed 
to help tester to conduct testing is important in this phase. In this work, Thompson did 
not provide detail out all the processes on how to create test cases and which tools are 
used to conduct a testing. Moa [37], proposed security testing framework for 
analyzing all information of error messages appear in web application. Unlike with 
Huang’s work, the proposed framework used their tool called WASViewer to collect 
and analyze all error information and then author will check manually to identify that 
the tool has detected the expected error message or not. Test cases will be created 
based on information error given by application. However the framework discovered 
only a number of web application vulnerabilities such as SQL Injection and cross site 
scripting and input validation. 



462 N. Fatimah Awang, A. Abdul Manaf, and W. Shafiuddin Zainudin 

3 Vulnerability Assessment Process Framework 

Fig. 1 below summarizes the vulnerability assessment process. The process consists 
of five steps. The processes of each step are: 

1. Identify and understand web application function. This process will be 
described in understanding web application functionality section in section 4. 
Refer Fig. 2 and 3 for more detail. 

2. Identify Vulnerability. The potential vulnerability will be identified based on 
some functionality described in process 1. For example login.html page. Based 
on login page, several possible vulnerabilities will be listed. Refer Fig. 4. 

3. Develop test cases as shown in section 7. 
4. Run scanning and exploit. In this activity, selected scanning tools will be used 

to do scanning. In our scanning phase, we always set the scanner to run in 
automated mode to maximize vulnerability detection capability. In this 
activity, results produced by different tools will be compiled for further 
analysis purposes. 

5. Analyze vulnerability and result. Analysis of scanning result and analysis of 
exploit result. 
 

 

Fig. 1. Vulnerability Assessment Model 

4 Understanding Web Application Functionality 

Finding security vulnerabilities in web-based application typically requires detailed 
knowledge of it functionality. With the support of a large number of web 
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technologies, web applications can implement rich functionalities to support complex 
business logic. The content presented by a web application to users is generated 
dynamically on the fly, and is often tailored to each specific user. Most of web-based 
applications provide a set of common functionalities to make the business logic 
available to end users. These include Login and Logout, Session Tracking, User 
Permissions Enforcement, Role Level Enforcement, Data Access such as HTML 
form-based data collection and Search, and Application Logic [12]. Most of web 
application must have at least login and password for their functionality for minimum 
authentication to access their web systems. For example in Figure 2, there are some 
commons functionalities used in digital library website available for student and staff 
such as login and logout, search portal, user comment and help function. In order to 
borrow all library materials online, student or staff must be as a library member and 
use a valid username and password to access the application. Login functionality as 
shown in Figure 3 allows the application to authenticate a specific user by allowing a 
valid username and password. The implementation of these functionalities can cut 
across all the different components of a web application architecture including 
browser, web server, application, and database. Any flaws happened during the 
development of a functionality may cause a security vulnerability. Hackers often try 
to exploit these vulnerabilities against a web application by analyzing the 
application’s functionalities to identify potential vulnerabilities and then launch 
attacks to attempt to compromise them. By using the login function, hackers will try 
several conditions to compromise the system such as SQL Injection, manipulate 
session cookie, brute force and etc. 
 

 

Fig. 2. Sample of functionality in digital library website 
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Fig. 3. Scenario for accessing Web Application with Authentication Process 

5 Understanding Web Application Vulnerability 

Many of web applications attack because of exploitation of vulnerabilities in a system. 
There are no accepted standard in information security regarding the word vulnerability. 
We are trying to define the word vulnerability related to web application based on some 
literature researches. According to Wang et al., vulnerability is a security flaws, defect or 
mistakes in software that can be directly used by a hacker to gain access to system or 
network [13]. According to [14], vulnerability is a weakness of an asset or group of 
assets that can be exploited by one or more threats where an asset is anything that can has 
value to the organization. Open Web Applications Security Project (OWASP) [15] as an 
online community that offers free open source security tools and information to assist on 
developing security in web application, refer the vulnerability as a hole or a weakness in 
the application, which can be a design flaw or an implementation bug that allows an 
attacker to cause harm to the stakeholders of an application. Stakeholders include the 
application owner, application users, and other entities that rely on the application. 

A lot of vulnerabilities appear in web applications make system or network 
administrator more difficult to protect core assets such as personnel information, 
confidential data and customer credit card numbers. Several studies and report have 
shown that the security of a web application, in general is unsafe. According to Curphey 
and Araujo, vulnerability can be classified into a variety of category types [16]. 
Meanwhile, Popa [17], have identified some common vulnerabilities in information 
system that may be used to assess web applications. This paper assessed some potential 
vulnerability in web application. Table 1 lists the potential vulnerabilities studied from 
literature that may be found in web applications. 

Table 1. Lists of Potential Vulnerabilities 

Vulnerabilities/Source 
(Proceeding/Journal) 

Description 

SQL Injection 
Paper [17, 18, 19, 20, 
21,24]  

Vulnerability caused when SQL code is inserted or appended into
application or user input parameters that are later passed to a back-end 
SQL database for parsing and execution. It affects the database without
the knowledge of the database administrator. Any procedure that 
constructs SQL statements could potentially be vulnerable.
The primary form of SQL injection consists of direct insertion
of code into parameters that are concatenated with SQL commands
and executed. 
The exploitation of a SQL injection vulnerability can lead to the 
execution of arbitrary queries with the privileges of the vulnerable
application and, consequently, to the leakage of sensitive
information and/or unauthorized modification of data. 



 A Survey on Conducting Vulnerability Assessment in Web-Based Application 465 

Table 1. (continued) 

Cross Site Scripting 
Paper [22,23,24] 

Vulnerability happened because vulnerable applications fail to
sanitize malicious input at either server side or client side, allowing
an attacker to be injected into response page with embedding
malicious hypertext markup language (HTML) or script inside of 
dynamic Web applications 

Cross Site Request 
Forgery 
Paper [24,25] 

Vulnerabilities happened when a malicious web site interferes with a
victim user’s ongoing session with a trusted website. The malicious
web site tricks the web browser into attaching a trusted site’s 
authentication credentials to malicious requests targeting the trusted
site. This attack forces a logged-on victim’s browser to send a forged 
HTTP request, including the victim’s session cookie and any other
automatically included authentication information, to a vulnerable 
web application. 

Broken Authentication 
and Session 
Management 
Paper [24, 25] 

This vulnerability allows an attacker to bypass the authentication
system or escalate their privileges without using an injection attack. 
A typical vulnerable application would allow an attacker to access
restricted sections without being identified as a valid user. 

Buffer Overflows 
Paper [25, 26] 

Vulnerabilities associated with security failures due to exceeding the
buffer’s storage capacity. Buffer overflow vulnerability is the cause 
of many cyber- attacks such as worms, zombies, and botnets. 

Custom 
Cookies/Hidden Fields 
Paper [25, 27] 

Vulnerabilities happened when cookies stored on the client side that
can be manipulated by malicious users 

Denial of Service Attacks 
Paper [28] 

Vulnerability happened when attackers use multiple computers as
the source of the attack to target some resources such as web server.
In the majority of DoS attacks, the computers used as the source of
the attack are not aware that there systems are being compromised. 

Application Runtime 
Configuration 
Paper [25] 

Vulnerabilities caused by the improper configuration of the runtime
environment. Improper configuration of the runtime environment 
can lead to a variety of potential vulnerabilities in the internal or 
external runtime environment of application. 

Backdoor, Trojans, and 
Remote Controlling 
Paper [29] 

Vulnerabilities associated with concealing unauthorized access.
These programs may appear to be legitimate or have justifiable use 
but they disguise malicious functionality such as downloading
unauthorized files or attacking other computers. According to [29], a 
backdoor is a program which allows programmers to gain access to
an information system without going through the established security 
measures. Backdoors are usually left intentionally and they may
permit the original programmer to gain access even after software is
sold or licensed. 

Information Leakage 
and Improper Error 
Handling 
Paper [30] 

Vulnerabilities happened when application reveal some vulnerable 
information through the error messages. By analyzing some error 
messages, attackers can perform an attack to target application. 
 

Insecure 
Communications 
Paper [25] 

Vulnerabilities happened when attackers obtaining sensitive 
information by sniffing the unencrypted HTTP data. Data is 
transmitted without encryption process.  
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Table 1. (continued) 

Insecure Cryptographic 
Storage 
Paper [25] 

Vulnerabilities happened when data is stored without cryptographic
functions. Many web applications do not properly protect sensitive 
data, such as credit cards, identification ID and authentication
credentials, with appropriate encryption or hashing. Attackers may
steal or modify such weakly protected data to conduct identity theft, 
credit card fraud, or other crimes.  

Insecure Direct Object 
Reference 
Paper [24, 25] 

This vulnerability occurs when a developer exposes a reference to an
internal implementation object, such as a file, directory, or database
key. Without an access control check or other protection, attackers 
can manipulate these references to access unauthorized data. 

Parameter Tampering 
Paper [31] 

Vulnerabilities happened when attackers performing some
modification of parameters that has been sent between the user and 
the information system. According to [31], parameter tampering is 
mostly carried out by attempting to alter the parameters of a Web
URL, modifying the HTML form fields in the browser or modifying
the query string when a user makes a request. 

Insecure/Weak Password 
Paper [32] 

Vulnerabilities happened when application have an account to access
the system by using weak password characteristics. Some websites 
allow user to register with weak password. The weak password can
be on of dictionary word, user of either lower or upper case only, 
only alphabets, small length password. According to [32], insecure 
passwords may allow unauthorized access to information systems or
to users’ personal information. Most information systems have a 
form of password security but information systems without 
passwords or with weak passwords increase the probability that a
malicious user or attacker can gain access to the system By using
password cracker tools, attackers can guess any password and give
them the ability to test millions of passwords per second. 

Insufficient 
Authentication 
Paper [32] 

Vulnerability occurs when a web site permits an attacker to access
sensitive content or functionality without having to properly
authenticate. 

Path Traversal 
Paper [25, 30] 

Vulnerability occurs when attacker forces access to files, directories,
and commands that potentially reside outside the web document root
directory. The error message has disclosed very important
information to the attacker showing the directory structure of web 
server.  

 
OWASP [33] has recommended the top ten lists of application level vulnerabilities 

in web application. The top ten classes of vulnerabilities outlined by OWASP are 
Injection, Broken Authentication and Session Management, Cross-Site Scripting, 
Insecure Direct Object References, Security Misconfiguration, Sensitive Data 
Exposure, Missing Function Level Access Control, Cross-Site Request Forgery, 
Using Components with Known Vulnerabilities and Unvalidated Redirects and 
Forwards. Another worldwide security organization, the SANS (SysAdmin, Audit, 
Network, Security) Institute, also lists cross-site scripting, SQL injection and cross-
site forgery as major web application vulnerabilities. 
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6 Vulnerability Scenario for Web Application 

Our approach aims to identify the intentions and goals of the possible attackers, 
identify possible functionality of the system as shown in Figure 2 that commonly used 
by the attacker to attack the system, identify possible vulnerability based on the 
functionality, identify test cases to the system and how to exploit these attacks to 
improve the web application security. By analyzing the intentions of functionality and 
vulnerability, the testers can obtain information that helps to understand where the 
function and vulnerability that commonly used by the attacker to exploit the system. 

  

  
 

Fig. 4. Attack Scenario for Login Page 

Analyzing functionality and vulnerability within web application allows testers to 
understand how system security can be compromised. Figure 3, helps security tester 
or assessor to understand possible vulnerabilities in login page that would be used for 
security testing. These also assist in preparing security test cases. Similarly, it will 
provide a basis of mitigating planning based on several vulnerabilities in web 
application. It can be said that almost all attacks on web application make use of 
Login Page to exploit and access illegally within application. Another common 
vulnerability is the danger of weak authentication and session management practices. 
Access control and authentication schemes are seriously hard to secure properly. 
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7 Example of Security Test Cases 

Table 2. Vulnerability Password Attack 

AIM Brute/Dictionary attack for password in login page to obtain valid username and 
password 

Pre Test 
Step 

Description OK/Not(X) 

1 In Attacker Machine, use and open Backtrack software  

2 Create a text file that contains several password such as root, admin, 
administrator. Save the file as username.txt in /root 

 

3 Create a text file that contains several password such as root, admin, 
administrator. Save the file as password.txt in /root 

 

4 Open Web Browser and go to login page, https://x.x.x.x. Try login using 
fake account and password. For example user: admin and 
password:password 

 

5 Right click at the page and view source. Find the parameter for 
username(username_form), password(password_form) and failure 
response message (Login Failed) 

 

Test  
Step 

Description OK/Not(X) 

1 Use Hydra to launch password attack.   

2 Type: 
Hydra x.x.x.x –s 81 https-post-form 

“/index.php:username_form=^USER^&password_form=^PASS^:Login 
Failed.” –L username.txt –P password.txt –t 10 –w 30 –o hydra-https-
post-attack.txt 

 

3 Go to /root folder. Find a text file “hydra-https-post-attack.txt” that store 
the result of the attack. 

 

4 Result also can be seen in the terminal itself  
5 Result stored in hydra-https-post-attack.txt: 

 
#Hydra v7.3 run at XXXX on XXXX http-post-form (hydra –s 81 –L 

username.txt –P password.txt –t 10 –w 30 –o hydra-https-post-attack.txt 
x.x.x.x http-post-form 
/index.php:username_form=^USER^&password_form=^PASS^:Login 
Failed. [81] …login:admin password:admin 

 
Valid username and password is obtained 

 

Expected 
Test 

Results 

Dictionary attack could not be launch due to account locking/limit fail attempt for 
authentication. 

Actual 
Test 

Result 

Attacker successfully obtained valid username and password. Login Page does not 
enforce account locking/limit fail attempt for authentication. 
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8 Conclusion 

In this paper, we have presented vulnerability assessment process and also an attack 
or vulnerability scenario purposely for web application security testing or assessment. 
The main idea is to help security tester or assessor to perform security assessment 
within their organization and identify possible vulnerability and attack that would 
affect web application system.  
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Abstract. Stemming algorithms (stemmers) are used to convert the words to 
their root form (stem), this process is used in the pre-processing stage of the 
Information Retrieval Systems. The Stemmers affect the indexing time by 
reducing the size of index file and improving the performance of the retrieval 
process. There are several stemming algorithms, the most widely used is porter 
stemming algorithm because of its efficiency, simplicity, speed, and also it 
easily handles exceptions. However there are some drawbacks, although many 
attempts were made to improve its structure but it was incomplete. This paper 
provides an efficient information retrieval technique as well as proposes a new 
stemming algorithm called Enhanced Porter’s Stemming Algorithm (EPSA). 
The objective of this technique is to overcome the drawbacks of the porter 
algorithm and improve the web searching. The EPSA was applied to two 
datasets to measure its performance. The result shows improvement of the 
precision over the original porter algorithm while realizing approximately the 
same recall percentage. 

Keywords: Information Retrieval (IR), Stemming (Stemmer), over-stemming, 
under-stemming, Porter Stemmer. 

1 Introduction 

Over the years Information Retrieval Systems play critical roles to obtain relevant 
information resources based on indexing techniques technology. [1, 2] 

The basic idea of information retrieval systems is to find a degree of similarity 
between the documents collection and the query after eliminating Stop Words. Stop 
words are useless in the documents collection, it occurs in 80% of the document [2, 3, 
4]. Stemming is an aspect supported by indexing and searching technique.  It’s one of 
the pre-processing stages used to combat the vocabulary mismatch problem, in which 
query words don’t match exactly document words. The stemming process will reduce 
the size of the documents representations by 20-50% compared to full words 
representations, according to van Rijsbergen [5]. Furthermore, the relevancy of the 
retrieved documents will be improved and their number will also be increased [2] [5]. 

However the stemming can cause errors in the form of words; there are mainly two 
types of errors, over-stemming and under-stemming. These errors decrease the 
effectiveness of stemming algorithms. 
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• Over-stemming is when two words with different stems are stemmed to the same 
root. This is also known as a false positive. 
For example, past and paste past (same root) 

• Under-stemming is when two words that should be stemmed to the same root are 
not. This is also known as a false negative. 
For example: Adhere  adher, Adhesion  Adhes 
The challenge is to reduce these errors as much as possible, because of that many 

researches tried to improve the structure of porter algorithm; however it still has 
several drawbacks. This paper presents a new stemming algorithm (EPSA) to reduce 
stemming errors and improve information retrieval systems effectiveness. 

The rest of the paper is organized as follows. Section 2 presents related Work. 
Section 3 describes Porter’s algorithm. Section 4 discusses The System Architecture. 
Section 5 presents the evaluation to ESPA and its experimental results. Finally, the 
conclusion and future work of the paper appears in Section 6. 

2  Related Work 

Lovins in [6, 7] described the first stemmer in 1968, which was developed specifically 
for the information-retrieval applications. The stemmer performs a lookup on a table 
of 294 endings, 29 conditions and 35 transformation rules. The Lovins stemmer 
removes the longest suffix from a word. Once the ending is removed, the word is 
recoded using a different table that makes various adjustments to convert these stems 
into valid words. It always removes a maximum of one suffix from a word. The result 
shows that this algorithm is very fast but it has some drawback like many suffixes are 
not available in the table of endings. It is sometimes highly unreliable and frequently 
fails to form words from the stems [8]. 

The Paice/Husk stemmer in [9], is an iterative algorithm with one table containing 
about 120 rules indexed by the last letter of a suffix; on each iteration, it tries to find 
an applicable rule by the last character of the word. If there is no such rule, it 
terminates. It also terminates if a word starts with a vowel and there are only two 
letters left or if a word starts with a consonant and there are only three characters left. 
Otherwise, the rule is applied and the process repeats in [10]. The disadvantage is it 
may be a very heavy algorithm and over stemming may occur. 

Dawson Stemmer is an extension of the Lovins approach except that it covers a 
much more comprehensive list of about 1200 suffixes. The suffixes are stored in the 
reversed order indexed by their length and last letter. The rules define if a suffix 
found can be removed. The disadvantage is it is very complex and lacks a standard 
reusable implementation [11, 12]. 

Porters stemming algorithm is one of the most popular stemming methods 
proposed in 1980. It is based on the idea of defining five or six successively applied 
steps of word transformation. Each step consists of a set of rules that is applied until 
one of them passes the conditions. If a rule is accepted, the suffix is removed 
accordingly, and the next step is performed. The resultant stem at the end of the sixth 
step is returned [8] [13].  
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Porter stemmer produces a less error rate than the Lovins stemmer. However, 
Lovins’s stemmer is a heavier stemmer that produces a better data reduction [13, 14]. 
The Lovins algorithm is noticeably bigger than the Porter algorithm, because of its 
very extensive endings list [8]. Many modifications and enhancements have been 
done and suggested on the basic of Porter stemmer algorithm in order to reduce its 
errors. 

STANS algorithm is a modification of the porter’s stemming algorithm. In this 
algorithm totally 31 modifications are done among that 15 rules were added, 11 rules 
were modified and 5 rules were deleted from the origin.  For example: Modify (*v*) 
ING as (*v*) INGE, add rule of less . STANS still has some drawbacks like 
the rule LESS the meaning of the word is changed to the opposite one (Careless 
will change to care, which cause errors) [15, 16].  

In 2013, Megala et. al. developed an algorithm called TWIG, it is  an improvised 
Porter stemming algorithm [16], it holds 31 modifications done on the STANS 
algorithm, among that 29 modifications are adapted to the improvised stemming 
algorithm except (LESS , FUL) and 15 new rules are introduced to improve the 
performance of the IR System with meaning full stems.  

Based on the previous work, many researches tried to improve the structure of 
porter algorithm; however they still have several drawbacks. Some of them 
concentrated on plural and singular words only, others concentrated on the semantic 
of some words without being careful about singular and plural. Also, the previous 
work didn’t discuss the past tense of words ending by “ed” and the verbs ending by 
“en”. So, In this paper we presents the Enhanced Porter Stemming Algorithm (EPSA) 
to overcome these problems by collecting the important rules from the previous 
researches and proposed new rules that solve the errors mentioned in the next section. 

3 Porter’s Stemmer 

Porter Stemming Algorithm in [14] operates in six steps. At each step the input word 
is transformed based on a list of rules. These steps are: 

Step 1: Gets rid of plurals and -ed or -ing suffixes, the rules here like: 
SSES → SS, SS → SS, IES → I, S →, (*v*) ED 

Step 2: Turns terminal y to i when there is another vowel in the stem, the rules 
here like: (*v*) YI 

Step 3: Maps double suffixes to single ones: -ization, -ational, etc. the rules here 
like: (m>0), ationalate 

Step 4: Deals with suffixes, -full, -ness etc. the rules here like: full, ness 
Step 5: Takes off -ant, -ence, etc. the rules here like: ence, al 
Step 6: Remove a final e. the rules here like: (m>1) E , (m=1 and not *o) E   
Note: 
v (Vowel) :The letters A, E, I, O, U are considered vowels, sometimes y. 
m: number of vowels in the word. 
c (Consonant): Any letter, not a vowel 
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Languages are not completely regular constructs, and therefore stemmers operating 
on natural words unavoidably make mistakes. Although Porter stemmer is known to be 
powerful, it still faces many Errors. The major ones are Over-stemming and Under-
stemming errors. These errors like the concept denotes the case where a word is 
reduced too much for example, “Appendicitis” after stemming may become “Append” 
Which may lead to the point where completely different words are conjoined under the 
same stem or stem incorrect in the Language. For instance [3] [17]:  

• Past, Paste return to the same root Past 
• Appendicitis, Append according to porter algorithm are from Append 
• Dying dy (impregnate with dye) 
• Dyed dy (passes away) 
• Political, Polite  polit 
• Generative, General  gener 
• child/children child/children 
• Words ends by feet, men retrun as it is 
• careless careless (remove less, will change to care will cause error) 

Another instance of errors come from our testing on porter algorithm like 
writtenwritten, compliercompil, languages languag, describeddescrib 

4 The System Architecture 

This section we studied the original porter stemming algorithm [14], against the 
pervious researches done to enhance it. From these studies we proposed a new 
stemming algorithm called Enhanced Porter Stemming Algorithm (EPSA). This 
algorithm was applied to the following system architecture that is shown in figure 1  
Our system consists of 4 main modules: 

• Module 1: Tokenization: this stage for breaking a stream of text up into words, and 
keeping the words in a list called Word’s List. 

• Module 2: Data Cleaning: it removes useless words from the Word’s List, These 
useless words are stored in a stop words database as appear in the figure. The 
database has 311 English stop words with a size 3KB. 

• Module 3: the ESPA stemming Algorithm: In this stage, we applied our proposed 
stemming algorithm to overcome the drawbacks of the porter algorithm. The 
algorithm is explained in the next section. 

• Module 4: Indexing & Ranking: Indexing is a process for describing or classifying 
a document by index terms; index terms are the keywords that have meaning of its 
own (i.e. which usually has the semantics of the noun). This index terms are 
grouped in an indexer and stemmer is service this stage by improving the group of 
these keywords in the indexer. Then the user’s query is matched with the index 
terms to get the relevant documents to the query. Documents are then ranked using 
ranking algorithms according to the most relevant to the user’s query. 
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Fig. 1. The System Architecture 

4.1 The Enhanced Porter Stemming Algorithm (EPSA) 

The ESPA stemming includes the original porter rules and our new rules that are 
proposed to solve the previous errors (appears in bold font in table 1). Also, we 
collected the critical rules from other researches [3], [14], [16, 17], [20], and added 
them to the EPSA stemming. Table 1 shows the details of these rules. 

Table 1. The EPSA Rules 

If the word: 
ends with “e”, function must keep e at the 
end of the word 

ends with “ize” 
- m=2, keep it  
- m>1, “ize” removed 

ends with “er” 
after it constant 
then delete “r” 

ends with “ches” or with “shes”… remove 
“es” only 

ends with “ive” 
- m=1, keep it 
- m>1, “ive” removed 

If end “es”, 
Remove “s”, keep 
“e” 

ends with “is”, don’t delete 
 

ends by “iral” , m=2, start with vowel, 
keep it 

If end “en”, Keep 
“e” 

ends with “ying”i & “yed”y ends “al”, m=2, delete “al” and add “e”
  

If the word end by 
“y”, Replace it 
with “I” 

m=2, consonant, vowel, consonant, vowel, 
then remove “al” 

ends  –knives, -knives -knife ends “ed” or ”ing”,
keeping “e” while 
removing “ed” or 
“ing” 

ends by “ative” and m=2, ative“ate” ends “ic” ,m=2,  delete “ic” ends  –staves, -
staves -staff 

Ends with “ness”, m=1, Consonant, vowel 
& consonant, “ness” “ness” 

ends “icate”, delete “ate”  ends –xes, -xis -x 

m=2, ends with “ness”, ness m=1, ends “ical” , “ical” “ic” ends –trixes, -
trixes-trix 

ends “ousness”, m=1, Consonant, vowel & 
consonant,  ousess ous 

m> 0, Ends with “ator”, Remove “ator” 
and replace it with “ate” 

ends –ei, -ei -eus 

m> 0, Ends with “less”, “less” “less” ends with “ceed”, m>0, remove “ceed” 
and replace it with “cess” 

ends –pi, -pi -pus 

 

ESPA Stemming  

Documents 
User’s 
Query 

Data Cleaning   Stop    
Words 
List 

Tokenization 

Indexing & Ranking 
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Table 1. (continued) 

m> 0, Ends with “lessly”, “lessly””less” ends –wives, -wives -wife ends –ses, -sis-s
  

m> 0, Ends with “fully”, delete “ly” ends –feet, -feet -foot ends with “ence”, 
m=2, delete “ence” 

ends with “ous”, m>1,Delete “ous” ending in –men, -men -man ends with “ment”, 
m=2, Keep it 

Ends with “ous”, m=2, Keep “ous” ends –ci, ci -cus ends with “ment”, 
m>2, remove 
“ment” 

ends with “eer”, m=2 
Then remover “er” 

end with “eed” 
-m=0, then Keep “eed” 
-m>0, remove “d” 

ends with “tion”, 
m=2, replaced with 
“e” 

ends with “ible”, m=2, Starts with a 
consonant, not ending with series of 
consonant vowel consonant vowel 
Then keep it as it is 

m> 0, Ends with “ator”, Remove “ator” 
and replace it with “ate” 
 

ends with “ional”  
then delete “al” 

ends with “nate” or “ate” 
-m=2, keep it as it is 
m>2, “ate” or “nate” removed 
m=1, then “at” is kept 
- m=0, then left it as it is 

m=2, ends “able”, delete “able” 
 
 
m>2, remove “ible” 

ends with “ance”, 
m=2, Consists of 
series consonant, 
vowel, consonant, 
vowel 
, Replaced with “e”, 
Else, removed 
“ance” 

5 Performance Studies 

In order to study the performance of our technique, we used different evaluation 
measures. These measures are discussed in section 5.1. Then, the data sets used and 
the experimental results are shown in section 5.2.   

5.1 Evaluation of the EPSA Algorithm  

To evaluate our algorithm, the Paice’s Evaluation Methods [18] are used.  The 
standard evaluation method of a stemming algorithm is to apply it to an IR test 
collection and calculate the recall and precision to assess how the algorithm affects 
those measurements. However, this method does not show the specific causes of 
errors therefore it does not help the designers to optimize their algorithms. Paice in 
[19, 20] proposed an evaluation method in which stemming is assessed against 
predefined groups of semantically related words. He introduced three new 
measurements: over and under-stemming index and the stemming weight. This test 
requires a sample of different words partitioned into concept groups containing forms 
that are morphologically and semantically related to one another. The perfect stemmer 
should have all words in a group to the same stem and that stem should not occur in 
any other group. 
 
 



478 S.I. Hajeer et al. 

 

For each concept group two totals are computed:  

• Desired merge total (DMT), which is the number of different possible word form 
pairs in the particular group, and is given by the formula: 

 DMTg = 0.5 ng (ng – 1)  (1) 

Where ng is the number of words in that group. 

• Desired Non-merge Total (DNT), which counts the possible word pairs formed by 
a member and a non-member word and is given by the formula: 

 DNTg = 0.5 ng (W – ng)  (2) 

Where W is the total number of words. By summing the DMT for all groups we 
obtain the GDMT (global desired merge total) and, similarly, by summing the DNT 
for all groups we obtain the GDNT (global desired non-merge total). After applying 
the stemmer to the sample, some groups still contain two or more distinct stems, 
incurring in understemming errors. The Unachieved Merge Total (UMT) counts the 
number of understemming errors for each group and is given by:  

 UMTg = 0.5 ∑ i=1..s ui (ng – ui) (3) 

Where s is the number of distinct stems and ui is the number of instances of each 
stem. By summing the UMT for each group we obtain the Global Unachieved Merge 
Total (GUMT). The understemming index (UI) is given by: GUMT/GDMT. 
 

After stemming, there can be cases where the same stem occurs in two or more 
different groups, which means there are over-stemming errors. By partitioning the 
sample into groups that share the same stem we can calculate the Wrongly Merged 
Total (WMT), which counts the number of over-stemming errors for each group. The 
formula is given by: 

 WMTg = 0.5 ∑ i=1..t vi (ns – vi)  (4) 

Where t is the number of the original groups that share the same stem, ns is the 
number of instances of that stem and vi is the number of stems for each group t. By 
summing the WMT for each group we obtain the Global Wrongly-Merged Total 
(GWMT). The over-stemming index (OI) is given by: GWMT/GDNT. The Stemming 
Weight (SW) is given by the ratio OI/UI. SW gives some indication whether a 
stemmer is weak (low value) or strong (high value). 

Also we evaluate our algorithm by measuring the performance of the IR system 
and compare its result with the result when using the exact match (without stemming) 
and when using the porter stemmer. The performance measured by the recall and 
precision measurements, which are represented in the following formulas: 

݊݋݅ݏ݅ܿ݁ݎܲ                   = |{௥௘௟௘௩௔௡௧ ௗ௢௖௨௠௘௡௧௦}∩ {௥௘௧௥௜௘௩௘ௗ ௗ௢௖௨௠௘௡௧௦}||{௥௘௧௥௜௘௩௘ௗ ௗ௢௖௨௠௘௡௧௦}|  (5) 
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                       ܴ݈݈݁ܿܽ = |{௥௘௟௘௩௔௡௧ ௗ௢௖௨௠௘௡௧௦}∩ {௥௘௧௥௜௘௩௘ௗ ௗ௢௖௨௠௘௡௧௦}||{௥௘௟௘௩௔௡௧ ௗ௢௖௨௠௘௡௧௦}|  (6) 

ܲ݁ݒܣ                                                        = ∑ ௉೔ ಿబ೔సభ (௥)ே೜                                          (7) Where: AveP: Average precision at recall level r. ௜ܲ(r): the precision at recall level r for the ݅௧௛ query. ௤ܰ: the number of queries used. 
5.2 Experimental Results  

EPSA Algorithm was applied to 23,531 words (Porter’s collection) [21] and 
compared to the Original porter algorithm. This Dataset used to measure the Over-
stemming, Under-stemming and stemming weight.   In addition, it was applied to a 
famous collection called CISI; the collection is available in [22]. This collection 
contains 1460 documents with different sizes, and tested the system with 35 queries in 
order to evaluate the IR system performance. 

Firstly, we applied the Porter Algorithm and ESPA algorithm to the porter’s 
Collection Dataset to measure how many words are stemmed correctly from both 
algorithms. This measure calculated by counting the correct stem words coming from 
each stemmer then finding the percentage. Figure 2 shows that ESPA returns a better 
indication of correct stem of words, it reaches nearly over 80%, on the other hand, 
porter reaches only 58.60%.  

 

 

Fig. 2. Percentage of the Words Stem Correctly 

Fig. 2 represents the word reduction, which is the process to reduce the words to 
the collection of words. For example, if the collection contains the words: "fishing", 
"fished", and "fisher", they are reduced to one word (the root) word, "fish". Although 
Porter’s Stemmer holds a good reduction (31%), EPSA reached a much better 
percentage (43.40%). The word reduction is calculated by the next equation ∑ ௨௡௜௤௨௘ ௦௧௘௠ ௪௢௥ௗ௦∑ ௪௛௢௟௘ ௡௨௠௕௘௥ ௢௙ ௪௢௥ௗ௦ ௜௡ ௧௛௘௖௢௟௟௘௖௧௜௢௡ ∗ 100%                          (8) 
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Fig. 3. Words Reduction 

Paice’s Evaluation Methods were applied to the same collection (Porter’s Collection). 
Table 2 shows the results obtained from the porter and the ESPA algorithms against 
the Over-stemming, Under-stemming and the stemming weight measures. These 
measures are calculated by using the equations 1, 2, 3, and 4 that are mentioned in the 
evaluation section.  

The results show that our algorithm succeeds to reach much less over-stemming 
and under-stemming values than the original porter algorithm. The results also reflect 
that our stemmer is stronger than the Porter stemmer, this appears clearly on the 
stemming weight, which is larger than the Porter’s one.  

Table 2. Paice’s Evaluation Methods 

 Under-stemming (UI) Over-Stemming (OI) Stemming Weight (SW) 

Porter Stemmer 0.31 ૙. ૞૚ ∗ ૚૙ି૞ ૙. ૚૟૝૞ ∗ ૚૙ି૞ 

ESPA 0.183 ૙. ૝૙ ∗ ૚૙ି૞ ૛. ૚ૡ૟ ∗ ૚૙ି૞ 

 
Finally, EPSA was tested on the CISI collection using IR evaluation to measures, 

which is mentioned in the evaluation section. Figure 3 shows the precision and recall 
results for each query without stemming (exact match) and with stemming (using the 
porter and EPSA algorithms). The average precision for the ESPA algorithm is 75%, 
which is the highest value in comparison to the one without stemming (nearly 70%) 
and the porter algorithm (approximately 72%). These results are shown in Table 3. 
From these results, the EPSA improves the precision over the porter algorithm by 
about 2.3% while realizing approximately the same recall percentage.  

 

Fig. 4. Precision & Recall against the CISI 35 queries 

31%
Porter 

Stemmer 43.40%
EPSA

Words Reduction 

0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Pr
ec

is
io

n

Recall

Without Stemming With Porter With ESPA



 An Adaptive Information Retrieval System for Efficient Web Searching 481 

 

Table 3. Average Precision and Average Recall 

 Precision Recall 

Without Stemming 70.9% 63.6% 

With Porter 72.9% 65.7% 

With ESPA 75.2% 66% 

6 Conclusion and Future Works 

Many researches were introduced to improve the structure of the porter algorithm; 
however it still has several drawbacks. Thus, in this paper we proposed an efficient 
information retrieval technique as well as a new proposed stemming algorithm called 
Enhanced Porter’s Stemming Algorithm (EPSA). The objective of this new technique 
is to overcome the drawbacks of the porter algorithm and improve the web searching. 

The algorithm was applied to two datasets for testing. The results show that the 
ESPA algorithm gives fewer errors than the original porter algorithm for both over-
stemming and under-stemming measures. ESPA algorithm also holds a good 
Stemming weight that’s mean its stronger in stemming than the porter algorithm. In 
addition, EPSA improves the performance of the Information Retrieval systems 
respecting the recall and precision measures. The EPSA improves the precision over 
the porter algorithm by about 2.3% while realizing approximately the same recall 
percentage.   

 Rough set theory is a way of representing and reasoning imprecision and uncertain 
information in data. Therefore, in our future works, rough sets-based feature 
extraction, rule generation and classification will provide more challenging and may 
allow us to refine our learning algorithms and/or approaches to the Web-based 
support systems  and research on information retrieval support systems [23]. 
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Abstract.Case Based Reasoning (CBR) is the first choice in experience-based 
problems as diagnosis. However, building a case base for CBR is a challenging. 
Electronic Health Record (EHR) data can provide a starting point for building 
case base, but it needs a set of preprocessing steps. In this paper, we propose a 
case-base preparation framework for CBR systems. This framework consists of 
three main phases including data preparation, fuzzification, and coding. This 
paper will focus only on the data-preprocessing phase to prepare the EHR data-
base as a knowledge source for CBR cases. It will use many machine-learning 
algorithms for feature selection and weighing, normalization, and others. As a 
case study, we will apply these algorithms on diabetes diagnosis data set. To 
check the effect of data preparation steps, a CBR prototype will being designed 
for diabetes diagnosis and prediction of its complications as kidney failure. The 
results show an enhancement to the case retrieval process of the implemented 
CBR system. 

Keywords : case based reasoning, data preprocessing, diabetes diagnosis, clini-
cal decision support system, electronic health record, and case-base knowledge. 

1 Introduction  

Diabetes Mellitus (DM) is a serious disease. If it has not treated on time and properly, 
it can lead to serious complications including death. This makes diabetes one of the 
main priorities in medical science research, which in turn generates huge amounts of 
data. These data are transactional and distributed in the patient's EHR. Early diabetes 
diagnosis is the most critical step in diabetes management. The diagnosis of diabetes 
is an ill-formed problem and depends on the physician experience. Case Based Rea-
soning (CBR) is considered as the most suitable Clinical Decision Support System 
(CDSS) for dealing with these problems where physicians share their experience [1, 
2]. Therefore, case-base creation is a challenging step. On the other hand, CBR is 
appealing in medical domains because a case-base already exists as storing symp-
toms, medical history, physical examinations, lab tests, diagnoses, treatments, and 
outcomes for each patient [3]. However, because clinical data are usually incomplete, 
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inconsistent, and noisy, these data need a set of preparation steps before converted 
into CDSS knowledge [4]. The first step is the data preprocessing stage that is applied 
to enhance data quality. The second step is the data fuzzification stage that is used to 
handle vague knowledge. Finally, the third step is the coding stage that is used to rep-
resent the processed data with standard coding systems such as SNOMED CT [5].  

Authors in [6, 7] stated that the introduction of health information technology like 
EHRs has not led to improvements in the quality of the data being recorded, but rather 
to the recording of a greater quantity of bad data. As a result, Lei [8] has proposed 
what he called the first law of informatics: "data shall be used only for the purpose for 
which they were collected.” In the same time, EHR contains all the current and histo-
ry of medical data of the patient. These data can be used as a complete source  
for building the CBR’s case-base [4]. The quality of CBR is based on the quality of 
case-base content [3]. EHR data quality measurement and improvement must be an 
essential step before using its data in CDSS’s knowledge base [4]. As a result, data 
preprocessing steps are the first and the foremost to improve the accuracy of CBR 
systems [9]. By focusing on DM diagnosis, its medical dataset is seldom complete 
[10]. Moreover, because diabetes is a lifelong disease, even data available for an indi-
vidual patient may be massive and difficult to interpret. Data preprocessing steps in-
clude deleting of low quality rows and columns, feature selection, feature mining, 
integration, transformation (i.e. normalization and discretization), data cleaning, fea-
ture weighting, etc. [11]. An example of a system focusing on feature mining is the 
dietary counseling system by Wu et al. [12]. Jagannathan and Petrovic [13] have con-
cluded that missing values in the case-base pose a common and serious problem that 
impairs the performance of the system, and they have provided an imputation method 
to deal with missing value. However, they have only handled missing values of some 
attributes, and they have left others. Floyd et al. [14] have concluded that applying 
preprocessing techniques to a case-base as feature selection can increase the perfor-
mance of a CBR system.  

Case retrieval is the most important phase in CBR system. However, it is mainly 
depend on the types of case-base knowledge and its quality. All existing case retrieval 
algorithms depend on one type of knowledge for retrieval [43]. We will combine the 
most important three techniques for data preparation to enhance the case retrieval 
process especially for medical domain. In this paper, our proposed framework will 
result in cleaned, normalized, fuzzified, and encoded knowledge. These types of 
knowledge will support different queries and different types of similarity algorithms, 
which improve the retrieval phase of CBR system. Diabetes diagnosis is used as a 
case study for applying this framework. There are not CBR systems that utilize ma-
chine-learning algorithms to prepare case-base knowledge. Moreover, most of CBR 
systems for diabetes diagnosis have used a diabetes specific data set. However, diabe-
tes as a chronic disease results in many other diseases as nephropathy, retinopathy, 
neuropathy, heart diseases, stroke, and others [42]. In our data set, patient is described 
by 70 different features, as shown in Table 1. These features link diabetes with other 
diseases, such as cancer, kidney disease, and liver diseases. A CBR-based CDSS for 
diabetes diagnosis will be designed using myCBR 3 protégé plug-in [36]. The diagno-
sis will be the patient's diabetes status plus his future conditions of having other  
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diseases, such as cancers. The paper is organized as follows. Section 2 provides relat-
ed works, section 3 provides a description of our diabetes data set, section 4 provides 
the proposed preparation framework, section 5 provides a case study for CBR system, 
and finally section 6 provides the conclusion and future works. 

2 Related Work 

Data quality of EHR should be measured before using it as a knowledge source. 
Weiskopf and Weng [15] have determined five dimensions to measure the quality of 
EHR data. Klompas et al. [16] has asserted that EHR data can improve diabetes man-
agement even if its raw data quality is low. For achieving data quality, a prepro-
cessing or data preparation step is critical for any knowledge based CDSS system 
[17]. For example, the case retrieval algorithms, such as nearest neighbor, require data 
cleaning and normalization steps [13, 18]. Low quality data need handling in CBR. 
For example, Xie et al. [19] have handled missing values and unmatched features in 
case retrieval algorithm. Guessouma et al. [20] have proposed five approaches for 
managing missing data problem in a medical CBR system. The data preprocessing 
steps include data cleaning [13], data transformation [10], feature mining and selec-
tion [21], etc. Especially for CBR, the conversion of database structure to case-base 
structure is a critical step [4]. Database record is similar to case-base case, but trans-
formation from generic EHR to specialized case-base is not a straightforward map-
ping of attributes. In order to change one of simple database records into a case, it is 
required to associate an experience to the record [22]. Abidi et al. [4] have assumed 
that the structure of case-base is defined in advance. They have mapped the structure 
then contents of EHR to case-base. However, this assumption is not realistic. The 
structure of the case-base depends on the structure and contents of EHR, and it must 
be inferred from it. As EHR contains patient raw chronicle data, a temporal abstrac-
tion preparation step is critical to aggregate and provide trends from patient data [23]. 
Moreover, features weights must be specified for case retrieval algorithms [1]. It can 
be determined manually by domain expert and CPGs [20] or automatically using ma-
chine learning algorithms [24], e.g. neural network [4]. The choice of case features 
that best distinguish classes of instances has a large impact on the similarity measure 
[22], and it improves the performance and decrease the complexity [3]. This process 
can be done automatically [25] (using techniques as information gain [26] and Relief 
[27]) or manually [28, 29] according to domain expert or CPGs. Kotsiantis [30] has 
surveyed data preprocessing algorithms for each step. Han et al. [31] have proposed 
the preprocessing steps for a DM data set using RapidMiner [37]. There is no single 
sequence of data pre-processing algorithms with the best performance [30]. As a re-
sult, data preprocessing is a set of not ordered steps [17]. It can be an inherent com-
ponent of a CBR system, or it can be performed as a preprocessing step. For example, 
eXiT*CBR [32] system incorporate basic preprocessing steps as discretization, nor-
malization and feature selection techniques. However, the complete list of needed 
preprocessing steps is different according to the nature of data and the CBR system 
purpose [3]. As a result, this paper will provide the preprocessing step as a separate 
phase before CBR system processes.  
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3 Data Set Description 

The paper uses a data set from diagnostic biochemical lab, AutoLab of Mansoura  
institution, Mansoura University, Mansoura, Egypt. This data was collected in the 
period from January 2010 through August 2013. The control subjects were healthy 
and recruited from the diagnostic biochemical lab and were matched by age, sex and 
ethnicity to the case subjects.  The eligibility criteria for controls were the same as 
those for patients, except for having a cancer diagnosis. A short structured question-
naire was used to screen for potential controls based on the eligibility criteria. Analy-
sis of the answers received on the short questionnaire indicated that 80% of those 
questioned agreed to participate in clinical research.  A total of 67 eligible subjects 
were ascertained in the current study. However, 7 control subjects were excluded due 
to limited blood samples for testing AFP. Blood samples (5 mL) were taken, centri-
fuged, and the serum separated and stored at 220uC until analyzed. Serum samples 
were assayed for AFP by enzyme-linked immunosorbent assay with commercial kits 
(Abbott, North Chicago, IL), transferase (ALT) and aspartate aminotransferase 
(AST), with an auto-analyzer (Hitachi Model 736, Japan) and commercial kits.  

The problem features include: Demographics (Residence, Occupation, Gender, 
Age, BMI); Lab tests (HbA1C,  2h PG, FPG); Hematological Profile (e.g. 
Prothrombin INR, Red cell count, Hemoglobin, Haematocrit (PCV), MCV, MCH, 
MCHC, Platelet count, White cell count, Basophils, Lymphocytes, Monocytes, 
Eosinophils); Symptoms (Urination frequency, Vision, Thirst, Hunger, Fatigue); Kid-
ney Function Lab tests (Serum Potassium, Serum Urea, Serum Uric acid, Serum 
Creatinine, Serum Sodium); Lipid Profile (LDL cholesterol, Total cholesterol, Tri-
glycerides, HDL cholesterol); Tumor Markers (FERRITIN, AFP Serum, CA-125); 
Urine Analysis (Chemical Examination (Protein, Blood, Bilirubin, Glucose, Ketones, 
Urolibingen), Microscopic Examination (Pus, RBcs, Crystals)); Liver Function Tests 
(S_Albumin, Total Protein, Total Bilirubin, Direct Bilirubin, SGOT (AST), SGPT 
(ALT), Alk_Phosphatase, γ GT); Females History (Amenorrhea, Birth, Dysmenor-
rhea). Solution features include: Diabetes Diagnosis; Nephropathy check; 
Hypercholestremia check; Tumor Markers; Liver problem; Radiological Diagnosis 
(Glomerulonephrinitis, Shrunken kidney, HCC, HCV, Ovarian cancer, Fatty Liver, 
Splenomegaly). Table 1 is a sample of the tested features, and we have selected a uni-
fied Unit of Measurement (UoM) for each lab test. All features’ values are converted 
to the selected UoM. 

Table 1. Patient features (Data type:N=Numerical, C=Categorical, and O=Ordinal}. 

Feature type          Feature name Data type Normal Range UoM Min-Mean-Max 
Demographics BMI N 18.5 - 25 kg/m2 20-33.117-45 
Diabetes Lab Tests HbA1C  N <=5 mmol/L 5-6.373-7.4 
Hematological Profile Hemoglobin  N 12 - 16 g/dL 9.8-12.332-13.4 

White cell count N 4 - 11 10^3/cmm 6-8.055-9.2 
Symptoms  Urination frequency O - - - 
Kidney Function Lab tests Serum Uric acid N 3.0 - 7.0 mg/dL 3-4.237-7.9 

Serum Creatinine N 0.7 - 1.4 mg/dL 0.9-1.35-3.6 
Lipid Profile LDL cholesterol N 0 - 130 mg/dL 50-94.917-170 
Tumor Markers FERRITIN N 28 - 397 ng/mL - 
Liver Fun. Tests S. Albumin N 3.5 – 5.0 g/dL 1.9-4.082-5.4 
Females History Amenorrhea O - - - 
Diagnosis  Diabetes Diagnosis  C - - - 

Nephropathy check  C - - - 
Hypercholestremia check C - - - 
Tumor Markers C - - - 
Liver problem  C - - - 
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Table 2 show a sample of 11 case with all features describing diabetic patients. 
These raw data will be prepared as a case base knowledge for diabetes diagnosis 
CDSS based on CBR technique. Our case base will contain 60 cases.  

Table 2. A sample of 11 cases from our raw data set before preprocessing 

Case Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 Case 9 Case 10 Case 11 
BMI 20 23 31 32 40 45 24 31 29 28 29 
Gender M F F M M F F F M F F 
Age 39 47 32 35 53 43 41 32 35 53 60 
Vision blurred Allergy /redness Non Non Allergy 

/retinopathy 
retinopathy non Aller-

gy/redness 
Non Non Allergy/ 

retinopathy 
Fatigue Non Non + + + + + + ++ + + 
Hunger Non Non + + ++ + Non Non + + Non 
Thirst Non + + + + ++ + Non + + Non 
Urination Freq. Non + Non Non ++ +++ Non Non ++ ++ Non 
Residence urban Rural Rural urban urban urban urban urban urban urban Rural 
Occupation Teacher Merchant Farmer Engineer worker Pharmacist Doctor Non Worker Merchant Teacher 
2hPG 180 190 200 210 220 230 165 225 175 185 230 
FPG 120 125 130 135 140 150 118 148 117 121 150 
HbA1C 6.4 6.5 6.6 6.7 6.9 7.1 6.1 6.8 6.2 6.3 7.1 
Prothrombin (INR) 1.3 1.1 1 1.1 1.4 1 1.4 1.1 1 1.3 1.4 
Basophils 0 1.1 0 1.2 0.5 1 1.5 1.2 0.5 1 1 

Eosinophils 1 2 3.4 1.8 1.4 2.4 1.2 1.8 1.4 2.4 2.4 
Monocytes 2 3.8 2.5 3.3 2 4 2.2 3.3 2 4 4 
Lymphocytes 25 29 24.7 26.8 23.2 27 21.2 26.8 23.2 27 27 
White cell count 7.9 9.2 8.8 8.4 7 8.9 6 8.4 7 8.9 8.9 
Platelet count 232 2000 195.4 210 198 210 192 210 198 210 210 
MCHC 32.8 37.8 41.7 38.7 30.8 32.8 30 41.7 38.7 37.8 30.8 
MCH 23.4 28.4 29.4 28.4 21.4 23.4 21.3 29.4 28.4 28.4 21.4 
MCV 71.3 74.5 76.4 74.5 70 71.3 70 76.4 74.5 74.5 70 
Haematocrit 34.8 36.8 34.5 36.8 34.3 36.8 31.1 34.5 36.8 36.8 34.3 
Hbg 11.4 12.8 13.4 12.8 10.4 12.5 9.8 13.4 12.8 12.8 10.4 
Red cell count 4.88 5.4 5.88 5.4 4.1 5.2 3.8 5.88 5.4 5.4 4.1 
Serum Potassium 3.8 2.4 4.1 4.3 2.9 4 3.9 3.5 4.3 4.1 3.9 
Serum Sodium 135 149 135 134 152 134 135 135 134 135 135 
Serum Creatinin 2.6 1.9 1 0.9 2.4 1.1 1 1 0.9 1 1 
Serum Uric acid 7.8 5.2 3.4 4.9 7.9 3 3.4 3.4 4.9 3.1 3.4 
Serum Urea 56 47 18 18 52 28 17 17 28 19 17 
LDL cholesterol 90 85 55 67 165 81 79 89 165 167 55 
HDL cholesterol 51 55 60 61 35 65 65 65 38 38 65 
Triglycerides 158 141 152 150 180 142 134 101 181 167 111 
Total cholesterol 200 200 200 200 240 200 200 200 243 255 200 
FERRITIN Normal Normal Normal Normal Normal Normal Normal Normal Normal Normal Normal 
AFP Serum Normal Normal Normal Normal Normal Normal Normal Abnormal Normal Normal Abnormal 
CA-125 Normal Normal Normal Normal Normal Abnormal Normal Normal Normal Normal Normal 
Crystals + Nil Nil Nil ++ Nil Nil Nil Nil Nil  Nil 
RBcs + Nil Nil Nil ++ +++ Nil Nil Nil Nil + 
M.Pus ++ Nil Nil Nil +++ +++ Nil Nil Nil Nil + 
Urolibingen  Nil Nil Nil  Nil Nil Nil Nil Nil Nil   
Ketones ++ + Nil Nil ++ +++ Nil Nil Nil Nil ++ 
Glucose +++ ++ Nil Nil +++ +++ Nil Nil Nil Nil +++ 
Bilirubin   Nil Nil  Nil Nil Nil Nil Nil Nil   

Blood  + Nil Nil ++ Nil Nil Nil Nil Nil + 
Protein ++ ++ Nil Nil +++ Nil Nil Nil Nil   Nil + 
Albumin 4.5 4.1 5 5.4 4.5 4.4 2.4 1.9 4.1 5 2.8 
Total protein 4.7 3.2 6.4 3.8 3.1 4.1 8.1 8.2 3.2 6.4 7.5 
γ GT 22 20 18 27 25 28 64 98 20 18 68 
Alk. phosphatase 250 189 300 210 170 184 350 289 189 300 210 

SGPT (ALT) 35 45 42 40 35 42 110 82 45 42 123 
SGOT(AST) 40 41 39 35 40 40 98 78 39 35 145 
Direct bilirubin 0.3 0.4 0.3 0.5 0.3 0.5 1.4 1.3 0.3 0.4 1.6 
Total bilirubin 1 1.1 1 1.2 0.9 1 2.8 3 1.1 1 2.2 
Birth Normal Normal Normal Normal Normal twins Normal Overweight 

baby 
Normal Normal Normal 

dysmenorrhea Normal Normal ++ Normal Normal Normal Normal Normal Normal Normal Normal 
Amenorrhea Normal Normal + Normal Normal Normal Normal Normal Normal Normal Normal 
Diabetes Diagnosis Prediabetic Diabetic ' Diabetic 

'gestational' 
Diabetic Diabetic Diabetic Prediabetic Diabetic 

'gestational' 
Prediabetic Prediabetic Diabetic 

Nephropathy  
Diagnosis 

Nephropathy Nephropathy Normal Normal Nephropathy Normal Normal Normal Normal Normal Normal 

Hypercholestremia 
Diagnosis 

Normal Normal Normal Normal Hypercholestre
mia 

Normal  Normal  Normal Hypercholestre
mia 

Hypercholest
remia 

Normal 

Cancer Type Normal Normal Normal Normal Normal Ovarian cancer Normal Hepatocellular 
carcinoma 

Normal Normal Hepatocellular 
carcinoma 

Liver Diagnosis Normal Normal Normal Normal Normal Normal HCV HCC Normal Normal HCV 
Glomerulonephrinitis No Yes No No Yes No No No No No No 
shrunken kidney No Yes No No Yes No No No No No No 
HCC No No No No No No No Yes No No No 
HCV No No No No No No Yes No No No Yes 
Ovarian cancer No No No No No Yes No No No No No 
Fatty Liver No No No No No No No No No No No 
Splenomegaly No No No No No No Yes No No No No 

4 Case-Base Preparation Framework 

In this section, we propose a case-base preparation framework for extracting a diabe-
tes diagnosis case-base from EHR databases, as shown in Fig. 1. This framework dis-
cusses the conversion of both structure and content of EHR database to a derived 
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case-base structure and content. There are three sequential phases for creating a case-
base from EHR including data preprocessing, data fuzzification, and data encoding. 
We have proposed, in other work, a standard data model based on HL7 RIM [38] to 
standardize the structure of case base. This data model will be utilized to prepare the 
case-base structure. Moreover, we have created an OWL 2 ontology for diabetes con-
cepts from SNOMED CT to be used for coding and standardizing the case-base con-
tents. Encoding phase is performed to standardize the textual contents of case-base 
according to standard medical ontology [5]. Because of space restrictions, the data 
preparation phase will be discussed in this work, and the other two phases will be 
considered in future works. Because it is the general case, we will assume that EHRs 
(the case sources) are in relational database format [33], and do not use any coding 
mechanisms (e.g. the data are in primitive types only like numerical, textual, etc.) 

4.1 Data Extraction, Integration, and Anonymization  

EHR contains medical, administration, financial, security, and privacy information. 
By concentrating on medical data, it contains heterogeneous data about patient,  
related to his lifelong health states. Moreover, that information structure and represen-
tation format of EHR varies across different HISs. Interoperability of EHRs is out of 
scope. We need to collect only data fields related to DM diagnosis from all of patients 
EHRs into a coherent data store. According to our domain expert and Clinical Prac-
tice Guidelines (CPGs), the list of diagnostic data elements are identified including 
lab tests, symptoms, and others. These data elements are extracted from multiple 
sources (i.e. EHRs). These sources require object matching and schema integration 
strategies. Data integration can help reducing and avoiding redundancies and incon-
sistencies in the resulting data set. We will follow a manual process for schema  
integration, i.e. attributes names conflict. Object matching requires attribute tuple 
redundancy detection and prevention. Anonymization is a privacy preservation step. 
We have removed all patient personal details, and the paper will depend on an artifi-
cial identifier for each case. 
 
 

 

Fig. 1. Case-base preparation phases 
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4.2 Data Preprocessing Steps 

This paper focus on the representation of case-base in attribute-value tables, because 
it is one of the most common kind of case representation in CBR. Moreover, the at-
tributes types will be nominal and numerical only with no object and concept types. 
Currently available options in our CBR are: feature weighting, feature selection, out-
lier detection and removal, handling missing values, categorical feature coding, and 
others. These steps are performed sequentially on the raw case-base data to produce a 
new high quality case base. Fig. 2 shows that case-base pre-processing steps are se-
quential, where Pi is a pre-processing step. 
 

 

Fig. 2. The case-base pre-processing steps 

4.2.1 Handling Missing Values and Categorical Features Coding 
The effect of incomplete data on retrieval performance is an important issue because 
it affects both precision and recall of retrieval algorithm [34]. There are so many 
methods for handling missing values. In our case, we will remove: (1) all cases with 
more than or equal to 50% of missing features, (2) all features with more than  
or equal to 50% of missing values. Missing values will be filled using the k-NN algo-
rithm [41], where the corresponding feature of the most similar case will fill  
the missed feature. The features data types are numerical, ordinal, and nominal.  
 

Table 3. Categorical and diagnosis features codes 

Categorical Feature  Coded Values Original value # of cases 
Urination Frequency 0 Non (Normal) i.e. 3-5 times urination per day 42 

1 + i.e. 6-8 times urination per day 4 
2 ++ i.e. 9-10 times urination per day 11 
3 +++ i.e. more than 10 times urination per day 3 

CA-125 0 (i.e. Normal) Numerical values 57 
1 (i.e. Abnormal) Numerical values 3 

FERRITIN 0 (i.e. Normal) Numerical values 58 
1 (i.e. Abnormal) Numerical values 2 

AFP Serum 0 (i.e. Normal) Numerical values 56 
1 (i.e. Abnormal) Numerical values 4 

Urine Analysis  0 (i.e. Nil) 1 (i.e. +) 2 (i.e. ++) 3 (i.e. +++)  
Protein             50 1 7 2
RBcs            49 9 1 1
Crystals 55 4 1 0

Diabetes Diagnosis 0 Normal 8 
1 Prediabetic 19 
2 Prediabetic/Gestational 1 
3 Diabetic 29 
4 Diabetic/Gestational 3 

Nephropathy Check  0= Normal Empty 49 
1= Abnormal Nephropathy 11 

Hypercholestremia Check 0= Normal Empty 46 
1= Abnormal Hypercholestremia 14 

Cancer Type 0 Empty (i.e. Normal) 52 
1 Ovarian cancer (Preneoplasm) 3 
2 Liver cirrhosis 1 
3 HCC (liver cancer or Hepatocellular carcinoma) 4 

Liver Problem 0 Normal 50 
1 Fatty (bright) liver 3 
2 HCV (virus C) 3 
3 HCC (liver cancer) 4 
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Numerical features (i.e. lab tests) will not be coded. As a special case of numerical 
features, FERRITIN, AFP Serum, and CA-125 will be coded as Normal and Abnor-
mal. On the other hand, all categorical and ordinal features (e.g. patient symptoms) 
will be coded. Moreover, the diagnosis features (the case solution) which include dia-
betes diagnosis, Nephropathy check, Hypercholestremia check, kidney problems, liv-
er problems, and Radiological diagnoses will also be coded. RapidMiner Studio 6.0 
has done the coding process, using Discretize Operator. This operator discretizes the 
selected attributes into user-specified classes using a simple mapping process. Table 3 
shows a sample of the coded features. 

4.2.2 Feature Selection 
A sufficient and appropriate description for the problem is necessary to describe it in 
a case-base form [35]. The collected features for patients are huge, and they have dif-
ferent levels of importance for determining the diagnosis of diabetic patient. Initial 
feature vector is collected from domain expert, EHR database schema and diabetes 
diagnosis CPGs, as discusses in section 3. The large number of features affects the 
performance of the case retrieval algorithm. If extraneous and misleading features are 
removed, the similarity measures can retrieve cases that are more useful. As a result, 
feature selection algorithms must be applied on the collected features to determine the 
most important ones. There are two types of feature selection methods: Wrapper 
methods and Filter methods [39]. As the two methods are complementary, we will try 
algorithms from both approaches. We have applied a set of machine learning algo-
rithms [39], and we have compared their results. For example, in WEKA, we have 
examined K-NN classifier, Naïve Bayes, C4.5 decision tree, and fuzzy rough feature 
selection. Moreover, in RapidMiner, we have examined rule induction technique in 
backward elimination optimization technique, rule induction technique in forward 
selection optimization technique, k-NN technique in backward elimination optimiza-
tion technique, and decision tree technique in genetic algorithm optimization. For 
space restrictions, we will not discuss any details about these algorithms. We can 
range the most important features repeated in feature selection algorithms. The most 
important feature is HbA1c, and it will have the highest weight in CBR system. 
Moreover, it can be noticed that feature selection algorithms have selected overlapped 
sets of features. As a result, we will combine the collected features from these algo-
rithms to participate in case representation in our CBR system.  

4.2.3 Feature Weight Assignment 
Feature weighting process is used to improve the performance of the case retrieval 
algorithm. Weights can be attached to cases, so that cases considered more important 
for a given application when have higher weights. Weight vectors can also be as-
signed to description variables: one can either use the same weight vector for all cas-
es, or assign individual weight vectors to each case. As a result, high significant at-
tributes will receive higher weights. This paper calculates, using machine learning 
algorithms and tools, a single weights vector for features of the entire case-base.  
Feature weighting will be calculated by using variety of algorithms. In Table 4, we 
have calculated features weights using the following algorithms [37, 40]: A= Genetic 
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Algorithm + decision tree, B= Genetic Algorithm + rule induction, C= Particle swarm 
optimization, D= Information Gain technique, E= Correlation Technique. Because 
some features have been selected in feature selection, but they have weight = zero in 
feature weighting algorithms, we will take the maximum of these weights as the fea-
ture weight vector in our CBR system. Table 3 shows a sample of features weights 
that are vales ∈ [0, 1]. All selected features in previous section will have weights. 

Table 4. Features weights 

 A B C D E Maximum 
2hPG 0.060 0.001 1.000 0.894 0.038 1
Birth 0.128 0.551 0.396 0.206 0.248 0.551 
CA125 0.515 0.011 0.000 0.043 0.298 0.515 
Blood 0.124 0.241 0.000 0.110 0.410 0.410 
Ketones 0.254 0.129 0.000 0.290 0.736 0.736 
D. bilirubin 0.000 0.004 0.000 0.082 0.172 0.172 
FERRITIN 0.312 0.204 0.000 0.024 0.305 0.312 
Hunger 0.377 0.202 0.929 0.074 0.308 0.929 
HbA1C 0.030 0.025 0.370 1.000 0.049 1
Hemoglobin 0.092 0.176 0.619 0.157 0.699 0.699 
Platelet count 0.020 0.118 1.000 0.111 0.422 1
Prothrombin INR 0.134 0.057 0.056 0.051 0.689 0.689 
Red cell count 0.047 0.089 0.897 0.157 0.745 0.897 
Residence 0.063 0.391 1.000 0.031 0.520 1
SGOT_AST 0.150 0.106 0.000 0.070 0.271 0.271 
SGPT_ALT 0.061 0.000 0.000 0.059 0.311 0.311 
S. Potassium 0.099 0.165 0.047 0.077 0.746 0.746 
S. Sodium 0.104 0.144 0.095 0.098 0.363 0.363 
S. Uric acid 0.000 0.136 1.000 0.087 0.522 1
Triglycerides 0.014 0.127 0.000 0.101 0.790 0.790 
White cell count 0.096 0.020 1.000 0.134 0.221 1

4.2.4 Outlier Detection and Handling 
Retrieval performance in CBR is likely to be adversely affected if noise is presented 
in the case library. While many learning algorithms can be modified to be noise toler-
ant, it is difficult to make instance-based learning (IBL) algorithms such as k-nearest 
neighbor (k-NN) algorithm or case-based reasoning (CBR) robust against noise. 
Moreover, outliers will affect the normalization process in the next section. In our 
data set, we have checked for outliers using RapidMiner’s Detect Outlier (Distances) 
operator. This operator identifies n outliers in the given dataset based on the distance 
to their k nearest neighbors. We have found that all outlier cases are tightly affected 
by extreme values of some specific features, and these values are replaced by our  
domain experts.  

4.2.5 Normalization of Numerical Attributes 
Most CBR retrieval algorithms (e.g. k-NN) are depending on distance similarity func-
tions as Euclidean distance. Therefore, all attributes should have the same scale for a 
fair comparison between them. Normalization of the data is very important when 
dealing with attributes of different units and scales. Regarding normalization of nu-
merical attributes, a key issue is having all the local similarity measures in the same 
scale [0, 1] to combine them at the global similarity measure. There are many normal-
ization techniques as Z-score and Min-Max. RapidMiner has normalize operator, 
which normalize all of the numerical features using Min-Max technique. All features 
are normalized in specific [C, D] range using Eq.1 where A is the old value, B is the 
normalized value. The used range in our case is [0.0, 1.0].  
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After the previous preprocessing steps, our normalized data set is now ready for 
building the diabetes diagnosis case-base. In the following section, we will build a 
CBR system prototype using myCBR3 protégé plugin [36]. The myCBR is an open-
source similarity-based retrieval tool, and it comes in three forms: protégé plugin, 
workbench, and software development kit (SDK). In this paper, we will use the first 
form. 

5 Case Study  

To check the effects of data preprocessing on the quality of CBR results, we will pro-
vide a prototype of a CBR system using myCBR framework [36]. The following sub-
sections describe the developing phase of CBR. 

5.1 Case-Base Formulation 

We have a case-base containing 60 cases in the form: CaseBase= {case1, case2 … 
case60}, where casei=case (Fi, Si), present the ith case of database. Each case has ID. 
Fi= (fi1, fi2…fin) presents the problem description features of case i, and fin present the 
nth feature of case Ci. These are 58 features includes patient's lab tests as HbA1c and 
symptoms as Thirst. Si= (si1, si2…sin) presents the solution sets of case Ci, whereas sin 
presents the nth solution of case Ci. Each solution has 12 features and determines the 
diabetes diagnosis of a patient plus his probability of having a kidney problem (e.g. 
Glomerulonephrinitis, shrunken kidney, etc.), liver problem (e.g. Fatty liver, HCV, 
HCC, etc.), Hypercholestremia, and Nephropathy. The myCBR supports case repre-
sentation by CSV data file in the form of attribute-value using CSV data import mod-
ule.  Fig. 3 shows the myCBR screen after importing the data set into a new class Pa-
tient that will be used as query and case values for retrieval step. 

5.2 Modeling Similarity Measures 

The k-NN algorithm is used for case retrieval. It follows the local-global approach 
that divides the similarity definition into a local similarity measures for each attribute, 
weight for each attribute, and a global similarity measure for calculating the similarity 
of cases. Different types of features have different similarity comparison methods. For 
attributes of the data type float, integer, and ordinal, we used distance functions. We 
used similarity tables for symbolic value ranges. In our case, if each case has n attrib-
utes then the similarity between query ݍ and case ܿ is calculated using Eqs. 2, 3, 4, as 
shown in Fig. 4. 
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Fig. 4. The features local similarity functions 

5.3 Testing of Retrieval Functionality 

Case retrieval is the most critical step to test CBR functionality, and the whole purpose of 
our proposed framework is to improve it. The definition of an optimal similarity measure 
is often a difficult and tricky task. It requires repeatedly testing and fine-tuning. We have 
tested the 60 cases that are exist in the case base. The physician query will be normalized 
and coded before entered to the CBR system. We have tested our framework with a list of 
new cases. Cases descriptions will be entered to the system as queries, and the output will 
be the patient diabetes diagnosis including normal, prediabetic, diabetic, etc. Moreover, 
the systems will provide the patient probability to produce other complications as kidney 
failure. Retrieved cases are sorted by the level of similarity to the query. Fig. 5 shows one 
query after retrieving the most similar cases using CBR Retrieval tab in protégé. Moreo-
ver, the Queries tab in protégé can be used to build queries. We have measured the retriev-
al accuracy of the system. The accuracy means the ability of the system to retrieve the 
right or the similar case. The applied preprocessing steps have increased the accuracy of 
the CBR system to find the most suitable case. The value of k has not determine because 
myCBR framework will return all the case with their similarity level ranging from 100 
(i.e. exact similarity) to 0 (i.e. not similar). All tested cases are retrieved with 100% accu-
racy. The retrieved case may need some adaptation to generate the final solution, but this 
task is out of scope. 
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Fig. 5. The case-base query retrieval 

6 Conclusion 

In this paper, we have proposed a case-base preparation framework. The paper concentrat-
ed on the data preprocessing steps including missing values handling, feature selection, 
feature weighing, outlier detection, and normalization. Multiple machine learning algo-
rithms have been applied to preprocess the case-base data. A CBR system has been im-
plemented as a case study on diabetes diagnosis data set, and the results has been recorded. 
The preparation of EHR data enhances the accuracy of the retrieval phase of our CBR 
system. In our future works, we will complete the implementation of our case-base prepa-
ration framework including the fuzzification of the case base, implementation of fuzzy 
similarity technique and codifying of the case-base using a standardized ontology as 
SNOMED CT, ICD, or UMLS. Moreover, we will increase our case-base size with new 
cases to enhance the accuracy the CBR system decision. 
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Abstract. Blind people see world through touch. However, objects are
sometimes too big or too small to be observed in this way. Tactile scale
3D models are a solution to this problem. In this paper we deal with the
process of creation of such models and some problems related to it. We
present two solutions that assist in planning the process and estimating
the time needed for its realization. The first one is a set of timed Coloured
Petri net simulation models for an estimation of a total time of the
process. The second one is a software tool for planning a 3D scanning
job of an exterior area, which also computes the time needed for an actual
scanning. An example of a tactile 3D model, created by the authors, is
presented, too.

Keywords: visually impaired people, tactile 3D models, virtual reality
technologies, time estimation.

1 Introduction

Visually impaired people do not see, but through other senses they perceive
information about the world around them. There are many aids, which help
them substitute their vision. According to Hersh and Johnson [4], these aids can
be divided to: haptic low-tech aids (e.g. the long cane, the guide dog or braille),
matrices of point stimuli (e.g. aids for reading text and pictures), computer
based aids for graphic information (e.g. aids for graphic user interface or tactile
computer mouses) and haptic displays. But which aid can be used to transfer
information about objects, whose size prevents them to be observable by touch?.
Tactile scale 3D models present a suitable solution and there is a lot of ongoing
research and development work in this area. Celani et al. use tactile models
for teaching architecture. In [2] they present four models of buildings, designed
by Oscar Niemeyer, which they modeled in CAD software and 3D printed in
ZPrinter 310 Plus. Models were 3D printed as solids, because hollow models
could be easily broken with hands [2].

Tactile 3D models can be also used to help with the spatial orientation of
blind people in large areas such as a university campus [11]. However, creation
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of such complex models using 3D modeling or CAD applications can be very
time consuming. Therefore in [8] Moustakas et al. present a method, where 3D
models are created from video, deriving structure from the motion. The method
offers an automated way to generate models of these areas.

Other examples of objects too big to be observed by touch are architectural
elements, statues and archaeological findings. 3D modeling is not the only way
to create their virtual representations, 3D scanners can be used instead. For
example, in [10] Tucci and Bonora scanned these kinds of objects for various
purposes, including creation of tactile models for museums. The objects can
be sometimes too small to be observed by touch and printed 3D models can
solve this problem. In the work of Teshima et al. [9], 3D models of Radiolaria
and Foraminifera (plankton) were created using X-ray computer tomography,
enlarged and 3D printed.

The works mentioned focused on the process of tactile 3D models creation and
printing, but didn’t deal with some significant issues related to the process. One
of the most interesting questions is how to estimate the time needed to create a
model and, eventually, the price of its creation. To be able to estimate the price
is very important with respect to the use of the models for the benefit of visually
impaired people, because organizations, which support them often operate with
limited funding.

In this paper two solutions for the time estimation, developed at the home
institution of the authors, are presented. The first one is a set of configurable
timed Coloured Petri nets models, which allows to estimate the time of the whole
process for a large number of objects by means of simulation based analysis. The
second solution focus on a specific subtask of the process, namely on 3D scanning.
It is a software tool where scanning time is determined on the basis of a virtual
scene consisting of a building to be scanned and scanners to be used.

2 3D Model Creation Process

Before a 3D model of an object can be printed, its virtual representation has to
be created. The first step of the creation process is data gathering and analysis
(preparation phase). When the data are prepared a 3D model creation begins
(modeling phase), followed by checking for errors (verification phase).

A 3D model of an object can be created, in the modeling phase, using 3D mod-
eling applications (e.g. SketchUp [16]), a 3D scanning (e.g. by Leica ScanStation
2 [15]) or their combination [3]. Which of these modeling methods will be used
has to be decided at the beginning of the preparation phase according to the
availability of required software and hardware, intended use of the model to be
created (e.g. simulation, visualization or 3D printing) and also to the object
properties (e.g. size, position or its existence in the real world). Chosen model-
ing method also affects the next step in the preparation phase - data gathering.
For example, if the model will be created from scratch in a 3D modeling appli-
cation, detailed measurements are necessary and data for textures have to be
obtained. On the other hand, a 3D scanner is capable to obtain most of these
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data automatically. However, positions from which the object will be scanned
and 3D scanning parameters need to be determined. When all the necessary
data are gathered, the analysis step begins. Here the data are checked if they
are adequate for the 3D model creation (e.g quality of pictures for textures is
adequate or there is enough scanning position to scan the whole surface of the
object). After successful analysis, creation of a 3D model (the modeling phase)
can begin utilizing the chosen modeling method and gathered data. The created
model is subsequently verified in the verification phase, where a modeler checks
whether the model satisfies requirements for its further use. For example, if the
model is about to be 3D printed, it is needed to check that it is “water-tight”,
i.e. there are no holes in its exterior surface.
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Fig. 1. A timed CPN simulation model of the creation process

3 Simulation Models for Time Estimation

To estimate a time needed for creation of a large number of relatively complex
3D models, such as buildings, is not an easy task. This is because of a number of
parameters that need to be taken into consideration. The most important ones
are related to diversity of individual buildings (e.g. size or number of details).
Other ones are associated with modelers – their skills (e.g. modeling or texturing
speed), their quantity (i.e. how many modelers will be modeling) and distribu-
tion of tasks among them (i.e. do we have individual modelers for each modeling
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phase or one modeler is doing everything). The last set of parameters reflects
limitations given by VR system utilized (e.g. maximum of polygons per model
or maximum texture resolution). In many cases these parameters can be charac-
terized by existing random distributions, so 3D model creation processes can be
modeled as stochastic discrete event systems and simulation-based performance
analysis can be used for the time estimation.

There are several languages available for modeling of discrete event systems
and one of them is (timed) Coloured Petri nets (CPN) [5], [6]. CPN allows to
create models, which can be both relatively easy to understand (thanks to a
graphical representation) and comprehensive (thanks to the use of a functional
language for data representation and manipulation). In addition, there is an
editor, simulator and analyzer of CPN, called CPN Tools [14], which provides
facilities for data extraction during simulations. Because of these properties, we
used CPN to create a set of simulation models that allow to estimate the 3D
models creation time. The simplest of them is shown in Fig. 1.

As it is common in CPN, the simulation model (Fig. 1) has a form of bipartite
digraph, where round vertices are places and rectangular ones are transitions.
Places hold values, called tokens and these tokens define a state or marking
of the net. Each place can hold only one type of tokens. Marking of the net
can be changed by firing of its transitions. A firing of a transition t can occur
when there are enough tokens in its pre-places (i.e. places from which there is
an arc to t). The firing removes tokens from pre-places of t and adds tokens to
its post-places (i.e. places to which there is an arc from t). Number and values
of removed and added tokens are defined by expressions written next to arcs.
Detailed information about CPN behavior can be found in [5] or at [14].

The simulation model in Fig. 1 represents a process where we have to cre-
ate 250 models of buildings (250 tokens in the place Buildings) using three
employees for data gathering (3 tokens in Data gatherers) and four employ-
ees for 3D modeling and texturing (4 tokens in 3D modelers). Creation of each
3D model is divided into three steps. In the first one, which corresponds to the
preparation phase as defined in section 2, data necessary for 3D model creation
are collected. This step starts by a firing of Start data gathering and ends
by a firing of Finish data gathering. The next step is a creation of the 3D
model (transitions Start 3D modeling and Finish 3D modeling) and the fi-
nal step is its texturing (Start texturing and Finish texturing). These two
steps correspond to the modeling phase. The verification phase is not covered
by this model but can be added in the form similar to the previous ones. Times
needed to accomplish the steps are drawn from normal distributions of chosen
mean and variance. For example, the data gathering time is computed by the
expression normDist(objGathMean,objGathVar), where normDist is a function
that returns a random number, objGathMean is a constant that defines mean
and objGathVar define variance of the gathering time. The normal distribution
and values of its parameters have been chosen on the basis of experience of the
authors with 3D modeling using contemporary software and hardware, including
the pieces mentioned in the previous section. The time in the simulation model
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is measured in seconds and data about total time of 3D model creation and time
of its steps are collected during simulation.

4 3D Scanning Time Estimation Tool

The simulation models, as the one presented in the previous section, are able
to provide a rough estimate of costs of planned 3D model creation. This is
useful when a decision to create the model or not is to be made. However, after
the decision is made (and is positive), more precise estimates are necessary to
plan actual realization of the model creation. As we mentioned above, one of
the methods of 3D model creation is 3D scanning. In the case of large objects,
namely buildings, the critical parameters to estimate a 3D scanning time are a
ground plan and segmentation of the building, number and technical parameters
of scanner(s) to be used and how the surroundings of the building limit possible
scanning positions.

Fig. 2. Interface for parameters setting (left) and preview of a scanned area (right)

To assist in planning a 3D scanning job we developed a software tool (Fig. 2),
which computes the time estimate on the basis of a virtual representation of a
scanning site. The virtual representation has to be prepared by a user of the
tool and consists of a 3D model of the building and scanners positioned around
it. For the purpose of the estimation a simplified 3D model is enough. It just
needs to contain the basic shape and features of the building (e.g. windows)
and overhanging parts (e.g. balconies) that can overlap other components when
looking at the building from some angle. Still, one may find the task to create the
simplified model too laborious. But usually only historically or architectonically
significant buildings are scanned and 3D models of many of them already exist
and are available for free. If not, the simplified model can be quickly created
in an easy to learn and use 3D modeling application, such as SketchUp. And
in many cases the data needed to create it may be obtained from the Internet
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for free: a ground plan for the building and its surroundings can be created
from satellite maps, its dimensions can be found in online encyclopedias and its
shape and features can be derived from images, available via services like Google
Street View. Thanks to this the tool allows a detailed planning of a scanning
job without a preliminary visit of the scanning site. For precise planning the
virtual representation should also include buildings, trees and other obstacles in
the neighborhood of the building. As they will affect only positions of scanners,
they can have a form of primitive box models.

After the building and its surroundings are prepared the user can add 3D
scanners into the virtual representation, choose their position and set scanning
parameters for individual positions. For each scanner the tool highlights the
area to be scanned by selected color as it can be seen in Fig. 2. In Fig. 2 the
highlighting colors are green and red (or darker and lighter shades of gray in the
printed version). The tool also indicates overlapping areas of individual scanners
by mixing the colors selected for them. This is very important, because adjacent
scanned areas have to overlap in order to merge them into a single 3D model
(point cloud).

When the user is satisfied with the settings and position of 3D scanners (i.e. all
important parts of the building are highlighted), he sets up a scanning resolution
and scanning speed for individual scanners. After this, the total time of 3D
scanning is estimated by the tool. If the time is bigger than expected, the user
can change scanning resolution or the whole layout of the scanning site. The
layout can then be used to set up the actual scanning job.

5 Related Work and Discussion

Our solutions can be seen as an adjunct to the above mentioned works as they
deal with time and price estimation of the 3D model creation process, which is
not covered by [2], [11], [8],[10] and [9]. There are also other works, which deal in
detail with 3D modeling pipeline (e.g. [1], [7]). A lot of research effort is focused
on process analysis using languages as CPN [5], [6] or BPMN [13]. However, the
works about the modeling pipeline describes processes, but don’t deal with the
time estimation. On the other hand, the research on process analysis focus on
the time estimation, but not on 3D modeling. Our results try to interconnect
both approaches, so 3D modelers can easily estimate the 3D modeling time and
price. Of course, the solutions presented are not without drawbacks. The random
distributions and parameters of the simulation models have been selected on the
basis of the practical experience of the authors and can benefit from inclusion
of findings of others. An online survey can be used to collect these findings. The
current version of the second solution only supports the Leica ScanStation 2
scanner and the scanning speed has to be entered manually. In the future we
would like to support other scanners, too and, if possible, implement an algorithm
to compute the scanning speed from the basic parameters of the scanner.
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Fig. 3. Creation process of a tactile 3D model of St. Michael Chaple in Košice: real
building (left), virtual 3D model created by SketchUp (middle), tactile 3D model
printed by ZPrinter 450 (right)

.

Both solutions have been successfully used at the home institution of the
authors. One of the created tactile models, printed at 3D Systems ZPrinter 450
[12], can be seen in Fig. 3. The model is suitable for an extensive use by blind
persons as it doesn’t include any small detail that could be easily broken by
manipulation. One of the features we would like to add to the tactile models is a
certain level of interactivity. Namely, we would like to implement an embedded
system that will play informational recordings when certain parts of the model
are touched.

6 Conclusions

In this paper we presented two solutions that can assist in tactile 3D model
creation for visually impaired people. The solutions focus on planning a creation
of models of buildings. Buildings are a typical example of objects that cannot
be satisfactory observed by blind people in their real form, so their scaled 3D
models can help significantly. The first solution, the set of timed CPN simulation
models, can be used for a rough estimation of a total time of 3D model creation.
It can be utilized to determine overall feasibility of the 3D model creation job and
amount of resources needed for it. The simulation models are fully configurable,
so they can be adjusted to specific parameters of given 3D modeling jobs. The
second one is a software tool for planning a 3D scanning of a building or an
arbitrary exterior area. Thanks to the provided functionality the tool not only
estimates the time needed for a 3D scanning job, but also helps to prepare a
detailed plan of the corresponding scanning site. It highlights areas covered by
the scanners, so the user can easily see problematic places and reposition the
scanners.
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Abstract. Social networks are frequently categorized as online (supported elec-
tronically without necessitating participants meeting) or offline (defined though
physical interactions). Often these social networks are treated as mutually ex-
clusive but in many situations they coexist across the same community. In these
circumstances online social networks provide communication to enhance infor-
mation flow and support different types of relationship. In this paper we undertake
an observational study of a social network of 98 undergraduate students to deter-
mine the role of on-line communication in offline social networks. We exploit so-
cial network analysis to examine the structure of the underlying communication.
We examine the role of electronic social networks (web-based, email, telephone
and SMS) to establish how different methods of communication and communica-
tion frequency support different types of relationship. Interesting trends emerge
on how different technologies are used. The results reaffirm the importance of
on-line social networks in facilitating structurally important weak links and rein-
forcing strong links.

1 Introduction

Social networks have become increasingly important for understanding and explain-
ing complex behaviour within groups and communities. The importance of social and
technological networks is now widely acknowledged [5]. The Internet and widespread
availability of electronic communication have added much greater opportunity for so-
cial relationships [6] to be established and maintained. As such the electronic social
networking tools have emerged as a popular and effective mechanism for communica-
tion. Popular approaches to such communication now include Facebook, Twitter, SMS
as well as email and mobile telephone. It is often the case that online and offline social
networks are studied independently. However in many cases an online social commu-
nication coexists with an offline social network across the same community. In these
circumstances it is possible to study the effect that online communication has on the
offline social network.

Electronic communication makes it much easier to connect people who may not have
a strong offline relationship. This makes online communication technology a powerful
phenomenon with possibly significant changes to information flow in a social network.

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 509–522, 2014.
c© Springer International Publishing Switzerland 2014
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We undertake an observational study of a social network of 98 undergraduate students
over which online and offline social networks coexist. We seek to determine the role
of online communication in the offline social network, in particular the role that online
communication tools plays in augmenting face-to-face interactions. Through a partici-
pant questionnaire we are able to determine the communication structures and the pat-
terns of communication supporting the underlying relationships. These are examined
using extensive social network analysis.

Currently relatively few studies examine both online and offline social communica-
tion structures over a single community. The hybrid online-offline social network has
been defined as a social network in which social links are maintained using both online
and offline methods of communication [3]. Some of the few studies tackling the hybrid
network include [1] where the authors consider the embedding of social networks in dif-
ferent technologies. Further work from the psychology viewpoint [10] establishes how
networks of “friends” of young adults relate to their online social networks. These stud-
ies examine the social network structure using social network analysis approaches in-
cluding an ego-centric viewpoint. Haythornthwaite et al [4] studies the impact of social
media on existing relationships and the influence on strength of relationship between
parties.

A focus of a number of studies concerning hybrid social networks concerns the is-
sues of trust and identity. This affects the sharing of information and in some cases it
is claimed that a mixture of virtual and physical social networks may overcome these
difficulties. For purposes of knowledge sharing, [7] [3] investigate communities where
physical interactions are extended in to the virtual world. Subrahmanyam et al [10] at-
tempt to answer the question as to whether having physical interactions combined with
virtual interactions reduces problems concerning trust and online knowledge sharing.
In a reverse study Xie [11] found that conversely, as well as enabling the creation of
online social relationships, the Internet can affect offline relationship formation.

Social networks provide a structure for information flow. Consequently much of the
literature in this field is relevant and we highlight some of the most interesting ways
in which social network analysis has been adopted and exploited. This paper presents
a comprehensive survey on hybrid online and offline social networks and the effect of
online social network on the connectivity of offline social network.

The rest of this paper is organized as follows. Section 2 discusses our contributions
by exploring issues of a students social network online and offline and presents the ef-
fect of online social network on the offline one. Section 3 addresses the proposed study
to understand the role of online communication on offline social networks. Section 4
several issues that arise from the founded results. Finally, we summarize and conclude
the outlined issues and the future research directions are presented in Section 5.

2 Exploring Issues of Students Social Network

In this paper we explore the role of communication technologies in a social network of
students in higher education. This is a well-defined and self-contained social network
with hybrid online and offline properties. We explore the role of the online communi-
cation on the social network and we are seeking to address a number of issues, namely:
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(1) communication technologies and network structure . In particular we are able to
determine the dependency on and role of different communication structures (Section
4.1); (2) relationship strength and network structure. In particular we determine the role
of weak links and the modes of communication relative to relationship strength (Section
4.2); (3) frequency of interaction and network structure. In particular we able to deter-
mine the critical structures that are facilitating most of the communication traffic and
the frequency with which different technologies are used. We also assess the frequency
of interaction across different strengths of relationship (Section 4.3); (4) community
detection and clustering. In particular we assess the extent to which clustering occurs
within the network and how this occurs (Section 4.4).

The results give a measure of the potential communication gain that participants have
over communication a solely offline network. Our analysis also reveals the clustering
characteristics that are due to online social networks and the role of key players within
the hybrid network for global information spreading. From these questions we are able
to significantly increase our understanding of the interplay between online communica-
tion and offline social networks and the augmentation effect of online communication
technologies.

3 Proposal and Experimental Study

In order to measure the potential of communication gain, a questionnaire was designed
to identify the relationships maintained with others for each participant. Then we in-
vestigated how these relationships were maintained. Specifically considered was the
intensity of the relationship (relationship strength in three categories), the frequency
of interaction and and the mode of interaction (offline, online and by which commu-
nication mode). Relationship strength was categorized as a strong friendship (someone
with whom you have significant level of trust and interaction), friendship (someone
with whom you have empathy or common views with and may socialize with them)
or course-mate (someone you know and would acknowledge but with whom you have
little other contact).

Frequency of interaction was categorized as the most frequent option from daily, at
least a few times per week, at least every month, or at least once per semester. Com-
munication was categorized as either face-to-face, mobile phone text messaging, tele-
phone, email, micro-blogging, chatting on the Internet (VoIP), or Facebook, which was
a-priori known to be the dominant social networking service used by this group. Thus
each possible relationship could be maintained in 3× 4× 7 = 78 different combina-
tions of relationship intensity, frequency of interaction and mode of interaction. The
maximum reach by any participant was 18 incidences.

Each incidence of mode of interaction, relationship strength and frequency of in-
teraction represents an edge (a,b) in a directed graph from the participant a who has
completed the questionnaire to b with whom she communicates. Similarly other graphs
can be created by considering a subset of the experimental variables (mode of interac-
tion, relationship strength and frequency of interaction). We use this approach to create
a range of graphs that allow us to explore the relationship between the experimental
variables.
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This study has been conducted using a cohort of mainly 18-19 year old undergrad-
uate students in the first year (freshman) of bachelor degree programmes in Computer
Science and Information Systems. This is a well-defined community that exists as an
offline social network. A feature of this age group is their disposition toward online
interaction which makes it easy to observe the impact of online communication. An
online questionnaire was distributed to 137 subjects with a response rate of 76% (104
students). Of these 6 responses were incomplete and were discounted from analysis,
leaving a sample of 98 subjects, with a 15%-85% female-male gender balance.

The questionnaire was designed to establish the characteristics of the social net-
work from each participant’s personal view point (i.e., an ego-centric perspective). This
required participants to express their perceived communication activity with other sub-
jects. This approach allows us to ask questions about a variety of online communication
technologies but a disadvantage is the potential for mis-perception of a subject’s own
activity (in certain circumstances this has been measurable by considering the different
perceptions of two parties engaged in a relationship). Anonymity has been preserved by
recoding personal identifiers in the data prior to analysis.

4 Experimental Results and Discussion

Firstly we consider the social network structure. In Section 4.1 we look at the social
network’s dependency on different types of communication (electronic or physical). We
are able to determine the marginal effects of additional online communication for par-
ticular types of technology. In Section 4.2 we consider the effect of relationship strength
on network structure. In Section 4.2 characteristics of networks formed from different
intensity of relationship is assessed. Different structures support different frequencies
of interaction. In Section 4.3 we consider the way in which different technologies are
used with different frequency. We also consider the relationship strength and frequency
of interaction in Section 4.3. In Section 4.4 we determine the how social network is
affected in terms of clustering by the combination of the physical and social networks.
Finally in Section 4.5 we determine the characteristics of the social network from the
perspective of key player analysis with particular interest in the effect on key players in
the virtual network.

4.1 Communication Technologies and Network Structure

We consider the different modes of communication through a directed network GC =
(V,E) where V is the set of participants and an edge (i, j) ∈ E exists if and only if
node i communicates with node j via at least one mode of communication, where
C ⊆ {c1, . . . ,c5}, the set of possible modes of communication. While keeping the popu-
lation V fixed, we vary the set C and examine the effect on shortest path lengths between
all pairs of nodes. We label the communication modes in C in order of popularity, the
greatest first, where popularity is measured by the number of participants who indicate
they use a particular mode of communication. This is displayed in Table 1. We ex-
amine the effect of additional types of communication, starting with the most popular
and progressively observing the effect of additional (less popular) modes of communi-
cation. This results in a progressively more dense network structure. We examine the
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Table 1. Popularity of Different Modes of Communication

Identifier Communication Mode % Participants

c1 Face to Face 98.2%
c2 Facebook 42.6%
c3 SMS 28.7%
c4 email 25.2%
c5 Phone call 14.7%
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Fig. 1. The distribution of shortest path lengths for different modes of communication

effect of additional connectivity by considering the profile of all shortest path lengths
from within the network. Table 2 shows the mean path progressively decreasing. From
Figure 1 we can see that the mode shortest path length of three dominates for all com-
binations of communication - however the addition of electronic communication sig-
nificantly strengthens this. In particular Facebook and email have the biggest individual
effect.However from Table 1 we can see that while Facebook is well adopted (42.6%),
email is a much less popular choice for communication (in terms of number of adopters)
than all other forms of communication with the exception of the phone call.

From Table 2 the addition of email communication to the network only marginally
increases participant inclusion, with the percentage of participants having no path be-
tween them decreasing from 19.4% to 17.0%. The small number of participants who
do use email (25.2%) make key connections across the network and they provide an
important effect - Table 2 shows the largest decrease in the mean shortest path length
(from 3.37 to 3.22) as compared to when other technologies were added. This is due
to a small number of email users who have a relatively high out-degree. In this regard
email communication has a powerful structural effect.
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Table 2. Statistics on Average Path Lengths in Graph GC

Communication Mean Shortest Standard Deviation % with no
set C Path Length on Path Length path

{c1} 3.53 1.287 25.3%
{c1,c2} 3.4 1.239 21.1%

{c1,c2,c3} 3.37 1.20 19.4%
{c1,c2,c3,c4} 3.22 1.08 17.0%

{c1,c2,c3,c4,c5} 3.2 1.06 16.0%
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Fig. 2. Degree Distribution for each communication topology

A further observation concerns the degree distribution for each of the communication
methodologies (Figure 2). The face-to-face network’s degree distribution is approxi-
mately Gaussian as compared to each online network’s degree distribution which are
closer to a power law distribution and indicates that online networks are approximately
scale free. We consider that the face-to-face network is is much more imprecisely de-
fined and there is likely to be spurious edges included particularly from participants
subjectively making a decision on whether someone is a course-mate.

4.2 Relationship Strength and Network Structure

We examine different levels of relationship strength and assess their effect on the short-
est path lengths. To do this we consider a directed network GR = (V,E), where set V
is the set of participants and there exists an edge (i, j) ∈ E if and only if node i per-
ceives it has a relationship with node j with strength from set R ⊆ {R1,R2,R3}. Here
R1 is the strongest relationship strength, denoted as “strong friendship” (someone with
whom you have significant level of trust and interaction), R2 is the medium level of



An Observational Study to Identify the Role of Online Communication 515

relationship strength, denoted as “friendship” (someone with whom you have empathy
or common views with and may socialize with them) and R3 is the weakest relation-
ship strength, denoted as “course- mate” (someone you know and would acknowledge
but with whom you have little other contact) - see Table 3. We observe the effect of
relationship strength by combining different relationship types together, starting with
the strongest strength (which is least popular) and progressively observing the effect of
adding weaker links. The effect of this additional connectivity is analysed using shortest
paths.

Role of Weak Links in Network Connectivity. Figure 3 shows the different den-
sity and structure of relationship types. In isolation the strong friendships provide lit-
tle overall connectivity (Figure 3a) with improvements for friendship (Figure 3b) and
course-mate relationships (Figure 3c).

(a) Strong-friendship (b) Friendship

(c) Course-mate

Fig. 3. Different relationships social network

Table 3 shows statistics on the different types of relationship strength. For strong
friendships, 61.7% of participants have at least one strong-friendship while 86.9%
of participants have at least one friendship and 92.1% of participants have at least
one course-mate. Interestingly there is also often a mismatch between reciprocation
of friendship - for example if node i has a strong friendship with node j, the inverse
relationship is not always a strong friendship. 43.5% of bidirectional relationship are
mis-matched in this way. To count the different types of links we consider a graph of
undirected links. An undirected link {i, j} is defined if and only if either the links (i, j)
or ( j, i) exist. Consequently an undirected link indicates the existence of some relation-
ships (in either direction or both ways) between two nodes. The number of undirected
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links for strong friendship and friendship nearly equals half of the number of directed
links but this is not the case for course-mate. The course-mates, as we can see in Ta-
ble 3, the number of undirected links equals 205 however the number of directed links
equals 240. This means that most course-mate links are uni-directional. This result reaf-
firms the significance of the course-mate relationship in adding more connectivity to the
network rather than the other relationships (strong friendship and friendship).

Table 3. Popularity of Relationship Strength

Relationship Strength % Included # of Directed Links # of Undirected Links

Strong Friendship (R1) 61.7% 111 51
Friendship (R2) 86.9% 273 166

Course-mate (R3) 92.1% 240 205

The role of the weak relationships (i.e., course-mate) is notable. In Table 4 we look
at the effect of combining different types of relationships, starting with the strongest
relationships and progressively adding the weaker ones. The weakest relationships (i.e.,
course-mate) play a significant role in reducing the mean path length and improving
connectivity. The addition of the course-mate relationships to friendships and strong
friendships leads to a reduction in mean shortest path length from 5.55 to 3.2. The path
length reported for strong friendship (1.633) is low due to the graph having a small
connected component.

Table 4. Statistics on Average Path Lengths within connected components

Communication Mean Shortest Standard Deviation % with no
set R Path Length on Path Length path

{R1} 1.633 0.85 98.1%
{R1,R2} 5.55 2.79 70%

{R1,R2,R3} 3.2 1.06 16%

4.3 Frequency of Interaction in the Social Network

Different interaction frequencies between the participants result in different communi-
cation topologies. These can be characterized from a directed network using four types
of frequencies to select edges, namely: daily, few times a week, once a month and once
a semester. Figure 4 displays the resulting network structures For daily interaction, the
participants interact via a connection of clusters - see Figure 4a. For few-times-a-week
interactions, the communication between participants is more regularly distributed -see
figure 4b. For the other two frequencies that represent weak-links in this context, the
networks are disconnected and sparse. Arguably the daily network is most significant
in terms of regular influence on the population.
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(a) Daily (b) Few Times a week

(c) Once a month (d) Once a semester

Fig. 4. Figures of Different communication Frequencies

Frequency of Interaction and Relationship Strength. In Figure 5 we can see a cor-
relation between friendship strength and frequency of interaction. Strong relationships
are sustained by frequent interactions with the strong friendships and friendships seeing
daily interactions.

(a) (b) (c)

Fig. 5. The frequency of interaction and relationship strength

In contrast the weaker relationship (i.e., course-mate) are dominated by less frequent
interaction albeit still quite frequent (i.e., few times a week).

Frequency of Interaction and Mode of Communication. In Figure 6 we address
the types of communication and the frequency with which they are used. A number of
findings are notable. Firstly highly frequent communication (e.g., daily) are sustained
primarily by face to face interactions. As the frequency of communication for a relation-
ship is reduced, face to face interactions reduce and email interactions are increasingly
used, especially in the case highly infrequent interactions (i.e., once a semester) which
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are primarily sustained by email interactions. At the same time, it seems that when
excluding highly infrequent interactions, Facebook becomes a substitute for face to
face communication.

(a) (b)

(c) (d)

Fig. 6. Frequency of usage for different communication technologies

4.4 Community Sub-structures

An interesting feature of the hybrid online and offline social network is the extent to
which different technologies support dense sub-structures and the role played by indi-
viduals in the network. To explore this we have analysed the clustering characteristics
induced by different technologies. We apply the Grivan-Newman clustering method [9].
Using betweenness centrality Grivan and Newman focus on constructing a measure to
indicate the edges which are least central to the cluster and they remove them. This
divisive technique is repeatedly applied as described in [9]. To assess the strength of
different clustering levels we use modularity as an external measure [8, 9]. Modularity
compares the number of edges inside a cluster with the expected number of edges that
one would find in the cluster if the network were a random network with the same num-
ber of nodes and where each node keeps its degree but edges are randomly connected. It
does not provide a guide to how many clusters a network should ideally be split into but
is a useful measure on the quality of a division of a network into clusters, with higher
modularity measures indicating increased density within the clustering.
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(a) Email network (b) Facebook network

(c) Face-to-face network (d) Online & offline network

Fig. 7. Clustered sub-networks at the highest modularity value

Interestingly the strongest clustering effect, as measured by modularity, is seen
through Facebook closely followed by email. The aggregated online/offline network
and face to face network exhibit similar levels of clustering strength that are signifi-
cantly lower. It is likely that the strong clustering occurs for email and Facebook be-
cause of the “opt-in” nature of these technologies as compared to casual face-to-face
interactions. Figures 7a, 7b, 7c and 7d show the clustered sub-networks that occur at
maximum modularity.

4.5 Key Players

Key players represent a minimal subset of nodes from which all others can be reached
within a particular maximum path length. Introduced in [2], we employ key player anal-
ysis to determine the trade-off between a minimum number of informed participants and
extent of possible dissemination across the population within a given path length. This
allows us to explore the susceptibility of a network to possible information spreading
effects. We achieve this by searching for generalized dominating sets (i.e., key players)
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that maximize the proportion of the participants that are reachable from at least one key
player within a given path length. The heuristic technique that we adopt for this search
is presented in Algorithm 1 and we modify the fitness function to consider a given
path length on a directed (rather than undirected) graph. This achieves local optima
that forms an upper bound on the global solution. Figure 8 shows the results for the
aggregated networks and modest increases in path length provide a significant decrease
in the minimum number of key players required. It is likely that a longer path length is
applicable to this scenario.

Algorithm 1 The key player greedy optimization algorithm

Require: Graph of the social network (adjacency matrix)
Select k nodes at random to populate set S
Set F = fit using appropriate key player metric
for each node u in S and each node v not in S do

DELTAF = improvement in fit if u and v were swapped
Select pair with largest DELTAF;
if DELTAF <= then

terminate
else

swap pair with greatest improvement in fit
Set F = F +DELTAF

end if
end for
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Fig. 8. Key players and coverage for offline and online communication technologies
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Fig. 9. Key players and path length for each communication technology

5 Conclusion

Through the obtained results we can see that facebook and email have a great effect on
the participant social networks. Surprisingly, we found that although weak ties support-
ing the connectivity of the network structure but the participants with weak ties have
a low frequency of interactions. The state-of-the-art examining both online and offline
social network are limited where they study the relationship strengths and some com-
munication technologies. In this paper we focuses on most common communication
technologies and the frequency of communication with the relationship strengths. We
close our discussion with what we find to be an interesting analysis. This study results
can be used for many applications such as information flow by the optimum way where
we extract the keplayers or the most popular participant whom able to disseminate in-
formation fast. Additionally, they can be used in identifying the similarity between the
extracted social network and real life opportunistic network. There are many studies
can utilize the resulted information. All in all these are some issues as a future work for
our study.
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Abstract. Public expenditure affects people both directly, through subsidies and 
transfers, and indirectly through affecting consumption and production activi-
ties. The effects of public expenditure depend not only on its absolute values 
but also on both its composition and the efficiency of this spending. This paper 
uses data mining techniques to reach a model that maximizes social develoment 
through efficient allocation of public expenditure and assesses the current state 
of Egypt with respect to the model reached. Out of five tested models, decision 
tree was the one found more appropriate given this research focus and data 
available.  

1 Introduction 

Public expenditure policies, as a key component of fiscal policies, play an important 
role in the economy in terms of their ability to allocate resources among various eco-
nomic sectors. Public expenditure plays an important role in pursuing economic 
growth objectives while ensuring that gains are widely distributed to promote broad-
based increases in living standards. Governments’ relative fiscal positions, how much 
they spend, and the composition of that spending are likely to make a difference in 
achieving these objectives [1]. 

Governments that want to improve their citizens' well-being can spend their finan-
cial resources in different ways. The effect of each type of expenditure differs from 
the other; on the one hand spending on areas such as research and development, edu-
cation, and infrastructure may facilitate the achievement of economic growth in the 
long term but at the same time it is possible to ignore those who do not reach the 
fruits of growth in the short term. On the other hand, spending on health and cash 
transfers to the poor will meet the immediate needs of the poor but may neglect pro-
ductive investments. Hence, policymakers should consider different types of govern-
ment spending and the impact of each type on development, and the time range in 
which the yield of each type of expenditure achieved when determining the priorities 
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of this spending [2]. As such, policy recommendations regarding the impact of each 
type of government spending must be built depending on the circumstances of each 
country and must be based on applied studies [3]. 

Reviewing published economic research we came across many empirical studies 
that linked government expenditure to long term economic growth, e.g. [4][5] [6]. 
Literature analyzing public expenditure effects on economic development is much 
scarcer, and to the best of our knowledge there is no previous research that attempted 
to prioritize different types of government expenditure according to their effects on 
human development. Hence, this study is trying to fill an important gap in the availa-
ble literature. 

Given the inadequacy of public economics theory in providing the necessary guidance 
on expenditure allocation to policy-makers and development practitioners it is important 
to think about how a government should allocate public expenditure across various sec-
tors to maximize prospects for achievement of its development objectives [3]. 

In the current research we use data mining tools for building a quantitative model 
that helps determining the best possible composition of public expenditure in order to 
maximize its benefits for all the society. The human development index (HDI) is used 
as an indicator for those benefits and the effect of five good governance indicators 
will be tested. 

2 Methodology 

This objective of this study is to determine the best allocation of public expenditure 
that would lead to higher HDI. To do so, data mining will be used to reach the model 
based on the use of data variables relevant to a large number of countries (all 
countries or years of data is available) without prior hypotheses about the nature of 
the relationship between them. This study follows a genetic data mining process 
found in literature (e.g. [7]) that consists of the following nine phases: (1) understand-
ing the domain and goal of the application also collecting prior knowledge about the 
study; (2) determining a target data set, starting data gathering and selection; (3) data 
cleansing and preparation; (4) finding useful variables and reduction of data; (5) se-
lecting suitable functions for data mining; (6) selecting a data mining algorithm(s); (7) 
data mining process, searching for useful and meaningful patterns; (8) evaluating and 
understanding the patterns and presenting them by an understandable way; and (9) 
using the discovered hidden patterns and knowledge. 

The issue under investigation was initiated by our fellow economists. As such, for 
the first phase, they provided needed knowledge and explanations regarding the prob-
lem formulation and worked with the data mining technical team throughout the fol-
lowing phases schematically illustrated by Figure 1.   

For the purpose of the study, needed data was collected from several data sources 
and, then, was aggregated into Microsoft Excel® sheets [8] in which data cleansing 
and preparation took place (phases 2 and 3) using Visual Basic for Applications  
 



 Prioritization of Public Expenditure for a Better Return on Social Development 525 

(VBA®) and Macros [9] to ensure the accuracy of the data and avoid any duplication. 
Then, Toad® software (Tool for Oracle Application Developers) [10] was used to 
read and extract cleansed data into a developed database and then into SAS environ-
ment. SAS® Enterprise Guide® was then used [11] to replace any missing data with 
dashes so that the data mining software can deal with it and converted the excel tables 
into SAS tables. SAS tables were then introduced into SAS® Enterprise Miner [11] 
for the modeling phases (6 and 7) can take place. The two final phases included re-
viewing the results and coming out with the suitable recommendations.  

 

Fig. 1. Implementation Phases – Schematic Illustration  

2.1 Data Gathering 

Data items of this study were divided into three main categories: public expenditure 
allocation of various countries, governance factors of these countries, and their Hu-
man Development Index (HDI). Table 1 lists these items – referred to hereinafter as 
‘factors’. For detailed definition, kindly refer to  [12] [13] [14][15]. These data items 
were gathered from various different sources to ensure that they include all available 
countries and also to enhance accuracy, these sources include: World Bank Data [12], 
Human Development Report (Data set) [13], World Governance Indicators[14], and 
Ministry of Finance of Egypt. Cross Sectional (all countries) and time series data 
(from 1990 to 2010) were compiled.  
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Table 1. Factors Definition  

No. ITEM (Factor) 
1 Public health expenditure as % of total Public expenditure.  
2 Public health expenditure as % of GDP 
3 Public Expenditure on education as % of total public expenditure.  
4 Public Expenditure on education as % of  GDP 
5 Military Public expenditure as % of Total Public Expenditure. 
6 Military expenditure as % of GDP 
7 Public Expenditures on research and development as % of total public ex-

penditure.  
8 Public Expenditures on research and development as % of GDP 
9 Public expenditure on subsidies and other transfers. 

10 A statistical index used to measure a country's overall achievement in its 
social and economic dimensions.  

2.2 Data Cleansing and Preparation 

A database was designed and constructed to include all the data gathered and to pro-
vide the base for the checking and preparation process.  The database for the study 
was designed to include the following tables: Country; Factors; User Modification; 
Users; and Country Factor Facts. A star schema infrastructure was deployed to help 
relating tables with each other. The schema was designed in order to minimize the 
number of tables in the database and so ease the process on the user [16].  

An excel sheet was created containing all different country-related data and VBA® 
and Macros® on excel were used to specify the factors and countries with primary 
keys to be uniquely identified; thus avoiding any duplication in the countries' names. 
The same steps were repeated for the all factors' names with different and unique 
keys.  

Several checkups have been made on the data to avoid inconsistency, conflicts and 
missing data. Data cleansing was conducted on continuous basis which is the process 
of detecting and correcting (or removing) corrupted or inaccurate records from a rec-
ord set, table, or database. It is used to identify incomplete, incorrect, inaccurate and 
irrelevant parts of the data and then replacing, modifying, or deleting this data. The 
inconsistencies detected or removed may have been originally caused by user entry 
errors; or by corruption in transmission or storage but after data cleansing all this 
inconsistency was removed.  

The next step included using Toad® to start migrating the modified excel sheets in-
to the database developed. Toad® is a software application from Quest Software used 
for developing and managing different relational databases using SQL®, as SQL® 
toad is used to conduct some quires on the data. It was used as a simple application to 
support inserting the data from excel sheets into the database rapidly and efficiently. 
Microsoft Excel® sheets were imported into Toad® software; then the processes of 
classification and insertion in the database were conducted. 
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For the replacement of the missing data algorithms will be used with different test-
ed models, and SAS will automatically select the algorithm leading to the best results. 
The two algorithms are: Most Correlated Branch algorithm, and the Largest Branch 
algorithm. 

3 Implementation 

SAS® Enterprise Miner was deployed for the modeling part to streamline the data 
mining process to create highly accurate predictive and descriptive models based on 
large volumes of data. SAS is a recognized industry leader in business analytics soft-
ware (including data mining). Given its availability for the researchers and their past 
experience working with it, it was selected to be used in the current study.   

Figure 2 shows the model diagram. An input Data node was added including the 
data source in which in this input data the property of each variable will be identified.  

 

Fig. 2. Model Diagram - snapshot 

A Data Partitioning node was added to enable partitioning data sets into training, 
test, and validation data sets. The training data set is used for preliminary model fit-
ting, 60% of the data was considered as training data.  The validation data set is used 
to tune and monitor the model weights during the running estimation and assures that 
the built model fits a real and valid data set, 20% of the data was considered as valida-
tion data. The test data set is used for model assessment and making the final compar-
isons to the data, 20% of the data was considered as testing data. 

Five different Models were developed each representing a specific technique or al-
gorithm in data mining, theses were: (1) Decision Tree; (2) Neural Network; (3) Auto 
Neural; (4) Regression; and (5) D-mine Regression. Different configurations (parame-
ters’ settings) for the Decision Tree algorithm were tested with different characteris-
tics.  The aim was to check whether there is a better representation in the characteris-
tics of the Decision Tree algorithm; or the default characteristics representation is the 
best. These were: Default Decision Tree; CHAID like Decision Tree; GINI Decision 
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Tree; CART like Class Probability Decision Tree; and CHAID LIKE and Valid Deci-
sion Tree. Detailed configurations are provided in Appendix B.  

4 Results  

Different models were introduced to the Model Comparison node. The Comparison 
node compared all the models according to their accuracy. The results showed that the 
default Decision Tree Model was the most accurate and efficient model in showing 
and representing the data in the most meaningful way. Table 2 shows the comparison 
between the different models according to their selection criteria, which is based on 
the test average squared root error value. The most efficient model is the model with 
the least selection criteria value which is the Default Decision Tree. 

Table 2. Selection Criteria for all Models 

Model Description Target Test: Average Squared Error 

Default Decision Tree HDI 0.01752 

CHAID Decision Tree HDI 0.01763 

DT Most Correlated Alg. HDI 0.01857 

Dmine Regression HDI 0.01878 

Neural  HDI 0.01985 

GINI Decision Tree HDI 0.02036 

DT Class Prop Alg.  HDI 0.02036 

CHAD  Decision Tree HDI 0.02183 

DT Largest Branch Alg. HDI 0.02231 

Regression HDI 0.04840 

AutoNeural HDI 0.05217 

 
As an example, figure 3 will be used to represent the main points of the tree char-

acteristics. The first node (Health Expenditure GDP) is the parent node that shows 
that the trained records were about 231 records and will apply the prioritized factors 
on them; it is also given that the average HDI is about 0.86.  The tree have been split 
into two branches. The first branch on the left hand side introduces the records that 
had the Health Expenditure as % of GDP greater than or equal 5.3588 % for 221 rec-
ords with 0.86 average HDI units. The second branch indicates that only 10 records 
have Health Expenditure as % of GDP less than 5.3588 with 0.78 average HDI. The 
difference in the colored boxes indicates that the dark node is most preferable than the 
lighter one. To conclude, this figure indicates that it is preferable for the government 
to spend more than or equal 5.36% of GDP on Health.  

Table 3 shows the importance of each factor, the importance rating of the factors 
starting from the factor with the highest importance which in this case will be the 
Subsidi Expenditure EXP factor to the least importance factor which will be the Edu-
cation GDP factor. The best path, shown in Figure 4, was identified showing the best 
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preferable path (indicated by stars) leading to the country with the best HDI values. 
The figure indicates that it is preferable to spend greater than or equal 29.5654 % on 
the Subsidies, then spending greater than or equal 5.1234 % of GDP on Health, then 
spending over than or equal 1.0601% of GDP on Research and Development.  

 

Fig. 3. Sample section of the entire tree - snapshot 

Table 3. Importance of factors  

ITEM (Factor) Importance 

Public expenditure on subsidies and other transfers. 1.000 

Public health expenditure as % of GDP 0.758 

Public Expenditures on research and development as % of GDP 0.463 

Military expenditure as % of GDP 0.249 

Public Expenditure on education as % of  GDP 0.201 

 

Fig. 4. The Best Path - snapshot 
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5 Conclusions 

The main objective of the current study was to identify the best distribution of public 
expenditure on different areas of education, health, research and development and 
other, which maximizes the benefit to society (social development) under the same 
volume of spending. In other words, to determine the best  percentages of spending on 
different areas of the total expenditure, in addition to the identification of the best  
amount to spend on different areas as a percentage of GDP. 

The paper used Data Mining, which is based on the use of data with large number 
of records for a large number of countries to draw a particular pattern for the distribu-
tion of public expenditure for all countries that share a certain level of human  
development. For that purpose, the Human Development Index (HDI) was used as an 
indicator of approximate (Proxy) to the return on society.  SAS Enterprise Miner was 
used to test several data mining algorithms to reach a model that achieves the best 
results. These included advanced regression models, as well as models of networks of 
artificial neurons and decision tree models. 
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Abstract. The amount of user-generated and -contributed data, online
and offline, is growing at a rapid rate. This is particularly true for visual
information in form of images. On the other hand, efficient and effective
tools for managing these growing repositories are relatively scarce. In this
paper, we present approaches that, rather than being directly retrieval-
based, allow visual interactive exploration of large image collections. We
introduce the underlying methods that are being employed to effectively
visualise image databases as well as the browsing operations that enable
interaction. We then present the Hue Sphere Image Browser, an efficient
and intuitive hierarchical image browser, including its recent ports to
large multi-touch screens and to mobile devices.

Keywords: image databases, content-based image retrieval, image
database browsing, image database navigation, visualisation, Hue Sphere
Image Browser.

1 Introduction

Visual information, in particular in form of images and videos, is becoming in-
creasingly important. Consequently, effective tools to manage these vast media
repositories are highly sought after. In this paper, we focus on image databases
and on how to effectively and efficiently access these. Unfortunately, only a
small minority of images are annotated [22] which in turn has significant impli-
cations for search systems as there is no textual information to base searches
on. Content-based retrieval methods [33,7,29,28], which extract various image
features (describing e.g. colour, texture or shape properties) as descriptors and
allow retrieval of images based on a derived visual similarity, seem necessary but
have only shown limited usefulness so far.

Image browsing approaches present a visual overview of a whole image collec-
tion, coupled with various browsing operators to allow for an intuitive and effec-
tive exploration of image repositories, and thus present an interesting alternative
to retrieval-based approaches [10,20]. In this paper, we introduce the underlying
methods that are being employed to effectively visualise image databases and
the browsing operations that enable interactive exploration. We then present the
Hue Sphere Image Browser, an efficient and intuitive hierarchical image browser,
and also cover its recent ports to large multi-touch screens and mobile devices.

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 531–539, 2014.
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2 Image Browsing Approaches

Common image browsing software tools display images in a one-dimensional
linear format where only a limited number of thumbnail images are visible on
screen at any one time, thus requiring the user to scroll back and forth through
thumbnail pages. Obviously, this constitutes a time consuming, impractical and
exhaustive way of searching images, especially in larger collections. Also, the
order in which the pictures are displayed is often based on attributes such as
filenames that do not reflect the actual image contents and hence cannot be used
to speed up the search.

In recent years, various approaches have been introduced which provide a more
intuitive interface to browsing and navigating through image collections [10,20].
In general, we can divide these into mapping-based, clustering-based and graph-
based approaches [19]. Once a database has been visualised using one of these,
it should then be possible to explore the collection in an interactive, intuitive
and efficient manner [18].

The basic idea behind mapping-based techniques is similarity-based visual-
isation which places images which are visually similar, as established through
the calculation of image similarity metrics based on features derived from image
content [33], also close to each other in the visualisation space, a principle that
has been shown to decrease the time it takes to localise images [23]. Various
techniques for establishing this mapping have been proposed. For example, [15]
uses principal component analysis (PCA) in order to visualise image collections,
while [12] employs a PCA visualisation to present images in a 3D interface based
on texture features.

In contrast to PCA, multi-dimensional scaling (MDS) [14] attempts to pre-
serve the original relationships (i.e., distances) in the high-dimensional feature
space, as best possible in the low-dimensional projection. MDS was employed
in [25] where, based on colour signatures of images, image thumbnails are placed
at the co-ordinates derived by the algorithm. All images in a database are (ini-
tially) shown simultaneously with their locations having been derived based on
their visual similarity compared to all other images in the database. The user can
browse the database easily from a top-down point of view in an intuitive way.
One disadvantage of the MDS approach however is its computational complex-
ity which makes interactive visualisation of a large number of images difficult.
Another drawback, which MDS displays share with PCA-based visualisations,
is that many images are occluded while others overlap each other, leading to a
less intuitive browsing experience [23].

Apart from PCA and MDS, other dimensionality reduction techniques have
also been employed, for example ISOMAP (isometric mapping), SNE (stochastic
neighbour embedding), LLE (local linear embedding) as well as some combina-
tions of these techniques [17].

Dimensionality reduction techniques applied to image database visualisation
are limited by the number of images that can be displayed simultaneously on
screen. This can be addressed by clustering groups of similar images together
and showing representative images of clusters. Content-based clustering uses
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extracted image features in order to group perceptually similar images together.
For example, [13] uses local colour histograms (extracted from image sub-regions)
to cluster images and each cluster is visualised by a representative image.

A hierarchical tree structure for browsing image databases was suggested
in [5], where images are grouped in a quadtree similarity pyramid derived through
clustering. Images at the top of the pyramid are rather dissimilar but become
more similar as the user navigates through the different levels of the data struc-
ture. Unfortunately, this method is not very well suited for providing an overview
of the image collection as little can be inferred from the images at the top levels
leaving the user unsure which branch of the tree to select for further investi-
gation. In terms of computational complexity, even though an efficient sparse
clustering method is used, the associated overheads are significant.

A hierarchical browsing strategy was also pursued in [2], however in this ap-
proach the underlying tree structure can also be interactively modified by the
user. This is particularly useful, as all similarity-based browsing approaches rely
on imperfect features to establish similarity [33]. Changing the tree hence pro-
vides a possibility of ‘correcting’ the visualisation. Nodes corresponding to groups
of images or single images can be adaptively moved to a different part of the
tree by the user which in turn leads to an improved navigation sytem. Other sys-
tems that cluster images in a hierarchical manner for image database browsing
include [21,6,9].

Graph-based visualisations utilise links between images to construct a graph
where the nodes of the graph are the images and the edges the links between
similar images. [8] and [34] use a mass spring model to generate a visualisation
based on associated keywords between images. In order to visualise this high-
dimensional data in two dimensions, connected images are placed closer together,
while unconnected images are moved further apart. However, a display of the
whole graph can appear rather confusing to the user, and navigation hence not
as intutive.

Image browsing based on Pathfinder networks (the Pathfinder algorithm re-
moves all but the shortest links by testing for triangle inequality [3]) were in-
troduced in [4], while [11] proposed NNk networks to browse through an image
database. The basic principle here is that a directed graph is formed between
every image and its nearest neighbours (based on certain features) if there ex-
ists at least one possible combination of features for which the image is the top
ranked of the other. However, an overview of the complete database can only be
obtained through the application of other visualisation techniques.

3 Hue Sphere Image Browser

In our Hue Sphere Image Browser [31,32,27], we arrange images by visual simi-
larity so that similar images are located close to each other in a spherical visu-
alisation. Large datasets are efficiently accessed through a hierarchical browsing
structure, while utilisation of visualisation space is maximised through applica-
tion of image spreading techniques.
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Among features used for image retrieval, those describing the colour content
are certainly the most popular [33]. We follow this and describe each image by its
median colour. However rather than employing the standard RGB colour space
we use the HSV space [26] which humans find more intuitive. Of this, we take
only the hue H and value V attributes and calculate the median image colour
as descriptor. The advantage of such simple features is that they greatly reduce
the overall computational complexity of our approach, as on the one hand the
features themselves can be calculated extremely fast, while on the other hand
no computationally intensive dimensionality reduction technique is necessary.
Rather, the location of each image is derived directly from the hue and value
(brightness) co-ordinates. At the same time, we do not compromise the achieved
image database visualisation, since, as has been shown [24], the average image
colour is at least as effective a descriptor for images browsing as high-dimensional
feature vectors (e.g. based on colour distributions).

For visualisation, a spherical visualisation space is employed. The derived
median hue and value attributes are used directly to define longitude and latitude
of the position of the image on a sphere. Since most users will be familiar with the
concept of the earth globe, this provides an immediately intuitive visualisation
and browsing interface as users are already aware of how to locate and find
something on its surface.

The visualisation space is divided using a regular lattice. This means that
images cannot overlap nor occlude each other, which in turn has been shown
to lead to an improved browsing experience [23]. Each image in the database
will fall into exactly one cell on the lattice, and we can hence make use of the
advantages of clustering-based methods without actually having to employ a
computationally expensive clustering technique, which again makes our approach
decisively less demanding in terms of computational load.

Large databases are handled by employing a hierarchical approach to visu-
alising and browsing images. If multiple images fall into a specific cell, a rep-
resentative image (that closest to the centre of the cell) will be shown in the
browser, while the user has the possibility to open that image cluster and hence
navigate to the next level of the browsing hierarchy. Here, the colour space is
again divided into (now smaller) cells and the same principles as on the root
layer are employed.

Browsing operations at the user’s disposal are panning, where the user can
rotate the globe to focus on images of a different colour respectively tilt it to
bring up darker or brighter images, and optical zooming which allows to narrow
down on a specific set of images. In addition, exploiting the hierarchical database
structure, users can select an image and expand the corresponding image cluster,
hence delving deeper into the browsing structure and showing images that were
not visible before.

While constraining images to a grid lattice prevents overlapping effects, in
essence it provides a ‘quantised’ form of the visualisation space. Thus, it still
suffers from the relatively unbalanced view that is usually generated where cer-
tain areas are not filled. To address this problem and to provide a more balanced
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browsing screen, local search strategies are employed which move images across
grid boundaries to previously unoccupied cells. First the positions of all empty
cells are retrieved and then immediate neighbouring cells inspected to move a
relative percentage of their images (the images closest to the borders) to fill the
previously empty cell. In the tree nodes of the cells it will commonly occur that
only a few images are present, most of which will be visually fairly similar. To
avoid them from being mapped to the same cell and hence to trigger another
tree level, a spreading algorithm is applied which displays them on the same
screen once only a certain percentage of cells are filled for a cluster.

Fig. 1 shows the initial view of our image database sphere based on the
MPEG-7 common colour dataset [16]. As can be seen, a sphere as visualisa-
tion space provides an intuitive interface for navigation where it is clear to the
user in which part to look for certain image classes.

In Figs. 2 and 3 we show the results of some user interactions where the user
first rotated the sphere to focus on images with a different hue followed by a tilt
operation to bring up darker images resulting in the view given in Fig. 2.

Fig. 3 then shows the result of a zoom operation where the user chose one of
the images to bring up those photos that are contained in that selected part of
the tree. To aid navigation, the previous hierarchy level is also displayed and the
current position within those grid marked by the red dot.

A variant of our Hue Sphere Image browser that we have implemented can
be used on a large multi-touch screen, a PQ Labs G3 screen with a resolution
of 1600x1200 pixels, for which we have defined relevant multi-touch gestures to
operate the browsers [30]. Users now literally have image collections ‘at their
fingertips’ and are able to effectively and efficiently navigate through image
databases directly on the screen. For this, the browser captures and reacts to
gestures for panning (2-finger drag), zooming (2-finger pinch), opening image

Fig. 1. Hue Sphere Image Browser visualisation of the MPEG-7 dataset
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Fig. 2. View after rotation and tilt operations

clusters (double tap) and other browsing operations. Fig. 4 shows the multi-
touch application ‘in action’.

Since nowadays a significant proportion of images are taken with mobile de-
vices rather that bespoke cameras, we have also ported the Hue Sphere Browser
to run on smartphones and tablets and hence allow management of the image
collections contained there [1]. Fig. 5 demonstrates this mobile version running
on a tablet.

Fig. 3. View after zoom operation
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Fig. 4. Multi-touch Hue Sphere Image Browser

Fig. 5. Mobile Hue Sphere Image Browser on a tablet

4 Conclusions

In this paper, we have given an overview of the main approaches to image
database browsing, in particular mapping-based, clustering-based and graph-
based techniques and the various browsing operations. We have then presented
the Hue Sphere Image Browser which organises images, based on colour, on a
spherical visualisation space and makes large image collections accessible through
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a hierachical data structure, thus enabling intuitive and effective browsing of im-
age databases. As was shown, this can be performed on standard computers, on
large multi-touch screens, or on mobile devices.
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