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Preface

This book constitutes the refereed proceedings of the Second International Con-
ference on Advanced Machine Learning Technologies and Applications, AMLTA
2014, held in Cairo, Egypt, in November 2014. The papers included in the pro-
ceedings volume went through a thorough review process by at least three highly
qualified peer reviewers. Comments and suggestion from them have helped im-
prove the quality of the papers but also the division of the volume into parts,
and assignment of the papers to the best suited parts.

The papers are organized in topical sections on machine learning in Arabic
text recognition and assistive technology, Web-based application and case-based
reasoning construction, social networks and big data sets, recommendation sys-
tems for cloud services, machine learning in watermarking /authentication and
virtual machine, fuzzy multicriteria decision making, features extraction and
classification, and rough/ fuzzy sets and applications

Thanks are due to many people and parties involved. First, in the early
stage of the preparation of the conference’s general perspective, scope, topics
and coverage, we received invaluable help from the members of the international
Program Committee.

At the stage of the running of the conference, many thanks are due to the
members of the Organizing Committee, chaired by Prof. Nashwa El-Bendary
and supported by their numerous collaborators. And last but not least, we wish
to thank Dr. Alfred Hofmann, Leonie Kunz, Aliaksandr Birukou, and Christine
Reiss for their dedication and help in implementing and completing this publi-
cation project on time while maintaining the highest publication standards.

October 2014 Aboul Ella Hassanien
Mohamed F. Tolba
Ahmad Taher Azar
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Machine Learning in Arabic Text
Recognition and Assistive
Technology



Arabic Text Recognition Based
on Neuro-Genetic Feature Selection Approach

Marwa Amara' and Kamel Zidi?

! University of Tunis, SOIE-Management Higher Institute,
Le Bardo 2000, Tunisie
amaralmarwa@gmail.com
2 University of Tabuk, Community College,

Saudi Arabia
kamel_zidi@yahoo.fr

Abstract. The recognition of a character begins with analyzing its form and ex-
tracting the features that will be exploited for the identification. Primitives can
be described as a tool to distinguish an object of one class from another object
of another class. It is necessary to define the significant primitives. The size of
vector primitives can be large if a large number of primitives are extracted in-
cluding redundant and irrelevant features. As a result, the performance of the
recognition system becomes poor, and as the number of features increases, so
does the computing time. Feature selection, therefore, is required to ensure the
selection of a subset of features that gives accurate recognition. In our work we
propose a feature selection approach based genetic algorithm to improve the
discrimination capacity of the Multilayer Perceptron Neural Networks (MLP).

Keywords: Arabic character recognition, Feature selection, Perceptron multi-
layer, Genetic algorithm.

1 Introduction

In recent years, the recognition of Arabic scripts has received increasing attention.
Many approaches for the recognition of Arabic characters have been proposed. How-
ever, no high recognition rate has been achieved from existing recognition systems
[1]. The main reason for getting low accuracy is accounted for by the particularity of
the Arabic script. Unlike other languages, the Arabic script has morphological charac-
teristics that are the cause of the failure of treatment. As stated earlier, in order to
recognize a given character, every character needs to be analyzed in terms of its form,
and its features need to be extracted for characters’ identification purposes.

Since the selection of the best discriminant features is considered as a crucial step
in the recognition system, many researches have stressed that the inclusion of addi-
tional features leads to a worse rather than better performance. Additionally, the
choice of features to represent the characters under treatment affects several aspects
of the recognition system (such as the recognition rate, the learning time, and the

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 3—-10, 2014.
© Springer International Publishing Switzerland 2014



4 M. Amara and K. Zidi

necessary number of samples). The preliminary works on feature selection started in
the 1960s [2].

Our paper is organized as follows: In Section 2, we provide an overview of feature
selection methods and Genetic algorithm. Section 3 thoroughly exposes the details of
the proposed method. Section 4 will be devoted to the experimentation and evalua-
tion. To conclude, we discuss the results in Section 5.

2 Feature Extraction and Genetic Algorithms

In this section we present a brief introduction about feature selection and genetic
algorithm.

2.1 Feature Selection

Feature selection is typically a search problem for finding an optimal or suboptimal
subset of m features out of original M features [2]. Feature selection is important in
many pattern recognition problems as it excludes irrelevant and redundant features. It
allows reducing system complexity and processing time and often improves the
recognition accuracy. For large number of features, exhaustive search for best subset
out of 2M possible subsets is infeasible. Therefore, many feature subset selection
algorithms have been proposed. The feature selection method is commonly used to
select best feature subsets from the extracted features. Then, these feature subsets are
evaluated to select a small subset of features that provides high recognition accuracy.
Finally, we analyze the recognition accuracy using our classifier. There are two essen-
tial steps in the feature selection Research procedures and Evaluation functions [3, 4]:

1. Research procedures: If the all the features contains N primitives defined initially
then the total number of candidates generated opportunities is 2". This number is
very high. The goal is to find a solution among the number of probabilities. To
solve this problem, the search process consists of three approaches: complete, heu-
ristic and random.

2. Evaluation functions: These functions measure all candidate solutions generated by
the research procedures. These values are compared with previous values. The best
value will be kept

[5, 6, 7] have studied the different optimization techniques and found that GAs are
suitable when the number of primitives to be selected is huge. The GAs has a high
probability of finding the best solutions in comparison with other optimization tech-
niques. They recommend applying GAs several times with different parameters.

2.2 Genetic Algorithms

GA has been developed by Holland in the 60s. An approach to genetic type is de-
signed, in the literature to adapt the partition of the parameter space with respect to all
the tools available. The GA is an example of how exploration that uses random choice
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as a tool to guide exploration in the parameter space coded. This technique guarantees
not to reach the global optimum of the function, but to reach this optimum. A GA
aims to evolve a set of candidate solutions to a problem to the optimal solution. This
development is done on the basis of transformations inspired by genetics, providing
the generations, exploring the solution space.

3 The Proposed Algorithm

Despite the extensive work on the recognition of Arabic script, several problems exist
[1]. Feature selection can be considered as a problem of global combinatorial opti-
mization. Our contribution is to make a selection of relevant primitives using GAs.
These primitives are represented in vector of size N. To do so, we must therefore find
M primitives such as M<N. Feature extraction aims at not only reducing the dimen-
sion of the space of representation, but also improving the classification in order to
recognize shapes [23]. We select some features to encode character; these primitives
are described below; Horizontal and Vertical Density Derivatives Signatures, Exist-
ence of Holes, Descending and Ascending Characters and Character Width. The con-
struction steps of GA used are:

Chromosomes Coding: We have chosen binary encoding. The presence of bit 1
means that the primitive is selected and the presence of bit 0 mean that the primitive
is not selected.

Fitness function: The fitness function is the weighted sum of objective functions.
The first objective is to minimize the number of primitives. The second is to minimize
the error rate generated during the classification. So, the fitness function is a combina-
tion of two functions to be minimized. This function is described by the formula
Equ.1. Each chromosome of the population is evaluated by this function:

Fitness= Minimize (o Fi+ B F,) €))

Such that F;: Error rate generate during the classification; and F,: Ratio between
the numbers of features selected by the feature selection process and the total number
of primitives;

The two parameters o and [ are fixed arbitrarily to 1 in 1000 based to work of
numbers recognition [8]. The proposed technique has the advantage of selecting the
most representative primitives that improve recognition quality. Then, we performed
several experiments to determine such parameters like population size and probabili-
ties of mutation and crossover. These experiments are described below.

Crossover Probability P The crossover method is assumed to be one point
crossover. To determine the probability of crossover (Fig.1), we have varied P
between 0.6 and 0.7 {0.6, 0.65, and 0.7}.
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30

25

M Pcross=0,6

Fitness
-
n

M Pcross=0,65

10 M Pcross=0,7

100 200 300 400 500 600 700 800 900 1000

Fig. 1. Crossover Probability

An observation can be considered for P, = 0.6; although the optimal solution is
not reached with the fitness function, it is attained in the case of P o = 0.7 and Py =
0.65. We can notice that the convergence is slower when the probability of crossover
is equal to 0.7. The optimal solution is obtained when a value which tends to zero of
fitness function is reached; and this is observed in P = 0.65. In the next section, the
crossover probability is fixed to P = 0.65.

Mutation Probability P,,; We have used the technique of bit string mutation to
build our AG. The mutation of bit strings is ensued through bit flips at random posi-
tions. To determine the mutation probability P, (Fig.2), we have varied the values
between 0.02 and 0.04 {0.02, 0.03, and 0.04}.

30

25

H Pmut=0,02

Fitness
=
T

H Pmut=0,03
10 4 M Pmut=0,04

100 200 300 400 500 600 700 800 800 1000

Fig. 2. Mutation Probability

Another remarkable observation can be made regarding the fitness function which
reaches the optimal solution in the case of Py, = 0.03. After some experiments, we
have found that in order to choose the probability of crossover and mutation, the val-
ues chosen are equal respectively to P = 0.65 and P,,= 0.3, because the rate of
convergence is faster with those values.
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Initial population Size: In the same context, we do some experiments to observe
the influence of population size with one point crossover P s = 0.65 and Bit string
mutation P, = 0.03. Our results are based on an initial population of 100 individuals;
we conducted experiments with a larger population of 200 individuals. Fig. 3shows
the average rating of the Fitness functions with our population and a wider population

30

20 +

g

s 15 7 ¥

T ® Population initial =100
10 1 H Ppopulation initial =200
5 4
o 1 l |

100 200 300 400 500 600 700 800 S00 1000

Fig. 3. Comparison of the convergence of Fitness for two populations of different sizes

We observed that the convergence rate of the two populations is almost the same.
The optimal solution is reached at the 800th generation. So, it is better to use a popu-
lation size equal to 100 people instead of 200 because the computation time for a

large population is slower.

Finally, these values (Tab.1) will be used for primitives selection.

Table 1. Genetic algorithm Parameters

GA Parameters Values
Chromosome Coding Binary
Chromosome Size 27
Population Size 100
Number of generations 1000
Selection type Roulette wheel
Crossover type one point
Crossover rate 0.65
Mutation type Bit string
Mutation rate 0.03
Insertion Elitism

Stopping criteria

Maximum number of generation

4 Experimental Results and Discussion

We used the relevant feature subset with a PML classifier and examined the recogni-
tion accuracy of every letter form. PML is most common neural network model,
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called supervised network because it requires a desired output in order to learn. The
goal of this type of network is to create a model that correctly maps the feature vector
of input to the class [8]. An overall rate of 87.94% was recorded. Variation rate char-

acter recognition is shown in Fig.4.

100

o '|“|||‘||||||||
ddddd L O e T
-I-!l

e 1 13- ICHIEE t&-ﬂ&ﬂ-!nl'l. |81 83|83 |80 8o |as

Recepnitmn rute %)
-.- - - '

g

2 |83 u'a-'u &5 u 81 M' o as|as| M n
Fig. 4. Recognition Rate
We found that the classification error is 10% for easy letter forms such as (1), (J),
(?) and (). For the hardest letter forms the classification error achieves 40%. The

following table shows the letter forms that have the worst classification errors.

Table 2. Character misclassification

Target Position Target Classification Wrong Classification
Initial “a -
Medial a 3
Medial - 2
Medial d i
Fianl c 3
Final 3 a
Isolated ) =
Isolated J )
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We propose to compare our results with other work. In fact, OLIVERI and his col-
leagues propose in their 2002 paper, a neuro-genetic hybridization approach for the
recognition of handwritten digits [9] with an accuracy of 97.1% and in 2007,
KROUCHI and DJEBBAR propose an extension in the domain of OCR is to perform
a hybridization of a neural network of type PMC and AG with an accuracy of 87.54%
[10]. The recognition rate of our contribution (87.94%) seems low in relation to that
of [9]. This gap is justified by the fact that [10] uses a database of numbers from 0 to
9, as far as our system is applied on Arabic script which is characterized by a wide
vocabulary. Although the phase of post-treatment can improve the recognition rate to
10%, we did not achieve this step which may have a tremendous impact on the recog-
nition rate of AOCR system.

Table 3. Comparison of results

Authors Accuracy (%) Classifiers
Our contribution 87.94 PML-AG
[9] 97.1 PML-AG

[10] 87.54 PML-AG

It is difficult to make an exhaustive comparison between the performance of our
system and those of other published systems. Indeed, the test sets are different and the
performance measures are not clearly defined. In addition, it is not possible to deter-
mine if learning samples and tests are mutually exclusive. The effort required for the
preparation of a set of tests is actually a significant obstacle for valid experimentation
from a statistical point of view. It is therefore necessary to focus efforts in developing
a standard basis of the Arabic script that could be used in the evaluation of various
Arabic recognition systems.

5 Conclusion and Future Works

In this paper, we have presented a feature selection method based on genetic algo-
rithms. The experimental results prove that feature selection using the GA reduces
from 25 to 30% of features during the feature selection process. This reduction im-
proves the recognition accuracy. The results obtained in this research have been very
promising and identification accuracy has reached 87%.

The evaluation of our proposed recognition system is employed to improve the per-
formance of the algorithm, its efficiency as well as its weaknesses. Moreover, this
evaluation may give clues about points to be improved later. The problem remains
open and further efforts are made to improve current approaches to Arabic writing
recognition. As a future work, the author plans to improve the recognition rate of
AOCR system using SVM classifiers. The performance criteria would include
recognition rate and time complexity.
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1

Optical Character Recognition (OCR) is a process of converting images of written
text to machine editable text. A lot of work has been done on English OCR, but Ara-
bic OCR is still a challenge [1, 2]. Arabic text has some special characteristics that
make Arabic (OCR) considered to be a difficult task [3]. These characteristics can be
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Abstract. Classification step is one of the most important tasks in any recogni-
tion system. This step depends greatly on the quality and efficiency of the ex-
tracted features, which in turn determines the efficient and appropriate classifier
for each system. This study is an investigation of using both K- Nearest Neigh-
bor (KNN) and Random Forest Tree (RFT) classifiers with previously tested
statistical features. These features are independent of the fonts and size of the
characters. First, a binarization procedure has been performed on the input
characters images, and then the main features have been extracted. The features
used in this paper are statistical features calculated on the shapes of characters.
A comparison between KNN and RFT classifiers has been evaluated. RFT
found to be better than KNN by more than 11 % recognition rate. The effect of
different parameters of these classifiers has also been tested, as well as the
effect of noisy characters.

Keywords: Random forest tree, KNN, Classification, Arabic character
recognition, Statistical features.

Introduction

summarized as follows

Arabic text (printed or handwritten) is cursive and written from right to left. Arabic
letters are normally connected to each other on the baseline.
Arabic text uses letters (which consists of 28 basic forms), ten Hindi numerals,
punctuation marks, as well as spaces and special symbols.
Arabic letters might have up to four different forms (beginning, middle, end and
isolated) depending on their position in the word for example (< , =, & ,& respec-
tively). This feature increases the number of the classes from 28 to 100. Actually,
a new character (YY) is created when Alif () is written immediately after Lam (J),
this kind of new characters increase the number of classes to 120.

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 11-17, 2014.
© Springer International Publishing Switzerland 2014
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— Several Arabic letters have exactly the same primary part. However, they are dis-
tinguished from each other by the addition of dots in different locations.

— Arabic characters do not have a fixed size. The width and height of the character
vary according to its position in the word.

— Some Arabic letters include a loop that can have different shapes, the shape of the
loop changes with respect to the font [4]. (See Figure.1).

_L_'ﬁ_,_d__n_ﬁ
A e § e i A

Fig. 1. Different shapes of holes

Arabic OCR has attracted many researches because it contributes to the advance-
ment of the automation process and it improves the interaction between man and ma-
chine in many applications, including office automation, check verification and a
large variety of banking, business and data entry applications [5]. Arabic character
recognition falls into either online or offline. In offline recognition the image is ac-
quired using an optical scanner. The image then is read by the system and is analyzed
for recognition. In online recognition system input is usually acquired from a tablet
computer or pen based device as cell phone and sign pad [6].

Our research is designed for offline printed individual Arabic characters. The pur-
pose of the proposed work is to build a high accurate font and size independent Ara-
bic OCR using statistical features used in [6] and RFT classifier.

The rest of the paper is organized as follows: section 2 gives an overview of pro-
posed system methodology. Section 3 explains experimental results and conclusion is
mentioned in section 4.

2 Methodology

2.1 Image Binarization

Binarization plays a key role in processing degraded images. In general, binarization
is either global or local. In a global approach, threshold selection leads to a single
threshold value for the entire image often based on an estimation of the background
level from the intensity histogram of the image. Unlike global approaches, local
binarization use different values for each pixel according to the local area information
[7, 8]. In this paper, global binarization has been used [9].
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2.2  Feature Extraction

One of the basic steps of pattern recognition is features selection. Features should
distinguish between classes, be invariant to input variability, and also be limited in
number to compute discriminate functions efficiently and to limit the amount of need-
ed training data [10]. Statistical features look for a typical spatial distribution of the
pixel values that define each character. There are 14 statistical features extracted from
each character [6], four of them are for the whole image as listed below:

1. Height / Width.

2. Number of black pixels / number of white pixels.
3. Number of horizontal transitions.

4. Number of vertical transitions.

The horizontal and vertical transitions are a technique used to detect the curvature of
each character and found to be effective for this purpose [6]. The procedure runs a
horizontal scanning through the character box and finds the number of times that the
pixel value changes state from O to 1 or from 1 to 0 as shown in figure 2. The total
number of times that the pixel status changes, is its horizontal transition value. Similar
process is used to find the vertical transition value [6].

The other 10 features are extracted after dividing the image of the character into
four regions to get the following ratios as shown in figure 3:

Black Pixels in Region 1/ White Pixels in Region 1
Black Pixels in Region 2/ White Pixels in Region 2
Black Pixels in Region 3/ White Pixels in Region 3
Black Pixels in Region 4/ White Pixels in Region 4
Black Pixels in Region 1/ Black Pixels in Region 2
Black Pixels in Region 3/ Black Pixels in Region 4
Black Pixels in Region 1/ Black Pixels in Region 3
Black Pixels in Region 2/ Black Pixels in Region 4
Black Pixels in Region 1/ Black Pixels in Region 4
Black Pixels in Region 2/ Black Pixels in Region 3

CPORXTRAN B LD =

—

2 11
= IllllllllllEllllllllll! -
T Regiond 3 s saassasaspsawsnsasnia Regiond
AR NI E R R NN
1 Lt t

Fig. 2. Horizontal and vertical transitions Fig. 3. Dividing the image and extract the features

2.3  K-Nearest Neighbor Algorithm

KNN is a type of instance-based learning, or lazy learning where the function is only
approximated locally and all computation is deferred until classification. The k-nearest
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neighbor algorithm is amongst the simplest of all machine learning algorithms: an ob-
ject is classified by a majority vote of its neighbors, with the object being assigned to the
class most common amongst its k nearest neighbors (k is a positive integer, typically
small). If k = 1, then the object is simply assigned to the class of its nearest neighbor.
The training phase for KNN consists of simply storing all known instances and their
class labels. If we want to tune the value of K, n-fold cross-validation can be used on the
training dataset. The testing phase for a new instance “T”, in a given known set “I” is as
follows:

1. Compute the distance between T and each instance in I
2. Sort the distances in increasing numerical order and pick the first K elements
3. Compute and return the most frequent class in the K nearest neighbors

KNN learning algorithm has been tested because it needs few parameters to tune and
has been frequently used in recent AOCR research [2], [11].

2.4 Random Forest Tree (RFT)

Random forest is an ensemble classifier that consists of many decision trees and out-
puts the class that is the mode of the classes output by individual trees. The algorithm
for RFT was developed by L. Breiman [12] . RFT classifier has been tested in this
study because: It is one of the most accurate learning algorithms available as it pro-
duces a highly accurate classifier for many data sets and , it also runs efficiently on
large databases and it gives estimates of what variables are important in the classifica-
tion [13] [14]. RFT is composed of some number of decision trees. Each tree is built
as follow:

— Let the number of training objects be D, and the number of features in features
vector be F.

— Training set for each tree is built by choosing D times with replacement from all D
available training objects.

— Number f'<<F is an amount of features on which to base the decision at that node.
These features are randomly chosen for each node.

— Each tree is built to the largest extent possible.

— Each tree gives a classification, which is called voting for that class. The forest
chooses the class having the most votes (over all the trees in the forest) [15].

3 Experimental Results

3.1 Dataset Generation

Our Dataset has been created from 1160 sample characters of sizes 18, 24, 32 and 64
from 6 different Arabic fonts shown in figure 4. The process starts by acquiring the
text image using 300 dots per inch (dpi) scanner then the image of the text is saved as
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bit map file format. The experiments were executed using 1.38 GHz CPU, 2 GB
RAM PC and windows Vista platform. Generating the dataset has been done using
MATLAB 7.0.1 software.

To test the efficiency of the tested features and classifiers, it was necessary to study
the impact of the noise using a set of noisy characters. Different types of background
noise were tested, these types are: Gaussian, Poisson and salt & pepper. It was also
necessary to test other types of noise that affect the shape of the character itself. Pho-
toshop has been used to simulate these noises. Some examples of different noisy
characters are shown in figure 5.

—Q t e U* ) Ana ‘\ ‘ ‘

-m é/ f’ h// / Farisy ?

_@ {‘ _F A J Granada o N “ .“ 04 8
—dA é ¢ D ) Andalus 2] il el wie of (Al

A & f. d‘ _) Aldurra . v —

T 9 - #
E I'D L]'u __J Almass [ PR p— d ) Ditees .IJ

Fig. 4. Six fonts used in training and testing Fig. 5. Different tested noise

3.2  KNN Experimental Results

Weka package has been used for training and testing purposes by both KNN and RFT
classifiers. The performance of KNN algorithm basically depends on two factors:
Suitable similarity function and appropriate value for the parameter k [16].

After several experiments using different values of parameter K and distance func-
tions, we found that very acceptable results have been obtained by setting K to 1 and
Euclidean distance function. Nearest neighbor search algorithm was also tested as it is
found to be an influential factor that affects training and testing time. Tested search
algorithms were: Linear nearest neighbor search, Ball Tree and KD Tree.

We found that changing search algorithms has no effect on recognition rates as
they give the same recognition rate, but at the same time it has a great effect on train-
ing and testing time. The shortest time was obtained using KD tree search algorithm
as shown in Table 1. Using the same parameters, noisy data were tested and showed
that KNN is very sensitive to noise as the obtained recognition rate was 33.5%.

3.3 RFT Experimental Results

Several experiments have been done taking into account changing the number of trees
and features to test their effect on recognition rate, training and testing time. The re-
sults obtained are shown in Table2.



16 M. Rashad and N.A. Semary

Table 1. Results of KNN

Recognition Rate 87 %

Search Algorithm KD Tree
Training Time 0.02 sec
Testing Time 0.01 sec

Table 2. Results of RFT

Number of trees 10 20 50
Recognition Rate 94% 96.5 % 98 %
Number of features 3 2 3
Training Time 0.77 sec 1.06 sec 3.90 sec
Testing Time 0.01 sec 0.02 sec 0.08 sec

It has been noticed from the experiments that increasing number of trees often in-
creases the recognition rate but to a certain extent as when increasing the number of
trees from 50 to 70 and to 100 there was no improvement in recognition rate. Accord-
ing to number of features selected to split tree nodes, while it has no specific relation-
ship with recognition rate it has a remarkable effect on training and testing time, as it
is clear from presents results that increasing number of features increases training and
testing time dramatically.

Testing noisy data obtained about 43.5 % which shows that random forest tree is
also sensitive to noise, as the rates have been decreased by about 55% compared to
the results of testing data without noise.

4 Conclusion and Future Works

This paper presented an isolated printed Arabic character recognition system using a set
of effective and invariant statistical features. The proposed system was independent of
the character font and size. Although many researchers have found that KNN algorithm
achieves very good performance for character recognition in their experiments on dif-
ferent data sets [12], we found that RFT performs better in our research. Using the same
training and testing set RFT achieves 98% recognition rate compared to 87 % using
KNN. On the other hand KNN is very fast in training and testing the datasets compared
to RFT. Experimental results also showed that both KNN and RFT are very sensitive to
noisy data. In our future works, rough sets-based feature extraction, rule generation and
classification will provide more challenging and may allow us to refine our learning
algorithms and/or approaches to the Arabic pattern recognition [17].
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Abstract. Optical Character Recognition Systems (OCR) provide human-
machine interaction and are widely used in many applications. Classification is
the most important step in an OCR system. Support Vectors Machines (SVM)
is among the tool of classification that appears these days. This tool proves its
ability to discriminate between the forms and gives encouraging result. In this
paper, we present an overview of the Arabic optical character recognition
(AOCR) work done using SVM classifiers.

Keywords: AOCR, multi-class SVM, SVM survey.

1 Introduction

Characters recognition within the field of pattern recognition interests in characters
shapes. Since the 40s, the character recognition has been the subject of extensive re-
search. Many researches can be done to improve OCR system, particularly in case of
Arabic letters recognition. Characters recognition is an active research area in pattern
recognition and has many practical applications. Some of these applications include
postal address and zip code recognition, forms processing, automatic processing of
bank cheques, etc. Recognition requires the definition of the knowledge which we
have about forms to be treated based on learning. Learning can acquire the knowledge
and organize reference model. It is impossible to learn a great number of samples and
different forms because of their variability. We should replace this number by better
quality of characteristics [1]. Learning procedures are different depending on whether
to recognize the printed or manuscript, mono-font or multi-font ... The classification
approaches are divided into three main categories; statistics, structural and stochastic.
The problem of recognition of characters stills an active area of research and is chal-
lenging and interesting task in the field of pattern recognition. It is the process of

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 18-25, 2014.
© Springer International Publishing Switzerland 2014
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classifying Arabic characters into appropriate classes based on appropriate classifica-
tion method. Many classification methods have been applied in the field of recogni-
tion. However, few AOCR systems have applied SVMs compared to other traditional
techniques know in literature. This has recently begun to change. The improvement of
the recognition rate in AOCR system is the reason to introduce new tools of classifi-
cation such as SVM.

This paper is organized into 4 sections. Section 2 presents properties of SVM. We
discuss different methodologies in AOCR development using SVM Section 3 ex-
plains experimental results and conclusion is mentioned in section 4.

2 SVM for Classification

SVM tool is based on statistical learning theory proposed, in 1979, by Vapnick [2].
The principal motivation of this technique is the probabilistic search of limits that
minimize errors and "empirical risk" while maximizing the margin of separation [3].
SVM tool constitutes a separation of regions with optimal hyper planes in a multidi-
mensional data space which ensures the learning systems convergence. Applications
of SVM concern, essentially, pattern recognition and statistical analysis.

2.1 Binary SVM

The idea of SVMs is to find a hyper plane that separates classes the best. If such hy-
per plane exists, in other words, if the data is linearly separable, we talk about a SVM
Hard Margin.

1. Hard Margin

The hyper plane Wx+b= 0 represents a separating hyper plane of two classes, and the
distance between hyper plane and nearest example is called margin. The region lo-
cated between; WX+b= +1 and W'X+b= -1 is called region of generalization. The maxi-
mization of this region is the objective of training phase. It consists to search hyper
plane that maximizes margin. This hyper plane is called "Optimal Separating Hyper
plane". The determination of this hyper plane passes through the determination of
minimum Euclidean distance between hyper plane and nearest example of two classes
called margin.

To find separating hyper plane that maximizes margin, we must determine w vec-
tor which has the minimum Euclidean norm. The optimal separator can be obtained
by solving following equation:

o1
mlnlmzzezllwll

yi(w’xi+b)21 (1)
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The problem of the equation (1) is a quadratic programming problem with linear con-
straints. In such cases problem is converted into a dual problem without constraints
equivalent to equation that introduced Lagrange multipliers. We obtain, then, follow-
ing dual problem to maximize:

n
T
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If the classification problem is linearly separable, an optimal solution for o; exists.

2. Soft Margin

A separating hyper plane does not always exist. And if it exists, it doesn’t represent,
usually, best solution for classification. In addition, an error class in training data can
affects the choice of hyper plane.

In the case where data are not linearly separable or incorrectly labeled constraints
of equation (2) cannot be verified, and there is need to relax. This can be done by
assuming a certain error of classification which is called Soft Margin. We introduce
variables &i called of relaxation; it can be added to allow mis-classification of difficult
or noisy data. In this case, instead of searching only a separating hyper plane that
maximizes margin, we look for a hyper plane which also minimizes sum of allowed
errors. Equation becomes:

N Y
min lMlZ€E||W||+CZ g
i=1

y; (wx;+b)21-{;and {20 3)

C is a positive parameter which represents a balance between margin and allowed
errors. In other words, C is the balance between the maximization of margin and the
minimization of classification error.

3. Kernel

Instead of a straight, ideal representation of decision function is a representation that
fits the data best training. The determination of such non-linear function is very diffi-
cult. To do, data is brought in a space where this function becomes linear. This space
of transformation is often made with a function called "Mapping function". The new
space is called "Features space ".

A kernel function is defined as a function that corresponds to a dot product of two
feature vectors in some expanded feature space. Some examples of kernel functions
proposed by Vapnik allowing a good approximation of properties of decision space
are presented in [2].
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2.2  Multi-Class SVM

Problems of real world are in most cases multiclass, the simplest example is OCR. In
such cases, we don’t want to assign a new instance to one of two classes but one
among many. The decision is not binary and one hyper plane is not enough. Multi
class SVMs reduce this problem to a composition of several hyper planes bi classes
allow drawing the boundaries of decision between classes [3]. SVMs are originally
designed for binary pattern classification. Multi-class pattern recognition problems
are commonly solved using a combination of binary SVMs and a decision strategy to
decide the class of input pattern.

Others works use MSVM considering multi class at once. We will discuss, fol-
lowing, some methods of most known MSVM.

1. One-Against-all strategy (OAA): In this approach, k binary SVM models are con-
structed. An SVM is constructed for each class by discriminating that classes
against the (k- 1) others classes. To classify a test pattern using OAA method, it’
is assigned to the class with the maximum value of the discriminant function f(x)
using the winner-takes-all decision strategy.

2. One-Against-one strategy (OAO): The OAO method is introduced as pairwise
SVM. An SVM is constructed for each pair of classes by training it to discriminate
the two classes. Thus, the number of SVMs used is K (K- 1)/2.The maxwins strat-
egy is generally used to determine the class of pattern X using a majority voting.
The class with maximum number of votes is assigned to pattern.

3. Directed Acyclic Graph Support Vector Machines strategy (DAGSVM):
DAGSVM is a new learning architecture which is used to combine two classifiers
into one. Its works as OAO method solving k (k - 1)/2 binary SVMs, in the training
step. However, it uses a rooted binary DAG which has k (k - 1)/2 internal nodes
and k leaves, in the testing step. Given a new pattern X, starting at the root node, a
pairwise SVM decision is made. Then it moves to either left or right depending on
the result, and continues until reaching to one of leaves which indicates the pre-
dicted class.

3 SVM for Optical Caracter Recognition

In this paper, we are interested in AOCR systems based SVM classifiers. There are
many reasons to substantiate the performance of SVM. The essential difference with
other similar approaches such as neuronal networks is on the fact that the SVM meth-
od finds the global minimum whether there are [4]. Like all parametric methods, we
should make appropriate choices notably in the choice of Kernel to ensure a better
delimitation of classes. The MSVM technology presents a good generalization of the
method of the binary SVM initially dedicated to the dichotomous classification. A
tutorial on SVM for Pattern Recognition can be finding in [5] [6]. Following, we
will illustrate few examples of application of classifiers MSVM.
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3.1  Studies on Arabic Character Recognition

In 2007, Abdullah and Paschos [7] proposed an Arabic character recognition system
focuses on employing SVM. The feature vector feed to the SVM classifier is com-
posed by: Invariants Moment, number of dots and their position and number of holes.
The classification phase takes place using SVMs, by applying one-against-all tech-
nique with Gaussian RFB kernel. Ten-fold cross validation is used to determine the
best RFB kernel parameters.

Samples are obtained from 58 characters/shapes. Recognition rates obtained are in
the range of 98-99% correct classification depending on the type and number of clas-
ses used. LIBSVM [8] is used for tests. This system can be applied to different recog-
nition area such as finger prints, iris and multi-fonts characters for many languages.

Another work in the fields of handwritten Arabic script recognition based on SVM
classifier was proposed in 2008 [9]. Feature used are; Moment and Fourier descriptor of
profile projection and centroide distance. Principal component Analysis (PCA) was
applied to features vector in order to reduce dimension. This system tested to classify
only principal shape of the character without dots. This system uses the multiclass one
against one SVM, with Gaussian RBF kernel. To validate the developed methods, data-
base composed of 1000 Arabic characters is used. 800 are used for learning and 200 for
the test. The recognition rate obtained without PCA is 94% and with PCA 96 %.

Faouzi et al [10] proposed a new segmentation approach applied to Arabic hand-
writing with application of MSVM classifier, in 2010. After features extracting,
these vectors are used as input for the MSVM. SVM classifier should find a hyper
plan that separates better these vectors. This hyper plan must be found for each char-
acter. Each new character will be exposed to each of possible classes in order to find
the appropriate class using one against all MSVM strategy. The goal of SVM is to
search for a hyper plan that separates the examples in the learning stage and takes a
decision in the classification phase. This work uses Libsvm [8], with a Gaussian RFB
kernel. To validate the proposed model, samples used are scanned using a scanner
EPSON CX3400. Resolution varied between 150 and 300 dpi. The used characters,
and the recognition rate, are presented in the following table:

Table 1. Recognition rate[10]

Characters d s . (] g s 3 4
Accuracy 100 | 916 | 100 95 100 7872 19729 | 90.32
(%)

In 2012, Al-Hamadi et al [11] propose a MSVM classifier for handwritten Arabic
text recognition. Features are extracted based Gabor-filter. For training and testing,
IESK-ar Database was used [12]. IESK-ar is an Arabic off-line handwritten database,
developed in the Institute for Electronics freely available. In this work, a class for
each letter shape was created. One-vs-all SVM Classifiers with RBF kernel was used.
In experiments step, libsvm [8] library is used. 5436 letters were used in training of
SVM classifier. Recognition rates varied among 93% and 43%, with a median of 77%
and an average of 74.3%.
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In 2012, Alalshekmubarak et al proposed a novel approach to classify Off-Line
handwritten Arabic word using SVMs with normalized poly kernel [13]. SMO is used
to train SVMs. SMO divides the quadratic programming optimization problem, which
is required to train SVMs, into the smallest possible series. The choice of normalized
poly kerned is proved by the following result:

Table 2. Recognition rate using different kernels[13]

Kernel Accuracy
Normalized 95.27%
Polynomial 93.47%

Linear 93%

To evaluate the proposed system IFN/ENIT-database is used [14]. The recognition
rate achieved 95.27% in a subset of 24 classes and 7,971 entries. A recognition rate of
92.34% was obtained with 56 classes and 12,217 entries.

3.2  Comparative Analysis

Researchers listed below present encouraging recognition rate on most occasions.
However, those works can be intended in order to compare the different SVM kernel,
and choose the best learning parameters. The reported results were obtained using
only one SVM methods in experiments. The choice of kernel function is generally
arbitrary. This leaves a question that how these kernel function and MSVM-methods
will perform when applied to Arabic scripts. Therefore, it is important to look into the
discriminative power of each SVM-method and function kernel proposed in the litera-
ture before using it. The hybridization of SVM with other tools such as KNN and
MLP presents an encouragement recognition rate when it’s applied to Latin character
[15]. Experiments show that SVM achieves better generalization ability than MLP
classifier and Naive Bayes [13].

Table 3. Script recognition methods based SVM

Script Recognition Methods
Research’s "
Script type Method kernel Accuracy (%)
2007[7] Printed OAO Guassian RFB In the range of 98-99
2008[9] Handwritten 0OAO Gaussian RFB 94 w1tl.10ut PCA
96 with PCA

2010[10] Handwritten OAA Guassian RFB TABLE 4.
2012[11] Handwritten OAA Gaussian RFB Between 93 and74.3

Normalized 95.27
2012[13] Handwritten SMO Polynomial 93.47

Linear 93
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4 Conclusion and Future Works

In this paper, we introduce a survey of AOCR system based SVM classifier. Firstly,
we have illustrated the basic concept of SVM in the binary case and the multi-class
case. After that we presented the different works on Arabic script. Finally, we dis-
cussed those works and we expose the recognition rate obtained, the MSVM method
and kernel function for each research. AOCR is one of the most attractive and diffi-
cult areas of pattern recognition. The uses Of MSVM prove encouragement result
compared to other classification tools. An open problem is still; precision, consistency
and efficiency of the algorithm. Future work will be focused on the development of
an AOCR system based SVM, rough sets classifiers or hybridization of SVM and
rough sets [15]. Moreover, rough sets-based feature extraction, rule generation and
classification will provide more challenging and may allow us to refine the learning
algorithms and/or approaches to the Arabic character recognition.

Acknowledgment: Researches are conducted in an MOBIDOC thesis financed by the
EU within PASRI program.
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Abstract. Smart phone technology and mobile applications have become an in-
dispensable part of our daily life. The primary use however, is targeted towards
social media and photography. While some camera-based approaches provided
partial solutions for the visually impaired, they still constitute a cumbersome
process for the user. iSee is an Android based application that benefits from the
commercially available technology to help the visually impaired people im-
prove their day-to-day activities. A single screen tap in iSee is able to serve as a
virtual eye by providing a sense of seeing to the blind person by audibly com-
municating the object(s) names and description. iSee employs efficient object
recognition algorithms based on FAST and BRIEF. Implementation results are
promising and allow iSee to constitute a basis for more advanced applications.

1 Introduction

Smart phones technology has spread in the international market faster than any other
technology in human history. Worldwide Smartphone vendors shipped 237.9 million
units in 2013 compared to the 156.2 million units shipped in 2012 which represent
52.3% year-over-year-growth [1]. Android Operating System is one of the smart
phones operating systems that have been on the top list of best-selling where 80% of
the smart phones shipped ran android operating systems, while Apple’s iOS and
Microsoft Windows 8 Mobile take up the remaining 20%.

Any user can benefit from the wide range of mobile applications that help in
organizing our daily life, connecting with people through social networks, help in
education, etc. Only few of these mobile apps have surpassed the purpose of being an
added value to our daily life, to becoming a crucial tool. Applications crafted for peo-
ple with disabilities have emerged lately to help them achieve more what they could
do before the Smartphone era. Visually impaired and blind people find it difficult to
face their day-to-day problems because of their impairment. The World Health Or-
ganization (WHO) estimated that in 2002, 2.6% of the world’s total population was
visually imapried. In spite of the advancement in technology, there is no complete
cure for such problems and they need some assistance to complete their daily tasks.
Reading glasses, walking sticks, and Braille tools are few devices which could help
them to complete their daily life. However, they don’t provide a sense of “seeing” for
the blind person. This paper discusses the development of “iSee”, an Android based
application that aims at serving as a virtual eye. iSee provides the sense of sight by
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letting the user hold the phone and point anywhere he/she desired and tap on the
screen. The application’s algorithm runs in the background and then communicates
audibly, via a voice message, the object type, name and description. This helps the
blind person recognize what’s surrounding him/her, or in some cases, find an object
he/she is searching for.

The remaining part of this manuscript is organized as follows: section 2 provides a
survey over some existing apps in the Google play market and the AppStore. In sec-
tion 3, we present the main algorithm and implementation details. Section 4 summa-
rized the results and the possible enhancements, while section 5 concludes the paper.

2 Related Work

Several mobile applications on multiple platforms such as iOS, Android and windows
were developed with the visually impaired in mind. These applications can be divided
among three different categories: currency recognition oriented apps, object detection
oriented apps and phone assistant oriented apps.

“eyeNote” [2] and “LookTel” [3] applications belong to the first category. The
former recognizes currency bills (US dollars only) and communicates with the user
via a voice message, while the latter does the same job but supports more currencies.

The “Blind sighted” fits in the second category. Its functionality is limited to buzz-
ing whenever the user is in 2-3 cm vicinity of an object.

“Siri” [4] and “S voice” [5], i0S’s and Samsung’s famous voice assistant software
belong to the third category. Users can communicate with them via voice messages to
inquire about weather, stocks, messages, as well as perform a phone call or a Google
search. Few independent applications, like “Blind Navigator” [6] and “Georgie” [7]
were also developed with the same goal in mind. The former provides the user with
several functions like the phone, calculator, alarm, color identifier and GPS, while the
latter adds a TextToSpeech functionality to the above.

Despite the usefulness and effectiveness of the several of the aforementioned ap-
plications, the blind people still lack the ability to identify the objects that surround
them. Getting to know the type and description of the objects near you not only pro-
vides you with information about that specific object but also provides a sense of
seeing and overall scene re-construction.

One of the non-mobile approaches is proposed in [8]. A multi-camera network is
built by placing a camera at important locations around the user. The developed algo-
rithm can effectively distinguish different classes of objects from test images of the
same objects in a cluttered environment.

3 Main Methodology

This manuscript introduces “iSee”, an Android powered application for the visually
impaired. iSee aims at helping the blind people recognize objects surround them using
a voice message. The overall architecture of iSee is illustrated in Fig. 1.
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Fig. 1. Overall architecture of iSee

The user interface of iSee is crafted to be user friendly, considering the limitation
of the intended users. First, the user opens the application by tapping the app icon or
by using any assistant software such as S Voice (or siri for its iOS counterpart). The
built-in back camera opens automatically occupying the whole screen, and the user is
welcomed with an audio note notifying him/her of the application readiness. At any
time, the user can point the phone anywhere he/she desires and taps anywhere on the
screen using a single quick tap. An audio note is then given to the user announcing
that a snapshot has been captured and ready to be analyzed. In case of a shaky result,
the user is asked to re-do the process. Once the snapshot is ready, the application ap-
plies object detection and recognition algorithms. If a match is found, the name of the
object is communicated to the user via a voice message. Otherwise, the user is noti-
fied with a “not found” message and an invitation to try again.

3.1  Object Detection and Recognition

The object detection algorithm constitutes the core of iSee’s framework. The majority
of algorithms start by finding interest points and their corresponding descriptors in
both the scene and a reference image/object. A matching process is then carried be-
tween the two images to filter out the good matches. A wide variety of approaches has
been proposed in literature [9-14]. Two main approaches were considered: SURF [15]
and ORB [16].

SUREF, or Speeded Up Robust Features, is a scale and rotation invariant detector
and descriptor. SURF employs Hessian-Laplace matrix detectors to find interest
points. A feature vector (or descriptor) is then computed to describe the neighborhood
of the interest point, by means of local-sensitivity hashing (LSH) [17,18]. SURF
relies on Euclidean distance between the matched descriptor and the most similar one.
Distances below a certain pre-determined threshold are chosen as good matches.
SURF has a computational reduction advantage over its predecessors (mainly SIFT
[19]) due to the use of integral image in the computation of the Hessian detector [20].
This property is very attractive for real-time systems as well as power-limited battery-
operated devices such as phones, tablets and phablets.
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On the other hand, ORB (Oriented FAST and Rotated BRIEF) offers comparable
performance to SIFT and SURF while offering two orders of magnitude in speed-up.
ORB builds on the FAST detector [21] for interest point generation and on BRIEF
[22] for the descriptor computation. FAST relies on the intensity threshold between
the center pixel and a circular ring around it. FAST-9 employs a circular ring with a
radios of 9 pixels and offers good performance. BRIEF on the other hand uses binary
tests between pixels in a smoothed image patch. It is robust to lighting, blurring and
distortion but sensitive to rotation. Rotated BREIF (rBRIEF) was proposed to over-
come this shortcoming. Fig. 2 depicts a performance comparison between BRIEF,
SURF, SIFT and rBRIEF. According to [16], ORB outperforms its competitors in
terms of computation time, averaging at 15.3 ms per frame, while SIFT and SURF
require 5228 and 217 ms, respectively.
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Fig. 2. Matching performance of SIFT, SURF, BRIEF with FAST, and ROB (oFAST +
rBRIEF) unser synthetic rotations [16]

Due to the restrictive platform, on which iSee runs, ORB is chosen as the underly-
ing object detection algorithm. The algorithm has 2 inputs: a training object provided
by the application (or can be uploaded by the user) and the scene which is the image
captured by the user using the tap described before. Interest point detection and de-
scriptor computation take place in the next steps, followed by a nearest neighbor
matching process to filter out the good matches. Fig. 3 illustrates the overall iSee
object detection flowchart.
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Fig. 3. iSee Matcher Flowchart

The matcher depicted in Fig. 3 is then used to recognize the object(s) found in the
scene. A training set of images is provided containing a number of objects. The ob-
jects were chosen to be household objects but can be expanded to cover a wider
range. Note however, that different postures of the same objects are provided too
(front, back, side). Each object in the training set is matched against the scene cap-
tured by the user, by means of the aforementioned matcher. A thresholding approach
based on the number of matches, is then employed to eliminate all the “bad” matches.
The remaining matches are then compared to choose the maximum. At this stage, the
object name/type is then communicated to the user. Implementation details are dis-
cussed in section 3.2. The overall process is depicted in Fig.4.

Training Training | 4 o & | Training
@ object 1 abject 2 object n
Scene
captured by l I l
user
Matcher

ArgMax(good matches)

Object ‘))

Fig. 4. iSee object recognition process
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3.2 Implementation Details

The development of iSee involved several implementation tools and libraries. An-
droid 4.3 SDK (Software developer kit) is chosen as the underlying platform. The
interface of the app as well as the camera functions (initialization of the lens, screen
tap, internal storage management and text to speech) are all performed using the Java
libraries provided by the SDK, and developed using Eclipse IDE. On the other hand,
all image processing functionalities were implemented using OpenCV 2.4.6 SDK for
Android. OpenCV (Open Source Computer Vision [23]) is a library of programming
functions mainly aimed at real-time computer vision, developed by Intel. Two imple-
mentation options were available for openCV: JavaCV or the native C++ alternative.
Both options can be compiled and used with the Android SDK. Our choice however
was set to using the native C++ due to its faster performance and wider library func-
tions. This performance improvement came at the expense of additional implementa-
tion complexities. First, Android NDK (Native Development Kit) had to be installed
and linked with Eclipse. The NDK is a toolset that allows parts of an app to be im-
plemented using native-code languages such as C and C++. This capability helps in
reusing existing code libraries written in these languages. The NDK is suitable for
CPU-intensive workloads such as game engines, signal processing, physics simula-
tion, and so on. Second, some of the libraries that are already available in openCV
(e.g. SURF) are not available for its Android counterpart. To solve this problem, the
libraries were compiled and added manually to the openCV SDK for Android.

The code of iSee proceeds into three main phases: (1) the welcome activity and the
camera initialization, (2) the processing part in C++, and (3) the results announced to
the user. During the first phase, the openCV libraries are loaded using the sys-
tem.loadLibrary functions. The camera is then initialized and a listener is set up
to watch for screen taps. Once a tap is detected on the screen, the scene image is cap-
tured and converted into a matrix, S. ‘S’ becomes the input for phase 2. In the second
phase, matrix S and objects from the training set (O, i=1,...,n) undergo the process
depicted in Fig.4 using the following functions: OrbFeatureDetector(),
OrbDescriptorExtractor () and KnnMatcher (). Once this process is
terminated, the results are passed back to Java in phase 3. During the last phase, the
name of the object is converted to a voice message using the textToSpeech ()
utility. Note that all the objects in the training set are labeled with a corresponding
name/description.

4 Results and Future Enhancements

Prior to the Android implementation, thorough experimentation was performed to
verify the correctness as well as the accuracy of the algorithm. The algorithm was
implemented in Xcode on a MacBook Pro running Intel’s core i5 processor. A set of
24 objects constituted the test set, each having 3 different postures, resulting in a total
of 72 images. Images were chosen to be daily use objects and categorized in 3 groups:
coffee mugs, sunglasses and laptops. The algorithm’s performance is depicted in Ta-
ble 1. The average accuracy of all the categories was found to be 91.33%.
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Table 1. iSee’s performance under the desktop implementation

Category No. of Correctly False Accuracy
images detected positives
Coffee mugs 24 23 1 95.8 %
Sunglasses 24 22 2 91.6 %
Laptops 24 21 3 87.5 %

A snapshot of the running algorithm is depicted in Fig. 5. The top row of the figure
denotes a match success between an object and a scene with high number of good
matches, while the bottom row represents a mismatch between the object and the
scene with a low number of good matches.

Fig. 5. (a),(c) Training object, (b) scene containing the object (d) scene without the object

The algorithm is then implemented on the Android platform as detailed in section
3.2. The match success rate was found to be slightly less than its desktop implementa-
tion averaging at 89%. Table 2 depicts the algorithm accuracy per category. Fig. 6.
Shows few snapshots of the application running on a Samsung Note 3.

Table 2. iSee’s performance under Android Implementation

Category No. of Correctly False Accuracy
images detected positives
Coffee mugs 24 22 1 91.6 %
Sunglasses 24 21 2 87.5 %

Laptops 24 21 3 87.5 %
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Banana

Fig. 6. Running iSee app screenshots

The processing time of iSee is finally analyzed based on the size of the training
library and compared against its desktop counterpart. The results are illustrated in
Fig.7. iSee was able to recognize an object within 1.8 seconds given a library size of
75 images, while its desktop counterpart outperformed it by 0.8 seconds. We strongly
argue though, that with recent advancements in processor speeds employed in current-
ly released smartphones, discrepancies between desktop and mobile performances
will continue to decrease.
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Fig. 7. Training library size versus processing time for Desktop and Android implementations
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4.1 Possible Enhancements

The work presented in this manuscript constitutes a basis for possible enhancements
and app ideas. One of the possible enhancements to this app is to let the user or
his/her assistant upload their personal belongings and objects to create a “personal-
ized” library rather than a generic one. Despite that this change defeats the app idea in
the first place, it constitutes a powerful and fast tool parallel to iSee.

iSee could be also turned around to let the user ask for specific object to search for
using a voice command. He/she then holds the phone and scans the surrounding until
the phone buzzes denoting a match success. This will help the visually impaired find
his belongings in an easier way. Fig. 8 illustrates this idea.

. ))))—-/ )_"/>

Fig. 8. Alternative use to iSee

A more advanced research can lead, not only to a better recognition rate but also to
scene behavior, in which, the app can describe to the visually impaired what’s hap-
pening in real time in his/her surrounding.

5 Conclusion

This paper presented the development of iSee, an Android powered application for the
visually impaired. iSee lets the user taps on the screen and then communicates via a
voice message the name and type of the object in the scene. iSee employs ORB as the
underlying object recognition algorithm due to its computational efficiency on mobile
platforms. The implementation results of iSee were promising and constituted a basis
for more advanced developments.
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Abstract. One of the most common ways of communication in deaf
community is sign language recognition. This paper focuses on the prob-
lem of recognizing Arabic sign language at word level used by the commu-
nity of deaf people. The proposed system is based on the combination of
Spatio-Temporal local binary pattern (STLBP) feature extraction tech-
nique and support vector machine (SVM) classifier. The system takes a
sequence of sign images or a video stream as input, and localize head
and hands using THLS color space and random forest classifier. A feature
vector is extracted from the segmented images using local binary pattern
on three orthogonal planes (LBP-TOP) algorithm which jointly extracts
the appearance and motion features of gestures. The obtained feature
vector is classified using support vector machine classifier. The proposed
method does not require that signers wear gloves or any other marker de-
vices. Experimental results using Arabic sign language (ArSL) database
contains 23 signs (words) recorded by 3 signers show the effectiveness
of the proposed method. For signer dependent test, the proposed sys-
tem based on LBP-TOP and SVM achieves an overall recognition rate
reaching up to 99.5%.

1 Introduction

A gesture is a form of non-verbal communication performed with a part of body,
used instead of or in combination with verbal communication [1,5]. Similar to
speech and handwriting, gestures vary from a person to another, and even for
the same person between different instances. Since sign language recognition
(SLR) is a kind of highly structured and largely symbolic human gesture set,
SLR also serves as a good basic for the development of general gesture-based
human computer interaction (HCI).

Arabic sign language (ArSL) is the natural language of hearing-impaired
people in the Arabic society [11,16]. Hearing people have difficulty to learn
sign languages, also it is difficult for deaf people to learn oral languages. Sign
language recognition systems can facilitate the communication between those
two communities. There is a need therefore for a translation system that can
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convert an ArSL to written or spoken Arabic and vice versa, in order that the
deaf community can communicate better with the normal people.

Appearance-based approaches are one candidate to solve SLR problem instead
of traditional geometric-based approaches. Among various appearance-based fea-
tures, local binary pattern (LBP) [12] features considered the most successful
one due to its robustness and computation efficiency. Two variants of LBP [19]
are proposed to handle dynamic textures which are: volume local binary pat-
terns (VLBP) and local binary patterns from Three Orthogonal Planes LBP
(LBP-TOP). Both methods can jointly describe motion and appearance fea-
tures. These features are not only insensitive to local translation and rotation
variations but also robust to monotonic gray-scale changes caused by illumina-
tion variations. Moreover, LBP-TOP features are computationally simple and
easy to extend compared with VLBP. In this paper, LBP-TOP is employed to
capture salient appearance and motion features efficiently and to represent each
sign with a single feature vector.

In this paper, we aim at designing and implementing an automated robust
signer system for Arabic sign language recognition from videos of signs at word
level. The proposed method does not force the user to wear any cumbersome
device or any type of gloves. The system starts with a preprocessing stage for
segmenting the signers’ hands and head. Hand and head segmentation is per-
formed to focus only on the region of interest for each sign, segmentation is
achieved using an effective skin detection algorithm proposed in [8]. This is fol-
lowed by a feature extraction stage in which a vector of spatial and temporal
features are extracted [19]. In the paper, we employ spatio-temporal local binary
pattern to jointly extract spatial and temporal features of images sequences for
each sign. A set of labeled signs is then used to train a multi-class support vector
machine (SVM) [17] in order to classify the feature vectors resulted from previous
feature extraction stage. The recognition step is achieved using the pretrained
support vector machine classifier to identify each signs.

The remainder of this paper is organized as follows; a short summery of related
work is presented in Section 2. The proposed system architecture is explained
in Section 3 followed by Section 4 where we discuss the experimental results.
Finally conclusion and future works are presented in Section 5.

2 Related Works

Hand gestures can be classified into two categories: static and dynamic. A static
gesture is a particular hand shape and pose, represented by a single image.
A dynamic gesture is a moving gesture, represented by a sequence of images.
The proposed approach focuses on the recognition of dynamic gestures. There
are two main directions for sign language recognition; glove-based methods and
vision-based methods. The glove-based system [18] relies on electromechanical
devices and use motion sensors to capture gesture data. Here the signer must
wear some sort of wired gloves that are interfaced with many sensors. Vision-
based recognition systems do not use special device such as glove, special sensor,
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or any additional hardware, it provides a more natural environment to capture
the gesture data [5]. Vision-based recognition systems can be classified into two
categories: appearance-based and geometric-based methods [13].

Although there are a lot of works have been done in sign language, less research
attention have been achieved in ArSL. There have been only few research studies
on alphabet ArSL. A colored glove for data collection and Adaptive Neuro-
Fuzzy Inference Systems (ANFIS) [2] was used to recognize isolated signs for 28
alphabets. A recognition rate of 88% was achieved. Later, the recognition rate
was increased to 93.41% using polynomial networks [4]. Spatial features and
single camera were used to recognize 28 ArSL alphabets without using gloves [1]
which reported a recognition rate of 93.55% using ANFIS method. Power gloves
for data collection and support vector machine (SVM) learning method [9] was
used to recognize isolated words. An image-based system [10] was presented for
ArSL recognition. Color images where signer used a pair of colored gloves and
a Gaussian skin color model was used to detect the signer’s face. An automatic
ArSL recognition system based on hidden Markov models is presented in [3].
A Discrete Cosine Transform (DCT) was employed to extract features from
the input gestures by representing the image as a sum of sinusoids of varying
magnitudes and frequencies. In the experiments, 30 isolated words from the
standard ArSL database are tested. The data are collected without gloves. A
recognition rate of 97.4% was achieved.

3 The Proposed Arabic Sign Language Recognition
System

The proposed system is mainly consists of several stages including image cap-
ture, head and hands segmentation, feature extraction, and recognition modules.
Fig. 1 illustrates the proposed system architecture; it manifests the system con-
stituting components and the way they are connected to each other. Firstly, the
signer performs word gestures in front of a camera then the gesture video is
segmented into frames, the captured image sequence is then preprocessed before
feature extraction. The region of interest for all signs are head and hands parts
only, these regions are segmented using an efficient skin color model. The skin
map is further analyzed to crop the hand and head regions, the cropped image
is then rescaled to fixed size. Spatial and temporal features are extracted from
the head and hands regions using LBP in three orthogonal planes (LBP-TOP).
Features extracted from a set of labeled training data are used to train SVM
classifier in the training phase. In recognition, the unknown sign pass through
the previous steps and its label is identified using the pretrained SVM classifier.

3.1 Head and Hands Segmentation

Detection of head and hands and the segmentation of the corresponding image
regions is an important step in gesture recognition systems. This segmentation
is crucial because it isolates the task-relevant data from the image background
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Head and Hands Spatio-temporal Sign Recognition
- :> Detection using skin |:> Feature extraction j using SVM classifier |:> Label

color segmentation using LBP-TOP

Fig. 1. Proposed Arabic sign language recognition system using LBP-TOP and SVM

&

Fig. 2. Head and hands segmentation using Random Forest of THLS color model

before passing them to the subsequent feature extraction and recognition stages.
The most prominent cue for detecting head and hands is skin color. Therfore,
skin color detection can be used to segment head and hands area for each frame
of the input image sequence.

Typically, a skin segmentation framework involves transformation of the RGB
color-space to another color-space, removing the illumination component and us-
ing chromatic components of the converted color-space, finally classifying skin by
an appropriate skin color modeling technique. The combination of appropriate
color space and skin color modeling is important to achieve good segmentation
results. Skin color segmentation has been utilized by several approaches for hand
detection. For providing a model of skin color, the color space to be employed
should be selected carefully. Recently, several color spaces and color modeling
techniques have been tested in [8]. Six color spaces including THLS, HSI, RGB,
normalized RGB, HSV, YCbCr and CIELAB combined with nine skin color
modeling approaches include tree based, neural network, and probabilistic clas-
sifiers are examined in [8]. Among all these combinations, THLS color space
combined with Random Forest classifier performed better than other methods.
In this paper, we employ such combination for segmenting the face and the two
hands in each frame. Fig. 2 shows examples of the detection results achieved by
random forest classifiers on sample images from ArSLR dataset. Results show
the robustness of the skin classification against various illumination conditions.
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After detecting skin components, a connected component labeling algorithm
[7] is used where subsets of connected image components are uniquely labeled.
An algorithm scans the image, labeling the underlying pixels according to a
predefined connectivity scheme and the relative values of their neighbors. Only
large components are taken into consideration. Three components representing
the two hands and the face will be detected in the normal case. However, there
are some situations where fewer components are detected due to occlusion. When
occlusion of two hands appears, both hands are represented by same object, also
in case of head occlusion the same principle is used.

3.2 Spatio-Temporal Feature Extraction

For video segments (i.e., image sequence), feature extraction is typically done
in the temporal and spatial domains in order to capture the appearance and
motion information contents of the image sequence. For feature extraction, local
binary patterns on three orthogonal planes (LBP-TOP) is used to capture the
co-occurrence of appearance and motion features from image sequence. We give a
brief background of local binary patterns (LBP) and LBP-TOP in the following:

Local Binary Patterns. Basic LBP operator was first designed for texture
description [12]. This operator describes each pixel by comparing its value with
neighbors; if the neighboring pixel value is higher or equal, the value is set to
one, otherwise set to zero. Then the concatenation of binary patterns over the
neighborhood converted into a decimal number as a unique descriptor for each
pixel.

Original local binary pattern (LBP) has an extension called uniform patterns,
is used in the proposed system. Uniform patterns can significantly reduce the
length of the feature vector. This extension was inspired by the fact that some
binary patterns occur more commonly in texture images than others. A local
binary pattern is called uniform if the binary pattern contains at most two
bitwise transitions from 0 to 1 or vice versa when the bit pattern is traversed
circularly. Using uniform patterns in representation reduces the length of the
feature vector. For example, when using 8 neighborhood pixels, there are a total
of 256 patterns, 58 of which are uniform, which yields in 59 different labels. The
most important property of the LBP operator in real-world applications is its
robustness to monotonic gray-scale changes caused, for example, by illumination
variations. Another important property is its computational simplicity, which
makes it possible to analyze images in challenging real-time settings.

Spatio-Temporal Local Binary Patterns. Original local binary pattern is
used mainly for static texture description but, for time variation we should use
the extend of LBP for spatial and temporal domain (STLBP). STLBP is used
to model the dynamic scenes using both spatial texture and temporal motion
information together. Volume local binary patterns (VLBP) method [20] is an
extension of LBP operator widely used in dynamic texture recognition which
combine motion and appearance features. The texture features extracted in a
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small local neighborhood of the volume comprised space and time directions. To
make VLBP computationally simple and easy to extend, LBP-TOP is considered
which only compute the co-occurrences on three separated planes.

LBP-TOP considers three orthogonal planes: XY, XT and YT, and concate-
nates local binary pattern co-occurrence statistics in these three directions. The
XY plane represents appearance information, while the XT plane gives a visual
impression of one row changing in time and YT describes the motion of one col-
umn in temporal space. The LBP codes are extracted for all pixels from the XY,
XT and YT planes, denoted as XY-LBP, XT-LBP and YT-LBP, and histograms
from these planes are computed and concatenated into a single histogram. In such
a representation, a gesture is encoded by an appearance (XY-LBP) and two spa-
tial temporal (XT-LBP and YT-LBP) co-occurrence statistics. Feature vector
from each plan is extracted simply like ordinary LBP, then they are concatenated
to each other forming the final feature vector.

Spatial information is one of the most important cues to distinguish between
different signs. In order to preserve the spatial information of the gesture, block
based LBP-TOP is computed for all non overlapping blocks. LBP-TOP features
have three advantages: 1) it is robust to monotonic gray-scale changes; 2) it is
on-line and very fast to compute; 3) it can extract spatial texture and temporal
motion information of a pixel. These three advantages are all very important
for modeling the dynamic structure of image sequences. Fig. 3 shows the feature
vector formation for one sign which includes histograms for appearance (LBP-
XY), horizontal (LBP-XT) and vertical motion features (LBP-YT).

4 Experimental Results

In this section, a set of experiments have been performed to examine the perfor-
mance of the proposed system. Arabic sign language (ArSL) database described
in [14], [15] is employed in all experiments. A prototype has been built using
hands and head segmentation, proposed feature extraction and SVM recognizer
to test the effectiveness of the proposed method. In proposed system, block-based
LBP-TOP is used to extract spatial and temporal feature vectors for training
and testing image sequences. Features are extracted only from the region of in-
terests which include head and hands. Features extracted using radius of 1 pixel
in the 3 directions (XYT) and 8 neighborhood pixels. Extracted feature vectors
(with labels) are normalized to unit length and fed to train a multi-class SVM
classifier. After having the trained SVM, using it in the procedure of recognition
to find the label with most probably sign.

4.1 ArSL Database

The ArSL database has been used to carry out the underlying experiments. In
this database, there are 23 isolated words performed by 3 signers. The signer was
videotaped without imposing any restriction on clothing or image background.
The video frames are sampled at 25 frames per second and the size of the frames
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Spatial Information Horizontal Motion Information Vertical Motion Information

Fig. 3. Local Binary Patterns on Three orthogonal Planes (LBP-TOP) feature vector
forming

is 320 x 240 pixels, the region of interests (head and hands) are segmented
using skin color information. Segmented images are then cropped and rescaled
to 64 x 64 pixels to reduce the time of execution without affecting the image
details.

Experiment 1: The first experiment evaluates the recognition rate of the system
using various kernels of SVM and LBP-TOP features. Linear, 2"¢ order poly-
nomial and radial basis function (RBF) kernels are tested in this experiment.
Results in Fig.4 show that linear kernel outperforms other non-linear kernels
like polynomial and radial basis function. Not only the linear kernel gives better
recognition rate but also it is more computationally efficient in both training and
test compared with other non-linear kernels. The obtained results using linear
SVM make the proposed system applicable for real time sign recognition.

Experiment 2: Because of the importance of spatial information in sign recog-
nition, the second experiment evaluate the system using various block sizes. The
volume of sign is divided in spatial domain only (XY plan) because most of the
signs in the data set have small number of frames between 2 to 11 frames. For
each block in the feature vector, it has (3 x 59 = 177) patterns which represent
appearance, horizontal and vertical motion information. Different block sizes
ranged from 1 x 1 (i.e no spatial division is performed in this case) and 16 x 16
are tested. In addition, the performance of the linear SVM classifier is compared
with KNN classifier. Fig. 5 shows the accuracies of both SVM and KNN clas-
sifiers at different block sizes. As expected, spatial information is an important
cue to distinguish between different signs. Therefore, the accuracy increases as
the number of blocks increase. The best performance (99.5%) achieved at block
size of 12 x 12, while after increasing the number of block division the accuracy
decrease. In all cases, accuracies of SVM classifier are almost better than those
obtained by KNN classifier.

Experiment 3: The practical significance of these results is emphasized by
comparing our proposed method with the obtained results in [3]. In [3], ArSL
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Fig. 5. Recognition rate with LBP-TOP under different number of blocks

database with different number of signers and 30 words are tested. The feature
extraction method used in this work is Discrete Cosine Transform (DCT). As
shown in Table 1, our system using(LBP-TOP) performs better than the system

based on DCT features.

Table 1. Comparison with similar off-line, signer-dependent systems

Method Instruments Mode  #of signers Recognition

used rate
DCT free hands  signer- 18 97.4%
dependent
LBP-TOP free hands  signer- 3 99.5%

dependent
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5 Conclusions and Future Works

This paper presents a gesture recognition system for recognizing gestures of
ArSL. The system is mainly consists of several modules including skin color
segmentation, feature extraction using LBP-TOP and recognition using SVM
classifier. The system does not restrict user or signer to have any equipments
like data/power gloves. The feature extraction module proposed for the first
time for ArSL to extract jointly appearance and motion features. All experi-
ments argue that the combination of LBP-TOP and SVM is a powerful method
for sign language recognition, the recognition accuracy for the system is 99.5%.
This achievement is of importance to the problem of Arabic sign language recog-
nition, which had very limited research in its automated recognition. In future
works, the proposed system will be adapted to work in signer independent sce-
nario. Moreover, intensive experiments will be performed to examine the effect
of each parameter of the LBP-TOP feature extraction method in the recognition
accuracy. As a final goal, a real-time Arabic sign language translator can be im-
plemented to help in communication with deaf and normal people. In our future
works, rough sets-based feature extraction, rule generation and classification will
provide more challenging and may allow us to refine our learning algorithms to
the Arabic sign recognition [6].
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Abstract. In this paper a new technique of tokenization and part-of-
speech (POS) tagging for Arabic text is presented. The introduced tech-
nique uses the Arabic morphological analyzer to extract new features
that will improve the stemming and the POS tagging. Applying stan-
dard evaluation metrics, the proposed tokenizer achieves an Fz—1) score
of 99.99, and the POS tagger achieves an accuracy of 98.05%.

1 Introduction

Most of Natural language processing (NLP) systems such as information re-
trieval, text to speech, automatic translation and other use a part-of speech
tagger for preprocessing. Supervised methods for part-of-speech (POS) tagging
are expensive and time consuming as they depend on manually annotated data.
However these methods achieve high results in NLP fields compared to unsu-
pervised methods. Many of the Arabic words are ambiguous in their nature as
tag of word can map to a noun, verb or adjective. It is believed that using a
statistical approach which makes use of the morphological feature of the Arabic
word would result in accurate, efficient and robust tagger that can be used in
practical systems. Since both parsing and tagging Arabic words requires a stem-
ming phase, a high accuracy in stemming phase implies a less accumulated error
in further phases.

The basic idea of the proposed method is to recognize Arabic tokens and
tagging them statistically using the Conditional Random Field learning approach
by constructing a relevant model and feeding this model with some extra features
extracted from the morphological analysis of each Arabic word. This concept is
applied in the tokenization, normalization and POS tagging phase.

2 Arabic NLP and Data

There are three main categories of Arabic language; classical the language of
Quran, modern standard (MSA) which is a simplified form of classical that is
extracted from news and written documents, and dialectical Arabic which differs
from one country to another. One variation of it is the colloquial language which
is the daily used language by Egyptians.

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 46-53, 2014.
© Springer International Publishing Switzerland 2014
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In general Arabic has a very rich morphological language where each word
can include number, gender, aspect, case, mood, voice, mood, person, and state.
The Arabic basic word form can be attached to a set of clitics representing
object pronouns, possessive pronouns, particles and single letter conjunctions.
Obviously the previous features of Arabic word increase its ambiguity. Generally
Arabic stems can be attached three types of clitics orderd in their closeness to
the stem according to the following formula:

{[proclitic1]{[proclitic2|{ Stem[Af fix][Enclitic]}} }

Where procliticl is the highest level clitics that represent conjunctions and is
attached at the beginning such as the conjunction [(s, w, and ), (<, f, then )].
Proclitic2 represent particles [(w, b, with/in ), (J, 1, to/for); (4, k, as/such)].
Enclitics represent pronominal clitics and are attached to the stem directly or
to the affix such as pronoun [ (s, h, his), (es, hm , their/them)].

The following is an example of the different morphological segments in the
word that has the stem (., qdr ,power), the proclitic conjunction (s, w, and
) , the proclitic particle (, b ,with/in) , the affix (I, At ,for plural ) ,and
the cliticized pronoun (s, h , his). The set of proclitics considered in this work
are the particles prepositions b, 1, k, meaning by/with, to, as respectively, the
conjunctions w, f, meaning and, then respectively. Arabic words may have a
conjunction and a preposition and a determiner cliticizing to the beginning of
a word. The set of possible enclitics comprises the pronouns and (possessive
pronouns) y, nA, k, kmA, km, knA, kn, h; hA hmA, hnA, hm, hn, respectively,
my (mine), our (ours), your (yours), your (yours) [masc. dual], your (yours)
[masc. pl.], your (yours) [fem. dual], your (yours) [fem.pl.], him (his), her (hers),
their (theirs) [masc. dual], their (theirs) [fem. dual], their (theirs) [masc. pl],
their (theirs) [fem. pl.]. An Arabic word may only have a single enclitic at the
end. A token is defined as a (stem + affixes), proclitics, enclitics, or punctuation.

The data used for training and testing the stemmer and the POS tagger is the
Arabic Treebank part 1 [1] which consists of 734 news articles (140kwords cor-
responding to 168k tokens after semi-automatic segmentation) covering various
topics such as sports, politics, news, etc.

3 Related Work

A lot of the existing systems tend to target a specific application or a POS tag
set that is not general enough for different applications. For example Shereen
Khoja in (2001) [10] reports preliminary results on a hybrid, statistical and rule
based, POS tagger, APT. APT yields 90% accuracy on a tag set of 131 tags
including both POS and inflection morphology information. Diab et al. (2007)
[1] perform a large-scale corpus-based evaluation of their approach. They use
Yamcha SVM classifier based learner for three different tagging tasks: word
tokenization, POS tagging and base phrase chunking with a collapsed tag set
achieving a F(3—) score of 99.12 on word tokenization and an accuracy of 96.6%
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on POS tagging respectively. Diab (2009) [7] extended the work on Diab et
al. (2007) to multiple tag set, instead of the PATB (Penn. Arabic Treecbank)
reduced tag set. Habash and Rambow (2005) [2] use SVM classier for individual
morphological features and an ad-hoc combining scheme for choosing among
competing analysis achieving an accuracy of 97.5%. Mansour (2007) [6] port
an HMM Hebrew tagger to Arabic yielding to an accuracy of 96.1% for POS
tagging. AlGahtani et al. (2009) [4] use transition based learning for the task
of POS tagging, achieving an accuracy of 96.9%. Kulick, S. (2010) [5] performs
simultaneous tokenization and POS tagging without a morphological analyzer,
achieving an accuracy of 95.1% for POS tagging.

It is not a simple matter to compare results with previous work, due to differ-
ing evaluation techniques, data sets, and POS tag sets. In this paper, the results
are compared with Diab et al. (2007) (SVM system) and Habash and Rambow
(2005) (Majority system); because both of those papers and both of them work
on the same range of data PATB (Penn. Arabic Treebank) partl, they report
the results based on the PATB reduced tag set, they assume gold tokenization
for evaluation of POS results, and the main concern is to report the highest
accuracy unlike AlGahtani et al. (2009) and Kulick, S. (2010) where their main
concern is the speedup.

4 Tokenization Phase

In this phase, the classifier takes an input of raw text, without any processing,
and assigns each character the appropriate tag from the following tag set B-
PRE1, B-PRE2, B-WRD, -WRD, B-SUFF, I-SUFF. Where I denotes inside a
segment, B denotes beginning of a segment, PRE1 and PRE2 are proclitic tags,
SUFF is an enclitic, and WRD is the stem plus any affixes and/or the determiner
Al. Two experiments have been conducted to achieve the final tokenizer: base
line and binary feature experiments. The base line experiment is used to check
the effect of using a CRF classifier instead of a SVM classifier in the task of
tokenization. In the binary feature experiment a new feature has been proposed
in addition to the features used in the base line experiment, and the effect of the
binary feature in the task of tokenization is checked.

4.1 Baseline Experiment (CRF-TOK)

This experiment is based on the experiment of (Diab et al., 2007) but instead of
using SVM classifier the CRF suite classifier is used. The classifier training and
testing data is characterized as follows:

— Input: A sequence of transliterated Arabic characters processed from left-to-
right with break markers for word boundaries.

— Context: A fixed-size window of -5/45 characters centered at the character
in focus.

— Features: All characters and previous tag decisions within the context.
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4.2 Binary Feature Experiment (BF-TOK)

A new feature is proposed in this experiment and this feature is added to the
feature set in the baseline experiment. BAMA-v2.0 (Buckwalter Arabic morpho-
logical analyzer version 2.0) is used to define a binary feature of length 6 where
each bit in the feature is mapped to one of the 6 tags in the tokenization tag set.
A bit is set if at least one analysis in the morphological analyses of the word,
the character is assigned the tag corresponding to the bit.

For example the word (.=, wHyd) has two possible tokenization schemes:
( >+, w+Hyd) or ( a=s, wHyd); then ( o, w) could be (B-PRE1 or B-WRD)
then in the binary feature of the character there will be 2 bits set which map to
B-PREL and B-WRD, ( #, H) could be (B-WRD or I-WRD) then in the binary
feature of the character there will be 2 bits set which map to B-WRD and I-
WRD, (g, y) and ( 5, d) could be only (I-WRD) then in the binary feature of
the characters there will be only one bit set which map to I-WRD. Table (1)
shows the binary feature of each character of the word (u=,, wHyd).

Table 1. Tokenization Binary Feature

Arabic Transliterated Binary Feature
Letter Letter B-PRE1 B-PRE2 B-WRD I-WRD B-SUFF I-SUFF
5 w 1 0 1 0 0 0
c H 0 0 1 1 0 0
S y 0 0 0 1 0 0
> d 0 0 0 1 0 0

If the word is not analyzed by the morphological analyzer (out of vocabulary);
then all 7 bits of the binary feature will be set.

5 POS Tagging Phase

In this phase, the classifier takes an input of tokenized text, and it assigns each
token an appropriate POS tag from the Arabic Treebank collapsed POS tags,
which comprises 24 tags as follows: ABBREV, CC, CD, CONJ+NEG PART,
DT, FW, IN, JJ, NN, NNP, NNPS, NNS, NO FUNC, NUMERIC COMMA,
PRP, PRP$, PUNC, RB, UH, VBD, VBN, VBP, WP, WRB}. Two experiments
have been conducted to achieve the final POS tagger. The first experiment is
used to check the effect of using a CRF classifier instead of a SVM classifier in the
task of tokenization. In the second, the binary feature experiment a new feature
has been proposed in addition to the features used in the base line experiment,
and the effect of the binary feature in the task of POS tagging is checked.
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5.1 Base Line Experiment (CRF-POS)

This experiment is based on the experiment of (Diab et al., 2007) but instead of
using SVM classifier a CRF classifier is used. The classifier training and testing
data is characterized as follows:

— Input: A sequence of transliterated Arabic tokens processed from left-to-right
with break markers for word boundaries.

— Context: A window of -2/42 tokens centered at the focus token.

— Features: Every character N-gram, Nj=4 that occurs in the focus token, the
5 tokens themselves, POS tag decisions for previous tokens within context.

5.2 Binary Feature Experiment (BF-POS)

A new feature is proposed in this experiment and this feature is added to the
feature set in the baseline experiment. BAMA-v2.0 (Buckwalter Arabic morpho-
logical analyzer version 2.0) is used to define a binary feature of length 24 where
each bit in the feature is mapped to one of the 24 tags in the collapsed POS tag
set. A bit is set when its corresponding tag exists in the morphological analysis
of a token.

For example the word (.5, ktb) has 3 different reduced POS tags: VBD then
it will mean (write), VBN then it will mean (be written), and NN then it will
men (book); so there will be 3 bits set to one in the binary feature of the ( x5,
ktb) word corresponding to VBD, VBN and NN. While you can find a word like
(wyt, Alwld) has only one reduce POS tag which is NN and it have only one
meaning the boy. In table (2), you can find the binary feature for the words of
the sentence (., V9t 5, ktb Alwld Aldrs, The boy wrote the lesson).

Table 2. POS Tagging Binary Feature

Arabic Transliterated Binary Feature

Word Word VBD VBN NN JJ NNS ...
-2 ktb 1 1 1.0 0 O
Ayl Alwld 0 0 1 0 0 O
ol Aldrs 0 0 1 0 0 O

But for the word (L=<, yktb) it has only one reduced POS tag: VBP which
means (write); so there will be only one bit set in the binary feature which
map to VBP. If the word is not analyzed by the morphological analyzer (out of
vocabulary) like the word (i Jwl, AlfAlwjp) which is a village in Palestine, then
there will be 5 bits set in the binary feature which map to JJ, NN, NNS, NNP,
and NNPS.
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6 Empirical Results

For the evaluation of these experiments, k-fold algorithm was used by setting
the parameter k to five so the Penn Arabic tree bank partl is randomly parti-
tioned into five portions of equal size. In each iteration of the k- fold algorithm
four portions were used for training the model and one portion was used for
testing the model. The cross-validation process is then repeated five times (the
folds), with each of the k subsamples used exactly once as the testing data. The
five results from the folds were averaged to produce the model evaluation. This
evaluation scheme was applied for both the tokenization and POS tagging. Then
the following performance measures are calculated for each experiment
n
macro average precision = " Zprecision(tag(i))
i=1
1 n
macro average recall = Z recall(tag(i))
"=

macro average F(g_y) ZFg 1 (tag(i))

number of true results
Accuracy =
number of true and false results

Then the proposed method is compared with the SVM based approach [1] and
the Majority system [2]. The comparison between the proposed method and the
SVM approach and the majority system will be in the accuracy and the F( = 1)
of the tokenizer and in the accuracy of the POS tagger, because these are the
only performance measures they have reported. The tool used for evaluation is
the evaluation tool in the CRF- Suite software package.

6.1 Tokenization Phase Evaluation

Table (3) compares the different experiments applied to the Tokenization task
where the row represents the experiment and the column represents the macro
average performance measure.

Table 3. Tokenization Phase Evaluation Results

Precision Recall F—; Accuracy Error
CRF-TOK 0.99835 0.99926 0.99880 99.98% 0.02%
BF-TOK 0.99998 0.99908 0.99952 99.99% 0.01%

The performance of BF-TOK is almost perfect. Comparing BF-TOK to other
Arabic tokenizers like: SVM-TOK which has an accuracy of 99.77% and an F
score of 99.12; and with the Majority-TOK which has an accuracy of 99.3%
and an Fg—; of 99.1; the improved stemmer reduces the error by about 95.65%
compared to the SVM-TOK, and by 98.57% from the Majority system tokenizer.



52 M.N. Nawar

6.2 POS Tagging Phase Evaluation

Table (4) compares the different experiments applied to the POS tagging task
where the row represents the experiment and the column represents the macro
average performance measures.

Table 4. POS Tagging Phase Evaluation Results

Precision Recall F—; Accuracy Error
CRF-POS 0.83279 0.77210 0.79130 96.10% 3.9%
BF-POS 0.84872 0.81236 0.82695 98.05% 1.95%

The BF-POS is compared with other Arabic POS taggers like: SVM-POS
which has an accuracy of 96.6%, and the Majority-POS which has an accuracy of
97.6%. The result was that the proposed POS tagger reduces the error by 42.65%
compared to the SVM-POS tagger and by 18.75% compared to the Majority POS
tagger.

7 Conclusion and Future Work

In this research, the morphological analyzer is introduced to improve stemmer
and POS tagger. Using the benchmark data set improvements in both tokeniza-
tion and POS stages have been reached. First the CRF classifier is used instead
of SVM. This resulted in an error reduction by 91.30% in the tokenization stage.
Then the new binary feature (BF) extracted from the morphological analyses of
the word is added to the feature set. This binary feature is language independent
and highly accurate. It resulted in an error reduction by 95.65% and 18.75% in
the tokenization and POS stage, respectively.

To achieve the targeted improvement the proposed system needs extra pro-
cessing for the extraction of the binary feature. This extra processing could be
minimized by using caching techniques in the implementation of the task of
binary feature (BF) extraction.

There are numerous ways to extend this research work. The proposed binary
feature BF will be tested on other languages like English. In addition, the perfor-
mance of the Arabic POS tagging system additional features will be developed
to further improve the performance. Last but not least, a wider context and
more data will be used for testing.
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Abstract. Cloud computing is a major trend in Information Technology (IT),
which has witnessed high adaption rate for cloud solutions. Software-as-a-
Service (SaaS) providers compete to address nearly every business and IT ap-
plication needs. Heterogeneous cloud service advertisements make it difficult
for potential users to discover the required service offers. To overcome this
problem, the cloud service registry is fundamental for both the cloud users and
providers. It provides detailed information about SaaS offers from different
providers in one place, which increases the services reachability. In this paper,
we focus on the business perspective of the SaaS services, which has not re-
ceived eligible consideration by existing literature. We propose a semantic-
based system for unified SaaS service advertisements. We introduce a template
for the service registration, a guided registration model, and a registration sys-
tem. Moreover, we present a semantic similarity model for services metadata
matchmaking. Prototypical implementation and evaluation proved the proposed
system effectiveness.

Keywords: SaaS Registry, Cloud Services, Information Retrieval, Semantic
Annotation, Ontology.

1 Introduction

Software-as-a-Service (SaaS) is an increasingly popular delivery model for a wide
range of business applications. The major challenge to the SaaS service discovery is
the lack of standard description language or naming convention for the service adver-
tisement [1]. In particular, each cloud provider publishes his cloud services on his
portal in unstructured plain text using his own terms. Traditionally, the services are
searched using search engines, which is a time-consuming and error-prone process.
Moreover, due to the services diversity, sometimes the user cannot settle on the ser-
vice that best suits his requirements [2,3].

Recently, service directories are leveraged to list cloud services [4,5], such as
CloudBook and SaaSDirectory, etc [6,7,8,9,10,11]. Most of these directories list the
services according to predefined categories with a short description of the service and
a link to its website. However, their search capability is limited to the service name
and/or the application domain.

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 57-66, 2014.
© Springer International Publishing Switzerland 2014
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To complement existing work, the business perspective of the SaaS services is uti-
lized in this research in order to, firstly, eliminate the lack of standardization problem
and secondly, provide proficient search capabilities based on concrete service func-
tionalities. This research focuses on the business aspect of the SaaS service in addi-
tion to its technical aspects. We propose a business-oriented advertisement template,
guided registration model, and registration system for SaaS services.

In our previous work [13,14], we introduced a system for SaaS offers publication,
discovery, and selection. To extend this work, contributions of this paper include a
new semantic-based SaaS service registration model, and a semantic similarity model
for services matchmaking. The proposed system standardizes the advertisement pro-
cess, serves as a semantic-based registry for the service offerings, and provides com-
petent search capabilities for the user.

The remainder of this paper is organized as follows. Section 2 overviews the relat-
ed work on the cloud services publication. Section 3 presents the proposed SaaS ad-
vertisement system while section 4 introduces the services matchmaking semantic
similarity model. Section 5 presents the experimental evaluation results. Finally, sec-
tion 6 concludes the paper.

2 Related Work

Recent research work in the area of cloud services publication is briefly discussed.
Universal Description, Discovery and Integration (UDDI) [15] is a registry for web
services publishing and querying. It has three main limitations: a) services are orga-
nized according to their categories not to what they really offer, b) limited syntactic
service discovery, and c) lack of support for non-functional properties.

The authors of [16] proposed an ontology-based cloud computing resources catalog
offered by different cloud providers. However, it only focuses on infrastructure re-
source capabilities and features.

The authors of [17] introduced an integrated ontology for business functions and
cloud providers that matches cloud services according to their functional and non-
functional requirements. Limitations of this work are the strict matching of the user
query and business functions, and the query representation language, which signifi-
cantly restricts the ontology use to the experienced users only.

A semantic registry of cloud services with core ontological definitions and exten-
sion mechanisms used to define ontologies for cloud services was proposed in [18].
However, this framework does not include service types for SaaS service models.

An extensible Everything-as-a-Service (XaaS) registration entry was proposed in
[5]. They proposed an extensible description language for services, a registration
model, a system for registration, and subsequent service discovery operations. How-
ever, no details were given on the request-service matchmaking algorithm.

Other service registries were introduced like Membrane SOA Registry [19], Ser-
vice-Finder [20], and Depot [21]. However, they are dedicated to the services de-
scribed using the Web Service Description Language (WSDL) files, and this is not the
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case for most of the SaaS service offerings. In summary, two limitations can be
highlighted:

e Lack of standardization in the SaaS services offers.
e The existing registries search is limited to service name and/or application domain.

3 Proposed SaaS Advertisement System

The proposed advertisement system unifies the SaaS service offers using a common
meta-model. As shown in Fig. 1, in addition to the SaaS registry, the system consists of
four modules namely: service preprocessing, WordNet expansion, guided registration,
and clustering.

The SaaS registry is implemented as an ontology that integrates knowledge on
SaaS business service domain, service characteristics, QoS metrics, and real service
offers. It is a semantic repository for the service functional capabilities and non-
functional quality guarantees. The business services domain ontology comprises
concepts that cover domains of four SaaS applications: Customer Relationship Man-
agement (CRM), Enterprise Resource Planning (ERP), Document Management (DM),
and Collaboration. At present, the developed ontology consists of more than 700 con-
cepts represented in the Web Ontology Language (OWL) [22]. More details about the
developed ontology can be found in [13,14].

We propose a template for registering the SaaS service offers, which describes the
service functionality as well as its quality information. The proposed SaaS service
advertisement template consists of four sections namely: general, functional, non-
functional, and quality. The general section includes the service name, cloud provider,
service description, Uniform Resource Location (URL), application domain, and the
price. The functional section includes a description of the service features and sup-
ported functionalities. The non-functional section includes information about the ser-
vice characteristics such as: payment model, security, license type, standardization,
formal agreement, user group, and cloud openness. Finally, the quality section
includes Quality Of Service (QoS) values guaranteed by the cloud provider.

Processed Expanded lannatated Clustering
Serige Service R WordNet | PR Guided v, (Hybrid
== || Preprocessing Expansion Registration Similarity

Cloud Providers Matchmaking)

ESD/appliction domain

Cancepts SaaS Clust=rs
Registry

Fig. 1. SaaS Service Advertisement System
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The service preprocessing module is responsible for preprocessing the service de-
scription [23]. The preprocessing process consists of tokenization, stop words remov-
al, and stemming. The WordNet expansion module is responsible for retrieving the
service description token synonyms from the WordNet [24]. The expanded service
description (ESD) is then stored in the SaaS registry.

The guided registration module is responsible for semantically enriching the ser-
vice with functional metadata using the business services domain ontology. In order
to better characterize the new service, the cloud provider is assisted to map the service
features into recommended ontology concepts. The feature-concepts mapping process
is significant as it is the basis for efficient business-related cloud services searches.
The recommended concepts represent service-related business functions. The SaaS
service guided registration workflow algorithm is demonstrated in Fig. 2.

Algorithm: SaaS Service Registration
Input: Service S, Service Description SD, appDomain, recommendationApproach
Output: Set of Recommended Concepts RC, Expanded Service Description ESD
1 BEGIN
2 Replace any delimiter from set of delimiters D to space
3 FOR each letter / in SD DO
4. IF | € D THEN
5. Reset [ to space
6. END IF
7 END FOR
8 Generate set of service description fokens by splitting SD on space
9. Generate set of relevantTokens by removing common words from set stopWords
10. FOR each token ¢ in tokens DO
11. IF t & stopWords THEN
12. relevantTokens = relevantTokens U t
13. END IF
14. END FOR
15. Generate ESD by finding synonyms of relevantTokens set from the WordNet
16. FOR each token 7t in relevantTokens DO
17. ESD = ESD U getSynonyms (rt)
18. END FOR
19. Generate set of stems stems of ESD using Porter Stemmer algorithm
20. CASE 'recommendationApproach’ OF
21. 'semanticAnnotation':
22. Generate set ontConceptStems by retrieving the ontology concepts stems
23. FOR each stem st in stems DO
24. IF st € ontConceptStems THEN
25. RC=RC U st
26. END IF
27. END FOR
28. ‘applicationDomain":
29. Generate set DOC by retrieving relevant concepts to appDomain
30. FOR each stem st in stems DO
31 IF st € DOC THEN
32. RC=RC U st
33. END IF
34. END FOR
35. 'hybrid":
36. DO lines 22-27
37. DO lines 29-34
38. END CASE
39. Display set of recommended concepts RC to the cloud provider
40. Read selected concepts selectedConcepts
41. Return selectedConcepts, ESD
42. END

Fig. 2. Proposed SaaS Service Registration
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We propose three concept recommendation methods: semantic annotation, applica-
tion domain, and hybrid. In the recommendation via semantic annotation method,
semantic annotations of the service description are retrieved. In the recommendation
via an application domain method, concepts related to the application domain speci-
fied in the service information are retrieved. In the hybrid recommendation method, a
combination of the two methods is retrieved. Finally, the set of selected concepts is
stored in the SaaS registry.

The service clustering module clusters the service offers to functionally-similar
clusters using the Agglomerative Hierarchical Clustering (AHC) [23] approach. Our
previous hybrid service matchmaking algorithm is used to measure the similarity
between the two services [13,14], which applies both semantic-based metadata and
ontology matching. After clustering, cluster signature vectors are created and kept in
the SaaS registry. To search for a service, the user enters his business function re-
quirements, and the system returns matching SaaS services. Comprehensive details of
the search process can be found in our previous work [13,14].

4 Services Matchmaking Semantic Similarity Model

In our previous work [13,14], regarding the semantic-based metadata matching, we
used the Vector Space Model (VSM) to compute the similarity between two SaaS
service descriptions. In this paper, we present an adaptation of the Extended Case
Based Reasoning (ECBR) algorithm presented in [25]. The adapted SerECBR works
as follows. First, the synonyms of the two service descriptions are retrieved (SD1 and
SD2). SS1 and SS2 are synonyms of the first and second service descriptions respec-
tively. Each service description and synonym terms are grouped into one list. T1 and
T2 represent the first and second service terms respectively. A and () represent a
term that occurs within T1 and T2 respectively. LT1 represents the number of terms
in the first service description list. For each service description list, we associate
weights for terms as follows:

_{1, if Ae SD,
Wa=105,  if AeSS,

1, if QeSD,

and Wﬂ:{o.S, if Qess, )

To compute the semantic similarity between two SaaS services S1 and S2, we
compare the lists T1 and T2 using the following cases:

Case 1: term exists in two lists with weight 1, a value of 1 is given to this term.
Case 2: term exists in two lists with weight 0.5, a value of 0.25 is given to term.
Case 3: term exists in two lists by different weights, a value of 0.5 is given to term.
Case 4: term from one list does not exist in other list, a value of 0 is given to term.

Finally, the sum of all term values is normalized by the length of the first service
terms list. The semantic similarity between two services S1 and S2 is calculated using

Q2):

TaeTy, aer,(match(A0))

Lty

@)

SiMgerpcpr(S1,S2 ) =
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1, if(A=Q) AN (Wa=wg=1)
05, if(A = Q) A (ws % w) ;
025,  if (A= Q) A (wy = wy = 0.5) ®3)
0if AET,AAET) V (QET, A Q€T

where match (A, Q) =

5 Implementation and Experimental Evaluation

Real and synthetic cloud data were used to demonstrate the effectiveness of the pro-
posed system. Experiments were conducted on an Intel Core i3 2.13 GHz processor,
5.0 GB RAM. The system was built using Java, Jena API, and WordNet API incorpo-
rated in Eclipse IDE.

The data set consists of 500 SaaS services. In particular, 40 services are live, and
the remaining are pseudo services. In the following subsections, we present a case
study for the guided registration process, the experimental evaluation of semantic
annotation process, and the matchmaking semantic similarity model evaluation.

5.1 Guided Registration Process Case Study

In order to populate the SaaS registry, the cloud providers are expected to register
their services in our system. Typically, a speedy and proficient registration process
would help the proposed system to gain wide acceptance. In particular, thorough and
accurate matching of the service features to domain ontology concepts is vital while
considering the time factor. The aim of this case study is to demonstrate the guided
registration process. A service provider registers his cloud service and uses the con-
cept recommendation method to match domain ontology concepts to the new service
features. As shown in Fig. 3, the cloud provider enters the service advertisement de-
tails for the cloud service Box.net, then, he matches the service features to business
functions retrieved from the SaaS services domain ontology.

In this case study, the cloud provider chooses the concept recommendation via
Semantic Annotation method. Tokens from the processed service description are
matched to the domain ontology concepts which results in a set of recommended
business functions. As shown in Fig. 3, the recommended business functions related
to the service description keywords are displayed. The cloud provider selects the
business functions that accurately describe the service features and registers his ser-
vice. Next, this is followed by a form to allow the provider to enter the service charac-
teristics and QoS values.

Obviously, the time taken by the registration process is significantly reduced com-
pared to previous work in [13,14] where the cloud provider has to navigate through all
domain ontology concepts to properly characterize his service features.

5.2 Semantic Annotation Process Evaluation

The objective of this experiment is twofold: to calculate the time taken by the guided
registration module to semantically annotate the service description and to study the
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effect of the WordNet expansion of the service description on the annotation process.
To achieve the first objective, we computed the processing time taken to semantically
annotate the expanded service descriptions. As shown in Fig. 4, the semantic annota-
tion process time is negligible.

F =

£ Saa$ Service Details o] @ (=

Saas Service Details

Service Provider: |Elnx |

service Name: Boxnet |

Service Description: |Use Boxto store, manage and share your |+
files securely in the cloud. Access your co
ntent anywhere you might need it: web, tab
let or phone. Plus, you can share large file [
= with a simple link and wark on projects
with your friends, family or colleagues fro |-

Service URL: |hﬁps:fﬁnww.bnx.neﬂhnmer |

Application Domain: |Co|laboration |v|

Price/Month: 15 Price Unit:

Concept Recommendation Approach

i Hybrid i® Semantic Annotation O Application Domain

Service Features: ‘ -

File_Storage
File_Synchronization
File_Transfer

File_Types

Folder_Level Permissions
Information_Sharing
Maobile_Collaboration
Online_Access

[4]

Fig. 3. SaaS Services Registration Form
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To achieve the second objective, the semantic annotation process is analyzed in
two cases, with and without using WordNet. The number of matching Business Func-
tions (BF) returned by the two cases is compared. The semantic expansion of the ser-
vice description generally increases the number of retrieved business functions as
shown in Fig. 5. Nevertheless, the increase is neither nor relative to the number of
expanded description terms. It depends significantly on the terms used by the cloud
provider in their service descriptions, and their closeness to the concepts in the ser-
vices domain ontology.

50
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Fig. 4. Semantic Annotation Time of Service Descriptions
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Fig. 5. Service Description Semantic Annotation Process

5.3 Matchmaking Semantic Similarity Model Evaluation

The objective of this experiment is to compare the resulting semantic similarity values
of service description matchmaking of the VSM and the proposed serECBR similarity
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models. A sample of the results is shown in table 1. The results demonstrate that the
serECBR similarity model reflects the similarity among the service descriptions to be
better than the VSM model with an average increase of 49%.

Table 1. VSM vs. serECBR Service Matchmaking Semantic Similarities

Service Service VSM Similarity serECBR Similarity
Oracle CRM  On Demand Intouchcrm 0.54 0.67
Box.net Egnyte 0.65 0.37
Blue Link Elite ” NetSuite 0.16 0.29
IBM Lotus Live ”  CubeTree 0.31 0.66
HyperOffice GetDropBox 0.21 0.36
OrderHarmony Plex Online 0.01 0.03
Incipi Workspace HyperOftfice 0.19 0.57

6 Conclusion

With the growth of public cloud offerings, a cloud service registry is urgently re-
quired to connect the cloud providers and users. In this paper, we proposed a SaaS
services advertisement system that exploits the services business perspective by intro-
ducing functionality-related metadata to the service descriptions. The semantic
metadata enrichment is accomplished in the registration process via domain ontology
concept recommendation. In order to effectively group functionally-similar services, a
semantic similarity model was proposed for the services metadata matchmaking. The
uniformity, integrity, and comprehensive representation of SaaS offers maximize the
efficiency of the services discovery and close the gap between the services supply and
demand in the cloud market. The proposed system effectiveness was proved by the
experimental results.
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Abstract. An efficient way to improve the performance of database systems is the
distributed processing. Therefore, the functionality of any distributed database
system is highly dependent on its proper design in terms of adopted fragmenta-
tion, allocation, and replication methods. As a result, fragmentation, its allocation
and replication is considered as a key research area in the distributed environment.
The cloud computing is an emerging distributed environment that uses central re-
mote servers and internet to maintain data and applications. In this paper, we pre-
sent a dynamic distributed database system over cloud environment. The pro-
posed system allows fragmentation, allocation, and replication decisions to be
taken dynamically at run time. It also allows users to access the distributed data-
base from anywhere. Moreover, we present an enhanced allocation and replication
technique that can be applied at the initial stage of the distributed database design
when no information about the query execution is available.

Keywords: Distributed database management system (DDBMS), fragmenta-
tion, replication, allocation, cloud computing.

1 Introduction

Distributed database systems typically consist of a number of distinct database frag-
ments located at different geographic sites which can communicate through a network
and they are managed by a distributed database management system (DDBMS) [1].

An efficient support is needed to databases that consist of very large amounts of
data which used by applications at different physical locations. Telecom databases,
scientific databases, and large distributed enterprise databases are examples of appli-
cation areas [2]. The main problem of many of these applications is the delay of ac-
cessing remote databases. As a result, it is necessary to use a distributed database that
employing fragmentation, allocation, and replication [2].

The design of distributed database is one of the major research issues in distributed
database system area. The main challenges facing the DDBS design are: how to
fragment database tables, which type of fragmentation will be used, when to replicate
fragments, what is the optimal number of replica that can be taken for each fragment
to enhance system performance and increase availability, how to allocate fragments to
sites where they are mostly frequently accessed, do we grouping distributed database
sites into disjoint clusters, and which type of clustering will be used. These issues
were previously solved either by static and dynamic solution or based on a priori que-
ry analysis.

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 67-76, 2014.
© Springer International Publishing Switzerland 2014
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Fragmentation, replication, and allocation are considered the most important de-
sign issues that lead to optimal solutions particularly in a dynamic distributed envi-
ronment. They also have a great impact on the Distributed Database Systems (DDBS)
performance. In distributed databases, the communication costs can be reduced by
partitioning database tables into fragments. The fragments are then allocated to the
sites where they are most frequently accessed, aiming at maximizing the number of
local accesses compared to accesses from remote sites. The cost of the read operation
can be further reduced by the replication of fragments when beneficial. Fragmenta-
tion, allocation, and replication will be referred to as FAR in the rest of the paper.

Many applications of DDBS generate very dynamic workloads with frequent
changes in access patterns from different sites. Consequently, static/manual FAR may
not always be optimal. As a result, FAR should be automatic and completely dynam-
ic. Any change in access patterns should result in re-fragmentation of existing frag-
ments or tables and reallocation of fragments to different sites, as well as creation or
removal of fragment replicas [2].

In this paper, we present a dynamic DDBS over the cloud environment that allows
dynamic FAR decisions to be taken dynamically over clustered distributed database
sites. Dynamic FAR decisions are based on the access pattern and the load of the sites
after allocation or migration of fragments or a replica to it. Moreover, we present an
optimal allocation and replication technique, which can be applied at the initial stage
of the distributed database design when no information about the query execution is
available.

The rest of this paper is organized as follows. Section 2 reviews the related work of
FAR. Section 3 introduces the proposed system architecture and its components. Sec-
tion 4 presents an optimal allocation and replication technique that can be applied at
the initial stage of distributed database design. Section 5 presents the experimental
results. Finally the conclusion and future work are presented in Section 6.

2 Related Research Work

In [2], the authors present a decentralized approach for dynamic table FAR in DDBS.
It performs FAR based on recent access history. It uses cost functions to take decision
by estimating the difference in future communication costs between a given replica
change and keeping it as is. However, this algorithm doesn't consider site constraints,
load of the site after the allocation or migration of replica or fragment to it, and the
optimal number of replicas that can be taken for each fragment to enhance system
performance and increase availability. The authors of [3] present a synchronized hori-
zontal FAR model. It adopts a new approach to perform horizontal fragmentation of
database relation based on the attribute retrieval and update frequency. Both [3] and
[18] perform the allocation process based on the fragment access pattern and the cost
of moving the data fragments from one site to the other. The authors of [4] propose a
new algorithm called region based fragment allocation (RFA). The proposed algo-
rithm considers the frequency of fragment accessed by region as well as individual
nodes to move the fragment from source node to target node. The RFA algorithm
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decreases the migration of fragments using knowledge of the network topology in
comparison to optimal [19] and threshold [20] algorithms. In comparison to the
BGBR [21] algorithm, the RFA algorithm reduces the amount of topological data
required in decision making. However, this solution will not be the optimal solution in
case the node in a region has a high fragment access while the other nodes in that
region have low fragment access. As a result, the fragment will allocate to it. In this
case, the problem is solved for only one node and is not solved for the other nodes in
other regions. The authors of [5] present a model that takes site constraints into ac-
count in the process of reallocation. However, this model will be more complicated
when information queries continuously change in a faster way and when the number
of fragments and sites largely increase. The authors of [6] propose an algorithm
named Near Neighborhood Allocation (NNA). It moves data to a neighborhood node
that placed in the path to the node with the maximum access counter. The NNA could
be more useful in large networks to decrease the delay of response time. The authors
of [7] propose an algorithm that dynamically reallocates fragments to sites at runtime.
The proposed algorithm takes into account the time constraints of database accesses,
volume threshold, and the volume of data transmitted in successive time intervals in
accordance with the changing access patterns. However, the volume threshold, the
number of time intervals, and its duration are the most important factors that regulate
the frequency of fragment reallocations. In [8] the authors perform reallocation pro-
cess given the changing data access patterns, time, and sites’ constraints of the DDBS.
That technique reduces data transmission cost compared to the previous methods
since it adopts the shortest path algorithm once data movement decision is taken. The
main drawback of this algorithm is the more storage required compared to some pre-
vious algorithms. The authors of [15] solve the fragment allocation problem using the
well-known Quadratic Assignment Problem solution algorithms.

The authors of [9] propose a new technique for horizontal fragmentation of the re-
lations of distributed database. This technique can be applied at the initial stage as
well as in later stages of DDBS for partitioning the relations. The authors of [10] ad-
dress some important scalability issues. They provide some algorithms to ensure gen-
erality of the technique developed in [9]. In [11] the authors propose a heuristic tech-
nique to satisfy horizontal fragmentation and allocation using a cost model to mini-
mize the total cost of distribution. Furthermore, the authors of [12] and [16] present a
new framework for dynamic fragment allocation and replication. In [12], they consid-
er the fragment correlation under a flexible network topology. However, this frame-
work doesn’t handle extra characteristics, such as bounds on the capacity of sites and
constraints on the number of replicas for each fragment.

Some researches introduce a clustering approach for partitioning database sites and
allocate fragments across the sites of each cluster [13]. However, it doesn't address the
replication phase of database design. It also wastes a lot of time between node, LCA,
LCA Validator, Resource Checker, and GCA until it reaches the required data. The
authors of [17] propose a dynamic data replication strategy using historical access
record and proactive deletion. The authors of [14] present a novel algorithm for
grouping distributed database network sites into disjoint clusters based on communi-
cation time. The experimental outcomes confirmed that this approach can be
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implemented in a different DDBS environment even if the network sites are enor-
mous. However, this work doesn't mention how to allocate fragments to cluster of
sites and which sites in the cluster will hold the fragment and on which bases. Anoth-
er method of clustering the sites in which low communication cost sites are grouped
in one cluster[1]. Furthermore it allows the fragmentation of structured data, fragmen-
tation of unstructured data, and it describes the allocation of fragments to the cluster
of sites in order to reduce communication cost. However, this work doesn't mention
which sites in the cluster will hold the fragment when the fragment is allocated to it.

3 Dynamic Distributed Database System over Cloud
Environment Architecture

To overcome the limitations of existing literature highlighted by the above survey, we
propose a DDBS design over cloud environment. The proposed architecture allows
users to access a database from anywhere in the world without owning any technolo-
gy infrastructure. It can be accessed through: a web browser, mobile application or
desktop application while the database is stored on servers at remote sites. It also
allows FAR decisions to be taken dynamically at run time. These decisions are based
on access patterns and load of sites after the allocation and migration of fragments as
well as its replicas. The proposed architecture is shown in Fig. 1. It consists of two
layers: distributed database system manager and distributed database clusters layers.

Distributed Database System Manager Layer

Add New Database - .
Clustering 3
Static Fragmentation of Relation Distributed -
Database Site E/

1
Distrjbuted Distributed Distributed

Static Allocation of Fragments
T Processing Client’s Databage System Database System Database System
. Manager 1 Manager 2 Manager 3
Static Replication of Fragments Quzites ¢ # g

T

Update Cluster Information Database

Distributed Databas

Access

Cluster
Node 2

History
Cluster Head Cluster
Node
4

Cluster 2 Cluster 1

Cluster
Node 3

Fig. 1. Dynamic Distributed Database System over Cloud Environment Architecture
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3.1 Distributed Database System Manager Layer

This layer is composed of three modules: add new database, clustering distributed
database sites, and client queries processing.

Add New Database Module. This module is used to add the database tables to
DDBS. Firstly, the new tables are fragmented using the static fragmentation technique
that can be used at the initial stage of the DDBS design. Secondly, that fragments are
allocated to the sites of each cluster. Thirdly, some fragments are replicated to differ-
ent sites of each cluster in order to enhance the system performance and increase the
availability. Finally, the cluster information database is updated to save the locations
of each fragment and replica in the distributed database system. Cluster information
database is a database that holds complete information about each fragment or replica
in which site or cluster.

Clustering Distributed Database Sites Module. Distributed database system man-
ager will use clustering technique to cluster distributed database sites into disjoint
clusters. It also allocates sites to each cluster. Finally, it updates cluster information
database with the recent location of each site in DDBS.

Client Queries Processing Module. When the client sends a query to the distributed
database system manager firstly, the distributed database system manager uses the
cluster information database to determine the closest site that holds the required data.
Then, it redirects the user to that site to fetch the needed data.

3.2 Distributed Database Clusters Layer

The distributed database clusters layer consists of more than one cluster. Each cluster
has one cluster head and more than one cluster node. The cluster head is a cluster
node has especial and additional operations to manage the other cluster nodes. At
each access to the cluster node, firstly, the cluster node checks whether it is a local
access or remote. Secondly, allows the user to access local database of the node to run
the query and fetch the required data [22]. Thirdly, the site access record is updated to
save the information about the user access. Each cluster node sends the access history
to the cluster head to take any suitable decision such as: create or delete replica, re-
fragmentation or re-allocation of the fragments. The cluster head takes the decisions
based on access history and load of each site after the allocation or migration of the
fragments and replicas of it. The fragments and replicas will send to the site with less
workload. The cluster head also collects the data that each node in its cluster holds.
Afterwards, it sends it to the distributed database system manager to keep the cluster
information database updated.
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4 Enhanced Allocation and Replication Technique

The authors of [9] proposed a new technique of horizontal fragmentation. This tech-
nique helps in taking the fragmentation decision at the initial stage of designing dis-
tributed database. It uses knowledge gathered during the requirement analysis phase
using the enhanced CRUD (Create, Read, Update, and Delete) matrix without the help
of empirical data about query execution. This technique performs data allocation ac-
cording to the maximum attribute locality precedence (ALP) value and the locations
of sites. The attribute locality precedence (ALP) can be defined as the importance of
an attribute with respect to each site. However, the allocation strategy of this tech-
nique doesn’t meet the goal of the data allocation. The goal of the data allocation can
be achieved by allocating the fragments to the sites that require it only. As a result the
user can access data with low cost and time. The proposed module enhanced the allo-
cation strategy of this technique by performing data allocation according to the site
that has the maximum ALP single value. That methodology guarantees that no frag-
ment duplication will happen during the allocation process. In the case we got two
sites that have the maximum ALP single value, the fragment will be allocated to the
site that performs more data manipulations and less read operations. Consequently,
the replica is sent to the site which performs less data manipulations and more read
operations. After the process of data allocation, we replicate the fragment to the site
that performs more read operation than other sites. For example, if we have two sites:
sitel and site2. Sitel performs CUD operations. Site2 performs R operation. The rep-
lica will be sent to site2 although sitel has the maximum ALP single value. If the
replica is sent to sitel, it will not be used because there is no data manipulation on the
replica. The pseudo code for the enhanced allocation and replication technique is
shown in Fig. 2.

5 The Experimental Results

We have implemented our technique on an HP Compaq computer with Core-two
Duo 2.33 processors and 2 GB RAM using SQL Server as DBMS. We have imple-
mented the modified technique on the MCRUD matrix of the bank account table
shown in table 1. We performed the enhanced technique on account relations shown
in table 2. The ALP table is generated after applying the modified technique on the
MCRUD matrix. The ALP table is shown in table 3. From the ALP table, the attrib-
ute that has a maximum ALP value is the branch name, so its predicates will be
used to perform horizontal fragmentation. The resulted fragments are shown in
tables 4, 5, and 6 and are allocated to sites that already need it without taking the
location of sites into account. Fragmentl has been allocated to sitel and fragment2
has been allocated to site2 because they have the maximum ALP single value for
the fragmentation attribute. However, the last predicate of the branch name attribute
has two sites which have the same maximum value. In this case, the fragment
will be allocated to the site that performs more data manipulation and less read
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operations. In our experiments, sitel performs two read operations and site3 per-
forms three read operations. As a result, fragment3 will be allocated to sitel and its
replica will be sent to site3.

Input: HNumber of attributes, number of predicates of each attribute [], number of sites, number of
applications of each site [], and MCRUD matrix [total number of predicates, total number of applications]
Output: The ALP table, the sites that contain maximum ALP single value for each predicate of each
attribute (Position of MAX [attribute, predicate]), and the sites that performs more read operations for
each predicate of each attribute (Position of next Max [attribute, predicate]).
Foreach attribute in Number of attributes do
Foreach predicate in number of predicates [attribute] do
Humber of read operation of max = @
Humber of read operation of next max = @
Application number = @
Total sum = @
Foreeach site in number of sites do
Application sum = @
Number read operation = @
Foreeach application in number of application [site] de
Application sum += Calculate MCRUD (MCRUD [Predicate number, application number])
Application number++ End
Total sum += application sum
If application sum == MAX [attribute, predicate] then
If Number read operation > Number of read operation of max then
Position of next Max [attribute, predicate] = site
Number of read operation of next max = Number read operation End
Else if Number read operation < Number of read operation of max then
Position of next Max [attribute, predicate] =
Position of MAX [attribute, predicate]
Number of read operation of next max = Number of read operation of max
MAX [attribute, predicate] = application sum
Position of MAX [attribute, predicate] = site
Humber of read operation of max = MNumber read operation End End
If application sum > MAX [attribute, predicate] and application sum > @ then
If Number of read operation of max > Number of read operation of next max then
Position of next Max [attribute, predicate] =
Position of MAX [attribute, predicate]
Number of read operation of next max = Number of read operation of max End
MAX [attribute, predicate] = application sum
Position of MAX [attribute, predicate] = site
Number of read operation of max = Number read operation End
Else if application sum > @ and Number read operation > @ and
Humber read operation > Number of read operation of next max then
Position of next Max [attribute, predicate] = site
Number of read operation of next max = HNumber read operation; End End
Predicate number++
ALP Single [attribute, predicate] = MAX [attribute, predicate] -
(Total sum - MAX [attribute, predicate]) End
Foreach predicate in number of predicates [attribute] do
ALP FINAL [attribute] += ALP Single [attribute, predicate] End End

Fig. 2. Pseudo Code for the enhanced allocation and replication technique

After the allocation process, we replicate the fragments to enhance the system per-
formance of reading only queries and increase the availability. The replicas will be
allocated to the site that performs more read operations than other sites. In our scenar-
io, replical of fragmentl is allocated to site3, replica2 of fragment2 is allocated to
sitel, and replica3 of fragment3 is allocated to site3. The final results of the allocation
and the replication processes are shown in table 7.
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Table 1. MCRUD Matrix Table 2. Account Relation
Sitel Site2 Site3 Account customer Account Account
WL w2 | M3 M1 e b3 | M1 apa a3 BCountno o id opendate  poonce Br Name
Account. Account id » 20 ¢ i L 5 ind 1 200012009 .. 125000000 |dhk
Account, Account id <= 29 i 4 cor 2 20052009 | 120000000 dhk
Account .Type= ind CRD | RU | RWD R
Jecount Types cor TR w7 ind 2 05/03/2009 | 110000000 ctg
Account _custoner 145 5 C P 15 ind 3 05052009 .| 110000000 khl
Account .customer id <= 5 R 20 cor 2 05052010 . | 150000000  ctg
Account .open date > 1-1-2008 | CR0 | RU | RU R 21 ind 1 09/05/2012 ... |9000.0000  khi
Account .open date <= 1-1-2008 R GO R R 32 cor ] 20/09/2017 ... |8000.0000 | dhk
2°°°“": ‘saia"“’ ¢ ]?:ZZG i - ? R P ind 5 06/08/2011 ... 6000.0000 Kl
ccount .Balance »=
SecomtBranch Tl = g | | W0 [ @ : 24 ind 9 05/09/2006 . | 150000000  khl
Jccomt Branch Tt = ctg 2 ETRCTIE . 2 cor 5 07/05/2009 . |16000.0000  ctg
Account. Branch Name = m CRUD|CRU| U CRUD CRU| CR
Table 3. ALP TABLE Table 4. Fragment 1
Attribute name | ALP Value sccount g Pocount - oustomer - Account Account
Account id (=3 d Type id P Balance Br Name
Type 22
customer id & ind 1 20/01/2009 ... 1125000000  dnk
{
open date 22 4 cor 2 20/05/2009... 120000000 | dhk
Balance 8
Branch MName 27 2 cor 8 20/09/2011 ... |8000.0000  |dhk
Table S. Fragment 2 Table 6. Fragment 3
Account customer Account Account Account customer Account Account
account no ; open date socounlno g id opendale  poice  BrName
= Type id Balance Br Name
ind 3 08/05/2009 .. |11000.0000  khl
- 2 05022009...| 110000000 ig
21 ind 1 09/05/2012 ... |9000.0000  khi
0 o 2 08032010 .. 150000000 cg s o : e P v
28 cor 5 07/03/2009... |16000.0000 |ctg 2% ind 9 08/09/2006 .. |15000.0000  khl
Table 7. Final Result of Allocation and Replication
Fragment Number Allocated to Replicated to
Fragment 1 i s 3
Fragment 2 2 1
Fragment 3 a1 3
.
6 Conclusion

Efficient distribution of the distributed database fragments and replicas to various
sites play a critical role in the function of the database in terms of performance and
cost. In this paper, we present a dynamic DDBS over cloud environment. The pro-
posed system allows FAR decisions to be taken based on access history and the load
of the site. Moreover, we present enhanced allocation and replication technique,
which allocates the fragments and replicas to the sites that already, requires it without
taking into account the location of the sites. The enhanced technique aims at maxim-
izing the number of local access compared to access from the remote sites, enhance
the system performance, and increase the availability.

As proposed future work, we plan to use an enhanced clustering technique to clus-
ter distributed database sites into disjoint clusters then do allocation and replication
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of, the fragments to sites of each cluster. Second, implement the remaining parts of
the proposed architecture to efficiently allow FAR decisions to be taken automatically
at run time.
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Abstract. Workload management for concurrent queries is one of the challeng-
ing aspects of executing queries over the cloud computing environment. The
core problem is to manage any unpredictable load imbalance with respect to
varying resource capabilities and performances. Key challenges raised by this
problem are how to increase control over the running resources to improve the
overall performance and response time of the query execution. This paper pro-
poses an efficient workload management system for controlling the queries ex-
ecution over cloud environment. The paper presents an architecture to improve
the query response time by detecting any load imbalance over the resources. Al-
so, responding to the queries dynamically by rebalancing the query executions
across the resources. The results show that applying this Workload Manage-
ment System improves the query response time by 68%.

Keywords: Cloud Computing, Query workload, Query execution.

1 Introduction

Cloud Computing is becoming an emerging computing paradigm with its dynamic
usage of scalable virtualized resources. It provides services to various remote clients
with different requirements. As data continues to grow, it enables the remote clients to
store their data on its storage environment with different clients' expectations over the
internet. As clouds are built over wide area networks, the use of large scale computer
clusters often built from low cost hardware and network equipment, where resources
are allocated dynamically amongst users of the cluster [1]. Therefore the cloud
storage environment has resulted in an increasing demand to co-ordinate access to the
shared resources to improve the overall performance.

Managing the query workload in cloud computing environment is a challenge to
satisfy the cloud users. The workloads produced by queries can change very quickly;
consequently this can lead to decreasing the overall performance (e.g. query
processing time) depending on the number and the type of requests made by remote
users. In this case, a cloud service provider must manage the unpredictable workloads,
through making decisions about which requests from which users are to be executed
on which computational resources. Furthermore, the importance of managing the
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workload arises by the demand to revise resource allocation decisions dynamically.
These decisions are based on the progress feedback of the workload or the behavior of
the resources to recover any load imbalance that may occur. This can lead to
improving the overall performance during queries execution over the distributed
resources. Where the workload contains or consists of database queries, adaptive
query processing changes the way in which a query is being evaluated while the query
is executing over the computational resources [2].

The challenge in this paper is how to provide a fast and efficient monitoring
process to the queries executed over the distributed running resource. Furthermore,
responding to any failure or load imbalance occurs during the queries execution. This
is done by generating an assessment plan that redistributes the queries execution over
the replicated resources. This paper focuses on presenting an enhancement of the
workload management sub-system of our previous architecture that was presented in
[3] to overcome the challenge of slow query response time. It is beneficial to manage
the queries execution after implementing the query optimization sub-system. The
main objective of this paper is to minimize the overall queries response time in our
query processing architecture that was presented in [3].

The paper is organized as follows. Section 2 reviews related works. Section 3
presents the proposed query workload architecture. Section 4 describes the
mechanism used to implement the second module in the proposed architecture.
Section 5 presents the experimental environment. Section 6 presents the evaluation of
the results. Conclusion and future work are discussed in Section 7.

2 Related Work

This section reviews related work on the topic of query processing and database
workloads regarding how to characterize workloads and monitor query progress. In
[4] they present a modeling approach to estimate the impact of concurrency on query
performance for analytical workloads. Their solution relies on the analysis of query
behavior in isolation, pairwise query interactions and sampling techniques to predict
resource contention. In [5] they proposed a query optimization technique for query
processing to improve the query response time. Furthermore, proposing a selection
module for query execution by selecting a subset of resources and applying ranking
function to improve execution performance for individual queries, however their
technique didn't consider other queries running at the same time and load imbalance
that may occur during the queries execution. In [6] their approach based on the fact
that multiple requests that are executed concurrently, they may have a positive impact
on the execution time of the workload. They applied a monitoring approach to derive
those impacts. In [7] they propose an architecture for Adaptive Query Processing
(AQP), its components communicate with each other asynchronously according to the
publish/subscribe model in order to dynamically rebalance intra-operator parallelism
across Grid nodes for both stateful and stateless operations. In [8] authors presented a
joint query support in CloudTPS, a middleware layer which stands between a Web
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application and its data store. The system enforces strong data consistency and scales
linearly under a demanding workload composed of join queries and read-write
transactions. A workload management is proposed in [9] for controlling the execution
of individual queries, they implemented an experimental system that includes a
dynamic execution controller that leverages fuzzy logic. Several techniques have been
proposed in [10], for dynamically re-distributing processor load assignments
throughout a computation to take into account of varying resource capabilities. Also
they proposed a novel approach to adaptive load balancing, based on incremental
replication of an operator state. In [2] they describe the use of utility functions to co-
ordinate adaptations that assign resources to query fragments from multiple queries.
As well as, demonstrating how a common framework can be used to support different
objectives, specifically to minimize overall query response times. In [11] authors
presented a Merge-Partition (MP) query reconstruction algorithm. Their algorithm is
able to exploit data sharing opportunities among the concurrent sub-queries. This can
reduce the average communication overhead.

Although previous researches address several issues in query processing and opti-
mization, our proposed architecture combines the query optimization and query re-
source allocation with monitoring the concurrent queries execution over the running
resources. Furthermore, responding to any load imbalance by applying our workload
management system on the cloud environment.

3 The Proposed System's Architecture

Our proposed architecture overcomes the challenge of a low query response time by
optimizing the sub-queries. Furthermore, it assigns the sub-queries to the appropriate
resources. It manages queries execution to respond to any load imbalance before re-
turning the queries results to the users. Our proposed architecture which is shown in
Fig. 1, involves three main sub-systems [3]:

1. Query Optimization Sub-system: Accepts queries from users and then detects the
data sharing among the sub-queries of submitted queries from users, therefore
specifying the ordering of the queries execution. Finally, it allocates the query to
the appropriate resources. The output of this sub-system is the list of the resources
that are responsible for the execution of the queries.

2. Workload Manager Sub-system: Manages the queries execution on resources
and responds to any load imbalance that may occur throughout the execution. This
paper will be focused on presenting this sub-system. The main advantages of this
sub-system are the improvement of the query execution performance and overall
query response time. It holds the following main processes:

— Observer: Collects information about throughput and utilization values of
each running resource during the queries execution. If these values exceed
specific thresholds this means there is a fault with the current execution,
therefore the observer notifies the planner about occurring load imbalance
on a specific resource.
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— Planner: Performs the assessment phase; it creates an assessment plan to
recover the load on the resources during the queries execution by
assigning the failure queries on another suitable replica.

— Responder: Receives the assessment plan from the planner to respond to
the failure that occurs during the queries execution.

3. Integrator Sub-system: Is responsible for collecting the queries results from the
resources and partioning the merged queries results that are presented in [11] and
finally, retrieving the results to the users.

Query Optimization Sub-System \
Queries { Transform Queries to AQT ]

[ Optimize Sub Queries J_,[ Merge Queries ]

}

[ Scheduling Queries ]

J

‘ Resource Allocation

(Locator + Ranker) / I
! |

Workload Manager Sub-system

N

Observer Planner Responder
l [ Check Resources Execution ] [ Create Assessment Plan ] [ Execute the Assessment J

I

Integrator Sub-svstem

Resultse—

[ Collect the Results ]—{ Partition Merged Queries Result H Integrate the Results

— ——

Fig. 1. The Proposed Enhanced Query Workload Architecture

4 The Implementation of the Proposed System

The proposed system accepts queries from the remote users and then applies the query
optimization sub-system which is presented and implemented in [3]. During the
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queries execution, the importance of managing the workload arises by dynamically
revising the resources allocation. So the workload management sub-system is
implemented through three main processes:

1. Observer: Dynamically revises and monitors the resources during queries
execution by the following steps:

— Firstly, by collecting the performance information about the running re-
sources every 15 seconds which is ideal [12] for benchmarking scenarios.
The performance information is the percentage of processing time which
each resource spends on processing queries. The other measurement is the
query throughput which is the number of requests received per second.
Such information gives a good indicator of just how much load is being
placed on the system, which has a direct correlation to how much load is
being placed on the processor [13].

— Secondly, the observer checks the utilization of the resources processor. In
other means whether the query throughput exceeds the specific baseline
value and if the processing time on specific resource exceeds 80% [13].

— Finally, it notifies the planner with the updated information of the loaded
resource to generate an assessment plan to handle the failure that may
occur during the execution.

2. Planner: Is implemented to get the notifications from the observer when failure
or load may occur on a specific resource. Therefore it creates an assessment plan
for handling this load during the queries execution. The following steps are used to
implement the planner:

— Firstly, it collects the performance information about the replicas of the
loaded resource, and then it determines the most available unloaded
replica to execute the queries.

— Secondly, it generates the assessment plan based on determining the
suitable replica that can execute these queries.

— Finally, it notifies the responder by the assessment plan with the new
queries allocation distribution.

3. Responder: Is implemented to receive and implement the assessment plan from
the planner to respond to the load imbalance during the queries execution. The
following steps are used:

— Firstly, it uses the assessment plan to specify the queries with a failure
execution, therefore killing the queries execution on the loaded resource.

— Secondly, it loads the information about the corresponding replica.

— Finally, it executes the queries on the corresponding replica.
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5 Experimental Environment

The TPC-H database [14] is used as our dataset (scale factor 1) to test our work. The
TPC-H database has eight relations: REGION, NATION, CUSTOMER, SUPPLIER,
PART, PARTSUPP, ORDERS, and LINEITEM.

The cloud environment is simulated with the help of a VMWare workstation. A
VMWare workstation is the global leader in virtualization and cloud infrastructure
[15].

Eight virtual machines are deployed as in Fig. 2, which shows their capabilities and
the relations distribution amongst them with an assumption about partitioning the
relations horizontally to two parts (ex: Lineitem_P1, Lineitem_P2).

(&alﬂ‘!ﬂﬁ_‘?;* replica (Linitem_P1, Orders_P1)
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MIPS: 3260

(Linitem_P2, Part)
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Fig. 2. Capabilities of each Resource with Relations Distribution

Twenty queries that are using the following relations LINEITEM, ORDERS,
PART, CUSTOMER are used to test our experiment. Table 1, shows an example of
the queries that have been used. The threshold of query throughput is specified by
estimating the average transactions per second during peak activity, then using this
value as a baseline to compare the query throughput during any stage of the
execution.

Microsoft Windows Server 2008 and Microsoft Structured Query Language
Server (MS SQL server) is used to deploy the TPC-H database.
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Table 1. Example of five queries used in our experiment

Queries

select p_type,l_extendedprice,l_discount
from lineitem, part
where | partkey = p_partkey and 1_shipdate >='01-09-1995'

select p_type,l_extendedprice,l_discount
from lineitem, part
where |_partkey = p_partkey and 1_shipdate < '01-09-1995'

select 1_returnflag, 1_linestatus
from lineitem
where 1_shipdate < '1998/12/08'

select 1_shipmode
from orders, lineitem
where o_orderkey = I_orderkey and 1_commitdate < 1_receiptdate and 1_shipdate <
1_commitdate and 1_receiptdate >='1997-01-01' and 1_receiptdate < '1998-01-01"

select o_orderpriority
from orders
where o_orderdate >= '1993-07-01'
and o_orderdate < '1993-07-01'

6 Evaluations

Table 2 shows examples of the resources that are assigned to execute the merged and
non-merged queries after applying our query optimization sub-system which is
presented in [3]. After executing twenty queries, VMI transactions per second
exceeds 54, which is the baseline value and its processor utilization exceeds 80% that
means there is a load on VMI during the queries execution. By applying our
Workload Management Sub-system, the latest queries with failure execution on VM1
are assigned to VM5 which is the replica of VMI.

In order to evaluate our system the average execution time is computed and com-
pared with applying our proposed system and the query processing technique in [5].
Fig.3 shows that the execution time of the queries with applying our proposed system
can reduce the queries execution time, as our proposed system combines the query
optimization and query resource allocation of submitted concurrent queries with mon-
itoring these queries execution by the Workload Management sub-system which is not
considered in [5].
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This experiment was executed for three times and the average response time is cal-
culated. The results show that using our proposed Workload Management Sub-system
reduces the queries execution time over the technique presented in [5] by 68%. The

results are shown in Table 3.

Table 2. The resources selected to execute the merged and non merged queries

Queries

Assigning Virtual
Machines

select p_type,l_extendedprice,l_discount

from lineitem,part

where 1_partkey = p_partkey and 1_shipdate >=
'01-

09-1995 or 1_shipdate < '01-09-1995

VM1 - VM2

select 1_returnflag, 1_linestatus
from lineitem
where 1_shipdate < '1998/12/08'

VM1 - VM2

select 1_shipmode

from orders, lineitem

where o_orderkey = 1_orderkey and 1_commitdate
< |_receiptdate and 1_shipdate < 1_commitdate and
I_receiptdate >='1997-01-01" and 1_receiptdate <
'1998-01-01'

VM1 - VM3

select o_orderpriority

from orders

where o_orderdate >= '1993-07-01'
and o_orderdate < '1993-07-01'

VMI1- VM3

Execution time of the Queries
B Using Query Processing Technique in [3] B Uszing Our Proposed Technique

Execution 10 -

Time(Min) , |

6 -

(=
—_

Query Processing Technique in [§] Our Proposed Technigue

Fig. 3. The average queries execution time
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Table 3. The average of measuring the queries execution time

Approaches Average Execution
Time(Min)
Using Query Processing Technique in [5] 13.41261
Using our Proposed Technique 4.290434

7 Conclusion and Future Work

In this paper, a workload management technique is proposed to minimize the overall
query execution time over cloud computing environment. This is done by monitoring
the running resources performance such as processing time and throughput over the
cloud computing environment. Furthermore, responding to any load imbalance may
occur across these running resources. The results show that applying our proposed
system which combines the query optimization and query resource allocation with
monitoring the concurrent queries execution by the Workload Management technique
over the running resources in cloud computing environment, improves the response
time of the concurrent queries. In our future work, the integration sub-system of the
proposed architecture will be implemented to collect and partition the merged queries
result from the resources and improve the query scheduling mechanism.
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Abstract. Preventing data abuses in cloud remains an essential point of the re-
search. Proving the integrity and non-repudiation for large datasets over the
cloud has an increasing attention of database community. Having security ser-
vices based on watermarking techniques that enable permanent preservation for
data tuples in terms of integrity and recovery for cloud environments presents
the milestone of establishing trust between the data owners and the database
cloud services. In this paper, an enhanced secure database service for Cloud en-
vironments (EWRDN) is proposed. It based over enhancements on WRDN as a
data watermarking approach. The proposed service guarantees data integrity,
privacy, and non-repudiation recovering data to its origin. Moreover, it gives
data owner more controlling capabilities for their data by enabling tracing us-
ers’ activities. Two compression categories to recover data to its origin intro-
duced for the proposed service. Two compression technique (the arithmetic
encoding and the transform encoding) chosen to represent each type. For large
data sets, it has been proven that, the arithmetic encoding has a fixed recovery
ratio equal to one. At the same time, the transform encoding saves space and
consumed less time to recover data. Moreover, testing the performance is done
of the proposed service versus a large number of tuples, large data set. The per-
formance quantified in terms of processing time and the required memory re-
sources. The enhanced EWRDN service has shown a good performance in our
experiments.

Keywords: Copyright protection, Digital Watermarking, Security Service, Data
Compression, Large dataset.

1 Introduction

Introducing database secure services in the cloud represents the key function of
establishing the trust for clients to save their critical and confidential data on the
Cloud. While, demand for the use of large data sets is growing, pirated copying has
become a severe threat. To fight against pirated copying, database watermarking
promises a solution for protecting data by embedding secret codes (watermarks) into
the tables inside the databases. The digital watermarking for integrity verification is
called fragile watermarking as compared to robust watermarking for copyright
protection.

A.E. Hassanien et al. (Eds.): AMLTA 2014, CCIS 488, pp. 87-96, 2014.
© Springer International Publishing Switzerland 2014
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Fig. 1. Basic Watermarking Technique

Figure 1, shows the basic database watermarking techniques. It consists of two phas-
es: I- Watermark Insertion and, II — Watermark Detection. During watermark insertion
phase, user adds his data set (D) with his private key (K). Then, the watermark will be
calculated and the watermarked data set (WD) is then available. In the detection phase,
the user needs to add the suspicious dataset (WD) with his private key (K). The embed-
ded watermark (if present) is extracted and compared with the original watermark in-
formation. So, the original data (D) will be extracted with proof of ownership.

A Novel Watermarking Approach for Data Integrity and Non Repudiation in Ra-
tional Databases (WRDN) introduced [1]. The main idea is to apply WRDN as a
trusted security service on cloud computing. But some problems arise. These prob-
lems can be summarized as hiding and locking technique. Moreover, one needs to
have the ability to recover data if unauthorized changes or errors appeared. To over-
come these problems, some enhancement of WRDN model was made. An Enhance-
ment model for WRDN (EWRDN) is presented [4]. It does not prevent copying, but it
deters illegal copying by providing a means of establishing the ownership of a redis-
tributed copy.

Today’s availability, performance and security are the three main problems when it
comes to cloud adoption. At the same time, performance needed to be measured in
terms of time and space. In cloud environments, managing millions or even more
simultaneous users and their data is normal. The scalability of cloud services remains
an important issue. The better an application’s scalability, the more users it can handle
simultaneously [5]. In this paper, an important question is answered about the time
needed to recover data, since; the challenge of the large data set (huge amount of
tuples) is always motivating data based service design for cloud environment.

With this flexibility, the challenge in deciding which data to be compressed ap-
pears. The factors that influence this decision are the data types and confidentiality.
EWRDN uses lossless method to compress data. It assumes that all the data in the
data set are critical and needed to be recovered as its origin. At the same time, a loose
method can produce a much smaller compressed file than any lossless method, while
still meeting the user requirements.

The rest of this paper is organized as follows: Section 2 gives related work over-
view. The Enhanced Watermark Approach for Secure Database Service (EWRDN)
insertion and detection algorithm is presented in Section 3. Section 4 introduces per-
formance analysis of EWRDN. Finally, the conclusion of this paper with summaries
and suggestions for future work are introduced in Section 5.

2 Related Work

The approaches handle database attacks can be summarized as: the first algorithm is
the distortion based algorithm, which introduces small changes in data values during
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embedding phase where changes are tolerable and should not make the data useless.
The watermarking scheme proposed by [6], also known as AHK, is one of the pio-
neering research in database watermarking. The fundamental assumption is that the
watermarked database can tolerate a small amount of errors in numeric data. Although
the basic assumption of AHK scheme is that the relation has a primary key whose
value does not change, Li et al. [7] suggest three different schemes to obtain virtual
primary keys for a relation without primary key. Sion et. Al [9-6] use the most signif-
icant bits of the normalized dataset instead of primary key. Database watermarking
based on cloud model is proposed by Zhang et al. [8].

The second algorithm is the distortion free, where the proposed model is consid-
ered to be one of them. There is no modification made to any data item and the digital
watermarking is used for integrity verification. The watermarking scheme proposed
by Y. Li et al. [11] was the first distortion free algorithm made. The Basic idea was
that all tuples are securely partitioned into (g) groups. A different watermark is em-
bedded in each group such that any modifications can be detected and localized into
the group level with high probabilities. The watermarking scheme proposed by Li and
Deng [12] is applicable for marking any type of data. The interesting feature of this
scheme is that it does not use any secret key. Moreover, the unique watermarking key
is used in both the creation and the verification phases. While, Kamel [13] suggested
a way to improve the detection rate of malicious alteration by watermarking not only
the relational tables (data records) but also all relevant indexes by proposing a fragile
watermarking technique for protecting data integrity in databases and more specifical-
ly in R-tree data structures. The approach proposed in [17] aims to generate fake tu-
ples and insert them erroneously into the database. The fake tuple creation algorithm
takes care of candidate key attributes and sensitivity level of non-candidate attributes,
while in [19]they add only one hidden column, using a secret formula to relational
database that contains only numeric values. Moreover, it locks this calculated column
from any attacks or manipulations. However, the work done by [20] uses the same
schema made in [19] but by applying it over a non-numeric data over the watermark-
ing on a new row.

3 EWRDN as a Watermarking Approach

A Novel Watermarking Approach for Data Integrity and Non Repudiation in Rational
Databases (WRDN) is introduced in [1]. WRDN proves data ownership and integrity
of database. It survives against two types of attacks that face the database (Insertion,
Deletion). It is based on adding a watermark over a hidden column then locks this
column. It is designed to be a part of Database Management System (DBMS). So,
there are no fears over watermark data detection. The main idea of this paper is
creating a data security service over the cloud. Unfortunately, applying WRDN
directly to be a cloud service is not feasible due to the following reasons:

e There are no guaranties that cloud provider will apply the same mechanism and
cover the watermark column.

e In cloud the data and the users could not been in the same country. So, the cloud
service provider will also have the authority and the ability to unlock and view the
watermark column.
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In this paper, new abilities have been added to EWRDN to provide solutions that
prove data integrity and ownership for large data set over the cloud. This is the ability
to prove data tampering by tracing authorized users activities and recording them. If
unauthorized changes or errors appeared it recover data to its origin. Moreover, it
gives database owner more control over his data. By, tracing authorized users’ activi-
ties and record it in order to differentiate them from unauthorized ones. Figure 2 illus-
trate EWRDN architecture.

EWRDN needs to calculate the corresponding watermark for each tuple then saves
it. Then, it adds a user signature on each attribute which has been changed or added.
Finally, compresses new signature data and saves them over the database. It lock wa-
termark column and compressed records using a secret key (K) known only by the
data owner. EWRDN proves important features of database security like Non Repudi-
ation, Integrity, Copyright protection and Recovery.

Calculate - |_,_ Calculate __@
“Watermark | Watermark
‘ Compare calculate value
Add with hidden column value
Use DSS_over Compressed
each attribute —» .
values in new =
then Compress YES NO
column 3
Result 'g
a Use (K)
Use K to v~ tounlock
<Jock new Data is tampered data then
~ columns free recover
(a) Watermarking Insertion Technique (b) Watermarking Detection Technique

Fig. 2. Insertion and Detection Mechanism of EWRDN

3.1 Insertion Technique

Figure 2(a), shows EWRDN insertion technique. In the beginning one needs to have
two hidden columns. No one of the database users knows about them and has no
control over them. First, calculate the watermark value for each tuple which depends
on a mathematical function known only by data owner. Then, use user’s private key
(PrK) to add signature over each attribute [21]. The following experiments used
Digital Signature Standards (DSS) [21] second; it uses compression technique [22,23]
on new signature attribute to compress value. Add compressed values into a new
column. Finally, both watermarking and compressed column need to be locked using
(K) which is a private key that is only known to the database owner.

3.2  Detection Technique

Figure 2(b), shows EWRDN detection technique. First, calculate the watermark value.
Then, unlock the watermark and compressed column using private key (K). Finally, it
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needs to compare the calculated watermark results with the original watermark
values. If they match, then data is tampered free, and the data owner has the ability to
trace users work and updated data. Otherwise, data is tampered to recover data,
decompress values in the corresponding row. Then, apply signature algorithm (DSS)
used to separate data from user signature then restore data to the corresponding
attributes.

3.3 Role of Compression Techniques

Data compression is the reduction in data size in order to save space or transmission
time. It can be performed on just the data content or on the entire transmission unit
depending on a number of factors. EWRDN method is proposed [4]. It is based over
the idea of using compression technique to be able to recover data. Data compression
techniques consist of two types:

e Lossless Compression: The values after decompression are the accurate copy of the
original data.

e Loose Compression: The values after decompression gives an approximation or
close values of the original data.

At previous work, EWRDN introduced lossless method for data compression. It
assumes that all data in the data set are critical and needed to be recovered as its
origin. In practice, not all of the data are critical. This means some attributes can be
partially restored. The enhancements in this papers show that data owners can specify
their preferences of the required restoration features about the data. Some loose
method can produce high data restoration capabilities compared to lossless methods.
This may be accepted by the data owners and meeting their preferences. In results’
section of this paper, it is going to be shown that loose compression methods produce
better compression performance in terms of time and space than lossless methods
with an unnoticeable loss in quality. Users or clients can specify their data restoration
guarantees based on a predefined fees’ schema. Moreover, the experiments test is
based over a large data set. So, one need to improve time performance and saves more
space. Besides, one needs to calculate time performance for each compression
technique. A method of each compression technique has been chosen. Arithmetic
Coding represent lossless compression [2, 23] and Transform Coding represent loose
compression [3, 24].

The idea behind arithmetic coding is to have a range of probability line from zeros
to one, and assign to every symbol a range in this line based on its probability. Each
time the probability increased the higher range which assigns to it. Finally, one has to
start encoding symbols. It has a good compression ratio (better than Huffman coding),
with an entropy around the Shannon Ideal value [2]. Transform Coding is based on
utilizing redundancy in the data in order to be able to transform it to values, Xi. That
is why one needs to compress the data by using fewer bits to represent the differences
(Quantization) [3].
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4 Performance Analysis

The performance experiments have been done using 100 thousands tuples, where
there are 31 attributes for each tuple. Data Cleaning and Reduction is applied over the
data. Then, data preprocessed is applied, no noisy and consistent [25]. As a result, it
became 50 thousands tuples and 30 attributes. The experiment is conducted using an
AMDFX-8350 processor running at 4 GHz, Cash 16 With 8 Core Motherboard Giga-
byte GA-F2A85X-UP4, 4 GHz Ram Bus 1600 Hard 500 GHZ with Sapphire HD
7870 2GP DDRS5. The system has been tested over two types of experiments: adding
new records or updating attributes. To measure the performance of EWRDN system,
two factors need to be considered: 1- The time needed for EWRDN to add watermark
and recover data; 2- The amount of space needed to apply EWRDN system.

4.1  Result Analysis

Analyzing the results of EWRDN scheme is made by Bernoulli trials and binomial
probability. Discussing the results is based on Robustness condition which is based on
two parameters false hit and false miss.

e False hit is the probability of a valid watermark being detected from non-
watermarked data. On EWRDN, it never happened because each data has its own
watermark. That is due to hiding the watermark data. Therefore, all detected strings
will match their watermark, and the false hit is zero.

e False miss is the probability of not detecting a valid watermark from watermarked
data that has been modified in attacks. Two cases are considered when trying to
calculate the false miss.

— Deletion: The watermark value associated with the deleted tuples will not be de-
leted. However, the other tuples will not be affected. So, false miss is zero.

— Updating: Suppose an attacker update tuples or attributes. Watermark detection
will never return a false answer, because new added values will fail to have cor-
responding watermarks.

For more details about EWRDN service analysis and a comparison between WRDN
and EWRDN refer to [4].

4.2 Time

There are two types of time that affect the model performance: Processing and
Recovery Time. In case of processing time, EWRDN will have a static time
performance of O (n) for each tuple inserted or updated, where n is the number of
tuples available in the dataset. While, in case of recovery time, one needs to calculate
the number of altered tuples.
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Fig. 3. The Arithmetic and Transform Recovery Time

Figures 3 illustrates the difference between arithmetic and transform coding recov-
ery time which depends on the number of tuples changed. It has been clear that arith-
metic coding takes more time to recover data due to its large symbol tables. At the
same time, transform coding does not need to use large symbol tables. There are near-
ly five seconds different between the two techniques. At the beginning, there are near-
ly two seconds different between the two techniques. But, as the number of altered
tuples increased, the time difference between the two techniques increased. Arithme-
tic coding consumes more time for large data set to recover data. It takes 30 seconds
to recover 50 thousands tuples. At the same time, transform coding takes 25 seconds
to recover data for the same data set.

4.3 Space

Space complexity depends on compressed values and compression ratio. At the same
time, the compression ratio differs according to type of compression. The arithmetic
encoding as a representative of the first compression type has a complexity of O(a.n)
where a is the compression ratio and n is the number of attributes. The value of a has
a range from ]0,1]. On the other hand, the transform encoding as a representation of
the second c