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Preface

Information and Communication Technology (ICT) has undergone a great evolution
in the last decades. The miniaturization of computers and the development of ever
smaller and more powerful sensors have permitted the emergence of more embedded
and smarter computing, which has started to profoundly change our habits and daily
life [1]. The ICT research efforts presented in the first part of this volume (Voirin and
De Paz et al.) give a first indication of the potential of such ubiquitous computing
(ubicomp) to realize the vision of an ‘internet of things’ connecting physical and
digital artifacts. Some applications are already on the market, others are about to
appear, and others have not yet been imagined.

In this volume, we put our attention on the developments that are taking place in
the workplace. It is obvious that ubicomp has also begun to enter our working
environments and to transform our conceptions of work, our relation to it, as well as
our professional skills and well-being. And these evolutions are going to continue.

Yet managers and HR professionals seem to be mostly unaware of these
developments. They are relatively poorly prepared for the organizational and
managerial transformations that come with ubicomp in workplaces. While some
authors have started to question the implications of ubicomp for Information
Technology Management in companies [2], made studies on the acceptance of
Intelligent Working Environments (IWE) [3], or tried to sketch scenarios of the
future workplace [4], almost none have proposed to examine the ethical and
managerial issues of these developments.

This observation has led us to create a research group in order to address this
specific question. Over the last two years there have been three workshops on the
topic of Human Resource Management Challenges of Intelligent Working Envi-
ronments (IWE&HRM), organized by an international program committee and
taking place at the HEIG-VD in Yverdon-les-Bains, Switzerland. These workshops
brought together experts from various disciplines who have been working on the
socio-ethical impact of technological developments in ubicomp, pervasive com-
puting, and ambient intelligence in various research and development projects. The
aim was to gather the distributed expertise and experiences of these experts within
different application settings in order to formulate recommendations for (human
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resource) managers who are increasingly faced with new developments in
workplaces becoming “intelligent” that they may not fully comprehend, yet need to
be prepared for.

The workshops were elaborately designed and prepared (establishment of a
program, clear-cut objectives, and instructions). Participants were requested to
submit work in advance as a basis for the discussion. One or two participants would
also be invited to present a paper related to their individual research in order to gain
momentum for the discussion. Each workshop resulted in a report. During the
workshops particular attention was paid to the interdisciplinarity of the discussion
(e.g., speaking slots), the achievements of the predefined objectives, and the inte-
gration of the points of agreement/disagreement in the workshop reports.

In large part, the papers presented in this volume directly result from these
meetings, in particular form the third one which more specifically focused on socio-
ethical concerns and was part of a research conference on “Ubiquitous Computing
in the Workplace: What Ethical Issues?” in Yverdon-les-Bains in 2013.1 At the end
of the last workshop, it appeared that the papers that had been presented (De Paz
et al., Wiegerling, Kinder-Kurlanda et al.) as well as the ensuing discussion
(Ehrwein Nihan) deserved to be published—all the more so in view of the scarcity
of publications related to the topic. We decided to expand the volume with three
additional invited papers (Voirin, Hilty, Poltier). All authors were selected on the
basis of their expertise as well as on their previous peer-reviewed work in the field.
Contributions were reviewed by two members of the program committee and
proposed changes were implemented as requested.

The book has been conceived and structured in two parts as follows: A first part
is dedicated to the current developments of ubicomp systems designed for
the workplace. Guy Voirin, from the Swiss Center for Electronics and Micro-
technology (CSEM), and Francisco De Paz, Sara Rodríguez, Carolina Zato, and
Juan M. Corchado from the Department of Computer Science and Automation in
Salamanca (Spain) offer us an introductory insight into potential fixed as well as
wearable IWEs.

The second part of the volume focuses on the ethical issues raised by the current
developments of ubicomp in the workplace. These are considered from multi-level
and cross-disciplinary perspectives. In a first step, the philosopher Klaus Wiegerling
from the Kaiserslautern Technical University in Germany proposes a meta-ethical
investigation of the challenges raised by the current developments in ubiquitous
computing. He particularly addresses questions of the personal identity of the
subject who has to act within an ambient intelligent environment, of his/her per-
ception of the life-word (“Lebenswelt”), and of the possibility of his/her choice.

We then turn toward more specific socio-ethical perspectives: first, the ICT
scientist Lorenz Hilty proposes to look at the evolution of the discourses between
the first ethical reflections on ICT in the 1970s and on the progressive appearance of

1 http://www.heig-vd.ch/campus/evenements/research-conference-ubiquitous-computing-in-the-
workplace-what-ethical-issues.

vi Preface



ubicomp over the last two decades. He highlights the persistence of certain issues
while bringing out the emergence of new aspects. The anthropologist Katharina
Kinder-Kurlanda and the management, technology, and economics researcher
Daniel Boos also explore this socio-ethical level, but in a less socio-historical and
more socio-anthropological way. Relating experiences from two ubicomp projects,
they show how these specific examples are connected to wider societal trends and
ethical issues of informational ubiquity such as the requirement for more trans-
parency and information control.

The next paper, dedicated to the results of the IWE&HRM research project (see
above), takes an even closer look at the applied ethical issues raised by the devel-
opment of ubicomp in the workplace. After general conceptual and socio-ethical
considerations, the ethicist Céline Ehrwein Nihan examines some of the concrete
impacts that these environments might have for both employers and employees. On
this basis she then makes some suggestions regarding the rules that should be
respected in order to favor an adequate implementation of ubicomp in the workplace.

The volume ends with a paper by the philosopher Hughes Poltier, who again
widens the scope of analysis with an ethico-political perspective on the discussion.
Highlighting the power at stake in every technical device, the author focuses on the
risk of ubicomp development increasing the power imbalance within organizations
and more generally in society. By doing so, he reminds us that we are all
responsible to engage in discussion and decision making regarding the design and
implementation of future ubicomp technology.
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An Integrated System for Helping
Disabled and Dependent People: AGALZ,
AZTECA, and MOVI-MAS Projects

Juan F. De Paz, Sara Rodríguez, Carolina Zato
and Juan M. Corchado

Abstract This article presents three successful case studies oriented to disabled
and dependent people. These three case studies are the results of the following cor-
responding projects: Autonomous aGent for monitoring ALZheimer’s patients
(AGALZ),which facilitates themonitoring and tracking of patientswithAlzheimer’s;
AZTECA, which is formed by a set of tools that facilitate the work of disabled people
in their work environment; and MOVI-MAS, which simulates a 3D work environ-
ment enabling the detection of dangerous situations. These tools were developed
using an agent platform called PANGEA, which is a platform to develop open multi-
agent systems, specifically those including organizational aspects such as virtual
agent organizations.

Keywords Disabled people � Dependent people � Organization of agents �
Ambient intelligence � Work environment

1 Introduction

Due to the advance of technologies and communications, intelligent systems have
become an integral part of many people’s lives. Available products and services
have become more varied and capable, and users expect to be able to personalize a
product or service to meet their individual needs, no longer accepting a “one size
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fits all” solution. Personalization can range from simple cosmetic factors, such as
custom ring tones, to the complex tailoring of the presentation of a shopping Web
site, to a user’s personal interests and their previous purchasing behavior [1–3].
These innovative techniques are expected to expand to a wide range of fields. One
of the segments of the population expected to benefit from the advance of
personalized systems, which will contribute to improve their quality of life [4], is
people with disabilities [5, 6]. It is important to study the different procedures that
facilitate the adaption of these systems to the disability of each user, allowing them
to experience improvement in their quality of life and in their work production.

There are currently a number of barriers that make it difficult for people with
disabilities to be incorporated into the workforce and, consequently, for businesses
to include them among their personnel. The greatest challenges for incorporating
these individuals into the workforce are personal autonomy (mobility), information
processing (language, knowledge of numbers, learning tasks, spatial orientation),
attitude toward work (responsibility, attention, rhythm, organization, work rela-
tionships, security, interest…), emotional control, interpersonal relationships, and
self-determination. It becomes necessary, therefore, to provide new tools that can
eliminate these barriers and facilitate the integration of this group of individuals into
the workforce. The solutions that can make it possible to reach these goals should
consider the type and degree of disability, since the objectives for the integration of
these individuals are conditioned by the special needs of each type of disability.

In the near future, public and private companies will be provided with intelligent
systems specifically designed to facilitate interaction with human users. These
intelligent systems will be able to personalize the services offered to the users
according to their specific profile. It is necessary to improve the services provided,
as well as the way they are offered [7]. Technologies such as multi-agent systems
(MAS) [8] and Ambient Intelligence (AmI) [9, 10], which are based on mobile
devices, have been recently explored as systems of interaction with dependent
people [11]. These systems can provide support in the daily lives of dependent
people [12].

The main purpose of AmI systems when they first appeared was to improve
human–environment interaction by means of computerized pervasive environments.
The research community rapidly became aware of the potential of such systems to
provide individual users with specialized solutions, particularly elderly people and
people with disabilities, who can undoubtedly benefit from many innovative services
related to health care, location, work environments, security, etc.

AmI-based systems aim to improve the quality of life, offering more efficient and
user-friendly services and communication tools to interact with other people, sys-
tems, and environments. It seems reasonable to assume that elderly and dependent
people are the segments of the population that would benefit the most from the
development of these systems [5].

At present, there is an increasing need to supply constant care and support to
sectors of the society such as the elderly and dependent disabled people [13].
Consequently, the drive to find more effective ways to provide such care has
become a major challenge for the scientific community.

4 J.F. De Paz et al.



In Europe, the Eurostat Agency has established that 78 % of the severely dis-
abled aged people 16–64 do not work and only 16 % of those who face work
restrictions are provided with some assistance at work [14]. In Spain, the INE
Institute obtained the following results: Of the 1,171,900 people with certified
disabilities in 2010, aged from 16 to 64 years, only 423,700 had an active job [15].
The Office for Disability Issues in the UK found that the 46.3 % of disabled people
are employed compared to 76.2 % of non-disabled people [16].

The creation of secure, unobtrusive, and adaptable environments for monitoring
and optimizing health care will become vital. Some authors [13] consider that
tomorrow’s healthcare institutions will be equipped with intelligent systems capable
of interacting with humans.

This article presents two projects specially oriented toward disabled people in
the workplace and the PANGEA multi-agent platform, which enables the integra-
tion of these projects.

The remainder of the paper is structured as follows: The next section introduces
the chosen approach related to multi-agent systems. Sections 3–5 present the cor-
responding projects AZTECA, Autonomous aGent for monitoring ALZheimer’s
patients (AGALZ), and MOVI-MAS. Finally, in the last section, some conclusions
are drawn.

2 The Multi-agent Architecture Approach

The BISITE research group of the University of Salamanca has carried out several
projects and research related to healthcare environments and workplace integration
[17–19]. MAS and other architectures based on intelligent devices have recently been
explored as supervision systems for medical care for dependent people [20–23].
These intelligent systems aim to support dependent persons in all aspects of daily
life, predicting potentially dangerous situations and delivering physical and cognitive
support.

At present, there is a clear tendency within the new generation of software
applications to favor autonomy, robustness, flexibility, and adaptability of the
developed systems. The multi-agent approach [24] has become increasingly rele-
vant for developing distributed and dynamic intelligent environments and therefore
fulfills the requirements and goals of AmI and Ambient Assisted Living. In this
sense, it is important to integrate intelligent and dynamic mechanisms to learn from
past experiences and therefore provide users with better tools for supplying health
care.

Three of the most difficult aspects when dealing with AmI systems are as fol-
lows: (i) heterogeneity of hardware and, therefore, of the agents responsible for
system control (ii) scalability, since new devices or services should be able to be
easily added as the system grows, and (iii) high dynamicity, since the agents that
control and process the information enter and exit the system continually.

An Integrated System for Helping Disabled and Dependent People … 5



These features and the high interaction between agents have led to the evolution
from multi-agent systems to virtual organizations of agents (VOs). VOs [25–27] are
a means of understanding system models from a sociological perspective. A VO is
an open system formed by the grouping and collaboration of heterogeneous entities
and includes a separation between form and function that requires defining how a
behavior will take place. Furthermore, VO encompasses the following concepts:

• Roles: These enable the representation of agent functionalities and a separation
from the rest of its cognitive abilities.

• Norms: These are vital when managing information and interaction between
agents. They enable defining and imitating agent behaviors with high precision.

• Organizational topology: This allows the development of software modules that
are independent while still able to work together. According to the requirements
of each system, agents move in and out of the various VOs that compose the
system.

The main problem of implementing a VO is the lack of platforms that support
such systems. The main function of an agent platform is to provide a runtime
environment for the agents. Given the nature of the presented projects and case
studies, in our examination of the literature, no platform was found on which the
three systems can be developed; therefore, a generic platform called PANGEA was
created in order to allow the easy development and subsequent integration of the
three systems.

2.1 PANGEA Platform

The main novelty of this platform lies in its design, which is oriented toward
providing the services required to create agents that offer services that can be
integrated to achieve a global system. The detailed operation of the platform can be
found at [28, 29].

One of the greatest advantages of this platform is the communication platform
which, using the IRC standard, offers a robust and widely tested communication
system that can handle a large number of connections and ensure scalability and
reliability. Another reason that justifies the scalability of the platform is the way it
models the services, that is, as services inside the agents or as SOA architecture
compliant services using Web services. The platform offers an IDE, which facili-
tates the implementation process. It automatically offers the skeleton of an agent,
and the communication between agents can be implemented with few lines of code.
Finally, the platform admits mobile agents and agents in any programming lan-
guage; it is not necessary to learn a new language in order to use it.

In general, this is an innovative platform. No other platform containing these
characteristics, such as the ability to integrate different services with high hetero-
geneity or different functional natures, is known to exist. The main platform agents
are shown in Fig. 1.

6 J.F. De Paz et al.



As discussed below, this platform has enabled the development of an integral
multi-agent architecture, creating a novel system to provide services aimed at
integrating people with visual, hearing, and motor skill impairments.

3 The AZTECA Project

3.1 Motivation

An important trend in contemporary societies is the rapid development of ICT,
which has influenced the lives of people in every way; another is the sensitivity that
exists in governments, companies, and associations toward enabling people with
disabilities or at risk of exclusion to lead an independent life, which includes a very
relevant ability to acquire gainful employment. While the effective integration of
people with disabilities in the work place is a huge challenge for societies, it also
presents an opportunity to make use of ICT.

Currently, there are numerous barriers that keep people with disabilities from
joining the labor market and companies from incorporating them into the workplace.

Fig. 1 Overview of the systems

An Integrated System for Helping Disabled and Dependent People … 7



Challenges of including people with disabilities in the labor market are personal
autonomy (mobility), information processing (language, numeracy, learning tasks,
or spatial orientation), attitude to work (responsibility, attention, rhythm, organi-
zation, labor relations, safety, or interest), emotional control, interpersonal rela-
tionships, and other factors. It is therefore essential to provide new tools to overcome
these barriers and to facilitate the integration of persons with disabilities into the
workforce. The solutions to meet these challenges must take into account the type
and degree of disability, as labor integration objectives depend on the special needs
of each group of people with disabilities.

In the field of technology, there have been several recent advances that have
significantly facilitated the task of daily living and employment for people with
disabilities. However, the full integration of these people in society, and in the labor
market in particular, continues to be a challenge. One of the main limitations of the
existing proposals is that they focus on very specific problems and, in general, are
oriented toward a single type of disability.

The scope of the AZTECA project (Intelligent Environments with Accessible
Technology for Work) is to research and develop new technologies that contribute
to the employment of groups of people with visual, hearing, and motor skills
impairments in office work environments through a service architecture oriented to
interaction, communication, mobility, and self-employment. The project has revo-
lutionized the interoperability, accessibility, and usability of services for the
employment of people with hearing, visual, and motor skills impairments.

More specifically, AZTECA specifically aims to use CIT and other key tech-
nologies to create an intelligent work environment that provides integral support for
the needs of persons with disabilities for their integration into the workforce.
AZTECA promotes the entrance of people with disabilities into the labor market
and their development of an independent life. In addition, the proposed set of tools
can be used by businesses to facilitate integration into the workforce, helping
companies to comply with the Spanish Organic Law 13/1982, of April 7, Social
Integration of Disabled (LISMI), which establishes the obligation of public and
private companies employing more than 50 workers to hire no fewer than 2 % of
their workforce as persons with disabilities.

For these reasons, we propose the development of an innovative architecture that
integrates both location and identification services, as well as communication and
training tools as interactive services that provide adaptive and personalized access.

3.2 System Overview

AZTECA is composed of a series of tools that comprise a global system. These
tools include registration services, rapid writing services, adaptation to alternative
peripheral devices, adaptive interfaces, virtual interpretation of sign language,
active learning services with TV, and location services. Three of these tools are
presented below.

8 J.F. De Paz et al.



3.2.1 Proximity Activation System

The entry port to the system includes a proximity activation system that detects the
user and configures the work environment. The proximity activation system is
based on the detection of presence using the ZigBee technology [30, 31]. Every
computer in the room must have a ZigBee router assigned, and the system has to
know the exact position of the user at every moment. Furthermore, all users have
to carry a ZigBee tag, which is responsible for identifying each individual. Once the
ZigBee tag carried by the person has been detected and identified, its location is
delimited within the proximity of the sensor that identified it (Fig. 2).

This system is able to personalize the workspace to improve the adaptation to the
company workflow. Whatever disability the person may have, this type of indi-
vidual adaptation allows the workplace to be adapted automatically, facilitating
work productivity and removing the existing barriers, such as an inability to turn on
the computer with the proximity detection system.

The system is designed as a VO where several agents are involved. Every
disabled user in the proposed system carries a ZigBee tag, which is detected by a
ZigBee Reader Agent located in each system terminal and is in continuous com-
munication with the Client Computer Agent. Thus, when a user tag is sufficiently
close to a specific terminal (within a range defined according to the strength of the
signal), the ZigBee Reader Agent can detect the user tag and immediately send a
message to the Client Computer Agent, which is coordinated by the ZigBee
Coordinator Agent. The system uses a local area network (LAN) infrastructure with
a wake-on-LAN protocol for the remote switching on and off of the equipment.

This tool works together with the customization tool, also displayed as a sub-
organization within the PANGEA platform. The detection and identification of a
user make it possible to detect any special needs and for the computer to be
automatically adapted for individual use. This allows the system to define and

Fig. 2 User carrying a tag and tag located on the table to detect the RSSI signal

An Integrated System for Helping Disabled and Dependent People … 9



manage the different profiles of people with disabilities, facilitating their job
assimilation by automatically switching on or off the computer upon detecting the
user’s presence or initiating a procedure that automatically adapts the computer to
the personal needs of the user.

Because the system uses a LAN infrastructure, the wake-on-LAN protocol is
used for switching on the computers. Wake-on-LAN/WAN protocol is a technology
that allows a computer to be turned on remotely by a software call. It can be
implemented in both LAN and wide area networks (WANs) [32]. It has many uses,
including turning on a Web/FTP server, remotely accessing files stored on a
machine, telecommuting, and in this case, turning on a computer even when the
user’s computer is turned off [33].

3.2.2 Translation Tool

The translation tool emerged as a result of the difficulty encountered by employers
in communicating with hearing-impaired employees. Given the ineffectiveness of
avatar translators, the solution chosen was to study the most important communi-
cation needs and to provide some recorded videos with commands and explanations
specifically related to the performance of a particular job. These videos are pre-
recorded by a sign language interpreter and stored on a Web server where they can
be accessed anytime through the request of an issuing agent. The issuing agents,
deployed on both smartphones (android or iPhone) and computers, will be
responsible for playing the video required at that moment. Receptor agents, also
available for smartphones and computers, will be responsible for capturing, either
by text or by voice, the information or instruction that the employer wishes to
transmit to the disabled employee.

The translator agent, which is called Video Translator Agent, is deployed in the
platform. It is responsible for receiving the instruction and mapping the specific
video used by the emitter agent who is requesting the transfer.

The translator agent is deployed within the sub-organization Translator Orga-
nization. Within this organization, a translation tool designed for people with visual
disabilities is also displayed. The tool consists of a vibrating bracelet that receives
impulses to transmit messages in Morse code. As with the previous system, the
employer sends a text through a mobile agent or an agent deployed on his/her
computer. The text is received by a second translator agent, Morse Translator
Agent, which interprets the message by translating it into Morse code and then uses
Bluetooth to send the message content to the bracelet. The bracelet transmits
vibrations to the disabled worker, who is the receiver of the message. These
interactions are shown in Fig. 3.
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3.2.3 Learning and Monitoring TV

This tool was also developed with the intention of facilitating the learning skills of
disabled people and to develop their work. Learning is done through the use of the
TV at home. The TV and remote control were chosen as communication tools
primarily due to the great familiarity that users have with these devices and their
management. TV is any easy device to use even for those who do not hold any
particular technical knowledge.

The current version is based on a Web platform, designed for use in low-
resource hardware support devices (such as set-top box or Raspberry Pi). Moreover,
it seeks to create an ecosystem that allows knowing the state of the home and its
inhabitants. In order to accomplish this, we will use the information provided by
various sensors located in the home.

The display of the TV is achieved by embedding a viewer plugin in the browser,
which provides access to a Freeview tuner, either integrated or external (usually
connected via USB). Thus, no bandwidth Internet connection is necessary, nor is an
expensive Internet connection required to use the system.

In order to transmit the information from the disabled user to the control center,
the system may use the user’s Internet connection; however, these connections are
usually expensive and slow in rural environments. In order to reduce cost and to
allow transmitting the information, the system may be integrated with a WIFI
network with a low cost.

Through this system, users can check the tasks to be performed, notices to be
sent to work and even receive notifications or reminders and schedules. This system
is interconnected to the translator tool so the user can receive notifications in
different ways (Fig. 4).

Fig. 3 Mobile phone, chip, and vibrator used for the translator tool and avatar shown on the
computer
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4 The AGALZ Project

4.1 Motivation

The number of elderly people in the European Union is increasing. It is estimated
that in 15 years, this group will comprise one-third of the population of the EU and
creating systems that facilitate monitoring and tracking of dependent persons seems
beneficial [34]. This situation is not unique to the EU as it can also be seen in other
industrialized countries. For example, it is estimated that by 2020, one-sixth of the
US population will be 65 years or older [35]. Dependent persons often need care
and tracking which in the early stages of dependency can be carried out with correct
patient monitoring. The situation tends to worsen for 20 % of seniors 85 years or
older who require constant monitoring, care and, in some cases, specialized medical
attention or hospitalization.

This situation has led us to propose the creation of a monitoring and tracking
system which is both unobtrusive and able to adapt to changes in the environment.
Additionally, tracking patients must allow attending personnel to care for patients’
medical needs. In other words, medical personnel, who are monitoring patients,
must know the state of the patients’ treatment and care. Sensors and readers can be
used to track patients and determine their location, as in the case of those with
specific disabilities such as Alzheimer’s. These patients are easily disoriented,
which makes it necessary to locate them and to activate an alert in the case of an
emergency to avoid situations such as the patient exiting the building.

The idea to create the AGALZ project in combination with ALZheimer’s Multi-
Agent System (ALZMAS) evolved from a desire to solve this type of problem and
to facilitate the process of monitoring and tracking patients in care homes for the
elderly.

Fig. 4 Screenshots of the TV

12 J.F. De Paz et al.



4.2 System Overview

The ALZMAS project integrates a set of agents, such as the AGALZ agent, that
manage the daily tasks of personnel working in a senior care facility. Figure 5
shows the system agents and how they communicate with each other.

The system is composed of the following agents:

• Patient: This agent is in charge of managing the information for the users in the
facility. Each patient is associated with an agent responsible for monitoring the
user information and for ensuring that everything is in order. The monitored
information includes the patient’s location, his/her treatment, and daily tasks that
should be carried out. The agent is also responsible for knowing the location of
all patients and sending an alarm upon detecting that a patient is located in an
area where they should not be. The agent stores the patients’ movements
throughout the day for future analysis.

• Manager: This agent is in charge of managing the alarms that are activated by
the system and managing the tasks that must be carried out by medical personnel
in the hospital. It manages the treatments that must be administered by the
doctors and the list of tasks required to attend to the patients. Tasks are assigned
to patients through the AGALZ agent; this is done dynamically and in execution
time, taking into account the profile, abilities, previous time required to com-
plete tasks, and the total and temporary workload for each patient. The system
takes into account the time frame and time constraints of each task in order
to correctly assign tasks and to avoid delay. This system is also capable of
rescheduling tasks according to the state of completion fulfilled by personnel. If
the system determines that a nurse is unable to complete a task for a patient, the
task is reassigned to another care provider. The system also allows the care
providers to alert the system of a possible delay, thus allowing the reassignment
of tasks to others. This agent works with the manager agent to monitor tasks.

• Doctor: There is a doctor agent for each doctor. This agent is executed on the
doctor’s mobile device and is in charge of managing the tasks performed by the

Fig. 5 Agents involved
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doctor. The agent communicates with the manager agent to update the task list
and with the AGALZ agent to analyze patient progress.

• AGALZ Schedule: This agent is executed on the nurse’s mobile device. The
agent recovers the task list for a specific nurse and is responsible for ensuring
monitoring the state of the tasks. If the system determines that it is impossible to
complete treatment, it alerts the manager agent to reassign the task. There are
various reasons for being unable to carry out a task, from an emergency situation
to equipment failure. The agent ensures that the nurse’s tasks are rescheduled
according to the indicated time frame and constraints. In order to reassign tasks,
the agent uses the profile information of each nurse, previous time required to
complete tasks, and the necessary resources (Fig. 6).

The system includes some hardware components that monitor the state of the
patients. The facility has installed sensors to determine the location of the patients
[36]. A passive RFID [37, 38] at 125 KHZ is used to facilitate this task. When a
patient is detected outside of a secure area, the agent manager is alerted so that it
may in turn alert one of the nurses currently online. The main hardware components
are as follows:

• Bracelet: The bracelets contain the tag which identifies the patients and the
doctors. The tag worn by the users is shown in Fig. 7.

• Reader: The readers are located in the doors of the facility and in other common
walkways. The readers have a range of 2 m. They are connected to computers,

Fig. 6 Screen of the
application
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which send the information through the network when they detect a specific tag.
The reader can be seen in Fig. 8.

A schematic diagram of the system operation is shown in Fig. 9. Each of the
nurses and doctors has a mobile device which receives the information of the tasks
they can perform. The devices are connected to the central computer, which is
where the manager agent and a patient agent for each patient are executed. The
manager agent is in charge of managing the system information. The RFID reader is
connected to the central computer and sends patient location information to the
computer where the patient agent is executed. This agent is then responsible for
informing the manager agent if needed.

Fig. 7 RFID tag in bracelet

Fig. 8 RFID reader
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5 The MOVI-MAS Project

5.1 Motivation

At present, there are a number of technologies, such as multi-agent systems, that are
used for the analysis and simulation of work in a business organization. By gath-
ering information and through continuous observation, these technologies can
identify the key elements of employment, the procedures of the company, the
services available in the workplace, and their physical configuration.

The contribution of agent-based computing to the field of computer simulation
mediated by agent-based simulation (ABS) provides benefits such as methods for
the evaluation and visualization of multi-agent systems or training future users of
the system [39]. Many new technical systems are distributed systems that involve
complex interactions between humans and machines, which notably reduces their
usability. The properties of ABS make it especially suitable for simulating this kind
of system. The idea is to model the behavior of human users in terms of software
agents. However, it is necessary to define new middleware solutions that allow the
connection of ABS simulation and visualization software.

The goal of the MOVI-MAS project has been to design and develop a tool that
allows to give a three-dimensional view of all the information gathered from a

Fig. 9 Overview of the
system
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workplace, in order to analyze its efficiency, make decisions on improving pro-
cesses, and display the simulated environment of the organization.

The developed system simulates the required information and indicates how it
will produce the work development process. It is also possible to analyze and
predict the behavior and evolution of the work environment for people with dis-
abilities who need an environment suited to their abilities.

The basis of this project is the integration of 3D simulation techniques and
intelligent agents. The combination of both techniques allows the simulation and
visualization of activities in a working environment (Fig. 10).

5.2 System Overview

In order to test the system, a Multi-agent System (MOVIMAS) was developed to
simulate an office environment and study the problems of accessibility experienced
by people with disabilities in performing different jobs. The MAS is designed as a
VO [40] modeled after reality. All workers, jobs, and interaction elements, such as
architectural barriers, are modeled as agents; these are then grouped into depart-
ments according to their availability and their occupation (Human Resources
Department, Quality Department, Production Department with the Costumer
Service, and Mail sub-departments).

Fig. 10 MAS and 3D
simulation techniques
integration
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As can be seen in the following diagram, the application from the user’s point of
view is composed of

• User. As in most applications, the user is one of the most important elements.
The user is the main actor of the application and will be in continuous inter-
action with the 3D visualization tool through its interface.

• 3D visualization tool. It is responsible for communication with the agent plat-
form providing the necessary data.

• Agent platform. It communicates with the 3D visualization tool to send required
data (Fig. 11).

The agent platform and the visualization tool are connected by a middleware
called Middleware Infrastructure to Simulate Intelligent Agents (MISIAs) [41],
created specifically for this purpose. MISIA connects with the visualization tool
developed with the Unity 3D engine [40] that simulates office activities in 3D. It
also includes other features such as the ability to create and delete agents or to
configure different architectural barriers from the 3D simulation application.

Figure 12 illustrates an example of using the system and shows the interaction of
agents in REPAST and 3D application. MISIA allows the simulation, visualization,
and analysis of agent behavior. MISIA makes use of technologies for the devel-
opment of well-known and widely used MAS and combines them so that it is

Fig. 11 Elements of the MOVIMAS system
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possible to use their capabilities to build highly complex and dynamic systems.
Moreover, MISIA presents a reformulation of the FIPA [42] protocol and holds
several advantages such as independence between the model and the visualization
components, improvement of the visualization components, which makes it pos-
sible to use the concept of “time” essential for the simulation and the analysis of the
behavior of agents, and improvements to user capabilities, including the addition of
several tools such as message visualization, 2D (and 3D agents), behavioral anal-
ysis, and statistics [25].

The main purpose of MOVIMAS is to search for the optimal working conditions
of the employees in the office, thus allowing greater efficiency. For this purpose,
several simulations of the tasks that workers have to perform and a 3D simulation
application will represent and determine the degree of success of employees in their
work. There may frequently occur unusual cases in the simulations, such as a
person who needs a wheelchair and cannot access the top floor of the office because
the elevator is broken and no ramps are enabled, or a worker who takes a long time
to perform certain tasks because the floor contains a step and accessing the desti-
nation may require a longer detour. For added versatility in the simulations, and
because the application was not dependent on the plan and the disposition of the
office, the system uses algorithm A* [43] to search for the shortest path. Thus,
represented agents are able to find the optimal path for the tasks that have to
perform.

The case study was modeled as a MAS, making it possible to study, at a low-
level, all the interactions that agents have with their environment and then to
analyze and visualize the results in Repast in order to predict results after many
simulations. Thus, given an initial configuration for the VO agents, it is possible to
predict what the optimal disposition for the work environment is. The three-
dimensional simulation of the office environment here is a great incentive to make
the visualization more versatile and accurate and to provide a much more interactive
interface for users of the simulation application.

Figure 13 represents the structure of the VO. DA, DC, and DT agents are the
heads of department and sub-departments (Customer Service, Quality Control, and

Fig. 12 MOVI-MAS editor and the agents involved on the right
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Production, respectively). The Mail Department belongs directly to the Production
Department. Communication is carried out directly between the agents of the
Human Resource and Quality Department and the workers, and this is done directly
between them without going through the department heads. The purpose of this
diagram is to represent the system like a VO with a federation topology [44], where
agents relinquish some of their autonomy and only communicate with their supe-
rior, which is precisely what occurs in reality.

One of the most important features of social simulations is that they make it
possible to easily observe emergent behavior. Realistic simulations with a signifi-
cant level of detail, although complex, are best suited to represent processes that
study or want to obtain an explanation of the processes or predict outcomes
(Fig. 14). MOVIMAS encourages the use of complex simulations for study and
enables the analysis, simulation, and visualization of both system interactions and
the results obtained in a multi-agent behavior. Furthermore, the interactions
between agents are well defined with the use of FIPA protocols and supported VO.

Fig. 13 Diagram of the virtual organization MOVI-MAS
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6 Conclusions

This collection of systems is specifically oriented toward facilitating the integration
of people with disabilities into the workplace to assist them in their daily lives and
to help dependent people to improve their quality of life as well. These systems
were conceived after extensive research based on the needs of such users. The
systems were developed as independent projects with some different funding;
however, because we believe that they are closely related, we chose to build an
integral system and ultimately developed the new PANGEA platform. Thanks to
the PANGEA platform, the system can be easily designed and deployed since the
platform itself provides agents and tools for the control and management of any
kinds of open MAS or VO. Moreover, the platform makes it possible to deploy
different agents, even those included in mobile devices, and to communicate with
the agents embedded in the different sensors.
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Working Garment Integrating Sensor
Applications Developed Within
the PROeTEX Project for Firefighters

Guy Voirin

Abstract In the frame of the European project PROETEX, CSEM continued to
develop applications in the field of smart garment for monitoring vital signs and
environment of the wearer. This European integrated project grouped 23 partners
from all over Europe. The objectives of the project were to develop smart garments
for firefighters and rescuers that will help them and their headquarters to know the
location, the capacity, and the encountered risks of emergency personnel on the
intervention’s field. The smartness was given by the network of integrated sensors
and the communication capacities of the developed garments. The inner garments
integrated life sign monitoring sensors for heart rate (HR), respiration rate, body
temperature, etc. The outer garments were equipped with sensors to determine
environmental risks (chemical, temperature), the situation of the rescuer (activity,
attitude, localization), and the control system with a communication module. The
system was tested in the laboratory and the intervention’s field. In the laboratory, it
was compared with reference measurement systems and proved its functionality.
Then it was tested with firefighters and rescuers in training situations with exercises
of real rescue and fire operations. It proved its ability to provide relevant infor-
mation to the management of emergency personnel during operation. Integration of
sensors in garments is an emerging technology that will find applications not only
for monitoring people in extreme situations but also for monitoring people during
sport training or for monitoring patients and elderly people at home.
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1 Introduction

CSEM has been active in the field of on-body monitoring for more than 10 years.
Expertise has been acquired on physiological monitoring and parameters like
electrocardiogram (ECG), heart rate (HR), peripheral capillary oxygen saturation
(SpO2), and skin temperature (ST). More recently, in the frame of the European
project BIOTEX, CSEM acquired expertise on sensing microsystems for parame-
ters in body fluids like sweat or wound exudate [1].

The ambitious strategy for sensors’ development and integration in textiles
(Fig. 1) was to first develop physiological sensors and biosensors for on-body
applications and then to integrate them in wearable garments for seamless moni-
toring of patients, athletes, or workers exposed to extreme conditions, such as
firefighters.

The European project PROeTEX is one pillar of this strategy and deals with
smart garments to monitor firefighters and their environment during fire interven-
tions. Smart garments in this context means garments integrating a network of
sensors, microprocessors, energy sources, and communication tools.

Fig. 1 Strategy for sensor integration in garments (from http://csnej106.csem.ch/sfit/default.htm)
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2 General Concept of the PROeTEX Project

2.1 Background

Rescuers and firefighters are professionals that work in difficult conditions. They
may be led to put in danger their life for others. In these situations, their judgement
can be affected by stress due to physical efforts or temperature. Therefore, it is key
for the operation headquarters to know and evaluate the situation in which fire-
fighters are engaged, in order to take decisions about the operation’s execution.
There is a need to determine with accuracy the location, the environmental con-
ditions, and the professionals’ ability on the frontline.

In light of the latest developments in wireless communication and the inter-
connections between the different systems, it has been possible to envisage a
development of a system (Fig. 2) with the following capabilities [2]:

• Provide information about the personnel involved on the intervention’s field and
about their activities.

• Ensure that the entire personnel are monitored to determine whether they
become incapacitated and, if this occurs, rapidly set up an extraction plan from
the operation’s field.

• Use physiological and biological sensors to predict the capacity of engaged
personnel to operate by monitoring their level of physical and psychological
stress.

• Determine the environmental, thermal, chemical (toxic gases, chemical agents,
corrosive vapors) and physical risks (falls, crushes, blasts).

Fig. 2 PROeTEX concept
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• Store an individual event log per user for preventive medicine and epidemio-
logical studies.

• Monitor the state of health and location of injured civilians in order to maintain
an overall plan of evacuation based on constantly updated relevant information.

These capabilities are particularly important in major, large-scale events such as
forest fires, earthquakes, or major terrorist incidents, where large numbers of
emergency personnel are working for extended periods of time over large areas and
where significant numbers of injured civilians are involved.

2.2 Concept

In order to bring a solution to the rescuers’ and firefighters’ problems, a European
consortium was set up. It comprised more than 20 groups from universities,
research centers and companies. The basic concept put forward in the project is to
have an inner garment directly on the body with sensors for life signs monitoring,
an outer garment with sensors for activity, location, and environmental sensing, and
a communication unit that will perform local on-body communications and make
the interface with a system with a longer range to be able to connect with the system
in use during the operation. The solution also offers a system for life signs moni-
toring of victims to help rescuers to classify the victims depending on the seri-
ousness of their injuries and the risk for their life and to be able to intervene in case
their conditions worsen. One part of the project was dedicated to long-term R&D
for the development of fiber-based micro- and nanosystems to prepare the minia-
turised sensors to be integrated in the textile of the future.

3 The Smart Garments Developed in the PROeTEX Project

The inner garment developed in the PROeTEX project consisted of a shirt integrating
textile electrodes for ECG measurement and respiration measurement by plethys-
mography, a piezoresistive textile patch for respiration measurement (measurement
of the expansion of the chest during respiration), and a temperature sensor for ST
measurement and core temperature estimation. The T-shirt can be completed by
peripheral capillary oxygen saturation (SpO2) sensors and a biological sensor for the
measurement of sodium content in sweat for dehydration estimation. The SpO2

sensor is composed of LEDs and photodiodes. The different signals are processed in
order to extract the best signal and to reduce artifacts created by the different
movements of the body. The SpO2 sensor is integrated in the form of a large
“electrode”with integrated electronics. The elastic garment maintains the “electrode”
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in contact with the skin. It is an alternative to electrodes and textile being directly
incorporated into the fabric.

The outer garment is composed of the main electronic system, which is the base
of the body network. This network links different sensors together: a GPS module
for position determination in outdoor situations, several three axis accelerometers
for activity and posture determination, the sensors for monitoring the environment
of the firefighters including a temperature sensor, a heat flux sensor, and a gas
sensor. This wired sensor network is extended to sensors in the boot using a
ZigBee-like wireless module. The network is linked with a Bluetooth communi-
cation module to the long-distance communication module (Wi-Fi) via a textile
antenna. The network also includes alarms that can be activated by the system to
alert the firefighters when a specific dangerous situation is detected. The alarms are
acoustic and optical, a buzzer and high-power flashing LED lights, respectively.
The system also has energy sources; two types were used: a flexible prototype
developed at CEA (France) for direct integration into the garment and a commercial
Li-ion battery pack (Fig. 3).

The electronic system was integrated into the garment in different pockets and by
guide wires sewn into garments. Several releases of the system were manufactured
and tested.

4 The Tests of the Firefighter Garments

Two different types of tests were made with the system. Laboratory testing was
conducted to verify the functionality of the system and to verify the accuracy of the
different sensors using gold standard devices for comparison.

The ergonomics of the system were tested with the firefighter and the rescuer
team. The goal of these tests was to show that the system would not be a disruptive
factor due to the size of some of the electronic devices. The system was easily
accepted by the firefighters because their usual outer garment is already quite heavy
and the use of electronic devices does not make the situation worse. Moreover,
during the interventions, firefighters often wear respiratory equipment, which is by
far more cumbersome.

After the laboratory tests, the system was tested and demonstrated in exercises
simulating real situations. The exercises were done in a test location for firefighters
and rescuers in Italy. Different exercises were performed by firefighters and rescuers
like extinction of fire, carrying victims, or smoke divers’ training. Figure 4 presents
several pictures taken during these exercises.

The signals of the different sensors were recorded using the system, sent using
the wireless communication element, and displayed on the computer representing
the headquarters of the operations (Fig. 5).
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Fig. 3 a Block diagram of the electronic system. b View of a first release of the garment prototype
with the sensor network
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The location of firefighters or rescuers is done using GPS; this works well
outdoors, but it is not adapted to firefighter operations inside buildings. The position
is acquired with the wearable electronic device and sent to the supervising computer
where the data can be displayed either as x, y coordinate (Fig. 6) or superimposed
on a map or satellite picture in a localization software.

Fig. 4 Pictures of firefighters during exercises simulating operation in the field

Fig. 5 Display of the signals of the different sensors on the computer representing the
headquarters of the operation
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The system’s features are summarized in the following table:

• Inner garment:

– HR (ECG): 50–240 bpm
– Respiration rate: 5–60 bpm
– Skin temperature: at 30 °C, accuracy ±0.33 °C; in the range 10–50 °C, ±0.5 °C
– Na+ concentration in sweat
– SpO2: 70–100 %, resolution 1 %, accuracy ±3 %

• Outer garment:

– Localization: GPS
– External temperature: −70 °C, 500 °C; heat flux
– Two 3 axis accelerometers for movement and posture determination
– Environmental gas sensing: CO, CO2

– Alarms: visual, acoustic

5 Outlook and Conclusion

Within the PROeTEX project, newways of integrating sensors in textiles were tested.
Different sensors with fiber geometry were tested like organic transistors, organic
LED, and biosensing optical fibers. In view of the integration of wearable sensors into
textiles, the fiber geometry offers an attractive support for sensors as they can be
woven like standard yarn, to some extent, and offer minimally invasive, on-body,

Fig. 6 Trace of the x, y
position of three firefighters
during an exercise of portage
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highly sensitive measurements of health monitoring. At CSEM, biosensing optical
fibers were developed; they consist of optical fibers with a sensing layer comprising
the chemical or biological sensing element, a light source, and a detector (photode-
tector, spectrometer). Multiple reflections of the light propagating in the optical fiber
allow sensing of optical changes in the proximity of the fiber core—within the eva-
nescent field. Therefore, the sensitive layer is placed directly on the core of the optical
fiber, replacing the original cladding that confines light in the core of commercial glass
or polymer fibers. Sensing optical fibers have been designed for performing pH
measurements of sweat by incorporating a pH-sensitive dye in the sensitive layer
deposited on the fiber core. For the detection of bioanalytes such as lactate or glucose,
work has started for the development of sensitive layers incorporating specific
enzymes (e.g., lactate or glucose oxidase). These sensitive fibers are promising for the
sensing of biological parameters on body as they will give more information about
stress, tiredness, or dehydration of the firefighters.

In the PROeTEX project, garments were developed to help workers to have a
better knowledge of their environment and their capacities and to receive infor-
mation through simple acoustic or optical alarms. The next step for “smart gar-
ments” will be to have a direct action in the worker environment, for example, in
the project prosys laser [3], where development was dedicated to the protection of
workers using a handheld high-power laser processing system, by using active
functional multilayer textiles incorporating sensors that detect laser exposure. By
means of a safety control unit (the smartness of the garment), the protective cloth is
able to deactivate the laser beam automatically for the safety of the worker.

The PROeTEX project has shown that it is possible to develop garments that
integrate numerous sensors that can monitor parameters of the environment and of
the biophysiological state of the workers in extreme conditions. In the future, the
“smart garment” will have more and more interaction with the users and will even
modify their environment for their safety. PROeTEX has also demonstrated that the
development of wearable sensors can follow two ways, either as an electronic
component integrated into textiles or as sensitive fibers directly integrated into the
textile fabrics. The PROeTEX developments are the premises of applications that
will not be reserved to firefighters and rescuers but will also find applications in the
field of sport training and medical devices.
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on Ethical Issues



The Question of Ethics in Ambient
Intelligence

Klaus Wiegerling

Abstract Fundamental ethical issues regarding ambient intelligence concern the
conditions of an ethical discourse, the identity of the acting individual, the
awareness of the sphere in which the individual should act, and finally the indi-
vidual’s choice, which is necessary for his or her responsibility. Augmented reality
exacerbates the problem of the loss of resistance and horizon which characterize
what the German term “Wirklichkeit” means. Only the hyletic, social, or ideal
resistance against our will to shape the world and the horizon of connected systems
guarantees “Wirklichkeit,” but not the real, concrete given thing, because there is
always a possibility of misjudging it in perception. We are confronted with a loss of
the horizon, in which we have to act. The old paradigm of an embedded technology
is coming to a critical point now, if smart systems shape the world for us without a
possibility to control and guide this shaping. Autonomous systems have a capacity
to incapacitate the user.

Keywords Reality � Wirklichkeit � Resistance � Horizon � Self-determination �
Relief � Incapacitation

1 Introduction

It is not my intention to speak of the positive aspects of new visions in computer
science. Besides mediation and orientation, the most important task of philosophy is
a negative one, namely to criticize current ideas and visions, even though hopes for
a better life are connected to doing so. Neither will I give an introduction to these
visions with attempts to define special terms or to ascertain different concepts. First,
I think the reader is familiar with these visions and concepts theoretically and
probably with some implementations practically. I will expose only some essential
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characteristics of the most important ideas in order to understand the respective
ethical discourse. Second, it is a problem to use technological terms and concepts in
a philosophical way, because these terms and concepts are continuously changing
according to the preferences of society and technological proficiencies and expe-
riences. New technological and judicial problems appear with the development of
the technology we are talking about. There is both an extension and a contraction of
goals, because technology is always part of the progress or change of the society
into which it is embedded.

2 The Basic Questions of the Ethical Discourse

All ethical discourses contain three basic questions which in themselves are strictly
speaking not ethical by nature. These questions are meta-ethical ones, because
indeed they have an epistemological or logical rather than a normative meaning. But
they are fundamental for an ethical discourse in general. The first question concerns
the identity of the acting subject who is to be responsible for his or her actions. If this
identity is weakened, such as in the case of a schizophrenic, the individual is not
necessarily accountable for his or her own actions. The second question is that of the
“Wirklichkeit” in which we have to act. In German, there are two different concepts
for the English term “reality”: that of “Realität” and that of “Wirklichkeit.” For now,
I will provide only some general remarks on these terms. If we are to actively operate
in the world, we have to be able to define “Wirklichkeit” in the sense of a “lived-in
world” or lifeworld, i.e., not in an absolute, but in a relative or practical sense. We
need a definition that complies with the demands of everyday life. For example, we
have to know that it is not deemed proper to interfere when Wallenstein is murdered
on stage. Finally, the third question is that of choice. We can be responsible only for
an action which we have chosen. Thus, choice is the third fundamental condition for
an ethical discourse.

In light of ever smarter new and autonomously operating information systems,
these three basic questions profoundly touch on the ethics of media particularly, but
also on ethics in general. The experience of “Wirklichkeit,” the development of a
personal identity, and the possibility to choose will be different in intelligent
environments modified by ubiquitous systems, because resistance, the confronta-
tional character which is as vital for the experience of “Wirklichkeit” as it is for the
development of personal identity, has been at least partially removed by the nearly
complete loss of the interface.

3 The Vision of Ambient Intelligence

Let us have a look to the visions of ambient intelligence, ubiquitous computing, and
pervasive computing. The technologies, which are described by these terms and of
which different characteristics are emphasized by each, offer a vision which can be
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realized in different technologies. Thus, these terms signify a vision, not a concrete
technology.

Compared to pervasive computing, the term ambient intelligence is used to
emphasize more strongly the social embeddedness of the technology and the
interaction with the system. Ambient intelligence denotes a kind of intelligence
which can be found in our immediate environment in the sense that this intelli-
gence, which is also a vital part of the lifeworld term, is readily available to us
around the clock. That means it is part of the lifeworld, of the “Lebenswelt.” The
concept of “Lebenswelt” was originally developed by Edmund Husserl as a spe-
cifically philosophical term. According to Husserl, the Lebenswelt as a world which
we do not question underlies all types of worlds in the positive sciences. All
scientific types of worlds result out of a reduction of the Lebenswelt [1].

The focus of ambient intelligence is (1) the context of information, which means
the social and the physical context, (2) the confidential treatment of personal data,
(3) the use of other user interfaces than touch screen or mouse, for example,
physical elements such as writing utensils, and (4) the personalized use of the
system according to a person’s preferences. However, the three terms of ubiquitous
computing, pervasive computing, and ambient intelligence only focus on different
aspects of the same technological vision, which was introduced by Weiser [2], but
not really on different technologies [3].

We can point out the following characteristics of this vision of informatics: the
general disappearance of man–system interfaces and hardware components;
the adaptiveness, smartness, context awareness, and self-organization of the system;
the augmentation of reality by the system; the ubiquitous, anytime use of the system
as well as the linking of global and local information relating to the situation in
which we have to act.

4 The Basic Problem of Smart Systems: The Loss
of Obtrusiveness

For a long time, the criterion for a well-introduced technology was the loss of
obtrusiveness. Like perfectly fitting glasses are so to speak a quasi-“natural” part of
us, technology should become seamlessly integrated into our everyday life and
should be unobtrusive. Thus, smart systems should be adapted in the same way as
perfectly fitting glasses are. But the problem of the “traditional” criterion for a well-
introduced technology in the case of smart systems is that we get into a new
dependency, because the functioning effects of smart systems become invisible and
because the obtrusiveness or resistance of things is no longer perceivable. We are
being confronted only with things that are already in an augmented mode, but
augmented often only in certain aspects, for example, economic ones. But we can
only control something and thus take responsibility for an effect, if we are aware
of it.
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Indeed, this is a critical view of a fundamental concern of ambient intelligence
and may be a challenge for the vision, but I think it is a necessary challenge if we
want to avoid the problem which Goethe has pointed out in his famous poem about
the sorcerer’s apprentice.

On the other hand, the concept of reality, “Wirklichkeit,” which is, according to
Dilthey [4], characterized by a resistance against one’s will to form or to change it
and by symbolic links to concrete parts of reality, is gradually altered into an
optional state, which is not defined by concrete distances and concrete relations.
This is done by systems that augment the always concrete, given pieces of reality
without one actually having to operate them. Reality is not actuality and “Wir-
klichkeit” is always more than actuality, because it transcends it. “Wirklichkeit” is
always given in a historical or symbolic kind, and its agency is not only a current
one.

“Actuality” can be misunderstood in a sense of an effect, which is given now in
this moment. But historical effects are not always given in a sense of current
awareness; normally, we are not conscious of these effects.

The effects of the system are often given with delay and we cannot relate an
effect to its cause. However, the resistance “against” us characterizes exactly that,
what “Wirklichkeit” means. If a system becomes smart, this characterizing point is
expressed in a virtualization.

Furthermore, “Wirklichkeit” is a specific connection of different pieces of
reality. Thus, the “Wirklichkeit” of a person living in the Australian bush is
completely different from the “Wirklichkeit” of a person living in Central Europe.
Thus, “Wirklichkeit” unifies two aspects: the resistance to one’s will to form or to
change it and the connection of different pieces of the concretely given reality.

It is not possible to experience “Wirklichkeit” in a concrete way, but it is also not
possible to experience reality beyond a concept of “Wirklichkeit.” “Wirklichkeit” is
the specific horizon, in front of which we can catch reality as a concrete given thing.
That means our concept of the given thing is determined by this horizon. “Wir-
klichkeit” is not a creation of one’s own, but rather a creation of the culture which
we are part of.

We do not usually experience the world like the artist or the engineer do, who
view it as a potential which can be molded and shaped in various ways. Rather, we
see the world as something that has been created for us to be used in a certain way
—namely as a typical user. We are not the creators of “Wirklichkeit,” but the
system is. The system is, so to speak, an expression of a specific culture, but only
one and only a very particular one. It is not an expression of culture in general. It
gives a connection of the concrete pieces of reality in a way that is assumed to be
helpful for us in a specific situation. Thus, the system creates “Wirklichkeit” by
integrating given pieces of reality into an imagined “Wirklichkeit,” but removes the
aspect of resistance. Therefore, “Augmented Reality” is actually an expression of
Wirklichkeit, because it provides us with a connection between concrete pieces of
reality.

Man–system interaction in ambient intelligence is reduced to a minimum, as it
only occurs to provide the initial spark. There are more reactions of the system
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without any order from the user. The problem is that the system does not only
support the single individual. The system has a capacity to substitute any single
person’s abilities by virtual agents and to guide their wishes in a certain direction,
driven by political or economic interests.

The basic problem in augmenting reality through information systems is the
possible loss of perception of resistance. If the environment is becoming intelligent
and if reality is augmented by information, one’s intentions are regulated by
autonomous systems and the elementary characteristics of “Wirklichkeit,” the
resistance against one’s will to shape things is no longer present. As it is self-
organizing, the system becomes, so to speak, the acting “person.” Although tasks
are delegated to the system by individuals, they are carried out in a way, which is
neither delegated nor wished by its nominal users. The user is treated as a ste-
reotypical user, as part of an anonymous group. It is not possible to cancel the
membership to this anonymous group because users are not aware that they are
members of it. Thus, the information system operates in a way which cannot be
individually controlled.

According to paternalistic effects, the systems used are an expression of the
society and its preferences and claims, so to speak a machine that moderates
individual wishes and intentions in a common sense.

The context sensibility of a system is based on a program of decontextualization,
i.e., it works by reducing services, situations, and behaviors to match typical stored
data bits or by disarticulating certain areas of “Wirklichkeit” and thus exacerbates
the mentioned problem. Faulty linking is likely when systems can no longer be
actually operated and controlled, i.e., when the option to interact with the system is
no longer possible because the interface of the system is no longer perceivable.

When hierarchies in systems and the borders of systems have become invisible, the
result will be less individual competence, and thus, the development of
personal identity will be affected, because every personal identity is formed by
acknowledgment and non-acknowledgment of his or her actions and by the devel-
opment of individual competence. That means the development of routines and
techniques by which intentions can be realized and the resistance of the world can
be arranged in a bearable way. Since systems exchange, process, and trade
autonomously acquired data, the process of how the system arrives at a certain con-
clusion can no longer be easily traced. Thus, we are facedwith the challenge of how to
preserve the resistance inherent in “Wirklichkeit” as a basic experience necessary
for any cultural and explicit technical activity. In fact, we can say that the experience
of resistance and the formation of resistance is an elementary expression of life.

But the basic problem of the loss of resistance is not to understand it in a wrong
sense. It does not mean that individuals must develop their personal identities in a
permanent struggle against the obstacles and contingencies of everyday life. This
would question any means to make life easier, which is the condition for many
higher cultural achievements. The reduction of resistance finally is the sine qua non
condition for any cultural progress or development, respectively. But if the means
to make our life easier are not perceivable, and if they disappear completely
and merge with the material mesosphere, then we have no chance to control the
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system’s functions and effects. Thus, it is necessary to be aware of these functions
and effects; otherwise, we do not act autonomously. If we cannot notice how the
system works and what the system affects, it slips out of our hands and degenerates
into an apparatus for incapacitation. The system will tell us what we have to do,
either in a direct way or in an indirect way. Thus, the focus in developing infor-
mation systems should be on making perceivable possibilities to control autono-
mously operating systems. Without doubt, in the visions of ambient intelligence,
there are capacities for incapacitation of the user or the beneficiary, of this
technology.

5 The Anthropological Dimension of the Loss of Resistance

The problem of the loss of the resistance that characterizes “Wirklichkeit” gets an
anthropological dimension by the enhancement of the human body with implants
and prostheses which are connected informatorily with an ambient intelligence. In
the idea of transhumanism for the future human being—maybe a super-human like
in Nietzsche’s concept of the “Übermensch” and maybe a completely new species
in which the ideas of cyborg and biofact converge—the skin is not the external
border of the human body and this body is integrated into an all-encompassing
intelligent environment. The confrontational character of the “Wirklichkeit” then is
possibly or even probably filtered by systems that operate intracorporally. We are
aware of what we should be aware of, and it is quasi-dictated by the reason of the
system. The idea of enhancement, not least by intelligent implants and prostheses
which are connected with extracorporal systems, opens a wide sphere to discuss the
anthropological dimension of ambient intelligence [5]. This concerns our idea of
humanity and our relation to the world in a fundamental sense. We have to ask what
humanism means. Finally, the term humanism is a cultural–historical and specifi-
cally ethical category, which cannot be used independently of its historical state.
But what does this state mean in a technological conception? Maybe we are on the
way to substituting not only the physiological disposition of man, but also the
historical and cultural disposition of the human race in general, because the future
being which is following the human being which we know so far will not have a
history, either an individual or a collective one, in the current sense. The future
being at the most is part of a technical development, which means that it is not
really an individual with an individual history. Maybe this future being will have no
interest in negotiation, but instead in an efficient realization of his or her wishes,
which are completely compatible with the community and the system which rep-
resent this community.
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6 Exemplification: The Dialectic of Relief
and Incapacitation by the Application of AAL Systems

Let us look to some current applications that are based on the idea of ubiquitous
computing to show how the meta-ethical condition of choice is concerned.

In care of the elderly or health care, it is hoped that with the help of ubiquitous
systems, called ambient assisted living (AAL) systems, it will become possible to
handle the problems of demographic change. Elderly people should be enabled to
live autonomously in their own home for longer with the help of AAL systems. The
systems, for example, could remind elderly people to take their medication, could
manage their everyday lives, could monitor their state of health, and could assist
them with robotic systems. Lastly, the systems make sure that the user is perma-
nently connected with their relatives, friends, and all social institutions that are
necessary for being comfortable and happy. But naturally, the important function of
relief provided by AAL systems can change into incapacitation. The institution of
assistance systems in health care and care of the elderly is a balancing act between
relief and incapacitation. Paternalistic effects probably relieve society at the cost of
the individual’s majority. Also, there is no need for personal assistance if a system
can help the individual. But an elderly, diseased, or disabled person is not neces-
sarily unable to decide on his or her own affairs. Thus, there is a conflict between
personal will and freedom on the one hand and reasonable constraint through the
AAL systems on the other hand, especially if the systems do not allow one to
escape from assistance. An individual has no majority and is free from responsi-
bility, when he/she has no choice. It is difficult to say whether paternalistic effects
from AAL systems are avoidable at all. Certainly, such effects are pursued by
assistance systems, if alternatives of acting or possibilities to escape from assistance
are not announced. Within the concept of persuasive computing, these effects even
achieve a strategic status.

Here, we get to a point of misunderstanding with regard to this concern. Naturally,
it is helpful if an elderly individual who has difficulties with orientation or a person
who is mentally ill is permanently monitored by such a system. But not all old,
disabled, or mentally fragile people are unable to decide their own affairs. It is
furthermore an expression of human dignity and freedom that all people can decide
against reason or what the majority of the society believes that reason is. But without
an alternative to the system’s assistance for such individuals, there is no choice, which
means no freedom, no responsibility, and indeed no personality in a strict sense.

7 Résumé

Let us summarize the central points of this paper: Fundamental ethical issues
regarding new technological visions in informatics concern the conditions of an
ethical discourse, the identity of the acting individual, the awareness of the sphere
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in which the individual should act, and finally the individual’s choice, which is
necessary for responsibility. An augmented reality exacerbates the problem of the
loss of resistance, which characterizes “Wirklichkeit.”

There is a conflict between using AAL systems and the principle of subsidiarity
which is a protection against the incapacitation of man. That means the use of these
systems has a specifically political dimension. The question is whether we are ready
to give up the fundamentals of a democratic constitution: the autonomy of the
individual and its dignity which is articulated by this autonomy.

The old paradigm of embedded technology is coming to a critical point now, as
smart systems shape the world for us without a possibility to control and guide this
shaping.

It is our responsibility to give an answer to the question of whether the vision of
smart ubiquitous systems that accompany us in our everyday lives should be
challenged totally or only in some parts. I believe that it is a challenge only in some
parts, namely those that concern the configuration of the systems. But the idea of
smartness and autonomy of the systems by virtual agents requires new discussions.
The problem is not that technology works in the background—many technologies
do that—the problem is that smart and quasi-autonomous technologies also have
the capacity to incapacitate the user.
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Ethical Issues in Ubiquitous
Computing—Three Technology
Assessment Studies Revisited

Lorenz M. Hilty

Abstract This paper discusses ethical issues in ubiquitous (or pervasive)
computing from the perspective of the general discourse on ethics in computing,
which started in the 1970s, two decades before the “ubicomp” vision emerged. The
IFIP “Human Choice and Computers” (HCC) conferences are used as points of
reference for the general computing ethics discourse, and three technology
assessment projects related to the ubicomp vision serve as a (nonrepresentative)
sample of documents from the discussion of ethical issues in a ubicomp world.
Revisiting these studies from the general computing ethics point of view shows that
the basic issues have persisted, but ubicomp has added new aspects that were not
anticipated in the earlier discourse.

Keywords Ubiquitous computing � Ethics � Autonomy � Responsibility �
Sustainability � Justice

1 Introduction

The terms “ubiquitous computing” (or “ubicomp” for short), “pervasive computing,”
“ambient intelligence,” and “the Internet of Things” refer to technological visions
that share one basic idea: to make computing resources available anytime and
anywhere, freeing the user from the constraint of interacting with ICT devices
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explicitly via keyboards and screens. This is possible by invisibly embedding
computational devices in everyday objects and equipping them with sensors that
enable them to collect data without the user’s active intervention or even awareness.

This vision has partly become a reality during the last two decades through the
continued miniaturization of ICT devices, the use of positioning systems making
devices aware of their location, and the growth of networks for wireless or mobile
communication. Ubiquity of ICT can even be understood at a global scale today,
given the success and impact of the mobile phone particularly in the poor and
heavily populated regions of the globe. However, some aspects of the ubicomp
vision have not been realized (yet)—for example, we are still using screens to
interact with smartphones and many other ICT devices. Conversely, technologies
have emerged that had not been anticipated in the ubicomp vision, such as the
availability of drones carrying cameras and wireless communication devices that
are even affordable for private users.

This essay aims to identify the main ethical issues emerging from the vision and
practice of ubiquitous computing. If we assume that an “applied ethics of ubiqui-
tous computing” is different from an “applied ethics of computing,” there must be
ethical issues specifically connected to the ubicomp vision and practice. Hence, the
precise question I am trying to answer in this essay is, “What are the specific ethical
issues in ubiquitous computing, viewed against the background of the (general)
ethics of computing?”

The method for answering this question consists of three steps:

1. Identifying the main ethical issues that have been discussed in ethics of com-
puting since the discourse emerged in the 1970s. This will be done by taking the
discourse documented in IFIP proceedings as a reference.

2. Identifying ethical issues emerging from the ubicomp discourse, which emerged
around the year 2000. This will be done by evaluating three technology
assessment studies related to ubiquitous computing.

3. Classifying these issues either as special cases of preexisting more general
issues or as new issues which have not been discussed before.

The scope of this work will be limited by focusing on three technology
assessment studies from which the ubicomp ethical issues are derived. The
sequence of these three studies, selected from the studies published by the Swiss
Centre for Technology Assessment (TA-SWISS), starts with possibly the first
technology assessment study on ubiquitous computing ever conducted (the project
started in 2002) and ends with one of the most recent ones (published in 2012).
Taking this sequence as pars pro toto for the development of the discourse on
implications of ubiquitous computing is obviously a limitation of the current
analysis. However, any wider-ranging approach would go beyond the scope of this
short essay.
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2 Materials and Method

Historically, the discourse on ethics of computing has been initiated and constantly
promoted at the international level by IFIP TC9, IFIP’s Technical Committee on
ICT and Society. IFIP, the International Federation for Information Processing, was
founded in 1960 under the auspices of UNESCO as an umbrella organization of the
national computer societies. IFIP TC9 has continuously inspired, monitored, and
framed the development of the national ethics guidelines and codes of conduct for
computer professionals in the national member societies [3].

The work of IFIP TC9 can therefore be used as a reference for the development
of the ethical discourse in computing. Instead of digging into the historical details of
the development of ethics codes and guidelines, the following analysis will rather
take a “helicopter view” and look at the broader discourse documented in the
proceedings of the “Human Choice and Computers (HCC)” conference series, IFIP
TC9’s main conference. The analysis will rely on a recent lexicometric discourse
analysis of the HCC proceedings from 1974 to 2012 [2, 4–6, 8, 11, 25, 26, 28, 29]
conducted by Lignovskaya [24]. By providing the wider context in which ethical
issues in computing have emerged over four decades, the HCC proceedings are an
invaluable source of understanding of today’s ethical concerns in computing.

There is an important structural difference between the general computing dis-
course and the ubicomp discourse: While the former emerged in the 1970s when
computers had already begun to change everyday reality (in particular in the
workplace), the ubicomp discourse started before ubicomp became reality. Even
today, essential aspects of ubicomp are far from common. Ethical issues of ubicomp
are therefore, at least in part, associated with prospective applications of computing,
not necessarily only with applications existing today.

The public discourse on potential positive and negative impacts of prospective
technological applications is often initiated and driven by institutions of Technology
Assessment (TA). TA is the study and evaluation of new technologies that are
relevant for society and have ethical implications. Probably, the first TA study on
ubicomp (in that case called “pervasive computing”) was commissioned in 2002
and published in 2003 by TA-SWISS. An English translation of the 354-page study
was published jointly by TA-SWISS and the Scientific Technology Options
Assessment (STOA) body at the European Parliament in 2005 [13]. Since then,
TA-SWISS has commissioned and published two additional studies related to
ubicomp, one broaching the issue of the increasing autonomy or emancipation of
computers [9], published in 2008, and a recent study on technologies for locating,
tracking, and tracing [18], published in 2012.

The reason for selecting these three studies is that they emerged in a uniform
institutional context (TA-SWISS), spanning a decade from the first systematic
approach to assessing the implications of ubicomp to the most recent study. A review
of the entire body of TA studies related to ubicomp would certainly provide a more
comprehensive picture, but also go beyond the scope of this essay. Besides this
geographic and institutional bias, this paper may also have a personal bias because
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the author has been involved in two of these studies. I hope that the reader will
nevertheless benefit from the—partially subjective—perspective presented in this
paper.

The materials used for this analysis are therefore:

1. As a reference for the general discourse on ethical issues in computing: The
“HCC” proceedings published by IFIP in the period 1974–2012 [2, 4–6, 8, 11,
25, 26, 28, 29] and, as a secondary source, the discourse analysis conducted by
Lignovskaya [24] on these proceedings.

2. As sources for identifying ethical issues in ubiquitous computing, the following
are three TA-SWISS studies and related literature:

(a) TA 46e/2005: “The Precautionary Principle in the Information Society:
Effects of Pervasive Computing on Health and Environment” [13] and the
related articles [12, 16, 30, 31]1;

(b) TA 51/2008: “Die Verselbständigung des Computers” (“The Emancipation
of the Computer”), published in German [9]; this study covers an essential
implication of the ubicomp vision, the increasing autonomy of computers;

(c) TA 57/2011: “Lokalisiert und identifiziert. Wie Ortungstechnologien unser
Leben verändern” (“Located and Identified. How Positioning Technologies
Are Changing Our Lives”), published in German [18], and an international
conference paper summarizing the study [19]; this study focuses on one
essential aspect of ubiquitous computing, the increasing location awareness
of objects.

Besides these main sources, additional literature will be used where appropriate
to illustrate or support the argument. In particular the work of the “Ad Hoc
Committee for Responsible Computing,” an international group that developed a
“normative guide for people who design, develop, deploy, evaluate or use com-
puting artifacts” [1] will be considered as an additional input on applied ethics of
computing, as well as the report “Exploring the Business and Social Impacts of
Pervasive Computing” [20], jointly edited by IBM Research, the reinsurance
company Swiss Re, and TA-SWISS, on specific ubicomp issues.

I will first identify the invariants in the discourse documented in the HCC
proceedings in order to reveal the ethical issues of computing that seem to persist
over time (although with a change in focus). In the second step, I will analyze the
three TA studies, identifying ethical issues emerging from the ubicomp discourse.

3 Results

The persistent themes in the discourse on ethics of computing as documented in the
HCC proceedings from 1974 to 2012 can be subsumed under three umbrella themes:

1 “Pervasive computing” is considered synonymous to “ubiquitous computing” in this context.
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• Autonomy and self-determination
• Responsibility
• Distributive justice.

The definitions of the umbrella themes are provided in the following subsections.
This classification is not intended as a conceptual framework, but as a pragmatic
means of structuring the issues found in the discourse analysis. The umbrella
themes overlap, and some ethical issues may therefore be subsumed under more
than one of them.

One result of this study is that all major issues discussed in the three ubicomp
studies can be matched with the preexisting ethical issues (as shown in Tables 1, 2,
3), however, with new aspects occurring at a more concrete level.

Table 1 Results for autonomy and self-determination

Ethical issues in computing Ethical issues in ubiquitous computing

Working conditions:
• effects of computerization on job
satisfaction [4, 25, 26, 29]
• participation [4]

Working conditions:
• surveillance of employees [18]
• blurring boundaries between private and
professional life [18]

Virtual and augmented reality:
• avatars [5, 28]
• virtual property [6]

Virtual and augmented reality:
• in remote diagnosis [13]
• in surgery [13]

Privacy:
• informational self-determination
[11, 28, 29]
• and biometrics [8]
• in health care [5]
• and social media [11]

Privacy:
• automatic identification [13, 18]
• location privacy [18]
• implications of transparency [9]

Technology paternalism:
• security and biometrics [8, 11]
• in e-health [5]

Technology paternalism:
• as a tendency in ubicomp [9]
• by the use of active implants [13]
• in dependency relationships [18]

Table 2 Results for responsibility

Ethical issues in computing Ethical issues in ubiquitous computing

Legal and moral responsibility
• for “computer decisions” [8, 25]
• in e-health [5]
• of the user of social media [11]

Legal and moral responsibility
• and autonomous computer systems [9]
• the “dissipation” of responsibility [13]

Social responsibility
• for the impacts of automation and globalization
[26, 29]
• of governments [29]
• of computer professionals [2, 4–6, 8, 11,
25, 28, 29]

Social responsibility
• for the implications of transparency [9]
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3.1 Autonomy and Self-determination

Autonomy, as a philosophical concept, is the capacity of individuals to make
choices based on their own personal beliefs and values. If seen as an ethical value,
autonomy is central to moral theories and frameworks. The principle of autonomy
(i.e., the principle that all individuals presumed to have decision-making capacity
are afforded the right to self-determination, i.e., the freedom to make decisions for
themselves) lies at the heart of various legal freedoms and rights, including freedom
of speech and the right to privacy (or informational self-determination).

In applied ethics, the principle of autonomy has great practical relevance in
medicine. The respect for a patient’s autonomy is one of the most fundamental
principles of medical ethics. In the field of computing, respect for the user’s
autonomy is an important issue as well, although it is frequently not labeled as such
(as shown in Table 1). The title of the IFIP TC9 conferences, “HCC,” refers to
human choice, therefore to autonomy or self-determination, as a basic concern in
the context of computing.

The relevance of the concept and the principle of autonomy in the field of
computing can be explained by the trend toward increasingly “autonomous”
machines, from the classical automation of repetitive tasks in manufacturing to the
invisible control of complex sociotechnical processes in a (hypothetical) ubicomp
world.

Starting from this perspective, I reviewed the discourse analysis [24] conducted
on all ten HCC volumes [2, 4–6, 8, 11, 25, 26, 28, 29] and identified the main
ethical issues connected to the topic of autonomy or self-determination. While the
discourse analysis had mainly involved quantitative lexicometric methods, yielding
histograms of words and of so-called n-grams (such as “working conditions” or
“wireless sensor and actor networks”), my interpretation inevitably necessitated
some qualitative contextual knowledge and is therefore not completely free of
subjective judgment.

The result of my interpretation based on the discourse analysis of the HCC series
is shown in the left column of Table 1. The right column lists related ethical issues
specific to ubicomp that are mentioned in the three TA reports [9, 13, 18], each of
them matched with its counterpart on the left side. The four issues under the

Table 3 Results for distributive justice

Ethical issues in computing Ethical issues in ubiquitous computing

Digital divide
• computer literacy [4, 8, 29]
• technology transfer [4]
• intellectual property, piracy [6]

Digital divide
• reducing the digital divide [13]

Sustainable development
• and the information society [2, 5, 6, 8]
• sustainable X [11]

Sustainable development
• dematerialization potential [13]
• material dissipation [13]
• creation of a critical infrastructure [18]
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“autonomy” umbrella—working conditions, virtual and augmented reality, privacy,
and technology paternalism—are discussed in more detail in the following
paragraphs.

Working conditions. Throughout the 1970s and 1980s, effects of computeri-
zation on employment, working conditions, and job satisfaction dominated the
discourse at the HCC conferences [4, 25, 26, 29]. Participation of employees in
management decisions became an issue, including the idea of participatory design
processes for computer applications [4].

The issue of working conditions has returned in the ubicomp discourse, driven
mainly by two aspects: the potential of ubicomp for close surveillance at the
workplace and its tendency to blur the boundary between professional and private
life [18]. The latter is also described in [20] as the “virtual merging of our social,
family and working roles,” forcing “new flexible boundaries between the different
spheres of work, home and leisure, leading for some to a sense of increased stress
and for others to greater empowerment” (p. 40).

Overall, the changes in working conditions because of computing have been
discussed as a threat to human self-determination since the early days of computing;
the original focus that led to the demand for participation in the design of
the systems used at the workplace in the 1980s seems, however, to have lost
importance in the ubicomp age. Instead, surveillance issues and around-the-clock
availability of the workforce have become the new focal points of discussion.

Virtual and augmented reality. Communicating through virtual realities (e.g.,
provided by a computer game or a virtual working environment), taking on a virtual
human role represented by an avatar, can be challenging because many natural
aspects of communication may become unclear, for example, with whom we are
communicating, who is following the communication, and how to secure virtual
property [5, 6, 28].

In ubicomp, virtual or augmented reality techniques are likely to be used in a
context connected to physical reality, such as remote medical diagnosis or surgery.
There is a risk that communicative acts in such environments are more ambiguous
than in a natural environment, which can cause damage, or that decisions are
delegated to the technology in a way that affects the autonomy of the humans
involved (both doctor and patient). On the other hand, augmented reality is
expected to improve the precision of interventions and the availability of infor-
mation during operations [13]. Similar arguments may apply in other safety-critical
domains.

Ubicomp has shifted the focus of ethical concerns in the context of virtuality
from the “within virtual worlds” perspective to the “real-world impact” perspective.
This is not surprising, as ubicomp technologies are built to interact seamlessly with
real-world processes via sensors and actuators. While in the early days of com-
puting the discourse focused on how to keep control over virtual worlds (e.g.,
control over avatars or over virtual property), the ubicomp vision created more
emphasis on issues of real-world processes controlled by humans and machines via
virtual or augmented realities. The main issue here is the risks arising from potential
damage caused by ubicomp systems, in particular in medical diagnosis and surgery.
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This is linked to the issue of moral and legal responsibility for damage created by
the use of computer systems (see Sect. 3.2).

Privacy. Privacy is an individual condition of life characterized by exclusion
from publicness. In the context of computing, privacy is usually interpreted as
“informational privacy,” which is a state characterized “by controlling whether and
how personal data can be gathered, stored, processed or selectively disseminated”
[28, p. 58]. As an ethical issue in computing, information privacy is usually dis-
cussed as being threatened by computing infrastructures that facilitate the dissemi-
nation and use of personal data. The resulting requirement to protect individual
privacy against data misuse entered many laws and international agreements under
different terms, some of them focusing on the defensive aspect, such as “data
protection,” others emphasizing individual autonomy, such as “informational self-
determination.” This term first occurs in the HCC proceedings in 1986 [29], 3 years
after the German Federal Constitutional Court declared the right to informational
self-determination in its census verdict in 1983. At the same conference, “data
protection” advanced to become one of the most frequently mentioned specialist
terms. Threats against informational self-determination were mainly perceived as
originating from governments. Later on, in the 2001 conference [28], the picture had
changed in two respects: data protection was now—in the Internet age—discussed in
connection with data security and encryption, and the focus had increasingly turned
to the private sector. For example, the use of cookies, the creation (and sale) of
profiles about individuals’ financial behavior, and the private sector’s interest in
geographic data were discussed in the context of data protection in 2001 [28].

In the following conferences, the privacy discourse continued while integrating
new and more specific issues, in particular biometric methods [8], health care
(e-health) [5], and social media [11].

In the ubicomp discourse, the privacy issue revolves around three aspects:

• Automatic identification: Identifying persons even without their knowledge is
much easier in a ubicomp world, because sensor data can easily be collected and
combined [13, 18]. The discussion about automatic identification started with
RFID [27], which is, however, less powerful than newer technologies of face
recognition or device fingerprinting [18]. In a world of ubiquitous automatic
identification, the amount of personal data generated and circulated is expected
to increase dramatically [18].

• Location privacy: In addition to detecting an agent, ubicomp will usually
generate data containing a reference to the location of the action. The aspect of
location or positioning is linked to the general discussion about privacy in social
networks [11] to the extent that social networking platforms will start tracking
their users’ locations automatically and in real time [18]. Location privacy is an
important special case of privacy because public or private sector organizations
that process location data can combine them into profiles from which not only
the activities, but also the contacts of persons can be inferred [18, 19].

• Implications of transparency: In a ubicomp world, monitoring and recording
virtually all processes and calculating indicators which are believed to represent
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criteria relevant for making management decisions are feasible and affordable.
The resulting “transparency” is not only a threat to privacy, but also to other
aspects of self-determination: decisions may first be delegated to bureaucracy
(indicator systems) and then from bureaucracy to computers (automated indi-
cator systems), which means relinquishing autonomous decision making, or in
fact ceding control to those who define the indicators [9].

The last concern mentioned above goes beyond privacy and will be revisited
under the umbrella of responsibility (Sect. 3.2).

Technology paternalism. When someone believes they know the solution to
someone else’s problem and imposes this solution on that person even without their
consent, this attitude is called “paternalism.” There is a serious ethical dilemma
behind paternalism: Imposing the solution violates the autonomy of the other
person, whereas by not imposing it, one may not do the best possible thing in the
other person’s interest. As pointed out in [32], not only individuals, but any system,
including governmental institutions and technical systems, can act in a paternalistic
way. Paternalism can be “delegated” to machines by means of technology, and
when executed by machines is called “technology paternalism” [32].

In the general discourse about the ethics of computing, paternalism is discussed
mainly in two domains: security and e-health. It was implicitly addressed in the HCC
2002 proceedings [8], when anti-terror prevention measures introduced after the
9/11 attacks were discussed by asking the question whether “diminished liberty
would be compensated by improved security” [8, p. 196]. In a similar way, tech-
nologies of biometrics such as fingerprinting, facial recognition, and iris scanning
were discussed 10 years later at the HCC 2012 conference [11]. Paternalism was
mentioned explicitly only in the context of e-health: While e-health can increase the
autonomy of the patient who is empowered by information (“do-it-yourself
healthcare”), doctors may make the “paternalistic decision” not to store important
information if they know the patient will access it [5].2

Technology paternalism, however, is considered an inherent tendency in ubi-
comp systems, in particular when machine-learning techniques are applied to infer
the user’s intentions [9]. This thought is more clearly formulated in the IBM/
SwissRe/TA-SWISS study: “(The ubiquitous) computing environment will be
unable to perfectly adapt to explicit requests or to correctly read the context or user
intentions. New habits will therefore be acquired or ‘tricks’ to let the appropriate
interface know what is desired, or even to cheat it in order to avoid undesired
reactions. The systems will build user models, and the users will build their own
approach to deal with them. The unpredictability and intended unobtrusiveness of
the systems will make this a harder task for the user than before” [20, p. 40].

In health care, there is a special aspect of ubicomp raising serious ethical concerns:
active implants and other remote methods of personal health monitoring [13]. The
dilemma can be described as follows: On the one hand, the quality of life of patients

2 Strictly speaking, this case is not about technology paternalism, but about an unintended con-
sequence of introducing computational technology in a paternalistic environment.
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who are chronically sick, undergoing rehabilitation, or at high risk can be improved
by these technologies, in particular by reducing their dependence on hospital facil-
ities. On the other hand, these opportunities will be accompanied by the risk that
active implants might have unexpected side effects or, viewed from a more general
perspective, that an “over-instrumented” way of practicing medicine might have a
negative psychological impact on patients subjected to close observation [13].

Another important aspect of technological paternalism discussed in the ubicomp
context is the use of tracking and tracing devices in dependency relationships. On
the one hand, tracking can enhance the safety and security of the tracked persons, in
particular patients, children, or employees. On the other hand, tracking represents a
serious threat to the self-determination the tracked individual. Who should be given
the right to track and trace whom for what purpose? [18].

3.2 Responsibility

Computing professionals work in environments where small causes can have large
effects. Decisions made and actions taken during software development may have
serious consequences in practical application, as in the famous case of the Therac-25
radiation therapy machine that killed several patients by giving massive overdoses of
radiation.

The “small cause—large effect” property of digital technology leads to questions
of who is responsible, both in legal and in broader moral terms, for damage that
may result from using computer systems. This “attributional” concept of respon-
sibility is also known as “accountability” because it addresses the question of who
is accountable for the effects of a chain of actions. In the case of the production and
use of computer hardware and software, attributing legal and moral responsibility is
difficult due to a problem that has been termed “the problem of many hands” [1].

A different concept of responsibility is social responsibility, which addresses the
obligation of an individual or an organization to act with the goal of benefiting
society at large.

Legal and moral responsibility. As early as 1980, the issue of who will be
responsible for “computer decisions” and “decisions based on wrong information”
in an increasingly automated world was discussed on the second HCC conference
[25]. A change in the public perception of computers was reported: “The public
conviction of objectivity of computer decisions has given way to a feeling of the
irresponsibility of such decisions” [25]. This issue recurred later in a critical dis-
cussion of the agent concept: “The delegation of any task to a software agent raises
questions in relation not only to trust but also to its autonomy of action and
decision, and to the location of responsibility, both moral and legal, for the out-
comes of those decisions and actions” [8].

The issue of responsibility for decisions delegated to machines was discussed
in the context of professional responsibility, which was defined as “a kind of
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responsibility that combines traits of legal and of moral responsibility” of the IT
professional for the outcome of decisions taken [5].

The application context in which the issue of legal and moral responsibility was
discussed shifted from e-health in 2006 [5] to social media in 2012 [11]. In the
social media context, the responsibility of the user was addressed for the first time:
“The people who communicate via social media are morally responsible for that
communication and for the foreseeable effects of it. This responsibility is shared
with other people who have affected and contributed to that communication as part
of a sociotechnical system. This identifies moral responsibility both for those who
create the message for its unintended but foreseeable effects, and for those who use
a system to wrongfully harm others” [11].

In the ubicomp discourse, the issue of responsibility for decisions made by
(increasingly autonomous) computer systems is a central concern. A “basic
ambivalence” of ubicomp applications is seen in their impact on human control:
Will we gain more control over our environment in a ubicomp world, or will the
autonomous systems start to control us? [9]. When the systems make decisions that
turn out to be against the user’s intention, it will be difficult to attribute responsi-
bility: “The penetration of everyday life with systems whose behavior is dependent
on complex hardware and software in a distributed system makes it quite difficult to
identify the cause and causer where harm occurs. This situation could be further
exacerbated (…) because there will be a very great incentive to use (…) programs
acting on behalf of their users (software agents). The incentive arises from the fact
that the flood of possibilities, in conjunction with the social pressure also to use
them, is pushing the boundaries of human processing capacity” [13]. The basic
problem with regard to responsibility is the fact that machines are not capable of
making commitments, leading to a problem called “dissipation of responsibility”3:
“A promise made by a machine—e.g. to carry out a particular function—is in
principle worthless as it cannot feel obligation and cannot be held responsible.
The inability of machines to make commitments in principle excludes them from
social interaction. Consequently, there is a danger of a ‘dissipation of responsibility’
(…A) fine distribution of cause and responsibility as a result of the multilayered or
networked nature of digital ICT can arise which can no longer be controlled by
legal means” [13, p. 265]. However, other authors emphasize that this technology
can improve accountability in organizations [7].

To conclude, the ubicomp vision has highly magnified one aspect of the
accountability issue already established in the ethics of computing discourse: the
implications of increasingly autonomous machines for moral and legal responsibility.
These implications are complex, and there is no single standard that could be applied
to all potential applications.

3 Dissipation of responsibility addresses the problem of accountability in complex distributed
human–machine systems [16, 30] and is not to be confused with what is known as “diffusion of
responsibility.” This is the psychological phenomenon that people tend to feel less responsible for
their individual actions the larger the group of people who could take action.
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Social responsibility. Social responsibility differs from moral and legal respon-
sibility (or accountability) discussed above by addressing an obligation to act toward
the benefit of society, regardless whether one is accountable for the outcome of an
action. In the HCC discourse, social responsibility was first discussed as an obligation
on the part of large companies and the public to pay attention to the negative social
impacts of an ongoing new wave of (computer-based) industrial automation [26].

After automation in the 1970s, globalization was recognized in the 1980s as an
emerging aspect of computerization that should be dealt with in a socially
responsible way: “Because of the marriage between computer technology and
telecommunications the globe has shrunk to the size of a ping-pong ball, crowded
with our traditional unsolved problems” [29]. In particular, “multinational corporate
social responsibilities” of the mainly US-based computer industry were discussed.
[29]. More than 10 years later, the contributions of information systems to the
transparency of business organizations [5] and to corporate social responsibility
(CSR) entered the discourse [11].

Government policies related to new opportunities and risks of computing were
discussed as well in the context of social responsibility, such as national policies
related to the role of computers in nuclear weapons systems (including President
Reagan’s proposed Strategic Defense Initiative, known as the “Star Wars Program”)
[29], the introduction of national identification schemes after the 9/11 attacks [8],
and policies related to new critical infrastructures [11]. In 1990, technology
assessment was discussed as an approach for governments to implement social
responsibility in the use of new technologies [4].

Besides companies and governments, the individual IT professional has been
addressed by the issue of social responsibility throughout the HCC discourse. In
1980, having a sense of social responsibility still seemed to counter a widespread
prejudice: “It is sometimes said that computer—and other—specialists do not
appreciate the social effects of their activities” [25]. In the following years, IFIP
TC9 became instrumental in motivating, facilitating, and reflecting the development
of ethics codes of national computer professional associations around the world
[2–6, 8, 11, 28, 29], a process that cannot be reported in detail in this article.

In the ubicomp discourse, there is one additional aspect of social responsibility
already mentioned in Sect. 3.1, namely the potential consequences of transparency
on automated decision making: Is it socially responsible to allow the diffusion of
technologies that could replace human choice with the automated application of
indicators and routines defined by a few people [9]?

3.3 Distributive Justice

Distributive justice concerns the allocation of goods (wealth, opportunity, respect)
in society and is linked to issues of equality, power, need, responsibility, and other
basic concepts discussed in ethics. Ethics in computing relates to two specific issues
of distributive justice: the digital divide and sustainable development.
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Digital divide. In the HCC conferences, the term “digital divide” first occurred
in the 2002 proceedings [8]. The issue as such, however, was discussed at earlier
conferences using different terms, such as “the information-rich” versus “the
information-poor” [29] and “computer literacy” [4, 8, 29], in the context of
information technology and developing countries [29] as well as technology
transfer [4], in terms of “digital inclusion” versus “digital exclusion” [2], and
finally, as one aspect of intellectual property and the phenomenon of piracy [6].

In the three ubicomp studies, the digital divide was mentioned only in [13],
defined here as “the jeopardization of social justice through the division of society
into those who have access to the information society and those who are excluded”
(p. 41). This study assigns a high probability to the scenario that the digital divide
will be reduced by the availability of better user interfaces and the continued
diffusion of ICT, a hypothesis that has at least partly become reality through the
spread of the mobile phone around the globe as well as programs providing
affordable computers to schools in developing countries [33].

Sustainable Development. The aim of sustainable development can be defined
as solving a double problem of distributive justice, namely both intergenerational
and intragenerational justice [15, 21].

First mentioned at the 1998 HCC conference [28], the relationship between the
aim of sustainable development and the information society (or knowledge society)
was discussed in 2002 [8] and more broadly in all three succeeding conferences
[2, 5, 6]. The 2012 proceedings [11] contain a surprisingly high number of “sus-
tainable X” terms, such as “sustainable innovation,” “sustainable business,”
“sustainable growth,” “sustainable computing,” “sustainable consciousness,” and
“sustainable governance” [11], whose relation to the concept of sustainable
development is not always clear. The term “sustainable development” itself had
almost vanished in the 2012 proceedings.

In the ubicomp discourse, the issue of sustainable development was addressed in
several ways. First, ubicomp technologies were attributed a higher dematerialization
potential (potential to replace physical goods and processes by virtual ones)4 com-
pared to traditional computing, thus creating opportunities for sustainable devel-
opment [13, 16]. Second, the chemical elements (covering half of the periodic table)
needed to produce the small ubicomp devices in vast numbers and the increasing
problem that they are not recycled5 were mentioned as a threat to sustainable
development [12, 13, 31]. In addition, the risks of an emerging new critical and
vulnerable infrastructure, raising questions of the distribution of safety in society,
were mentioned in [18] with regard to positioning technologies: “They are becoming
new critical infrastructures the malfunctioning or collapse of which can have far-
reaching consequences” (p. XXI).

4 Dematerialization effects of computing result in relevant reductions in energy consumption and
greenhouse gas emissions, if not compensated by rebound effects [10, 17].
5 Embedded ICT hardware can also compromise established recycling processes [22, 23, 34].
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Ubicomp seems to be ambivalent with regard to sustainable development; this is
also true of computing in general [14], but the connection to physical and ecological
aspects can be seen more clearly in the case of ubicomp.

4 Conclusion

Viewed against the background of the general discourse on ethics in computing as it
has evolved over four decades in the HCC conferences of IFIP TC9, most of the
ethical issues discussed in the ubicomp discourse—as far as it is reflected in the
three studies—turn out to be special cases of persistent ethical issues of computing,
but with some new aspects that were not anticipated in the earlier discourse. These
new aspects are as follows:

• the potential for closer surveillance and around-the-clock availability of
employees;

• virtual realities having direct effects on physical realities in safety-critical
domains, such as e-health;

• ubiquitous automatic identification and its implications for informational self-
determination, including location privacy;

• complete transparency of processes creating incentives to automate indicator-
based decisions;

• technology paternalism in health care and other domains where dependency
relationships exist, such as parenting;

• legal and moral responsibility (accountability) of autonomous computer systems
and the “dissipation” of responsibility;

• opportunities to overcome digital divides or facilitate digital inclusion;
• sustainable use of natural resources, conservation versus dissipation of

materials;
• emergence of a new critical infrastructure and the social distribution of safety.

Designers of ubicomp technology should take these aspects into account and
consider their complex ethical implications when developing applications. Decision
makers in organizations introducing such applications should be aware of their
responsibility for the ethical implications of the technology.
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Socio-ethical Issues of Ubicomp:
Societal Trends, Transparency,
and Information Control

Katharina Kinder-Kurlanda and Daniel Boos

Abstract In this paper, we undertake a consideration of the changes that are
occurring in workplaces with the rise of ubiquitous computing (ubicomp). We offer
two case studies from research projects to show how contemporary societal trends
—such as an increasing attention toward audit, transparency, and control over
complexity—play out in concrete workplace settings. Employees and employers
discussed ubicomp technologies within the context of the data they would provide
and the transparency and control over complexity which this data promised.
Companies and even whole industries were seen to be under pressure to become
transparent and to provide proof and accounts of everyday work activities. Ubi-
comp technologies could then lead to new accountability challenges as control
shifts could occur with the new availability of data in places about which previously
little information had been available. From our case studies, we suggest that the
ethical challenges that those face who are tasked with deciding whether to introduce
ubicomp technology and also the ethical dilemmas that can occur for those who use
such technologies are connected to wider societal trends of informational ubiquity.
We find ourselves in socio-technically produced audit cultures in which control
over information is all-important. Decision takers within organizations and those
regulating the field of intelligent work environments should take into account the
results of an increased transparency that the new technologies provide; how liability
issues come into play; how responsibilities may shift with the new system; and how
to ensure that actors’ control capabilities over the situations they find themselves in
are sufficient.
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1 Introduction

Contemporary workplaces may often look like what we used to think of as work-
places—people still sit at desks in offices, work on construction sites or in shops, and,
considering the global picture, many employees perform tasks similar to those of
people in comparable trades before the age of the internet. At the same time, we
witness work and its organization having become entangled with information
technology in such a way that they often cannot even be told apart any longer [1].
Workplaces are the target of developments in information technology that aim to
increase productivity and to open new service opportunities. This fact also brings
with it many ethical challenges, especially as computers are becoming mobile and
ubiquitous and have begun to disappear to the human eye. Concurrently, computers
in workplaces are becoming part of increasingly networked structures and global
information flows in which data may end up with unwanted or unintended recipients.
Unforeseen consequences may develop for individuals who may not have been
aware that they were part of generating certain data. The situation of ubiquitous
computing (ubicomp) in the workplace is therefore hard to survey with regard to
consequences to stakeholders, which makes it difficult for such stakeholders to take
decisions about whether to introduce, how to implement, and how to use such
technologies.

In addition to the fact that contingencies of ubiquitous systems targeting
workplaces are often as of yet unforeseeable, legal frameworks to guide decision
making about technology implementation and design also were not set up with the
new technological developments in mind and in fact new regulatory approaches
become necessary [2]. Hence, decisions often hinge on ethical considerations. As
ubiquitous computing is becoming part of people’s workplaces, many ethical issues
seem obvious, as problems concerning the power balance within the organization,
humane working conditions, surveillance, and last but in no means least, the right to
privacy come into play [3–5]. Such issues put at stake socio-ethical regulations and
axiological frameworks that go beyond individual workplaces or even individual
companies. Handling these challenges should therefore not solely be assumed on
the level of individual actors’ personal ethical obligations [6]. Policy making,
however, also faces challenges as new ways may need to be found to influence
government or company policies with public debates increasingly taking place in
networked spaces [7]. If a wider consideration of intelligent workplaces is to
happen, however, we need to understand the changes that are occurring with
ubiquitous computing technologies in workplaces on a more general level in order
to be able to identify some overall ethical concerns.

A prerequisite to generalizing ethical concerns of ubicomp is to be clear about
and gain a comprehensive understanding of how the technologies influence their
environments. Many concepts in the past years have questioned the idea of allo-
cating causes for change either merely within technologies or merely within the
environment but rather describe complex socio-technical arrangements as scholars
increasingly call into question analytical efforts to treat technology, work, and
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organization as distinct conceptual units. Approaches range from proposing a
symmetry between non-humans and humans to study translation processes and
heterogeneous networks [8], to a concept of affordances looking at how materiality
of an object “favors, shapes, or invites, but at the same time constrains a specific set
of uses,” [9] to emphasizing the constitutive entanglement of technology, work, and
organization and the intertwining of human and technology in the form of socio-
material practices [1, 10, 11].

In essence, following these insights, we adopt the following model of innovation:
Every technology emerges under the specific social and cultural conditions of its
time and place, but in its emergence already changes these conditions. Technology
and its context (work and organization) are entangled to a degree where they are not
only indistinguishable but in fact inseparable ontologically, so that it has become
difficult to think of them as separate entities. We therefore consider technology
assemblages [12] and actor-networks [8], which comprise not only technological
artifacts but also other human and non-human actors and structures.

We also need to consider the relationship between technology and society in
more general terms if we want to identify areas in which new arising ethical
challenges require legal or regulatory consideration in order to not de facto leave
decisions merely to individuals’ personal ethical obligations. Societies evolve with
new technologies becoming available, and technologies in turn evolve as societies
change [13, 14]. The socio-technical arrangements that we witness in organizations
are part of a bigger picture and reflect the historical conditions of a certain time and
place. The bigger picture of societal “trends” [15] and changes thus provides a
context for the ethical challenges that people face in intelligent workplaces. There
are some indications provided in the literature of what these bigger changes might
entail—diagnoses include proclaiming the rise of control via information [16] and
analyzing the power of algorithms in an age of big data: Metadata analyses are seen
to allow not only to understand individual positions but to gauge or even predict
tendencies in mass behavior [17, 18]. Other authors describe an increasing auto-
mation of knowledge work [19] and the rising need for employees with strong
computational skills resulting in a polarized job market [20]. Observing how the
bigger picture of societal trends plays out in actual workplaces is necessary in order
to learn more about the ethical challenges of ubicomp in workplaces. Such
observations can in turn also contribute to a better understanding of the bigger
picture. Following ideas in sociology and anthropology, individuals are not only
influenced by the societies they live in [21] but there is also a cultural flow “back”
in the sense that individuals constantly produce meaningful external forms that then
are observed by others and hence contribute to changing culture and society [22].

In this paper, we offer two case studies as a first step toward an observation of
societal trends as they play out in workplaces. We deem it necessary to do so in
order to understand what needs to be taken into account when thinking about the
ethics of ubicomp in workplaces. Both case studies are summarizing accounts of
detailed long-term field studies that the authors were involved in, more detailed
results of which have been published elsewhere [23–25]. Both projects employed
qualitative methods such as interviews and observation to study workplaces in
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industry in which managers and workers were faced with new, intelligent work-
place environments. With our goal of contributing first steps toward gauging the
societal impact of ubicomp in order to identify areas in which new ethical chal-
lenges require consideration, we focus in this paper on the reasons why actors
pushed for the introduction of these technologies, on their argumentations for or
against introduction and how we found these to be influenced by existing theories
and ideas about technological ubiquity prevalent at the time of enquiry. Argu-
mentations were therefore not only linked to individual experiences in workplaces
and organizations but were also connected to the more general promises of intel-
ligent work environments and ubicomp as they were, for example, also seen in
computing and business studies such as that ubicomp will improve business pro-
cesses, for example, by speeding up the handling of goods, enhancing products by
making them smart, or developing new services [26, 27].

2 Intelligent Workplace Environments Enabled
by Ubicomp

The first of our two cases is taken from a long-term ethnographic study of con-
struction and maintenance workplaces in the UK between 2005 and 2009 within the
context of the ubiquitous computing research project “Networked Embedded
Models and Memories of Physical Work Activity” (NEMO) at Lancaster University.
We assumed that by employing ethnography we might be able to analyze and
describe work processes within the organization in such a way as to inform design.
However, during the ethnographic fieldwork, it became apparent that this initial
premise did not capture the overwhelming impact both high-level managerial stra-
tegic thinking and general attitudes of workers and managers had on decisions made
about the technologies. We therefore in the following focused on the more broadly
formulated question of why ubicomp technologies had become necessary in order to
remain competitive and successful. More detailed questions asked were as follows:
What was the context for the decision to introduce the technologies and how had
they become necessary in order to remain competitive and successful? What were
the changes in society that made these technologies important and how in turn were
the technologies part of establishing these changes? The research took into account
individual workplaces, changes within the organization, and the major discourses at
the time as they were reflected in both workplaces and organization.

The second case is taken from a study of workplaces employing semi-structured
interviews and participant observation conducted within the context of the “Stop
Tampering of Products” (SToP) project. The SToP project ran from 2007 to 2009 and
had the aim to develop knowledge of how to prove the genuineness of pharmaceu-
tical, luxury goods and other industrial products throughout the supply chain by
means of a ubicomp application. The aim of our qualitative inquiry was to understand
how ubicomp technology, organizations, and humans mutually constitute each other
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in the ongoing sociomaterial practices we witnessed. In particular, we were interested
in how the capacities of a technology can constrain or enable actions of the people in
the organization. The focus on constraints and enabling was motivated by our aim of
contributing some answers to the research question of what changes within the
organizations with the introduction of ubicomp technologies. What organizational
issues was ubicomp connected to, especially with regard to its contribution to the
organization, alignment, and transition of individual work tasks and skills? The
research took into account individual workplaces and related them to the surrounding,
changing organization.

2.1 Case 1: UK Road Construction

From our study of UK road construction and maintenance workplaces, we here
focus on two topics which we found to feature most prominently in the various
actors’ accounts of the reasons, thinking processes, and discussions about why
ubicomp technologies had become desirable in order to remain competitive and
successful as an organization. These topics are the related issues of improving
“transparency” and of managing liability issues. We aimed to trace how these two
topics were relevant within the context of broader changes that the technologies
were entangled with (according to both our interviewees’ accounts and informed by
analyses from the scientific literature) and the ethical considerations that therefore
should be taken into account.

2.1.1 Transparency

Within the road construction and maintenance sector in the UK, we found a par-
ticularly complex arrangement of contracts and subcontracts. The Highways
Agency encouraged several larger companies to compete in bidding for highway
contracts. Local councils would also employ private contractors for maintenance
and construction work (which they had previously performed themselves), but not
all councils had outsourced all maintenance and construction work and when such
outsourcing did arise, it could involve multiple companies. In addition, companies
then would employ subcontractors for specific types of work. This situation became
even more complicated as contracts, and therefore, responsibilities and alliances
changed over time and also because of other schemes. Government initiatives such
as the public private partnerships1 and resulting Design-Build-Finance-Operate
(DBFO) schemes since 19962 had created exceptions and special circumstances for
specific types of work. For example, a company might be maintaining one specific

1 http://www.hm-treasury.gov.uk/ppp_index.htm (June 13, 2014).
2 http://www.highways.gov.uk/roads/2992.aspx (June 13, 2014).
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stretch of a motorway under a DBFO scheme independently of the usual contracts
in the area. The complex situation had led to shared responsibilities for work being
carried out, which became hard to oversee and manage.

Consequently, companies were seen to be under pressure from clients, insurance
companies, and regulatory bodies to become more “transparent”. Increasingly,
companies were required to provide proof of work having been carried out and to
give details about when, by whom, and under what circumstances this had occurred.
Due to their capacity to record assets’ location and to collect data about work
activities, ubicomp technologies promised to provide the tools for providing data
and therefore “transparency” in exactly such complex situations, which was seen as
necessary in order to manage and control them. New sensors, global positioning
systems (GPS), and radio frequency identification (RFID) were able to collect
digital data in places previously only accessible to non-digital (e.g., based on
handwritten records) data capture and thus met the demand for a specific kind of
transparency and control over information.

While the situation within the road construction sector may be specific, con-
temporary organizations increasingly operate under conditions of complexity with
organizational boundaries being hard to define. The call for transparency and the
resulting resorting to ubicomp technologies in the face of multi-stakeholder com-
plexities is certainly transferable to other domains such as supply chains [28],
animal husbandry [29], or retail [30].

Within our setting, an example of managing pressures imposed by transparency
demands with the help of ubicomp technology was the introduction of GPS tracking
systems into vehicles. At the time of our study, using GPS for tracking vehicles was
a relatively new technology which not all companies employed. For example, at a
company we looked at, a GPS tracking system for gritting vehicles had only
recently been introduced. GPS units in the vans were transmitting location data to a
central server. The aims of this system were all connected to gathering data in the
previously inaccessible domains of vehicles and traffic. The company expected to
be able to track stolen vehicles, to prove to customers where, when, and what type
of work had been carried out, and to have some data about vehicle speed and
location in the case of accidents. These capacities were driven by demands for
transparency from various actors: For example, clients expected the improved
service of being provided with information on the status of contracted work and
vehicle insurance companies rewarded GPS tracking of vehicles. In this way,
demands for transparency posed to the organization from the outside led to a
considerable change in the workplaces, e.g., of the gritting vehicle drivers, making
their activities visible and “transparent.” Potential implications for the drivers were
enhanced surveillance and control of their work through the middle management
and the possibility to prove innocence or guilt in the case of incidents such as a
suspicion of breaking the speed limit or being involved in an accident. However,
transparency demands could also stem from inside the organization.

An example of managing internal transparency demands with the help of ubi-
comp technology in the setting of road construction was the growing convergence
of new data, i.e., data gathered by systems such as vehicle cameras on cars and
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highways and GPS systems. All these data converged in traffic control rooms that
facilitated continuous and timely monitoring and improved management of traffic,
work, and incidents on all high speed roads in a specific area. Control rooms
organized the response management and the road space booking system for con-
struction or maintenance work. Wall mounted screens would show live feeds from
stationary motorway CCTV cameras, and smaller screens showed the feed of other
cameras such as road construction supply depots’ security cameras. Cameras could
be controlled remotely, and control center personnel were able to zoom in on areas
of interest. Such area control rooms received calls from bigger, regional control
centers, and the police, and if there was an incident, they would send out response
vehicles. All response vehicles were monitored by a GPS location system that
reported their location to the control room where units were visualized on a
map. There was also a log so that vehicles’ movements could be “replayed” on the
map. In case of an incident, the control room could determine which vehicles were
closest and then send those to a specific location. However, the first action would
often be to call the response units responsible for the specific area on their mobile
phone. In fact, most of the communication was done by mobile phone, and the GPS
and cameras mostly served as a backup system. Control center employees were
very enthusiastic about the benefit of data gathered by cameras and GPS systems as
it allowed controlling all vehicles and work going on an area. They aimed to obtain
as much data as possible and were very keen to extend monitoring to areas as of yet
inaccessible to data capture, such as motorways not yet fitted with cameras or
vehicles not yet fitted with GPS tracking systems. At the time of our study, areas
and assets not yet available to electronic data capture were, for example, the general
foremen vehicles, which sometimes would be able to get to an incident quicker than
the response unit vans. One control center employee said: “You can actually see
what is going on” and stated that this was “such a benefit.”

This description is a snapshot of the system from about five years ago at the time
of writing this text, and we can assume that by now, the technological capacities of
monitoring roads and vehicles and both type and amount of data converging in
control rooms have grown considerably. The point being made here, however, is
that there are also demands for transparency from within the organization, and
many ideas by various actors on how and why ubicomp technologies may increase
transparency so as to be beneficial for the tasks that they need to perform in the line
of their work.

2.1.2 Liability

A more indirect way in which demands for transparency were carried into the
organization was the increased importance of liability, which also made data cap-
ture in previously inaccessible domains interesting and beneficial. For example, in
the case of the NEMO project, which aimed to improve health and safety of
workers by accurately measuring tool usage times and exposure to vibration
directly on work sites, we found that the health and safety context was very strongly
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defined by liability risks [23, 31]. While there were obviously genuine concerns
about health and safety in the risky environments of road work sites, health and
safety also needed to be seen within the context of what many managers described
as a rise in a “blame culture”. Companies were increasingly becoming a target for
insurance and other legal claims. In addition, the privatization of what were for-
merly public sector services increased the visibility of companies as targets for
claims. In order to remain efficient, companies had to find ways to prevent lawsuits,
or at least be able to give proof that they had fulfilled their legal obligations.

Within the fieldwork, three main areas were identified in which liability played
an important role in the industry. First, health and safety in workplaces could be
enforced to avoid legal cases brought against employers by injured employees.
Second, civil lawsuits would increasingly (at least this was managers’ and
administrators’ perception) be brought against companies by members of the
public. Managers and operatives told us that they had experience with drivers
wrongfully suing the company for compensations for damage to their cars. Third,
companies had to deal with liability issues when they had to prove fulfilling legal
obligations to fulfill client contracts.

Several managers told us that they held a growing “claims culture” or “blame
culture” in the UK responsible for the increase in (wrongful) suits. One manager
said: “…we’ve very, very much got a claims culture in this country, which is
frightening.”Managers would also see the increasing blame culture as a reason why
health and safety was even more important as accidents became even costlier
through follow-up lawsuits. For example, one operations manager said: “It’s a
culture thing, that they sue you at the drop of a hat (…). If you cut corners, not only
for the safety of your operatives but also for the safety of the public you tend to find
that it’ll be counterproductive because if you get sued for tripping somebody up on
a footpath and they break their arm, you can guarantee you lose 10,000 pound (…).
So if you understand that safety goes hand in hand with making money you can’t
divorce them.”

Managers also believed that as a private company they were more exposed. One
manager said: “Contractors are far easier to be shot at by the HSE3 in terms of
prosecution and put in the spotlight than the county council, because the county
council, you’ve got policy making committees and this, that and the other, so you
can never actually pin it down to one individual, and say, this is the person who
ultimately started it.”

The demands of liability were also prevalent in the example of GPS tracking of
vehicles. The system at the company in question was used to confirm in a court case
that a driver, who had been involved in an accident, had not been driving over the
speed limit.

Data collected with the NEMO technology in the project was hoped to be useful
for providing information about adherence to health and safety rules which was

3 HSE = Health and Safety Executive, a watchdog agency in the UK (http://www.hse.gov.uk).
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thought to be useful in the case of legal claims by employees with health problems
due to long-term exposure to vibration or noise.

To summarize, in the NEMO project, we saw how ubicomp technologies col-
lected digital data in places previously only accessible to non-digital data capture
and thus met the demand for specific kinds of transparency and control over
information, which had become especially necessary in order to mitigate liability
risks. The ways in which opportunities and restrictions through suddenly available
data would play out were diverse, with both benefits and drawbacks for individual
actors being possible and sometimes unforeseeable. It became clear, however, that
ubicomp technologies were discussed within the context of the data they would
provide and the transparency and control over complexity which this data promised.
In the concrete workplace settings, we could observe the wider societal trend
toward more transparency and the perceived rise of a “claims culture” play out and
provide a background for why and how technologies would be used. It was against
this background that ethical dilemmas would occur and need to be solved, which is
something we will explore in the second case study.

2.2 Case 2: Tracing Luxury Goods

From our study of the attempt to trace luxury goods, we here focus on two topics,
which we found to feature most prominently in the researched setting. These topics
are the related issues of responsibility and accountability. While we see these two
issues as very closely related to transparency and liability as discussed in the first
case, they highlight subtly different aspects. For example, accountability focuses on
the trading of accounts between actors, while transparency highlights how previ-
ously non-visible actions or assets gain visibility within and outside of the orga-
nization. In the luxury goods industry, the technologies were being discussed within
the context of industry-specific risks such as counterfeits and an increasing interest
in being able to combat the flow and use of fake products. Technological solutions
in the form of ubicomp type technologies were seen as a countermeasure: They
would allow unique identification of each product, could provide track and trace
data and a product verification infrastructure to identify risky products and addi-
tionally could be used as safety features on products to make tampering more
difficult (e.g., by attaching RFID chips). Designers, trial users, and industry partners
agreed that from a security point of view, it would be advantageous to use such a
system to combat counterfeits. In our study, we aimed to show the complexity of
the two topics of responsibility and accountability within organizational settings
and uncovered how they looked different from different perspectives which could
lead to actors faced with the technologies finding themselves in contradictory sit-
uations requiring that (ethical) dilemmas be solved in order to be able to accomplish
the work.
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2.2.1 Responsibility and Accountability

We encountered one example for a dilemma pertaining to responsibility and
accountability when talking to people in charge of shops. The example concerned the
idea of a shop employee verifying a product while serving a customer. For example,
a readout of the data stored on an RFID chip attached to a watch might be performed
when the watch is sold or when a product is brought back for servicing. However, it
was pointed out that such a check could constitute a problem as any use of an RFID
system at the point of sale visible to the customer might interfere with the client
relationship and the romance of the environment and might invoke a trust issue for
the shop. In addition, a visible check in a repair situation could indicate a lack of trust
toward the customer. Also, an indication that the watch might be a counterfeit could
change the behavior of the shop employee and could be irritating for the customer.
Within the research project, it was therefore discussed how to hide the check from the
customer. The project partners feared a lack of control over the situation if there was
the possibility of an unexpected alert in a sales situation. The new responsibility to
verify luxury goods in front of customers conflicted with the existing responsibility
to always provide a pleasurable environment and to offer only genuine products to
the customer. Also, it was argued that employees did not want to be held responsible
for a problem with the product originating in an external source.

The problems explained here could be solved by the shop employees performing
the check out of sight of the customers. However, any solution involves a trade-off
between two conflicting interests: how to guarantee the genuineness of luxury
goods and the varying interests of stakeholders where authentication needs to be
performed.

The shop employees’ responsibility to provide a safe and pleasurable environ-
ment in the local situation of sale or support clashes with the more general
responsibility of the industry to guarantee the high quality and genuineness of the
products. The latter responsibility led to a technology system becoming attractive
which would enforce “responsible” behavior—while at the same time reducing a
local actor’s capabilities for controlling a typical sale situation. From this example
we realized that there could be misfits between multiple responsibilities.

The example also showed us that accountabilities and control capabilities were
crucial elements in ubicomp technologies’ role in ethical dilemmas. Ubiquitous
computing technologies such as the system for tracking luxury goods are discussed
to provide accounts to be able to satisfy accountability demands. However, as we
can see from our example, there can be multiple and even conflicting accounta-
bilities that come into play. The sales person is accountable to the customer as well
as to the verification system and struggles to satisfy both demands. This becomes
especially problematic if he or she is not given the necessary capabilities of control
to satisfy the demands for accounts, for example, if she sees an alert and is asked to
react in time but actually is not able to do so, because she would break the romance
of the sales situation [32].

By introducing a ubicomp system, the luxury goods industry was aiming to
improve the trustworthiness of products. However, they were also—and so were the
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individual employers and employees—participating in defining what counts as
trustworthy in our contemporary societies. A specific way of providing accounts,
namely by relying on data collected with a ubiquitous computing system, was
gaining importance. While an increasing demand for accountability is part of a
larger societal trend [33] such demands become particularly prevalent in work-
places when new demands posed by and with IT technologies become entangled
with already existing accountability demands [34, 35]. The distributed and net-
worked nature of ubicomp applications often makes it difficult to predict, if and in
what way the new systems can increase transparency and answer demands for
accountability. Conflicting accountability demands need to be central in both sys-
tems designers’ attention and also in the attention of those making decisions about
rolling out ubicomp systems. Complex and connected settings that are the target of
ubicomp always also include individual workplaces where accountability conflicts
can lead to dilemmas hard to solve for individual actors.

To summarize, it became clear in the case of tracing luxury goods that ubicomp
technologies led to new accountability challenges as control shifts can occur with
the new availability of data in places where this data had not previously been
available to actors.

3 The Bigger Picture: What Societal Trends?

With regard to our central aim in this paper, namely tomap the bigger changes that are
part of the causes for the new ethical challenges that people face inworkplaces, we can
summarize as follows: Companies and even whole industries are seen to be under
pressure to become transparent and to provide proof and accounts of everyday work
activities. Information technology in the form of ubicomp “…generates information
about the underlying productive and administrative processes through which an
organization accomplishes its work. It provides a deeper level of transparency to
activities that had been either partially or completely opaque” [36, p. 9]. Accounts
facilitated by information technology are increasingly important in order to satisfy
transparency demands [37]. Increasingly, we expect retrievable, reliable, high-quality
data about everything that occurs and rely on it to make decisions, to verify, or to
blame. Through our expectations, more and more areas become available for data
capture through sensors, new recording, and satellite technologies. Rather than ubi-
comp itself being the significant novelty, it is this trend toward informational ubiquity,
which enables the rising importance of providing proof and becoming transparent.

With accounts becoming more and more important, there is also an increasing
attention to being able to prove what has been done, when, by whom, and how,
rather than it being important whether a task is actually performed. Strathern has
described this phenomenon as an audit culture, in which we are increasingly
concerned with being expected to provide verification to satisfy the demands of
accountability. As an instrument of accountability, audit culture is hard to criticize
as it advances values such as openness, responsibility, and widening of access.
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In “rituals of verification” management practices originating from protocols of
financial accountability have become a “taken-for-granted process of neo-liberal
government and contributing substantially to its ethos” [33, p. 3]. The rise of an
audit culture is linked to the emergence of technologies that facilitate the moni-
toring of previously inaccessible domains and enable the new regime of audit.

4 Ethical Challenges in Introducing Ubicomp

With regard to the ethical challenges faced by those introducing ubicomp in the
workplace and by those who use it in their workplaces, we have attempted to show
how larger trends such as an increasing attention toward audit, transparency, and
control over complexity play out in concrete workplace settings. Gauging whether
the introduction of a technology will be beneficial or detrimental to certain actors
and their interests is very difficult due to the complexity and interconnectedness that
are integral elements of an IoT system. In addition, individuals are faced with
dilemmas pertaining to making decisions based on conflicting accountability and
responsibility demands. Giving the various individuals within an organization the
necessary control over both the system and the information it creates—in order to
allow individual decision making and dealing with idiosyncratic and context-
dependent ethical, and other dilemmas—is a complex and difficult challenge that
organizations face.

From our case studies, we suggest that—in addition to considering “privacy” or
“surveillance” which often seem to be used as black boxes for the issues of control
over information explored here—decision takers within organizations and those
regulating the field of intelligent working environments should take into account:

• what may be the results of an increased transparency of actions and asset
properties that the new technologies provide, especially with regard to the
viewpoints of individual employees;

• how liability issues come into play in creating external pressure to introduce
such technologies and also in changing ideas within the organization about what
type of information counts as reliable;

• how responsibilities may shift between individual employees, the new system,
and external bodies (such as a regulatory board for health and safety or an
industry-wide initiative to prevent fraud);

• and how to ensure that actors’ control capabilities are sufficient to satisfy newly
arising accountability demands.

The ethical challenges that those face who are tasked with deciding whether to
introduce a ubicomp technology and also the ethical dilemmas that can occur for
those who use such technologies are connected to wider societal trends of infor-
mational ubiquity. The visibility of processes and the transparency of product
chains and work flows are not only affordances of new technological developments,
but we find ourselves in socio-technically produced audit cultures in which control
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over information is all-important. While in individual workplaces issues can be
mitigated by ensuring sufficient control capacities in the concerned individuals, this
is not so easy for managers having to consider the bigger picture of their organi-
zation within the overall industry. The pressure to compete and to comply may
leave no choice but to adopt certain technologies, but managers can aim to ensure
that benefits and drawbacks are equally distributed within the organization without
a one-dimensional empowerment of only one group.
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Ubiquitous Computing in the Workplace:
Ethical Issues Identified
by the Interdisciplinary IWE
and HRM Research Group

Céline Ehrwein Nihan

Abstract This article presents a synthesis of the first results of the intelligent
working environment and human resources management (IWE and HRM) project.
I will start with some considerations aimed at clarifying the conceptual and general
epistemological frameworks which underline this research (1). I will then turn to the
axiological and normative context which surrounds the development of IWEs. In a
descriptive approach, I will draw up the main moral values at stake identified by our
research group and will try to clarify their meaning (2). The third section will
be devoted to the ethical challenges raised by the emergence of the IWEs (3). These
will be considered from two different and complementary perspectives. The first
one, which will follow a deontological approach, will lead me to highlight the
conflicts that might arise between the principles at stake, as well as between the
different normative systems supported by the stakeholders. The second perspective,
which will be more consequentialist, will bring me to describe some possible
positive and negative impacts of the development of the IWE in the eyes of both
employers and employees. I shall conclude with a few points of reflection on the
ethical rules that should be respected in the development and implementation of
Ubicomp in the workplace (4).
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1 Conceptual and Epistemological Framework1

One of the first questions that needed to be addressed was the question of the
normative and axiological context in which the development of IWEs takes place.
As we shall see below, we had to identify the moral principles2 involved and try to
clarify, as far as possible, their import and meaning. However, it quickly became
apparent that this question presupposed fundamental conceptual and epistemolog-
ical issues. I would like to briefly examine these issues here.

1.1 IWEs: Reality or Utopia?

First issue: the reality of IWEs.

During the early stages of our project, we often heard—from HR managers in
particular—that our topic was irrelevant since IWEs did not exist or were not, or at
least not yet, implemented in companies and that, consequently, our research was
unfounded. While the literature especially from computer science paints a very
different picture, in this context of doubts and questioning, it seems important to
stress the reality of IWEs. These are neither a utopia nor a futuristic dream: They
are a very real and clearly identifiable phenomenon.3

To ensure that in our reasoning, we stayed close to actual developments, our
group examined a series of articles on various aspects of information and com-
munication technology (ICT) research. We paid particular attention to applications
developed for the world of work. On this basis, we developed the following defi-
nition, which formed the basis of all our discussions:

IWEs are working environments fitted—often imperceptibly—with one or
more ubiquitous computing systems which record, integrate, correlate, and
analyze ambient data from diverse sources and are intended to meet the needs

1 Regarding the methodological aspects of the IWE and HRM project, see also [1].
2 Contrary to the traditional use in the ethics literature, the terms “value” and “principle” are used
here interchangeably in order to designate a good to which we attribute an axiological (orientation
of the action) and normative (limitation of the action) force.
3 In fact, these doubts regarding the reality of IWE belong to a broader phenomenon which
concerns the whole of Ubicomp. Indeed, as Dourish and Bell have shown [2], the vision proposed
by Weiser in the late 80 carries with it the idea of an unreachable future. Now, this idea prevents us
from seeing the reality that surrounds us: “Ubicomp’s proximate future continually places its
achievement out of reach, while at the same time blinding us to current practice” (22). Of course,
ubicomp has not yet deployed its full potential. But it is not just a hypothetical future: it has
already begun to fundamentally transform our lives. “The future is already here. The technological
trends that Weiser insight fully extrapolated have resulted in radical transformations and recon-
figuration in everyday life, just as he anticipated” (41).
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of the stakeholders automatically, in due time and in a personalized and
intelligent manner.

That being said, we must also recognize—and this is a constant element in the
research—that there is a gap between the technological advances, their placing on the
market, and the public awareness of their reality and of the possibilities they offer.
Today, neither managers nor employees seem to be sufficiently aware of the radical
changes that Ubicomp brings regarding the organization of work and professional
relations.4 This is the reason why we thought this was a subject worth studying.

1.2 What Comes First? IWE and Moral Values: A Reciprocal
and Dynamical Relation

Second issue: the relationship between the axionormative social framework and
technological developments.

The two anthropologists who took part in our project drew our attention to the
reciprocal and dynamic nature of these relations. In other words, they insisted on
the importance of rejecting the erroneous idea that technological developments
unilaterally influence our systems of values or normative principles. Of course, the
deployment of Ubicomp questions the existing moral framework. They affect the
meaning and relevance of our common shared values, and contribute thereby to
their evolution. They can lead to the emergence of new normative sets and new
axiological balances. But technological developments are also influenced in turn by
the moral context in which they take place. To say it in other words, IWEs are not
ex nihilo creations, springing from nowhere. They take place within an axionor-
mative framework which they partially reflect.

1.3 Who Is (Primarily) Concerned? Identification
of the Stakeholders and Clarification of Their Status

Third issue: the identification of the stakeholders.

If we are to consider in the most complete and most possible in-depth manner,
the ethical issues raised by the development of the IWEs, we also have to identify in
advance the persons concerned and must try to clarify their status. That is what we
did (see Table 1). By doing so, we were led to distinguish between the persons

4 See in particular [3].
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directly concerned by the deployment of Ubicomp in the workplace (that is the
“users” of IWEs) and those who are more indirectly involved (their developers and
those who may be affected or may benefit from them without necessarily be seen as
first users of the system).

In the context of our project, we chose to focus on the issues raised by IWEs for
those who are a priori more directly concerned by their development, namely (HR)
managers, on the one hand, and employees, on the other hand. The other stake-
holders were considered only insofar as their positioning and behavior could have
an influence on the mainly involved groups.

1.4 Assumptions Regarding the Attitude of the Stakeholders
Toward IWE

Fourth issue: the place and role of stakeholder-specific systems of values
regarding their attitude toward IWEs.

In our discussions, we postulated that the attitude of the various stakeholders
toward the IWEs depends on their specific system of values, but also on other
factors such as their position in the organization, their experience and personal
backgrounds, or their knowledge of the Ubicomp technology. Overall, we worked
on the basis of the following assumptions.5

1. The (more or less open, supportive and suspicious, etc.) attitude or degree of
acceptance toward IWEs of the different stakeholders depends at least in parts

Table 1 Stakeholders
involved in the development
of IWE

Directly concerned stakeholders

Employers (in particular CIO and HR Managers)

Employees

Indirectly concerned stakeholders

Designers

Producers

Clients/service recipients

State

Insurances

Civil society

Unions

Sources Synthesis of the first results of the IWE and HRM project

5 These assumptions should be checked at a later stage of our project.
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on their appreciation of the shared values and principles that accompany the
development of Ubicomp, particularly in the workplace.

In other words, a person (or a group of people) who thinks that his or her
autonomy is more important than his/her health will a priori not have the same
attitude toward an intelligent system monitoring his/her fatigue than a person who
on the contrary considers that health prevails over self-government.

2. The assessment of the values and principles surrounding the development of the
IWEs by the different stakeholders is in part dependent on their understanding of
these environments, their (personal, organizational, social, etc.) interests and
their (financial, intellectual, practices, managerial, etc.) goals.

We may reasonably presume that an insurer whose mission is to reduce the costs
generated by work accidents will probably put more emphasis on control as an
essential professional value than the average employee who does not run special
risks in the execution of his job.

3. Each stakeholder has a particular understanding of IWE and is driven by his/her
own interests and goals—which are more or less identifiable, but also
changeable.

It seems obvious that a designer and/or an engineer specialized in ICT does not
have a priori the same knowledge of the potential of IWEs as a mere employee, who
has no special expertise in IT. Similarly, these two types of people are likely to have
partly different interests and goals (personal and professional) to defend.

4. The (personal and cultural) background of the various stakeholders as well as
their position toward and/or within the organization has an impact on their
understanding of the IWEs, their interests, and the objectives they pursue.

We can quite easily assume that belonging to a particular social or professional
group (employees, employers, designers, trade unions, etc.) as well as the posi-
tioning of this group toward the global functioning of the company (internal/external
stakeholder, contractual non-contractual relations, position at the top/bottom of the
hierarchy, etc.) has an impact on the (technical, commercial, etc.) understanding that
the different stakeholders may have of IWEs, as well as on their interests and their
objectives. It appears most likely that the expectations that are placed on the manager
for collective performance will, for instance, bring differences in perception com-
pared to those of subordinate employees regarding the system’s ability to detect a
drop in productivity. Similarly, even in the case where an employer and an employee
are both globally favorable to the development of IWEs, they will probably not
defend these for the same reasons (Fig. 1).
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1.5 Objectives of the Research Project

With our project we want to:

• Identify the implicit and explicit axiological and normative context which sur-
rounds the development of IWEs. In other words, we seek to highlight both the
told and the untold stories of the key values and principles at stake and the major
trends which characterize their evolution.

• Analyze these elements from the perspective of the different stakeholders, that is
to say, with the assumption that each group of people involved possesses a
specific understanding of IWEs and pursues, whether consciously or not, its own
interests and goals.

In doing so, our objective is to:

• Identify the main ethical challenges raised by the deployment of Ubicomp in the
workplace. This objective is consistent with a central aspect of the precautionary
principle since we try to anticipate the potential consequences of the growing
implementation of IWEs and to consider what measures could be taken to avoid
problems or ethical conflicts.

• Provide tools intended to help key stakeholders to cope with these new
challenges.

2 Axiological and Normative Common Context

The development of IWEs is part of a context which consists of both (moral or
legal) norms and (individual, interpersonal, and social) values.

In our research, we are particularly interested in the axiological and normative
aspects which underlie the current technological developments. We focused our

Fig. 1 Place and role of the axiological and normative context regarding the attitude toward IWEs
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attention on the values and principles that are put forward in order to explain, justify,
and/or challenge the merits of the development of Ubicomp in the workplace.

The list presented below is not exhaustive. Nevertheless, it reflects the values
and principles which are most often mentioned in the literature related to IWEs.
That is the reason why we think that employees and employers will give priority to
them in order to provide a basis for their attitude toward the developments of
Ubicomp in the workplace.6

Privacy
The most often and most explicitly mentioned value is that of privacy (see for
instance [4–7]). The importance given to it in the field of computer ethics is not new
[8]. But with the development of ambient intelligence, our understanding of the
signification and the limits of privacy seems particularly questioned.

According to Floridi [9], ambient intelligence even changes its nature. As noted
by Heesen and Siemoneit [10]:

Three different forms of privacy are commonly distinguished (a) Decisional privacy which
refers to the level of freedom of decision. (b) Local privacy which has to do with the
protection of living quarters and of residence information but also with the safeguarding of
corporal integrity. (c) Informational privacy which describes the protection and control of
person-related information.

Ubicomp deals with these three areas. Its sensors make possible the measure-
ment and processing of a growing amount of personal (emotional, physiological,
etc.) data. Increasingly becoming autonomous, it is able to manage in our place an
ever greater number of actions and decisions. Finally, ubiquitous computing has for
characteristic that it can pry into different social spaces (home, work, streets, etc.)
without being noticed [8, 11].

Autonomy
Closely related to privacy, autonomy is also often mentioned when it comes to
justifying or challenging the merits of Ubicomp [7, 10]. Assuming the character-
istics of a real agent [9, 12, 13], IWEs seem to be able both to increase and to limit
human skills and capabilities.

Ambient intelligence and persuasive technology have an ambivalent relationship toward
human freedom. Whereas in many cases they have been designed to create freedom, as they
quietly relieve us of all sorts of tasks, they also form a threat to this very freedom, because
they influence and control us [14, p. 236]

Health
Health appears very frequently in discussions related to ambient intelligence [13,
15–18]. With their multiple sensors, IWEs seem to be able to perform a full
physical and psychic monitoring (heart rate, breathing, emotions, fatigue, etc.) of
the persons who find themselves surrounded by them.

6 Obviously, these values play a role beyond this one area: they apply globally to recent devel-
opments in ICT and, more generally, to all fields of activity in which we are engaged.
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Safety
Safety is usually mentioned along with health [15, 16]. In fact, Ubicomp is often
presented as a technology which is useful for the prevention of unexpected events
(accidents linked to inattention, air pollution, etc.).

Security
Security is also regularly invoked in the debate on ambient intelligence. Most of the
time, it appears in connection with the issue of privacy (protection against data
falsification, hacking or misuse of personal data, etc. (see e.g. [17]). As security, it
refers to a certain ideal of mastery and control.

Control
The importance of this principle manifests itself essentially in three ways. Several
authors highlight fears of a loss of control of humans on technological tools
[19, 20]. In this case, control is usually closely associated with the protection of
autonomy and self-government. As noted by Boos et al. [21], it refers then to the
requirements of transparency, predictability, and influence.

But reference is also often made to the capacity conferred by ambient intelli-
gence to keep a watch over or on the individuals. The question then arises whether
and to what extent the control which is made by the machine impact on our
behavior and on power relations [11, 15, 16, 22, 23].

Finally, ambient intelligence is often presented as a tool which helps us to deal with
particularly complex situations. With this in mind some authors question the ideal of
mastering reality carried on by the Ubicomp and its potential dangers [24, 25].

Responsibility
Safety, security, and control all refer to the issue of liability. In the literature, this
issue is considered from very different perspectives which are globally built around
three types of questions.

The first concerns the degree of responsibility and accountability. Thus, as noted
for example by Verbeek [14], “The question arises of whether we can still be held
entirely responsible for actions induced by these technologies.” For some authors,
the issue goes even further, since, according to them, we need to raise the question
of the moral/legal status of virtual agents [9, 12].

The second question concerns the content of this responsibility. It is about asking
precisely what, on which level, and to which extent the various stakeholders are
responsible (for the design of Ubicomp system, its potential use/misuse, etc.).

Finally, some scholars question the conditions of possibility of responsibility at
the age of ambient intelligence [19, 21] and try to sketch its (new) requisites.

Justice
Although they are less often and less explicitly mentioned, the notions of justice,
fairness, and equality (between people and institutions) also appear in the Ubicomp
discussion [8, 13]. Ambient intelligence is thus presented as encouraging dis-
criminations as well as being able to fight against (natural, social, cultural, etc.)
disparities.
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Performance
Performance occupies a relatively important place in the discussion IWEs [3, 26]. It
is generally associated with the values of control, autonomy, health, and safety—the
idea being that the empowerment of personal skills and the reduction in risks
(diseases and accidents), which are both possible thanks to the support of the
machine, should infer positive effects on the individual and collective performances.

Social interactions and integration
The “fathers” of ambient intelligence “wanted to put computing in its place, to
reposition it into the environmental background, to concentrate on human-to-human
interfaces and less on human-to-computer ones” [27]. Today, many authors con-
tinue to emphasize the socializing power of ambient intelligence [28]. However,
this view is not unanimous [29–31].

3 Ethical Challenges

3.1 Deontological Approach7

In our opinion, the values or principles mentioned above constitute the common
axiological and normative framework to which employees and employers will refer
in order to base their attitude toward IWEs. In other words, a priori, these are
shared moral values and principles.

This being said, having in common moral principles is not a sufficient condition
to prevent ethical conflicts.

3.1.1 Main Deontological Conflicts Within the Axiological
and Normative Common Context

The first kind of conflict that may arise in relation to the development of IWEs lies
in the moral principles themselves. Indeed, these principles are likely to conflict,
irrespective of the particular context in which they apply.

Table 2 sums up the main axionormative conflicts which, according to us, may
appear in the context of the development of the IWEs.

7 In ethics, it is usual to make a distinction between what we call deontological and teleological
approaches. While the first focus on the moral imperative or rules which have to be respected
regardless of any other considerations (the term “deontological” comes from the Greek
deon = duty), the second imply on the contrary to give special attention to the objectives of our
deeds (the term “teleological” originates from the Greek telos = goal). Consequentialism is one
particular form of the teleological approach which implies to take into consideration the potential
concrete impacts (or consequences) of our actions and decisions.
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Thus, it is very often noted that the ideal of people’s surveillance conveyed in
particular through IWEs may undermine the respect for privacy [4, 11]. That said,
conversely, it can also be argued that, in certain situations, an excessive appreciation
of the right to privacy is contrary to the legitimate expectation of (social and orga-
nizational) control over behaviors that are seen as problematic or dangerous.

A conflict may also arise between the ideal performance at work, on the one
hand, and the value of health, on the other hand. Indeed, encouraging employees or
managers by the means of IWEs to be more efficient could in the long run cause
stress with adverse health consequences [3].

That said, tensions are mainly concentrated around the principle of autonomy.
First, the ideal of autonomy is likely to run counter to the requirement of people’s

surveillance. One of the main issues that arises here is how someone who knows that
he/she is potentially observed is able to maintain his/her freedom of action and
behavior [32].

In addition, autonomy is particularly inclined to conflict with health and safety.
Indeed, as Kinder et al. [16] point out, a boss who imposes rules of conduct to
subordinates on the pretext that it is for their own good is a traditional feature of
working relationships which ambient intelligence then reinforces.

Finally, depending on the circumstances, autonomy could thwart our expecta-
tions for integration and social interactions. By promoting employees’ empower-
ment, ambient intelligence may indeed potentially pushing them to retreat into
themselves and to move away from the others.

We should add here one more very special axiological conflict, that is, the conflict
which may oppose autonomy to autonomy, or to be more precise, the autonomy of a
person or of a group of persons (for instance the employees) to the autonomy of the
others (for instance the managers). Now, since “having autonomy” means “having
power over,” the opposition between autonomy requirements implies a radical
questioning of power relations.

Now, this conflict plays a fundamental role in the development of IWEs.
Moreover, if we assume, as it is often the case today, that “data is the new oil”—in
the sense that it gives power to the person who possesses it, then it seems possible to
say that people (employees, employers, engineers, designers, etc.) and/or institutions
(business, insurance, government, unions, etc.) that control the largest amount of
data have a priori more power than others.

Table 2 Main value conflicts

Control (surveillance of people) ↔ Privacy

Health Performance

Autonomy Control (surveillance of people)

Health

Safety

Social interactions and integration

Autonomy

Sources Synthesis of the first results of the IWE and HRM project
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However, one of the special features of ambient intelligence is that, more than
any other technology before, it offers the opportunity to collect and handle in real
time an impressive amount of information and this, potentially, without the
knowledge of its “users.” To put it in other words, Ubicomp seems to be able to
question, through a more or less imperceptible process, the very balance of
(interpersonal, institutional, and social) power relations [16, 22].

3.1.2 Conflict Within the Different Stakeholders’ Axiological
and Normative Systems

The of a conflict between the various axionormative systems should be added to the
risk of a conflict between values. Indeed, each shared value has a wide semantic
field: Thus, its impact and meaning can vary depending on the people who relate to
it, how the people relate to it, and on the particular contexts of action to which it
applies.

So, as I said, the position a person occupies in the hierarchy may have a certain
impact on the way he/she will appreciate the shared moral system. To put it dif-
ferently, it is likely that employers and (HR) managers will not give the exact same
weight and significance to the values that compose their common axionormative
framework.

Thus, we assume (though this will need to be checked) that a manager who
exercises responsibility will more easily tend to bring forward the performance and
surveillance aspects than an ordinary employee. In contrast, employees in a sub-
ordinate position will probably be more sensitive to the issues of privacy and
autonomy at work than their superiors.

Table 3 tries to imagine which values will a priori be more strongly put forward
by employees and which ones will rather be highlighted by employers.

Table 3 Appreciation of values by the stakeholders

Values which are mostly put forward
by employees

Privacy
Autonomy
Health
Control (over the system)
Justice (do not suffer personal discriminations other
than positive ones)
Social interactions and integration

Values which are mostly put forward
by (HR) managers

Control (surveillance of people and mastering
reality)
Justice (do not suffer institutional discriminations
other than positive ones)
Safety
Security
Responsibility
Performance

Sources Synthesis of the first results of the IWE and HRM project

Ubiquitous Computing in the Workplace … 85



If our hypothesis is correct, it is likely that differences in axionormative
assessments will lead to significant disagreements between employees and (HR)
managers, which could lead to conflicts regarding the implementation and man-
agement of the IWEs.

3.2 Consequentialist Approach

The analysis of the conflicts that may occur with respect to the axionormative
framework is only one possible approach to the ethical challenges raised by the
development of IWEs. This approach, which can be described as deontological, is
important insofar as it allows us to put current developments in their broader social
context and to appreciate them under the perspective of our common shared values
and principles.

However, in our opinion, this approach deserves to be extended and comple-
mented by a questioning of the (positive or negative) consequences that occur or
may occur with the development of Ubicomp in the workplace.

In order to provide a clear frame for these questions, we chose to base our
presentation on the values that had been identified and, from there, to briefly describe
the main (real or expected) effects of ambient intelligence in the workplace.

Privacy

+ IWEs permit the anonymization of some work processes [9]. Thus, they provide, in
principle and at least in some cases, a better protection of privacy. With ubiquitous
computing system, a manager may, for instance, more easily evaluate the work of his team
without necessarily having to know the details of each individual performance.

− The fact that ambient intelligence is a priori imperceptible may encourage spying on
employees by employers.
IWEs can detect health problems that employees may prefer not to know about (see the
discussions in bioethics on this topic; see also [33]).

Autonomy

+ Thanks to the IWEs’ support, workers may in some cases develop new skills and so
increase their professional autonomy.

− By getting more autonomy, workers may become less dependent on the presence and help
of their colleagues. They may be tempted to distance themselves from others or indeed to
give up solidarity they have with their colleagues.
IWE may also change the balance of power within a company and thus promote
inequalities.

Health

+ The collect and process of physiological data (heart rate, breathing, etc.) through IWEs
permit to check employees’ health (fatigue, stress, etc.). Thus, the latter may benefit from
advice to keep in good shape and to reduce their risk of becoming ill.
Since they provide better health monitoring, IWEs should have positive effects on the
corporate performance [3].

(continued)
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(continued)

Health

− The implementation of IWEs induces changes in professional roles and practices [3]. The
uncertainties related to these changes may cause additional stress for employees that may
affect their health.
As Hilty et al. have noted [29, 34], we cannot exclude that the use of ambient intelligence
may have direct effects on employees’ health and favor certain diseases (cancer, sleep
disorders, etc.).
Finally, the argument that IWEs may provide benefits to occupational health may be used
to support paternalistic attitudes of some managers and lead to a denial of the right of
subordinates’ self-determination [22].

Safety

+ Better than any other technological tool so far, IWEs permit users to anticipate, detect, and
prevent various accidents related to employees’ inattention, stress, or fatigue, as well as to
the use of chemicals or of industrial machines.

− Like the health argument, the safety argument may support paternalistic logic underlying
the world of work and lead to a denial of employees’ autonomy.
Paradoxically, the arguments that promote the strengths of IWEs in work safety may cause
a greater sense of insecurity [35].

Security

+ IWEs, as indeed ICTs in general, allow a processing and storage of data that, in some
respect, ensure better protection against malevolent acts (theft or destruction of data) than
traditional tools [9].

− In the same way, as for safety issues, arguments that highlight the contribution of IWEs in
terms of protection against malevolent acts may, paradoxically, cause a greater sense of
insecurity [35].
Programming errors, virus, or hacking may lead people (employees, employers, or third
parties) to process erroneous data without realizing it.

Control over the system

+ /
− Delegating complex tasks to intelligent systems may lead to:

• a loss of workers’ control over the machine;
• a loss of some human and professional skills;
• a loss or a dilution of responsibilities [29].

Surveillance of people

+ A priori ambient intelligence provides employers with the opportunity to better control
(greater objectivity, more regular monitoring, etc.) workers’ activity and to react more
quickly to their potential errors or loss in productivity.

− As mentioned, the use of ambient intelligence to monitor employees’ activity may harm
their privacy and cause additional stress among workers.
The knowledge of being potentially monitored by IWEs may affect workers’ spontaneity
and get them to behave in a standardized way.

Mastering reality

+ IWEs may take on the management of complex professional activities. In doing so, they
are expected to:
• lighten employees’ work and contribute to decrease their stress;
• reduce the risk of professional errors and accidents;
• increase the corporate performance and competitiveness.

(continued)
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(continued)

Mastering reality

− Presented as fully safe and efficient systems (especially for the treatment of complex
tasks), IWEs may induce a blind trust in technology and the illusion of omniscience
among users (employees, managers, etc.).

Responsibility

+ The monitoring of professional activities by IWEs should facilitate the assignment of
responsibilities (in companies or insurances), especially when errors are made by an
employee.

− We can expect that increased workplace monitoring will reinforce managers’ expectations
toward workers. By putting more and more pressure on employees to assume their
responsibilities, IWEs could have negative effects on their health.
Audit culture can lead to providing proof of having fulfilled an obligation becoming as (or
even more) important as actually fulfilling this obligation.

Justice within the organizations

+ While ambient intelligence may reinforce some human skills and foster people’s
autonomy, it may also, potentially, increase their power. Ubicomp may lead to a
redefinition of power relations and thus result in more egalitarian relationships [16]. As
some authors point it out [13, 36], ambient intelligence may be used to integrate people
with disabilities in companies. In this perspective, IWEs might be a great tool for positive
discrimination.

− However, the information collected by IWEs may also be used to exclude specific workers
(employees that are less productive, people who represent an excessive health risk, etc.)
[37, 38].

Justice between organizations

+ /

− The costs related to the implementation of ubiquitous systems may create and/or foster
inequalities between organizations. Those who cannot afford such systems will not be able
to take advantage of the competitiveness they provide.

Performance

+ As noted above, by reducing the risks associated with accidents and health problems
among employees, IWEs should enable companies to increase their performance and help
them to be more competitive.

− In certain circumstances, the costs related to the development of an ubiquitous system may
be higher for a company than the potential financial gains due to the improvement of the
organizational performance.

Social integration and interactions

+ Some IWEs promote social relationships within the company, by allowing, for instance,
workers who do not work on the same site to be and/or remain in audio–visual contact.
In assuming the realization of certain tasks, ubiquitous systems lighten the work of
employees. These may take advantage of the gain in time to spend more time to exchange
with their colleagues and/or with the client.

− Although they are supposed to disappear in the background and to strengthen social
interaction, intelligent systems also come with some new constraints (alarms, physical
distance between people, etc.) that disrupt human relationships.
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4 First Normative Considerations

The list of ethical challenges that we have defined is not exhaustive; it deserves to
be completed and refined. However, it clearly demonstrates the importance and
necessity to carry out reflection on the rationale and relevance of the development
of ambient intelligence [1], but also on measures to be taken in order to (ethically
and legally) regulate its development in the field of labor.

This aspect has not yet been fully addressed by our research group. However,
some proposals have already emerged from our discussions. We present them
below in a succinct manner.

4.1 Questioning the Ecosystem Data

Mastery of information is at the heart of the ethical issues raised by the current
developments we see in ICTs. As we have seen, IWE is no exception to the rule.
Therefore, it seems plausible to begin with a questioning of the normative eco-
system data that is put in place.

In this context, we should particularly ask:

• Who benefits from the data collection?
• Who decides which data are to be collected?
• Who designs the IWE?
• Who drives the system?
• To which purpose or to serve whose interests are the data collected?
• Which data are collected?
• What happens to them?
• Where are they stored?
• How long are they kept?
• How are they destroyed?
• How are changes regarding the reasons (security, control, comfort, etc.) justi-

fying the use of IWE taken into account?
• How are changes or technological developments, which modify the system,

taken into account?
• Who is accountable in case of errors occurring during data collection or of their

misuse?

These questions hide several ethical issues.

4.2 Respecting Individual Autonomy…

One of the most salient issues is regarding the respect of autonomy and of the balance
of power. The decision to implement an IWE is not only the concern of managers:
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The workers are also directly involved. Therefore, they should be given the oppor-
tunity to participate in the decisions related to the development of such environments.
In other words, it is not enough to inform employees about the wish of their
employers to implement an IWE. Given the impact ambient intelligence may have on
working conditions, it is essential that workers may give (free and informed) consent
to the use of such a system and may participate in the reflections on its design (even if
no personal data are collected).

This issue does not only arise through the development and implementation of a
new IWE. The question of consent must also be raised when changes in the sys-
tem’s functions or in its uses are considered.

4.3 … and Ensuring the Balance of Power

Moreover, it is essential that the development of an IWE does not result in an
imbalanced consideration of the rights and interests of the different stakeholders. In
our view, a system that would benefit the employer without providing an at least
equal benefit to the employee would be ethically indefensible (in addition to being
far more likely to encountering resistance in introduction).

The only “injustice” that we may accept here would imply a positive discrimi-
nation, which specifically seeks to redress existing inequalities (disability, illness,
etc.). However, even in such cases, the consent and participation of the concerned
persons are essential. Confronted with this increasing empowerment of the
machine, we have to ensure that users (employees, employers, clients, etc.) are put
in a position that allows them to retain control over the system.

4.4 Respecting the Proportionality Principle

The principle of proportionality seems to be another important rule to be respected
when collecting and processing data in the context of an IWE. This principle can be
understood in several ways.

First of all, only the information strictly needed to achieve our purpose should be
collected. It is a priori useless to get data related to someone’s heartbeat when we
wish to ensure that this person does not inhale too many toxic fumes.

In addition, personal data should be disclosed to third parties only in case of
absolute necessity, and in this case, the number of persons informed should be
reduced to a minimum. Indeed, to be effective information gathered by an IWE does
not need to be made accessible to all (colleagues, employers, etc.). It might be
sufficient that the directly concerned person has access to it. And if for high safety
reasons it becomes essential to communicate these data to a third party, this
communication must be strictly targeted.
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Finally, the length of data retention should be defined in relation with the
initially specified needs and goals, and not in relation to hypothetical future use.

5 Conclusion

Today, the research in Ubicomp is already well advanced and the applications of
ambient intelligence in the workplace are arriving on the market. Despite this,
reflection on the ethical issues raised by these developments and on ways to address
them remains minimal. Through our research, we hope to contribute to this
reflection and to stimulate a large open debate with all stakeholders.
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Stakes of Ubicomp-ICT in the Light
of an Ethico-political Standpoint

Hugues Poltier

Abstract This paper discusses the issues involved in ICT from an ethico-political
perspective, which states that an innovation is fully justifiable when it contributes to
the empowerment, equality, and autonomy of the agent targeted. With this criterion
in mind, discussing the foreseeable impacts of ubicomp-ICT, it focuses on the
dangers linked to the enhanced asymmetry in the distribution of power within the
organization which it is likely to bring about. If left to “laissez-faire”, it is finally
suggested, it might even be seen as a threat to democracy.

Keywords Ethico-political standpoint � Power asymmetry �Worse-off vulnerability

1 Introduction

The papers collected in this dossier indicate some of the ongoing transformations of
life-world through the design and development of new applications based on ICT
and more widely on ubicomp-ICT. In particular, they show how a well-designed
complex system of collecting and treating data relevant to a given practical field
may enhance the monitoring capacities of the persons responsible for its good and
efficient functioning—and, as a result, the good of the final receivers who have
been, since the beginning, the end goal of the whole process. Their benefits are
relatively easy to pinpoint, provided they are designed with the concern to take into
account all the relevant aspects involved in the practice, i.e., not only the concern
for a greater efficiency from the manager’s point of view, but also the concerns of
the patient or of the agent (the worker or the disabled) involved in the process (De
Paz, Rodriguez, Zato and Corchado, Voirin). These benefits range from greater
cost-efficiency (allowing a monitoring far more precise and more responsive to
immediate problems or troubles arising with less staff), to greater accountability of a
company toward its clients or insurances (Kinder-Kurlanda and Boos), via the
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integration of disabled people in the production process. These studies show that
ubicomp technologies are part of the ongoing process of developing technology-
based devices designed to improve and facilitate the realization of tasks while
increasing the safety of the people involved.

1.1 Preliminary Steps

A conclusion toward which these contributions as well as others converge is the
almost infinite versatility of ICT. This means that there is no foreseeable limit to
what can be digitized. Virtually any practical field is de jure captured in a process of
digitization so that it can be decomposed into a set of manipulable items and data
which can be stored, reorganized for a process, monitored through an adequate
interface, automatized, reconfigured, subject to an a posteriori control, etc.

This dossier involves contributions that address some of the ethical issues at
stake. Ehrwein Nihan and Hilty offer a large survey of some of the more pressing
ethical questions raised by these new technologies while Wiegerling discusses their
impacts on our life-world (“Wirklichkeit”). Assuming these discussions are known
to the reader, my paper will focus on what I will call questions from an ethico-
political standpoint, less represented in this dossier.

2 An Ethico-political Perspective

Political ethics has to do basically with distribution of power and goods within
society. The normative basic principle stems from the democratic idea, namely that
the form and content of the social life and activities are ultimately to be decided and
governed by the people in the interest of the people—each having an equal share in
the decision making and having an equal right in the good produced. From this
standpoint, a novelty ought to be assessed according to its contribution to the self-
empowerment of the people—assuming that the demos acts according to its very
principle as long as it ensures and promotes equal rights and power of all its
members, any deviation from this principle suggesting a possible corruption and
deviation toward a form of tyranny, however soft it may be.

We can spell out the triangle constitutive of this political ethics: to be fully in
accordance with its principles an innovation has to satisfy the requirements of
equality, liberty, and autonomy. The agent whose benefit is the end goal of the
device has to benefit in empowerment: he/she must be able to perform acts that
were not available to him/her without the device, sure. But not only. He/she has to
experience also a sense of control over his/her life, of having a say on issues
pertaining, not only to his/her personal life, but also to collective stakes which
impact his/her life. Shortly, the beneficiaries must, in some way, be involved in the
designing process. Or else: they must be treated as “subjects”, not only as objects of
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the process. It is not only about enjoying, but also about participating. Furthermore,
this participation should not limit itself to assessing the immediate personal benefit,
but also the long-term effects of the proposed innovation: there ought not to be a
full focus solely on the immediate personal benefit. Equality is satisfied if and only
if one has a sense that one’s voice in the decision making is recognized as having a
weight and one is not treated solely as being defined by one’s personal and short-
term interests. Otherwise, one is just being treated as an object, a living object
whose well-being is paternalistically taken care of.

So, our question, in what follows, circle around an effort to appreciate ubicomp-
ICT in terms of its likely impacts on us as political stakeholders in the building of a
collective of citizens where everyone takes part, as a full political subject, in the
collective decision making. More precisely: does the ICT satisfy or even promote
these ethico-political requirements? Does it threaten them in some way or another?
Are the possible threats dealt with? In the way ubicomp is actually developing, are
these stakes clearly identified and taken care of?, etc.

3 A Process in Limbo

Before addressing this issue, let me observe that ubicomp-ICT is still in limbo. It is
hardly disputable that it will penetrate more and more, if not all, at the very least all
the social and professional environments in which an ongoing and pervasive
monitoring is likely to bring greater cost-efficiency and safety (from health hazards,
bad conduct, terrorist threat, etc.). The reason for this highly likely trend is rela-
tively simple to formulate: for a person in charge, it is unlikely not to embrace ways
that will improve his/her monitoring power and efficiency. Being accountable, they
are supposed to take all measures, once available (or possibly so with a given
investment), which one can reasonably foresee will foster better monitoring and
cost-effectiveness of a given process. Being accountable to the board of directors,
and beyond, the shareholders, they are under an obligation of “results”. This
involves the obligation to develop all possible new devices based on the most recent
and tested new technologies so as to ensure the competitiveness of the firm or the
avoidance of resource-wasting in the public sector (given the well-known pervasive
pressure on the public budget in contemporary politics). Not complying with this
requirement puts the manager at risk, the risk to be fired and replaced by somebody
more prone to satisfy the board’s or shareholders expectations.

4 Ubicomp: Toward a Reshaping of the Balance of Power?

Assuming this assessment, the question to be asked, from an ethico-political
standpoint, is as follows: how is ubicomp-ICT to be expected to reshape relation-
ships throughout society? And this concerns all levels: at the level of society to its
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members as well as of the individual relating to other individuals, associations,
firms, insurances, intermediate collectivities, state authorities, or society as such.
The question may also be asked at a societal level (close to Wiegerling’s approach)
of how it will affect our sense of togetherness and life-world. My perspective,
nevertheless, is more focused on the dimension of power and its distribution in
society: how is it to be expected that ubicomp-ICT will affect the distribution of
control—and hence power—in society?

With this issue in mind, I deem it important to stress a dimension insufficiently
discussed in this dossier. One largely shared view in all the discussions on ICT has
been its disseminating and therefore individual-empowering potential. Through
his/her mastering of some ICT techniques, the individual gains power to reshape
his/her life and course of action. He/she can create new possibilities and powers in
interacting with the world. This is not disputable. But this constitutes only one side
of the coin, as suggests the recent discussion on the Big Data issue which has
gained momentum through the whole NSA affair. This recent scandal has raised
concerns about the threat against democracy posed by these formidable concen-
trations of data. It was as if, suddenly, we realized the power represented by very
large amounts of data concentrated under the control of one entity.

This last notation can be related to some points mentioned in the dossier, in
particular, in Kinder-Kurlanda and Boos’s paper. In the cases they report and
comment, it can be clearly noticed that the requirements for better transparency and
tracing of the liability go downwards: the top of the organization wants to have a
better monitoring of all the course of action so as to check and, when appropriate,
improve cost-effectiveness and security. This means that the lower levels of the
organization tend to be transparent toward the upper ones, but not the reverse.
Furthermore, it can be noted, in the liability cases, that the request comes from
outside the company, namely the insurances who, before footing the bill, want a
complete information on the circumstances having caused a given damage so as to
determine whether a faulty behavior cannot be imputed to the company or the agent
involved, justifying a penalty to the one or the other. As the final payer, the insurance
has been recognized as enjoying a legal right to check the conformity of behavior to
regulations at all the levels involved in the realization of the action. And now, with
the generalization of ubicomp, this is a request that is more and more possible to
honor—and therefore tends to get compulsory. In effect, it is more and more
accepted that the counterpart of their obligations should be a right to a thorough
monitoring of the action of the whole chain of subordinates or insured with the help
of the most recent and powerful technologies. The monitored parties, in their eyes,
are under the obligation to endure this examination of their practice for the sake of
cost-efficiency and safety. Any reluctance from the monitored ones to accept this
procedure would be seen as suspicious and devastating for future collaboration.

As a consequence of the power to demand the fullest possible account of the
actions on the ground, the lower staff are the object of a control stronger than ever.
In effect, it is arguable that they largely lose in autonomy and participation in
decision making since (1) the decision regarding the norms to comply with are a
privilege of the top of the collective structure contributing to the realization of the
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good and (2) all their movements, activities, time-responses, etc., are objects of the
monitoring through GPS and other sensors transmitting information to a base apt to
follow in real time their location, gestures, procedure following, etc. In a way, one
can deem this positive: the management can ensure by these devices that no time
(i.e., money) is wasted by the employees, no unsafe procedure engaged in, no rule
breaking behavior committed, etc. Undoubtedly, (provided the work plan and the
rules have been well thought over by the management) it results in a more cost-
effective way of dealing with the tasks as well as in a more rule-compliant behavior
of the staff (causing, in principle, less possible damages, and therefore less costs).
This can be seen as the positive side of the coin.

Considered from the lower end, this whole process may well be experienced in
another far less sunny light. Since there is the presumption that these devices allow an
ongoing and strictly individual follow-up, it means a control leaving less and less—
and once fully operational, none at all—room to the individual worker in the
execution of his/her tasks. Or, to put it in other words: the more individualized
the control, the more direct the power of the hierarchy on each individual, the more
impossible for the employee to evade the demands stemming from the hierarchy;
the more asymmetrical the relationships in the organization. This trend can only be
increased by the demands of a greater efficiency stemming from the shareholders’,
deputies in the name of their duty to protect and promote the owners’ interests.

This can be described in another way: by virtue of the organization of the
information flow in the corporation, a given individual is entitled to gather infor-
mation from subordinates only and is supposed to transmit all relevant information
to his/her line manager while the latter transmits downwards orders and prescrip-
tions. As a subordinate, I have no right to be informed on what is going on in the
firm, whereas, as a trend, the top management has a right to know everything, at
least all that is relevant to the management of the company. The right of control of
the latter on the former (and now, not only on the workplace: think of Facebook and
all the social networks as tools allowing the company a control largely exceeding
the sole behavior on the workplace. With the latest developments of ubicomp, it is
less and less clear whether the employee’s claim to privacy is still a reasonable one)
is potentially total, whereas the reverse is close to nil.

Briefly then, the situation can be summarized through the following features:
asymmetry, collection, and concentration of individualized data at the top of the
organization (asymmetrical transparency), control following a top-down path,
increased control of each individual in the hierarchy by the top management; the top
is not accountable to the lower levels, only to the ones above them, i.e., ultimately
(in stock companies) the board of directors and the shareholders assembly.

So as to prevent any misunderstanding, let me be clear about what has been said.
The problem is not control as such. Since we share a world, we have a right to
expect that our fellow citizens do not commit given actions; and to ensure that, it is
arguable that certain controls be enforced—included on us.

The problem lies in the asymmetry of controls, especially in the workplace.
Some, by virtue of their property, are in a position to require and obtain a right to an
extensive control on all the ones who contribute to the generation of value of the firm
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they own. Seen in this light, ubicomp is, in and of itself, not a new ethical issue.
Rather, it constitutes a resource in the hands of management allowing them to refine
and make more pervasive the tracking of the collaborators of a firm. And given the
balance of power, the outcome resulting from the existence of these new devices is
the aggravation of the former asymmetry, diminishing the “invisibility zone” of the
lower ones, hence their ability to resist the increasing demands of their employer.

This asymmetry is still sharpened by two reinforcing factors which, in them-
selves, are foreign to the examined field: the increasing power of multinational
companies that are less and less controlled by the political; the high rate of
unemployment. The combination of these two factors aggravates the vulnerability
of the employed in that it diminishes their collective bargaining power, making
them more dependent upon their employer’s pleasure.

I once again want to make sure not to be misunderstood. The point I am making
is very simple indeed: a technical device is a power, in the broad sense of the term.
As such, its control is always a stake: the problem is not the power as such but the
question of knowing who have control over it, whether control is evenly distributed
among the stakeholders or concentrated in the hands of the shareholders. In the
former case, one can argue that no power gained through technological innovation
poses as such an ethico-political threat; no doubt, the question of its opportunity,
beneficiary character related to its costs and environmental impacts remains open,
but this is another issue. In the latter case, one has to say that the more control
possibility a technique brings, the more dangerous it is from an ethico-political
standpoint, and the greater is the threat to the democratic ideal of a community of
free and equal citizens. The more possibility of control those at the top have over
those at the bottom, the more extensive is their power to enforce compliance with
their expectations and norms. Being absolutely transparent to the line management
in terms of performance, norms compliance, commitment to the achievement of the
firm’s objectives, etc., the employees are exposed to a very large restriction of their
autonomy in their mission fulfillment. What adds up to this threat is the increasing
ability multinational companies have to evade serious controls of the political. In
case of a breach of the law from such a firm, the likelihood to get exposed to a
sanction involving a threat to the company’s existence gets vaguer than ever. In
effect, these societies tend to treat the possible sanctions as a mere financial risk
which they take into account in their planning: there is no such thing as a penal
condemnation of a corporation, however severe may be the damage inflicted on
persons, on their liberty and autonomy, etc.

5 To Conclude

In and of themselves, from an ethico-political standpoint, the new possibilities
offered by ubicomp-ICT pose no problem. They can be appreciated as belonging to
the long history of techniques seen as the many innovative ways we, as a collective,
have designed in order to improve the fulfillment of needs, and therefore of the
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common good. The ethico-political standpoint adopted in this paper leaves open the
full appreciation of a given innovation, regarding the adequacy of the designed
device, for instance regarding its efficacy, efficiency, and environmental impact.
The central issue, from our standpoint, is the effect in terms of the distribution of
power within the society. With this issue in mind, our conclusion is that, if con-
centrated in the shareholders’ hands, these techniques, offering a controlling power
greater than ever in the past, we, as citizens collective, should be extremely careful
not to leave at their discretion the power to use these new controlling tools’ powers.
We should reclaim our right to have control over our lives.
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