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the Memetic Computing Society and co-sponsored by the SIMTECH-NTU Joint Lab,
and the Center for Computational Intelligence at the School of Computer Engineering,
Nanyang Technological University, and supported by the National University of Singa-
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Abstract. Achievement of the herd immunity is essential for preventing  
epidemics of vaccine-preventable diseases. However, an individual’s decision-
making whether or not to be vaccinated depends on several factors, such as per-
ceived risks of vaccination and infection, her self-interest, and response of  
others to vaccination under voluntary vaccination policies. In this study, we 
consider the case where “stubborn individuals” are presented in lattice popula-
tions, who consistently hold the vaccination strategy (stubborn vaccinated indi-
viduals) or the no-vaccination strategy (stubborn unvaccinated individuals). We 
investigate individuals’ decision-making process with vaccination by means of 
modeling the dynamics for epidemic spreading applied to evolutionary game 
theory. As a result, we find that the presence of stubborn ones, even if it  
accounts for a small fraction, significantly affect the epidemic spreading and 
vaccination behavior. 

Keywords: Vaccination, Evolutionary game theory, Infectious diseases,  
Mathematical epidemiology. 

1 Introduction 

To immunize susceptible individuals pre-emptively against the vaccine-preventable 
diseases is one of the primary public health measures for the control and preventing 
epidemics of the infectious diseases such as the flu [1]. However, under voluntary 
vaccination policy, it produces a conflict between the vaccination behavior of each 
individual according to self-interest and achieving a social-optimum level of vaccina-
tion coverage, thus the level for herd immunity [2,3,4,5,6]. This is a well-known vac-
cination dilemma in epidemiology: With increasing vaccination coverage over the 
population, the remaining unvaccinated individuals are quite less likely to be infected 
because they can benefit from the herd immunity as a public goods without taking  
the perceived risks by vaccination and indirectly protected by the vaccinated individ-
uals [1], [7]. Thus, they have less incentive to be vaccinated.  In consequence, this 
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dilemma makes it difficult to eradicate the infectious disease because the critical level 
of vaccination coverage sufficient to prevent epidemics cannot be sustained. 

From this viewpoint, in the decade, many works regarding the vaccination dilem-
ma have applied to evolutionary game theoretic framework for the population in 
which each individual tries to maximize her own payoff, and many fruitful results 
have been reported [8,9,10,11,12,13,14,15,16,17,18]. Fu et al. modeled an imitation 
dynamics of vaccination behavior in various structured populations to investigate the 
effect of individual’s adaptation behavior and population structure [12]. In Ref. [12], 
they found that individual’s vaccination behavior sensitively depends on both the 
population structure and the cost of vaccination. In many evolutionary game theoretic 
studies regarding to the vaccination dilemma, it assumes that individuals have the 
same perceived risk of infection in the face of an epidemic. In reality, some individu-
als overestimate the risks of infection, and those oversensitive ones can consistently 
take vaccination. Xiao et al. investigated that how the stubborn (or committed) vac-
cinated individuals who always hold the vaccination strategy affects the vaccination 
dynamics in structured populations [16]. In Ref. [16], they found that a small fraction 
of the stubborn vaccinated individuals can promote the vaccination behavior in the 
population. However, an attitude which stubborn individuals stick to is not necessarily 
“taking vaccination” in the face of an infectious disease. In fact, it is reported that the 
fraction of the vaccinated individuals may be reduced by underestimating the risks of 
infection due to the lack of knowledge about the disease and/or by overestimating 
vaccine risks based on scientifically groundless information [19]. That is, separate and 
aside from the stubborn vaccinated individuals, the stubborn unvaccinated individuals 
who always take no-vaccination strategy can exist in a population. 

Thus, in this study, we investigate the impact of the presence of the stubborn (vac-
cinated / unvaccinated) individuals on the vaccination behavior and epidemic spread-
ing in the population by using the model which implements an epidemiological  
process into a decision-making process for taking vaccination. In our model the dy-
namics is modeled as a two-stage process [12], [16], [18]. The first stage corresponds 
to a vaccination campaign. Each individual in the population makes a decision wheth-
er or not to be vaccinated before any epidemic spreading. The second stage  
corresponds to an epidemic season. For describing epidemiological dynamics on a 
structured population, susceptible-infected-recovered (SIR) dynamics on a network is 
adopted. In the SIR model, a population is separated into three groups: susceptible, 
infected, and recovered. Additionally, recovered individuals as well as vaccinated 
ones have acquired immunity to the infectious disease. Now, temporal development 
of all those sub-populations is governed by a certain mathematical structure. Those 
who decide not to be vaccinated are included in the susceptible group. At the end of 
the epidemic season, each susceptible individual is determined to be either infected or 
not. According to the final epidemic state, a stipulated payoff is assigned to each indi-
vidual. Subsequently, each individual reexamines her strategy on vaccination via an 
imitation process (except for stubborn individuals) [16]. The details of our model are 
described in the following section. 
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2 Models and Methods 

2.1 Base Model 

We consider a population including the stubborn individuals who consist of the stub-
born vaccinated individuals (SVs) and the stubborn unvaccinated individuals (SUs). 
All the individuals are placed on a square lattice with von Neumann neighborhood as 
a simple structured population. Seasonal and periodical infectious diseases, such as 
flu, are assumed to spread through such a population. The protective efficacy of a flu 
vaccine persists for less than a year because of waning of antibodies and year-to-year 
changes in the circulating virus. Therefore, under a voluntary vaccination program, 
individuals must decide whether to be vaccinated every year. Thus, the dynamics of 
our model consists of two stages: the first stage is a vaccination campaign, and the 
second is an epidemic season [12], [16], [18]. 

First Stage: The Vaccination Campaign 
Here, in this stage, each individual makes a decision whether to take vaccination be-
fore the beginning of the seasonal epidemic, i.e., before any individuals are exposed 
to the epidemic strain. Vaccination imposes a cost Cv on each individual (including 
SV) who decides to be vaccinated. The cost of vaccination includes the monetary cost 
and other perceived risks, such as adverse side effects. For simplicity, we assume that 
the vaccination provides perfect immunity to an individual against the disease during 
a season; however, an unvaccinated individual (including SU) faces the risk of being 
exposed to infection during a season. 

Second Stage: The Epidemic Season 
Here, at the beginning of this stage, the epidemic strain enters the population, and 
randomly selected susceptible individuals I0 are identified as initially infected ones. 
Then, the epidemic spreads according to SIR dynamics. 

SIR Dynamics in Structured Populations 
The classic Kermack-McKendrick SIR model is given by coupled (integro-) differen-
tial equations and does not assume any spatial structure for the population. Using 
Kermack-McKendrick SIR model, a short-range and local epidemic outbreak of infec-
tious diseases such as plague are modeled [20]. Here, we use an extended SIR model 
that involves a spatial structure for the whole population. This structure is represented 
by a network consisting of nodes and links [9]. The dynamics of SIR on a spatially 
structured population is not captured by a system of differential equations; thus, we 
numerically simulate an epidemic spreading on the square lattice by using the Gilles-
pie algorithm [21] in the extended SIR model. 

In the model, the whole population N is divided into three groups: susceptible (S), 
infected (I), and recovered (R) individuals. The disease parameters are β, which is the  
 



4 E. Fukuda and J. Tanimoto 

transmission rate per day per person, and γ, which is the recovery rate per day (i.e., 
the inverse of the mean number of days required to recover from the infection). In this 
study, we calibrate the value of β such that the final proportion of infected individuals 
across the square lattice will be 0.9 [12], [16], [18]. Accordingly, we set β = 0.46 day-

1 person-1 and the recovery rate γ = 1/3 day-1. A typical flu is assumed to determine 
these disease parameters. 

An epidemic season lasts until no infection exists in the population. Each individu-
al (including infected-SU) who gets infected during the epidemic season incurs the 
cost of infection, Ci. However, the cost paid by a “free-rider” (Including healthy-SU) 
is zero, who does not vaccinate and still is free from infection. For simplicity, we set 
Ci = 1, and renormalize these costs (payoffs) by defining the relative cost of vaccina-
tion Cr = Cv/Ci (0 ≤ Cr ≤ 1). Then, the payoff for every individual after the end of an 
epidemic season is summarized according to her state in Table 1.  

Table 1. Payoff for the three individual’s strategies and state in the population after the 
epidemic season 

Strategy \ State Healthy Infected 

Vaccination -Cr  

No-vaccination 0 -1 

Strategy Adaptation 
After the end of above two stages, every individual reexamines her vaccination deci-
sion-making strategy at the beginning of the next season. The rule for strategy adapta-
tion is as follows. A certain individual i randomly selects a neighboring individual j. 
Let πi and πj denote the payoffs of individuals i and j, respectively. The probability 
P(si ← sj) that the individual i (whose strategy is si) imitates the strategy sj of individ-
ual j is determined by a pairwise comparison of their payoff difference according to 
the Fermi function [22,23], 

 

⎥
⎦

⎤
⎢
⎣

⎡ −
+

=←

κ
ππ ji

ji ssP

exp1

1
)( , (1) 

where the term “strategy” implies an individual’s decision to be vaccinated and κ is 
the sensitivity of individuals to the difference in the payoffs. For κ → ∞ (weak selec-
tion pressure), an individual i is insensitive to the payoff difference πi − πj against 
another individual j and the probability P(si ← sj) approaches 1/2 asymptotically, 
regardless of the payoff difference. For κ → 0 (strong selection pressure), individu-
als are sensitive to the payoff difference, and they definitely copy the successful strat-
egy that earns the higher payoff, even if the difference in the payoff is very small.  
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This updating rule has been widely accepted in evolutionary game theory [24,25]. In 
the present study, we set κ = 1, which has been used as a typical selection pressure in 
many previous studies. This value of κ implies that, in most situations, individuals 
adopt any successful strategy; however, occasionally they end up imitating a worse 
performer with a lower payoff. Such erratic decision making is a reflection of irra-
tionality or mistakes made by ordinary individuals. Note that, in Eq. (1), if an individ-
ual i is a stubborn individual, then P(si ← sj) = 0, regardless of the j’s strategy or their 
payoff difference since she always holds her own strategy. Fig. 1 shows the flow of 
the model described thus far. 
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Fig. 1. Flow of our model in which the dynamics is modeled as a two-stage process 

2.2 Simulation Setting 

Initially, equal fractions of the vaccinated (including a certain fraction fSV of SVs) and 
unvaccinated individuals (including a certain fraction fSU of SUs) are randomly dis-
tributed over the population allocated on the square lattice, and the population size N 
= 100 × 100. Note that, the stubborn individuals, SVs and SUs, occupy the same 
nodes with the same state throughout a simulation, i.e., from the 1st season to the final 
season, the population. After that, the epidemic strain infects the initial number I0 = 
10 of randomly selected susceptible individuals, and then, the epidemic spreads ac-
cording to SIR dynamics. The vaccination coverage and the fraction of infected indi-
viduals are updated by iterating each two-stage process (the vaccination campaign and 
the epidemic season). The equilibrium (steady-state) results shown in Fig. 2 represent 
average fractions over the last 1000 from among 3000 iterations in 100 independent 
simulations. 
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3 Results and Discussion 

3.1 fSV = 0 

Fig. 2(A1) and Fig. 2(A2) show equilibrium values for the vaccination coverage and the 
final proportion of infected individuals as functions of the relative cost of vaccination 
Cr, for different fractions of SUs fSU. In this case the SVs are absent (the fraction of SVs 
fSV = 0). The case where fSU = 0, i.e., the absence of stubborn individuals in Fig. 2(A1) 
and Fig. 2(A2) corresponds to the results in Ref. [12]. The more fSU increases, the more 
the vaccination coverage declines, and as a result, the more the final proportion of in-
fected individual increases at the same values of Cr over an all range of it (Fig. 2(A1) 
and Fig. 2(A2)). Fig. 3(A) and Fig. 3(B) illustrate the typical snapshots of the system 
after the system approaches equilibrium for fSU = 0 and 0.2 when Cr = 0.2 and fSV = 0. 
For the fSU = 0 in Fig. 3(A), the vaccinated individuals form some small clusters whose 
fraction is about 17% of the population and about 27% of that are infected. For the fSU = 
0.2 in Fig. 3(B), the vaccinated individuals form some small clusters whose fraction is 
about 9% of the overall population and about 62% of that are infected. As can be seen 
from these figures, the presence of SUs slightly promotes the no-vaccination behavior in 
the population, and a large epidemic ensues. The reason of this is explained as follows. 

In the vaccination dynamics in a network, it is asserted that the clusters of suscep-
tible individuals which have been formed by individuals’ imitation behavior easily 
lead to spreading of the infectious disease, that makes it difficult to eradicate the dis-
ease [14]. For the case where SUs are present in the population, SUs promote no-
vaccination behavior among individuals when doing strategy adaptation. As a result, 
the larger clusters form, and they conduce to larger final proportion of infected indi-
viduals. However, if the vaccination level declines further, it is difficult for individu-
als to take a free ride on the benefit, that is, the unvaccinated individuals are indirectly 
protected by the vaccinated ones without any vaccination. Therefore, the SUs cannot 
encourage individuals not to make voluntary vaccination greatly; hence, the large 
reduction of vaccination level doesn’t occur. 

3.2 fSV= 0.1 

Fig. 2(B1) and Fig. 2(B2) show equilibrium values for vaccination coverage and final 
proportion of infected individuals as functions of Cr, for different values of fSU while 
keeping fSV = 0.1. The results for the case where fSU = 0, i.e., the absence of SUs in 
Fig. 2(B1) and Fig. 2(B2), correspond to the results in Ref. [16]. As is the same as the 
case where fSV = 0, the more fSU increases, the more the vaccination coverage declines 
over an all range of Cr (Fig. 2(B1) and Fig. 2(B2)). However, in comparison with the 
obtained results for the case where there is no SUs nor SVs in the population, only a 
small fraction of SVs greatly reduces the final proportion on infected individuals at a 
wider range of Cr (approximately Cr > 0.04), even if the SUs are present in the popu-
lation. Fig. 3(C) and Fig. 3(D) illustrate the typical snapshots of the system after the 
system approaches equilibrium for fSU = 0 and 0.2 when Cr = 0.2 and fSV = 0.1. For the 
case where fSU = 0 in Fig. 3(C), the vaccinated individuals whose fraction is about 



 Impact of Stubborn Individuals on a Spread of Infectious Disease 7 

63% of the total population form large clusters which are distributed evenly through-
out the lattice. And about 1% of the total population are infected. For the case where 
fSU = 0.2 in Fig. 3(D), the vaccinated individuals whose fraction is about 27% of the 
total population form small clusters which are distributed evenly throughout the lat-
tice. And about 5% of the total population are infected. As can be seen from these 
figures, specifically Fig. 3 (D), the SVs who are distributed randomly throughout the 
lattice population promotes vaccination behavior of the total population, and helps to 
form the clusters of vaccinated individuals evenly in the population, although those 
occupy only a small fraction. And its impact inhibits SUs from seducing the whole 
population to avoid vaccination. As a result, epidemic is greatly prevented. The de-
tailed reason of this is explained as follows. 
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Fig. 2. Vaccination coverage (upper two panels) and final proportion of infected individuals 
(lower two panels) as functions of relative cost of vaccination Cr for different fraction of SVs 
fSV and fraction of SUs fSU in the lattice population 
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Infected-SU
Infected individual

Healthy-SU
Free-rider

 

Fig. 3. Typical snapshots of systems in the equilibrium state for Cr = 0.2 in the lattice  
populations 

As described above, to prevent an infectious disease from spreading in the square 
lattice, it is effective to inhibit susceptible individuals from forming clusters [14]. To 
achieve this, promotion of the vaccination coverage is effective. And it is also effec-
tive to distribute the clusters of the vaccinated individuals evenly in the network,  
because any of these cluster shuts out the initial infected individuals who appear eve-
rywhere in the network. For the case where fSV = fSU = 0 in Fig. 3(A), the infectious 
disease spreads widely in the population because the clusters of vaccinated individu-
als are small (thus, the vaccination coverage is low), and they distribute not evenly in 
the network. In contrast, for the case where fSV = 0.1, fSU = 0.2 in Fig. 3(D), not only it 
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is promoted the imitation behavior with vaccination but also it helps to form and dis-
tributed evenly the clusters of vaccinated individuals, even if the sizes of clusters are 
small, avoid the clustering of susceptible individuals thanks to the presence of SVs 
who are randomly distributed in the population. Hence, the small fraction of SVs has 
a large impact on the suppression of epidemics thanks to the imitation process and the 
local interactions of the structured populations (For detailed discussions, see Ref 
[16].). On the other hand, as mentioned before, the SUs cannot seduce individuals not 
to make voluntary vaccination greatly. Therefore, the obtained results where the both 
SVs and SUs are present are the combined results of the effects of the presence of 
both SVs and SUs. 

4 Conclusions 

In this study, we investigated how the presence of stubborn individuals who always 
hold her own strategy affects an individual’s decision to get vaccinated against a 
spread of infectious disease and the aggregate vaccination behavior of the population. 
Consequently, we found that the presence of SVs affects more than the presence of 
SUs in a population, i.e., the small fraction of SVs promotes individuals’ vaccination 
behavior, and epidemic is greatly inhibited.  

For simplicity, we assumed that individuals are in lattice populations in the face of 
the flu-like disease. However, both the network structure and the epidemic parameters 
such as transmission rate β have a profound effect on the appearance of epidemic 
spreading [26]. For example, in a heterogeneous network such as scale-free networks, 
an infectious disease spreads more easily than a lattice population because of the 
presence of hub individuals who sometimes work as super-spreaders. In future work, 
we must investigate the impact of the presence of stubborn individuals under various 
network structures and epidemic-parameter conditions.  
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Abstract. Why, what and how real behavior(s) should be incorporated into 
ABM (Agent-Based Modeling), and is it appropriate and effective to use ABM 
with HS-CA collaboration and micro-macro link features for complex econo-
my/finance analysis? Through deepening behavioral analysis and using compu-
tational experimental methods incorporating HS (Human Subject) into CA 
(Computational Agent), which is extended ABM, based on the theory of behav-
ioral finance and complexity science as well, we constructed a micro-macro  
integrated model with the key behavioral characteristics of investors as an ex-
perimental platform to cognize the conduction mechanism of complex capital 
market and typical phenomena in this paper, and illustrated briefly applied cas-
es including the internal relations between impulsive behavior and the fluctua-
tion of stock’s, the asymmetric cognitive bias and volatility cluster, deflective 
peak and fat-tail of China stock market. 

Keywords: Cognitive Bias of Investors, Behavioral Macro-financial Model, 
ABM. 

1 Introduction 

The complexity and variability in modern economic activity, especially complicated 
investment decisions in the financial market, have attracted much attention. Agent-
based modeling (ABM) has progressed strongly in the economic/financial research. 
There are more and more rising call and urgent demand from new analytical and cogni-
tive perspective to explore complexity in contemporary economy and finance, for their 
increasingly complex practice, widening lag gap of modern financial theory, and poorer 
tools; on the other hand, it will be occurring and breaking out for saving potential ener-
gy that accelerates more supporting and more effective theory and tools, driven by the 
interests of people in economy and finance and promoted by the big-data technique and 
so on. Due to realistic demand, it forces us to study and reveal the mystery of actual 
economy/finance from the visual angle of real behaviors of investors, to use the experi-
mental method with the combination of HS (Human Subject) and CA (Computational 
Agent) and advanced research tools (Arthur, 1993; Duffy, 2006), to penetrate and un-
derstand the volatility of stock market based on individual investing behaviors, to strive 
to find the inner relationship between the real and key characteristics of behaviors for 
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investors at the micro-level and stylized facts or amount anomalies at the macro-level, 
the threshold value and sensitivity of critical point(s), and structural evolutionary pro-
cess and so on. 

Behavioral economics (finance), fateful arising and vigorous development, focuses 
on the qualitative analysis of micro individual behaviors up to now (Levin, 2012), and 
is based on the time series analysis and quantitative finance or financial econometrics 
method that is taking the zero mean, I.I.D, stationary and martingale process as the 
premise, logical starting point and analytic conditions, and ignoring or concealing the 
heterogeneous characteristics of behaviors for individual investors; whereas these 
neglected differences maybe are just the root causes of the complexity of financial 
markets. In the basis of deepening behavioral analysis, it is straightforward and driv-
ing tendency and new scientific approach to build integrated models with micro  
(behavior)-macro (output) link for uncovering the complexity of actual finance (econ-
omy), such as from the CAPM to (S) BCAP (Stochastic Behavioral Asset Pricing 
Models) and DSGE etc., that is the typical representative and foreshowing of this kind 
of cases (Lux, 2009). This paper aims at discussing and exploring key behavioral 
characteristics and conducting mechanism each other surrounding the bias focus and 
the center axes of the relationship between micro-investing behaviors and macro-
stylized facts (anomalies) in the stock market. 

This paper is organized as follows. The following section contains the extended 
cognitive bias model and gives a brief analysis of micro-structural behavior causes for 
the complexity of financial market; then the principle of computational experimental 
finance with the method and implemental process of incorporating HS into CA is 
summarized, a benchmark model of behavioral analysis with micro-macro link is built 
and basic testing rules are discussed in Section3; some relative work and applied cas-
es in recent years as well as preliminary experience are given in Section 4. The final 
section contains concluding remarks. 

2 Cognitive Biases and Micro-behavior Causes of Financial 
Market Complexity 

Anormalies frequently occurring in stock market and financial activities, such as the 
volatility cluster, deflective peak and fat-tail, and drastic fluctuation, are boosting up 
risks and crisis that already have existed. A measure that could foresee and avoid risks 
and similar situations could be found only if the root cause of such complexity is  
perceived. 

2.1 Enriching Cognitive Biases 

Cognitive bias, we think, is materially to reflect the uneven and asymmetric of inves-
tor’s preferences and behavioral representations on the investment products, so it can 
be understood as cognitive bias for a lot of bounded rationality or "irrational" real 
investment behaviors. Such as policy-sensitive, preferred stocks from emotion and 
psychology, herding effect, calendric effects examples in behavioral finance. There-
fore, it is a good starting point to understand and to reveal the complexity of financial 
markets by exploring the cognitive bias of investors. 
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2.1.1   CH Model  
Hierarchy is an internal intrinsic property in the development of nature and human 
society that conforms to the law of cognitive development. Hierarchy represents dy-
namic changes in human behavior; thus, its existence is very rational and necessary. 
The complexity of human behavior can be determined by applying hierarchy to social 
science. 

The CH（Cognitive Hierarchy）model begins with 0-step players whose strategies 
are randomized equally. k-step players ( 1≥k ) believe that all other players use only 
0 to k-1 steps. Assuming that k-type beliefs )(hg

k
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approaches )(hf  are 

obtained as k increases. Expected payoffs are computed, and the best responses are 
selected. Camerer et al.(2004) state that )(hf  follows the Poisson distribution; Shao 

(2010) has developed an investment game model based on CH under the framework 
of bounded rationality from an investor group perspective. The CH model has been 
widely applied in economic studies and it is a feasible approach to study cognitive 
bias with CH model. 

2.1.2   CH Behavioral Analysis  
Different properties are reflected in the CH model in consideration of the various 
cognitive abilities possessed by individuals. Our model focuses on two influential 
factors: first, stock price is a very important factor that influences investor decisions; 
second, policy adjustments in China’s stock market are of great concern. Both factors 
differ based on investors; however, determining the factor that is more significant to 
Chinese investors is an interesting topic. The heterogeneity of individual investors 
generally results in stock market diversity. Heterogeneous behavior causes the so-
called leverage effect; that is, changes in stock prices or adjustments in the stock mar-
ket are negatively correlated with volatility. Stock market heterogeneity often results 
in asymmetric, non-stationary, and nonlinear reactions. Stock forecasting is known as 
an uncertain, nonlinear, and non-stationary time-series problem; thus, accurately pre-
dicting the market via traditional methods is difficult. ABM can therefore be used to 
address arcane problems. Generalizing real stock market behavior is necessary to 
characterize heterogeneity. 
 
2.1.3   Extended CH Model  
The financial market is often considered the self-organization of groups of interactive, 
learning, and bounded-rational agents in ABM. Investor behavior parameters for em-
pirical data can be determined, and heterogeneous behavior can be calibrated using 
the given data. Hommes (2006) examines important stylized facts in financial time 
series by using simple economic and financial heterogeneous agent models. 
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Real macroeconomic phenomena can generally be described by Bayesian infer-
ences based on linear and nonlinear behavior models. Integrated models are con-
structed based on human cognition, decision, and execution, and the transition from 
concrete individuals to the gross population is analyzed. We focus on endogenous 
weighted analysis and determine various behavioral attribute parameters in our model. 

The behavioral parameter iλ could be considered as the cognizing level in the bench-

mark model and can thus be used to describe stock market complexity as a whole. 

The cognitive parameter iλ can be influenced as follows: first, the differences among 

the natural instincts of individuals are significant; second, the responsiveness to ex-
ternal factors varies from individual to individual; third, reactions to interactions 
among individuals differ. Individual to economic CH is strongly related to previous 
macroeconomic phenomena. 

2.2 Internal Relation between Complex Financial Market  
and Individual Behavior 

Any phenomenon (result) occurred in the financial market is the interactions made by 
different individual investors and affected by many factors. The decision made by the 
individual investor changes as macro-policies, market signals and external impacts 
change. The individual cognition, belief and strategy constantly adjust and change 
during the process of such cycle; meanwhile, the proportion, structure, ways, track 
and process of evolution are synergistically changed as well. The behavior property, 
assets amount, response model to the external condition changed and differences in its 
intensity of an individual investor shall not be considered at many cases, nor these 
things are simplified to a random error or disturbance with mean value of zero. The 
investment behavior in Chinese capital market shall be considered more cautiously; 
otherwise it just copies other’s behavior or falls into penny-wise misconceptions in 
thought. 

The complexity in financial activities caused by individual subjective initiative 
(humanistic complexity) has some same parts with that of substances change in natu-
ral world but they have essential difference. Thus we need to further discuss the inter-
nal relation (a corresponding relation form could be built) between micro behavior 
characteristics and stylized facts. The individual behavior property, assets amount, 
opportunities and subjective wishes in humanity complexity are of significant differ-
ence and the causal chain among them is two-way, interdependent and interweaved 
with many factors and situations, which couldn’t be speculated or reproduced accord-
ing to some natural rules. However, some basic facts and objective attribute don’t 
vary from person to person or from event to event (meet the individual irrelevance). 
For example, the whole economy/society is constituted by numerous individuals (dis-
soluble). The whole phenomenon is the individual behavioral outcome under the in-
fluence of individual behavior property and external conditions (constant relation). 
The behavioral process (rules), related behavior model, parameter, threshold and rela-
tional structure followed and presented by individual decisions could be perceived, 
simulated and reproduced. 
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This could be represented geometrically: the complicated financial market in reali-
ty is a compounded polyhedron. The theoretical mapping at any viewing angle and 
level is complicated and hard to define. The modern finance is a mapping system on a 
rational behavior section of the polyhedron built by an efficient market mechanism 
(see Figure 1); it also could spread to other behavior section (Bounded or non-
rationality) with more feasible conduction and operation mechanism. Thus, a financial 
market of multiple dimensions could be obtained so as to find the internal relation 
between micro behavior and macro phenomena. 

 

Fig. 1. M-dimension behavioral sections for complex financial market 

The relation between financial market outcome and investor behavior manifests 
such feature. Different individuals’ investment behaviors are diverse as situation 
changes (depending on situation) as well as the response model and intensity. The 
path and influence of relations in economic network is asymmetric (Schweitzer, 
2009). The conduction mechanism and evolution path are complicated and various. 
However, there is recognizable internal relation and needs material promotion of  
theory and method. 

More focusing on the issue studied and promoting by scientific-technical progress, 
a synthetically analytical method that is people-oriented and covering all existed  
theories and methods is required and feasible. The influence of loss aversion, herd 
behavior, over-confidence, stock premium of outstanding bounded rationality (non-
rationality) on stock market is hard to explain due to mixed affections of many factors 
and kinds of subjects by the traditional quantitative finance of modern financial theo-
ry based on the empirical approach. The behavioral finance couldn’t be quantified 
with high cost and small coverage; the agent-based computational economics/finance 
(ACE/ACF) is in its initial stages (Farmer & Foley, 2009), as well as some superior 
techniques like noise trading and wavelet analysis. Based on the above methods, all 
these methods lay a good foundation for independent and partial analysis but their 
limitation is been revealed day by day. It is better to set the investor’s behavior as the 
logical starting point to analyze the theoretic root of financial complexity in reality. 
The conduction mechanism and evolution path from individual to group behavior are 
not single and changeless（Miller & Page, 2007）so that a deepening, integrated 
model and coordinating analytical method are required. 
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3 Agent-Based Computational Finance with Incorporating  
HS into CA 

If we want to find the root cause and to understand furthermore the stock market, it is 
necessary to focus on the investors’ behaviors and mutual relations (including re-
sponse to rules, institutions and information). It’s difficult to rationally portray and 
accurately quantify characteristics of real investing behavior. Comparatively speak-
ing, the combination of HS and CA could both reflect the real investing behavior and 
be tested repeatedly under control (Wang, 2011); it also breaks the limitation that the 
HS sample size is small and hard to represent the whole market as well as overcoming 
the substantial obstacle of pseudo-complexity1produced by CA-based computational 
finance (LeBaron, 2006；Zhang et. al., 2010). 

3.1 Basic Principle 

ACF with incorporating HS into CA is based on the changing character and rules of 
real behaviors made by investors and related agents in the modern financial activities. 
An experimental method that both follows scientific principle and reflects humanistic 
spirit and related financial complexity is applied to realize the integration of micro 
and macro, material and people (natural and social science), reductionism and holism 
(individual standard and relationship theory), human brain and computer (reality and 
virtual world, human wisdom and mechanical efficiency) as well as several model 
techniques. The evolutionary process could be reflected gradually; it also promotes 
the close relation between theory and reality so that they can verify each other. 

3.2 General Method and Steps 

Aimed at breaking the financial complexity, ACF with HS and CA could be divided 
into three steps according to modern finance, behavioral finance, complexity science 
and related knowledge: 

(1) Analysis of micro body behavior. The human behaviors in social activities 
can’t be divided without linear transformation and similarity on the change of proper-
ty and quantitative relation, and sometimes they are irreversible. What’s more, the 
relation between individual and group rationality is complicated and its inconsistency 
may be the root of various social paradoxes. The driving forces, mode of action and 
conduction mechanism from individual to social action are complex. Increasing from 
individual to group amount is not only about quantity but also about the change of 
nature and direction (Wang, 2012; 2013). 

Seeing from the historical evolution of basic behavioral assumptions in economics, 
people have constantly been deepening and enriching their cognition on behavior 
property. The following figure shows the achievement and logical network of each 
stage, so that the developing path of investor’s behavior could be compared. 

                                                           
1  The computational complexity under given structural relationship is not real humanistic com-

plexity; it is similar to the pseudo-random number generated by computer. 
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Fig. 2. The spectrum of economic behavioral characteristics 

By virtue of formalized language, the cognition depth of behavior could be classi-
fied and defined longitudinally to highlight the nature of behavior. For a given capital 
market E (including information and institutions), stock or investment goods set X, 
investor’s set N, way and process of behavior F, investment behavior results set Y. 

a) Deterministic type;  
b) Stochastic type; 
c) Complex type.  

The first two types of behaviors select representative bodies, implying a homoge-
neity assumption, namely all bodies only consider a behavior property and they fol-
low the same decision-making strategy. Only one mechanism model from individual 
to group behavior is set. For the third type of complexity behavior, considering the 
difference and interaction among individuals, subjective consciousness and depend-
ency on situation, the condition and interaction that permit multi-attribute and selec-
tivity behavior could be described (Wang, 2012). 

The assumptions of rational investors in modern finance theory are revealed the 
limitation during the process of practice and challenge, so that the description on real 
investing behavior changes which needs observation, experiment, record, summariza-
tion, abstraction and classification. The essential attribute of human behavior could be 
perceived through behavioral expression. The micro behavior could be analyzed 
based on the experiment and two aspects of functions could be realized. One is to 
observe real response of human in various situations so as to further understand and 
describe behavior property; another is to find the way that how individual behavior 
comes to group behavior and how the overall characteristics of stoke market and eco-
nomic activity affect. Without the support of modern computing technology, we only 
can rationally simplify the investment behavior and set an analytical model to find an 
optional solution. 

The basic investment decision is nothing more than decision selection (buying, 
holding and selling) and the corresponding state could be recorded as {-1, 0, 1}. The 
totality and individual may form an alternative relation set so as to identify the basic 
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model and build an analytical platform for theoretical framework. Difference inves-
tors may make difference decisions under different conditions. The highly abstracted 
rationality is an ideal not reality. Thus, we don’t expect the theory established on such 
base could be understood better. Its main function is to offer a reference system under 
ideal state. For the analysis of characteristics and types of real investment behavior, 
we shall know what individuals take what investment behaviors under what environ-
ments and conditions through which conduction mechanism and achieved what result. 
The key behaviors will be parameterized through endogenous method, which is the 
important base of modeling and computational experiments. Thus, we could further 
study deeply and detailedly the focusing crowds and the interesting investment goods 
for a given market. 

(2) Integrated modeling, namely the integration of modeling or several models. Its 
basic form, structure type and flexible coupling or bridging technology could be used 
to carry out human-based (behavior) computational finance, which could organically 
integrate Quantitative Finance, Evolutionary Finance, Financial Engineering, Finan-
cial Mathematics, Financial Physics, and Financial Dynamics together in order to 
reveal the mystery of financial complexity. 

The integrated model is the real response model and behavioral pattern of a vivid 
body in the form of scientific manner, establishing behavior rules, equation of relation 
and behavior (Dynamics). Based on the objective and overall analysis of subject be-
havior and centralized on the process of decision-making behavior, different models 
are established according to its constituent parts, stages and factors. Then each part 
and type of models is integrated through flexible coupling or bridging according to 
the natural process of realistic problems. Thus, such model is quite inclusive and flex-
ible which could contain and connect existing models as per the need of problems and 
feasible conditions. It could selectively focuses on any special locality problem and 
integrates the distributed simulation and overall analytic method. 

The meaning of soft-linkage or flexible coupling is the simulated mapping and 
links between parts of human and the nature and other complex relationships on the 
decision node. It is the join and verification between different models, namely bridg-
ing or coupling. For example, the output of previous step is translated into the input of 
next step; or changing name of variable, establishing similar instrumental variable, 
piecewise function of dummy variable in different forms; serving as the external envi-
ronment parameter of subject behavior. Such connected models will stay the same as 
things change on the whole. By virtue of integrated model, the internal relation be-
tween micro and macro is revealed through construction of social function and related 
parameters adjusted in the steady-state process. The integrated modeling on the basis 
of subject behavior is a carrier or platform that calculates the social economy. The 
effectiveness, accuracy and sensitivity of the modeling could be evaluated by the 
actual degree of coincidence. 

(3) Computational experiments. The extreme assumption and implicated premise in 
the modern finance’s empirical measurement couldn’t summarize humanity features, 
such as human’s experiences, intuition, comprehensive analysis, judgment and re-
sponse. When the difference in risk preference, gaming instinct, price sensibility, 
interacting decision-making behavior, division or cluster of different investors group 
can’t be ignored, data of actual investor’s behavior type shall be gathered and 
screened, setting the original value of controlled variable, distribution pattern and 
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range of variation.2 The data are input into the computer virtual subject as well as 
integrated model and computational experiment platform. By virtue of software such 
as MatLab, NetLogo, and genetic or bionic algorithm and comparing different scenar-
ios, conditions and experiments, the micro behavior that causes market anomalies or 
stylized facts could be speculated by the output results. Various behavior pattern oc-
curred in reality and conduction mechanism are sorted to calibrate and determine the 
key behavior parameters, set models, foresee potential market phenomena as the basis 
of investment decision. 

The practicing experimental process is as follow: selecting all elements and possi-
ble corresponding combination (theoretically practical) among market scenario, be-
havior property, alternative mechanism, external condition and stylized facts setting. 
The conduction chain related to the internal link is calibrated and sorted according to 
generalized Bayesian Decision Theory so as to obtain a proper, real and scientific 
conclusion of persuasion and explanation power as well as brief and formal computa-
tional experiment result. Thus, the internal relation between individual investment 
behavior and market stylized facts or anomalies in the real capital market and the 
function relationship corresponding to the mechanism of evolving from individual to 
total amount are found. For the design and implementation of the experiment, results 
analysis, improvement and other necessary routine work, refer to related content of 
experimental economics, finance and ACF. 

4 Benchmark Model and Behavioral Test 

Cognition also includes the agent’s perception and judgment on the environmental 
conditions and gross change, it is natural and better to need the support of the micro-
macro integrated model. This part is applied in the reference model of capital market 
with micro-macro link. It improves the integration of former research results (De-
Grauwe, 2010; Scheffknecht and Geiger, 2011; Lengnick and Wohltmann, 2013) and 
basic representation as well as micro behavior, and then discusses how to test and to 
analyze deeply the classical behavioral hypothesis. 

4.1 Benchmark Model 

Just considering a giver stock market in China, let t
y  express net the output gap in 

period t, 
t

r  be the nominal interest rate, and t
π  be the rate of inflation, then we can 

obtain a series of behavioral equations of depicting macro-states with variables and 
relationship of between factors as follows: 

Aggregate demand equation 
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2  Practicing process is similar to the field-experiment; how to select samples, in-time observing 

and tracking in investors, and how to depict and grasp main characteristics during applica-
tions, will be seen in the further paper. 
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Aggregate supply equation 
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 (2) 

and the market behavior following the amending Taylor’s rules 
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Where： 0~
t

E  represents the expectation of the overall market (pseudo-player) at t 

time， c. .., andba  are factors or parameters to be estimated； *π  is the expected 
control targets of the increase； t

χ  is a vector, which include all other factors impact-

ing the yield， ζ  
is the risk and risk-free real interest rate spread； ttt

wvu  and ,  are 

(random) disturbance/error term or white noise disturbance term. 
The parameters could be obtained from the market empirical date according to tra-

ditional measuring empirical approach (related to the two fundamental assumptions, 
rational investor and EMH in modern financial theory), or be inferred from the inves-
tor’s actual behavior in the market when there is Bias. Observing the actual invest-
ment behavior occurred in the stock market, an integrated model will be formed 
through construction of related behavior equation and connection with macro state 
equation, and then the computational experiment will be conducted to find out the 
potential correspondence between micro behavior and stylized facts (anomalies) in 
the stock market (see figure 5). For the perfectly competitive market of general goods, 
the general equilibrium is the exception of game equilibrium under the condition of 
materialization. At this point, neutral system, complete information, individual ration-
ality are satisfied with agreement of individual and collective rationality; if the as-
sumption of perfectly competitive market is significantly deviated, a similar method 
could be used to find the internal relation between actual micro behavior and abnor-
mal complex phenomena in the market. Thus, the complex economic and financial 
problems now could be better explained to find a way of quantifying evidences and 
realized the technology. The description and extension of micro investment behavior 
are as follows: 
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The behavior property, critical change and threshold difference reflect individual 
diversity (heterogeneity). The determination of threshold connects the combined  
action of numerous agents’ behavior and external conditions change, including the 
influence among agents, namely endogenesis and interaction; the threshold is deter-
mined according to the total available market received by the individual, other inves-
tors’ strategies and individual characteristic parameters. It could also be used in  
various key behavior characteristics for the agents in general market. 
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4.2 Hypothesis Testing of Basic Behavior  

The behavior, structure and output (variable, equation and parameters etc.) are inte-
grated in the above equation and description. The change of macro aggregate in the 
specific application is expressed as actual situation and its key point is to determine 
the basic attribute and type. For the estimation of parameters, macro equation is still a 
common method for econometrics and its main change is that the data sources are 
based on the macro abnormal situations and related data and integration method. The 
micro behavior parameters are obtained from the personalized features from agent’s 
behavior through endogenalization and game experimental method. The hypothesis of 
basic behavior could be gradually released and expanded to make up the logical losses 
by key features among complete rationality, limited rationality and actual behaviors. 
The inspection of basic behavior hypothesis is divided into two directions and ways: 
Prior Testing and Posterior Testing(Wang, 2014). 

5 Applications 

Combining with the research on Chinese stock market quotation and investors’ behav-
ior, we want to find what kinds of behaviors correspond to the stylized facts and 
anomalies, taking Shanghai Stock Exchange’s actual data as example and using cur-
rent financial database and professional software to carry out tentative application. 
We choose parts of cases for positive supporting.3 

5.1 Investment Impulsion and Share Price Change 

Based on the actual investment behavior of Chinese investors and taking 254 actual 
historical data from Jan.4, 2007 to Jan.18, 2008 as example. The types of behaviors 
are analyzed as the original value, using Matlab software to simulate. Take 1 business 
day (or unity of time) as step length and 500 business days as the total length of the 
simulation. Firstly, the static simulation on the basic model constructed by comparing 
investors’ normal behaviors is studied to obtain the result of basic model analysis. 
Then, considering the dynamic evolution of various groups, we focus on the invest-
ment impulsion behaviors. Paying attention to the learning adaptability, difference 
and interaction of investor’s investment decision-making and supposing other factors 
that influence behaviors unchanged, simplification or discard will be made (according 
to requirements and increasing or changing behaviors characteristics and influencing 
factors). 

Specific method: the reaction speed (change the time of decision rule lasting) and 
strength (the proportion of individual trading volume in its total assets) are used to 
describe the individual investment impulsion behavior; when the external information 
or market trend changed, the trade that decision rule changed is called as first-class 
impulsion behavior; the investment behavior that is changed two days or more later is 
                                                           
3  The author gratefully acknowledge Dr. Fei Liu and Dr. Yuntao Long for conducting exam-

ples, seeing their dissertation (Liu, 2009; Long, 2012) respectively. 
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called as second-class impulsion behavior. These two kinds of behaviors affect and 
transmute into each other. Taking the max daily fluctuations of stock prices 8% as 
critical value, the fluctuating value (mental threshold) mentally bore by the individual 
is recorded as w, deciding w and different impulsion behavior and taking 5% as the 
contrast threshold; when first-class (second-class) behavior dominates, the stock mar-
ket will boom (slump). The time of duration for these two behaviors before the stock 
market changes is quite different (see figure 4); the length of variable section near the 
threshold is subdivided and narrowed to observe the sensibility and critical effect of 
investor’s behaviors. If the investor could make decision before the critical point of 
market fluctuation, the earnings are considerable. The new findings in this researching 
application are as follows: 

(1) The influence and relation between the investment behavior characteristics 
and price fluctuation in the stock market are analyzed from the micro-view; compara-
tively speaking, individual investment impulsion behavior is internally related to the 
stock market booming (slumping); the first-class behavior may cause booming and 
the second-class behavior may cause slumping;  

(2) Trying to explore the multi-dimension description and classified quantitative 
method of micro motivation and to use investors’ actual behavior to study the invest-
ment impulsion behavior;  

(3) The computational experiment is used to explore the micro-cause of stock 
market complexity in China, trying to reveal the mechanism of overall complex phe-
nomena caused by the potential individual behavior model. The main performance of 
investor’s mental fragility is sensibility around the critical point(s). 

 

  
 w > 8%( the 1st impulsive behaviors)      w < 5% (the 2nd impulsive behaviors) 

Fig. 3. The relation simulation between different types of impulsive behaviors and sharp stock-
price 

(Note: Vertical axis is price; Horizontal axis is time) 
 

What’s more, from the point of methodology, acceptance or adjustment of rational 
behavior assumption, establishment of causality or theoretical logic model and utiliza-
tion of empirical data could not fit the need of actual complexity. However, micro-
behavior-based computational experiment analysis focuses on the actual investment 
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behavior of different agents and development of group structure, simulating different 
results of convergence, violent shock, booming or slumping. It shows the necessity to 
further study different agents’ inter-behaviors characteristics. This method could be 
one of the best ways to discover and perceive the complex essence of abnormal  
economy and financial activities. 

5.2 Type of Information Preference and Market Sensitiveness 

The developing stock market in China prefers what kinds of information. General 
quantitative finance and statistic testing may result in large errors due to lack of in-
spection of behavior basic hypothesis. We use computational experimental finance to 
combine HS and CA based on the investor’s actual behavior and real data of the stock 
market. By comparing different responses by different investors to various policies 
and market signals, policy sensitivity parameters and tendency parameters influenced 
by the vicinity are designed, taking proportions of different investors as controlled 
variable in order to observe the different preference type and market effect identified 
and responded by the investor’s behavior biases and market structure change to the 
policy and market signals; these were further parameterized and changed according to 
the potential situations to know whether the numerous investors’ behaviors coincide 
with the stylized facts occurred in reality, focusing on internal relation between cogni-
tive behavior and gathered fluctuation. The specific simulation has been launched in 
NetLogo 5.0.3 version (Wang & Long, 2014). 

5.3 The Essence of Behavior and Integrative Effect of the Market 

The asymmetry on benefits and losses in people’s behavior is inherent. Several behav-
ior-bias and their combination of key behavioral characteristics illustrated in the be-
havioral finance could be the main reason that induces some stylized facts or anoma-
lies in the market (see figure 5). The problem is that what reason could convincingly 
prove it. 

Asymmetric investment behavior (key behavior characteristic) has a complicate 
and internal relation with market anomalies (stylized facts), such as impulsive action 
vs. share price fluctuation, asymmetric cognition vs. fat-tail and drastic moves and 
stock market differentiation, herd behavior, psychological complex vs. blue-chip 
gathering, non-rational, irregular investment, overconfidence vs. stock market bubble, 
information preference and market awareness, overall features, individual response, 
behavior pattern vs. trend and development of the stock market. Observing and judg-
ing the situation, we could take measures before group behavior and market generate 
results or other investors find this, so as to decide our investment behavior. For the 
actual behavior of Chinese investors, they have to face the market complexity and 
stylized facts and integrate theories by changing ideas, which is well-suited and effec-
tive and also fit the essence of market volatility. 
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Fig. 4. Mapping from Actual Investing Behavior to Macro-Anomaly in Stock Market 

6 Conclusions  

The modern finance undoubtedly is more and more complicated but it could be  
recognizable. Computational experimental finance with agent-based and integrated 
modeling is scientific, acceptable and effective. Viewing from investor’s behavior, 
Chinese financial (stock) market has significant behavioral biases, presenting as poli-
cy sensibility (depending on conditions and structures) but irregularly responds to the 
market signal. Thus, the theoretical method based on rational investment and efficient 
markets hypothesis is prudently used to study Chinese problems. It’s necessary to 
consider the adaptation of method aiming at solving problems. 

The market effect of potential actual investment behaviors shall be further studied. 
Different investors shall determine their behavioral characteristics by themselves and 
choose a proper way of investing. The theoretical method in this paper aims at the 
stylized facts of capital market, realistic investor’s behavior and economic environ-
ment in China. It’s worth deepening and promoting as it is constantly proof-testing. 
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Abstract. There are growing interests for studying collective behavior includ-
ing the dynamics of markets, the emergence of social norms and conventions, 
and collective phenomena in daily life such as traffic congestion.  

We showed that collective behavior is affected in the structure of the social 
net-work and theta, and the collective behavior was stochastic in previous work. 
Moreover, collective behavior is almost same as Schelling model, though the 
decision is not interactive and simultaneously. Then, we found that the collec-
tive behavior in Schelling model is similar to cascade model. That is, our results 
with heterogeneous rules or heterogeneous networks are possible to apply for 
cascade model. In this paper, we analyzed that the collective behavior of popu-
lation is stochastic, although decisions of agents are deterministic. We focused 
on the effect of network degree. And we found that turn of decision is effect on 
collective behavior not the first choices.  

Keywords: collective behavior, agent, social network, degree, threshold. 

1 Introduction 

There are growing interests for studying collective behavior including the dynamics 
of markets, the emergence of social norms and conventions, and collective phenome-
na in daily life such as traffic congestion. Many researchers have pointed out that an 
equilibrium analysis does not resolve the question of how individuals behave in a 
particular interdependent decision situation. It is often argued "it is hard to see what 
can advance the discussion short of assembling a collection of individual, putting 
them in the situation of interest, and observing what they do"[1]  

In examining collective behavior, we shall draw heavily on the interactions of in-
dividuals. We also need to work on two different levels: the microscopic level, where 
the decisions of the individual agents occur, and the macroscopic level where collec-
tive behavior can be observed [2]. The greatest promise lies in analysis of linking 
microscopic behavior to macroscopic behavior [3]. What makes collective behavior 
interesting and difficult is that the entire aggregate outcome is what has to be evaluat-
ed, not merely how each person does within the constraints of her own environment. 
The performance of the collective system depends crucially on the type of interaction 
as well as the heterogeneity in preference of agents [4]. 
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Feng et al. [5] brings together agent-based models and stochastic models of com-
plex systems in financial markets and show how individual decisions give rise to mac-
roscopic actions. Additionally, the heterogeneity in agents’ investment horizons gives 
rise to long-term memory in volatility. Using market data, Kenett et al. [6] provides 
new information about the uniformity preset in the world’s economies. From their 
analysis, it becomes evident that this uniformity does not only stem from an increase 
of correlation between markets, but that there has also been an ongoing simultaneous 
shift towards uniformity in each single market. 

There are many situations where interacting agents can benefit from coordinating 
their behavior. Coordination usually implies that increased effort by some agents 
leads the remaining agents to follow suit, which gives rise to multiplier effects. Ex-
amples where coordination is important include trade alliance, the choice of compati-
ble technologies or conventions such as the choice of a software or language. These 
situations can be modeled as coordination games in which agents are expected to 
select the strategy the majority do [7]. The traditional game theory, however, is silent 
on how agents know which equilibrium should be realized if a coordination game has 
multiple equally plausible equilibria, where these can be Pareto ranked [8]. This si-
lence is all the more surprising in games with common interest since one expects that 
agents will coordinate on the Pareto dominant equilibrium [9]. The game theory has 
been also unsuccessful in explaining how agents should behave in order to improve an 
equilibrium situation [10]. 

Often an individual’s decision depends on the decisions of others because they 
have limited information about the problem or limited ability to process the infor-
mation [7, 11]. An individual’s payoff is a function of the actions of others [1, 10]. In 
particular, in the diffusion of a new technology [12], early adopters impose externali-
ties on later ones by rationally choosing technologies to suit only themselves. Then, 
individual has an incentive to pay attention to the decisions of others. This is known 
as binary decisions with externalities [7]. 

Schelling model or threshold model [7] has been postulated as one explanation for 
the contagion. Schelling shows by example of attendance the optional Saturday morn-
ing review session. For people, attendance depends on the percentage of attendance. 
The critical point which the benefit exceeds the cost of attendance is threshold. Schel-
ling assumes that all people know the others’ decision and deals with stability of equi-
librium of several threshold distributions. 

Contagion is said to occur if one behavior can spread from a finite set of agents to 
the whole population. When can behavior that is initially adopted by only an infinite 
set of agents spread to the whole population? Morris [13] shows that maximal conta-
gion occurs when local interaction is sufficiently uniform and there is low neighbor 
growth, i.e., the number of agents who can be reached in k steps does not grow expo-
nentially in k. Lopez-Pintado [14] showed that there exists a threshold for the degree 
of risk dominance of an action such that below the threshold, contagion of the action 
occurs. He also showed that networks with intermediate variance (where the connec-
tivity of the lowest connectivity nodes are not so low) are best for diffusion purposes. 
Meanwhile, Watts [15] showed that when the network of interpersonal influences is 
sufficiently sparse, the propagation of cascades is limited by the global connectivity 
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of the network; and when it is sufficiently dense, cascade propagation is limited by 
the stability of the individual nodes. Therefore, the rate at which a social innovation 
spread depends on three factors: the topology of network, the payoff gain of the inno-
vation and the amount of noise in the best response processes [16]. Montanari [17] 
shows that innovation spreads much more slowly on well-connected network struc-
ture dominated by long-range links than in low-dimensional ones dominated and Ko-
matsu [18] obtains the optimal network for good cascade using genetic algorithm and 
they show the network have a sufficient number of vulnerable nodes and hub node of 
medium size. 

To illustrate how important spatial structure is to the emergence of cooperation in 
society, Nowak [19] and Axelrod [20] have investigated lattice models of agents con-
fronted with a social dilemma. At the other extreme, most of human social networks 
were regarded as random networks whose nodes are connected randomly because of 
its large scale and complexity. In reality, Barabási et al. found that many complex 
networks have a scale-free structure [21]. Moreover, another kind of network struc-
ture small-world has been defined and researched [22]. Of course, the number of indi-
vidual is large and the relationship is assumed to be complex. However, the world is 
much smaller than we think. We deal with population with scale-free network. 

On the other hand, Hasan et al. [23] deal with a threshold model of social conta-
gion originally proposed in network science literature. And they show that faster 
propagation of warning is observed in community networks with greater inter-
community connections.  

In our previous work [24], we showed that collective behavior is affected in the 
structure of the social network, the initial collective behavior and diversity of theta. In 
this paper, we focus on scale-free network and investigate the effect of number of 
interaction on collective behavior. And we compared Schelling model with Cascade 
model [25]. And we showed that collective behavior is affected in the structure of the 
social network and theta and the collective behavior was stochastic. Moreover, collec-
tive behavior is almost same as Schelling model, though the decision is not interactive 
and simultaneously. Then, we showed that the collective behavior in Schelling model 
is similar to cascade model. 

In this paper, we analyze that the collective behavior of population is stochastic, 
although decisions of agents are deterministic. We focus on the effect of network 
degree. And we find that turn of decision is effect on collective behavior not the first 
choices. 

2 Model 

We consider the following dynamics to describe the evolution of agents’ choices 
through time. At time t, each agent plays a 2×2 game with each neighbor and chooses 
an action from the space S ={S1, S2}[14,15]. The assumption that an agent cannot 
make his action contingent on his neighbor’s action is natural in this context. Other-
wise, the behavior of an agent would be independent of the network structure. Payoffs 
from each interaction in each period are given by a function( , ′) , where , ′ ∈  
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and they are summarized in the following symmetric matrix as shown in Table 1, 
where 0 ≤ θ ≤ 1. In this matrix, if agent Ai chooses same strategy as the other 
agent, it can get the positive payoff 1 − θ  or  θ , otherwise it receives nothing. It 
means coordination game. This is also called as Conformity Model. This payoff ma-
trix can be translated from Stag Hunt game. Nash equilibria are (S1, S1)  and (S2, S2). Agent Ai’s payoff from playing s ∈ {S1, S2} when the strategy profile of 
the remaining agents s  is given by Π(s , s ) = ∑ π(s , s )∈N  . Thus, an agent’s 
payoff is simply the sum of the payoffs obtained across all the bilateral games in 
which he is involved. Agents select the action that maximizes his benefits given the 
action of others in the previous period (a myopic best response).  

Table 1. Payoff matrix of agent Ai (0 ≤ θ ≤ 1). 

Choice of agent 
Ai 

Choice of other agents 
S1 S2 

S1 1 − θ 0 
S2 0 θ

 
Here we define p (t) as the proportion of agent Ai’s neighbors who choose S1 at 

time t. Fig.1 explain the social network and the proportion of agent’s neighbors who 
choose S1 at time t. Node means agent and link means neighboring social network. 
Each agent has theta θ  and can decide the choice S1 or S2 at given time step accord-
ing to the proportion of neighbors who choose S1, p (t). Because each agent has 
idiosyncratic theta  θ  and the proportion of neighbors who choose S1, that is p (t), 
is  different each other, the decision at next time step is deferent each other. 

 

Node: agent, link: neighboring social network, choice: S1 or S2 

Fig. 1. Social network and the proportion of agent’s neighbors who choose S1 at time t 
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If the proportion of neighbors p (t) is higher than or equal to theta θ , then agent 
Ai’s best response is to choose S1. Otherwise, Ai chooses S2. The value of theta θ , 
namely the degree of risk dominance of action S1, specifies a lower bound for the 
fraction of individuals that must be choosing S1 in order to make action S1 preferred 
to action S2. If θ < 1/2, action S1 is risk dominant. Also, the more risk dominant 
action S1 is the lower the value of θ . This rule is given by these functions. 

  p (t) ≥ θ  : Agent Ai chooses S1 (1) 

  p (t) < θ  : Agent Ai chooses S2 (2) 

The model differs from cascade models which Watts or Lopez-Pintado deals with 
in some respects. All these features; simultaneity, heterogeneous rule, interactive 
interaction and network heterogeneity are essential to collective behavior. 

1. Interactive interaction: Each agent can revise his behavior both of two alternatives, 
that is the decision is two ways. But, in cascade model, once an agent has switched 
on one alternative S1, it remains on S1 for the duration of the dynamics. 

2. Simultaneity: Each agent decides his behavior depend on the neighbors’ behavior 
in previous time step for each time step. While in cascade model, a certain proba-
bility agents are chosen each period to revise their strategy. 

3. Heterogeneous networks: typically modeled on regular lattices, here we are con-
cerned with heterogeneous networks; networks in which individuals have different 
numbers of neighbors. 

4. Heterogeneous rules: Each agent has an idiosyncratic threshold. According to the 
threshold, agent's behavior is different from each other. That is, the decision rule is 
homogeneous in cascade model. 

3 Former Results 

3.1 Settings 

In previous work [25], we dealt with these features except heterogeneous rule. 
At first, we defused the interactive interaction and focus on the effect of two way 

interaction. That is, agent can only change the behavior for S1 and the decision rule is 
given by this function. 

  p (t) ≥ θ  : Agent Ai chooses S1 (3) 

Next, we defused the simultaneity and focus on the effect of simultaneity. That is, 
all agents cannot decide at the same time, randomly chosen agent can only decide. 
This is cascade model. 
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At last, we dealt with a heterogeneous network. We make a social network for 
population of 1000 agents as scale-free network by arranging the regular network 
with degree of 10 using Kawachi algorism [26]. Then, their average degrees are 10. 
Kawachi proposed generation algorithm from regular network to various networks by 
each agent's with a link of the same number changing a link. That is, a node whose 
number of links is large must be much larger and a node whose number of links is 
small must be much smaller. When all links of each node have been considered once, 
the procedure is repeated several times. For scale-free network, we set probability as 
1.0 and times as 20. The scale-free network is organized as shown in Fig. 2. And it is 
shown by log-log graph. 

We set that all agents have same payoff matrix, that is, population is homogeneous. 
And thetas of all agents are set as 0.1. Then, considering pair of agents, Nash equilib-
rium is for both of them to choose S1 or for both of them to choose S2. So, for popu-
lation, Nash equilibrium is for all agents to choose S1 or to choose S2. 

 

Fig. 2. The degree distribution of scale-free network 

3.2 Results 

We denote the collective behavior p(t) that the proportion of agents having chosen 
S1 in whole population at time t. Here, we set the initial collective behavior as 0.01, 
which means only small agents choose S1 at first time step. Watts [22] sets that a 
single node chooses S1 at first time step in 10000 nodes and simulates. If there are not 
node chooses S1 at all at first, choice of S1 doesn’t spread according to function (3). 
A single node or small nodes need for cascade or contagion. And we assume that all 
agents choose at random at first time step. Then, each agent makes decision depend 
on rule of cascade model given by function (3) each time step, and then collective 
behavior turns. 
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Fig. 3 shows the simulation results in scale-free network, where theta is 0.1. When 
initial collective behavior is 0.01, which means low proportion, final collective behav-
iors depends on trials. And final collective behaviors sometimes converges to 0.01 
and a few agents choose S1 at last, but other times converges to1.0 and all agents 
choose S1 at last. In latter case, there occur contagion and triggered by small propor-
tion of S1 spread to the whole population, which is rare case. 

 

 

Fig. 3. The transition of collective behavior in scale-free network 

We set theta θ at intervals of 0.1 from 0.0 to 1.0. We simulate until 10000 time 
step, we call this as a trial. Then, we simulate 100 trials per theta θ and investigate 
the final collective behavior. Fig. 4(a) shows the simulation results in scale-free net-
work. The x-axis represents theta θ and the y-axis represents the final proportion of 
agents who choose S1, which we define final collective behavior as p ∗. And 100 
trials are plotted for each theta θ. And the collective behavior depends on theta θ 
and becomes 0.01 or 1.0, stochastically. Because agent cannot change for S2, there 
few agents who choose S1 at first time step remain at last time step. 

If theta is greater or than equal to 0.6, collective behavior converges to 0.01 and 
almost agents choose S2 at last in any trials. Otherwise theta is 0.0 collective behavior 
converges to 1.0 and all agents choose S1 at last. But, if theta is between 0.1 and 0.5, 
collective behaviors become 0.01 or 1.0 depending on the trials.  

Other viewpoints of results are shown in Fig. 4(b). In this figure, the x-axis repre-
sents theta and the y-axis represents the histogram of the final proportion collective 
behavior p ∗. And white area means final collective behavior p ∗ become 1.0 and 
black area means final collective behavior p ∗ become 0.01. We found that when 
theta between 0.1 and 0.5; there are chances that all agents come to choose S1, 
though, it is rare case. 
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(a) Final collective behavior 

 
(b) The histogram of final collective behavior: withe bar: p*=1.0, black bar: p*=0.01 

Fig. 4. Collective behavior in scale-free network 

On the other hands in regular network, the simulation result is similar to scale-free 
network as shown in Fig. 5. But, the range that collective behavior becomes 0.01 or 
1.0 depending on the trials is narrower than scale-free network and the range is be-
tween 0.1 and 0.2. 

We showed that collective behavior is affected in the structure of the social net-
work and theta. We found that the collective behavior in Schelling model is similar to 
cascade model. In population, each agent has an idiosyncratic threshold or networks 
in which individuals have different numbers of neighbors. 
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Morris [13] deals with m-dimension lattice and shows that contagion of the action 
occurs below contagion threshold. And in a homogeneous network, where all nodes 
have the same connectivity, the contagion threshold equals the inverse of the connec-
tivity k. And it is very approximate for our simulation results of regular network. 

Moreover, López-Pintado by mean-field approach showed that contagion threshold 
of homogeneous network is low than that of scale-free network. They are very ap-
proximate for our simulation results. 

 

 
withe bar: p*=1.0, black bar: p*=0.01 

Fig. 5. The histogram of final collective behavior in regular network 

4 Where Is Stochastic From 

4.1 Initial Decision Depend on Network Degree 

The collective behavior of population is stochastic, although decisions of agents are 
deterministic. We analyze this point. In previous simulation, agents decide at random 
at initial time step and each time step. Because there are agents with each degree in 
scale-free network, we focus on the effect of network degree. We set agents’ initial 
behavior as ascending order or descending order with depending on degree. That is, in 
ascending order, agent with low degree chooses S1 preferentially at initial step. In 
descending order, agent with high degree chooses S1 preferentially at initial step. 

We show the simulation results in Fig. 6. The characteristic of collective behavior 
is similar to the former results. We found that first decision is not effect on collective 
behavior. 

0

20

40

60

80

100

0.0 0.2 0.4 0.6 0.8 1.0 

T
h
e
 f
re
q
u
e
n
c
y
 [
%
]

θ



36 S. Iwanaga and A. Namatame 

 

(a) Ascending order of network degree at initial step: withe bar: p*=1.0, black bar: p*=0.01

 
(b) Descending order of network degree at initial step: withe bar: p*=1.0, black bar: p*=0.01 

Fig. 6. Collective behavior about initial decision in scale-free network 

4.2 Turns Depend on Network Degree 

We set agents’ turn of choice as ascending order or descending order with depending 
on degree. That is, in ascending order, agent with low degree decides S1 preferential-
ly each step. In descending order, agent with high degree decides S1 preferentially 
each step. 

We show the simulation results in Fig. 7. The characteristic of collective behavior 
is different from the former results. We found that turn of decision is effect on collec-
tive behavior. 
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(a) Ascending order of network degree: withe bar: p*=1.0, black bar: p*=0.01 

 
(b) Descending order of network degree: withe bar: p*=1.0, black bar: p*=0.01 

Fig. 7. Collective behavior about turns of choice in scale-free network 

Hasan et al. investigate effect of the initial seed on cascade propagation for uni-
form degree distribution. And they show that the local neighborhood will be relatively 
smaller than the affected cluster size which makes the cascade to propagate fast. 

We also investigated the speed of contagion and show the results in Fig. 8. There 
are four case of contagion, ascending order of network degree at initial step and net-
work degree each step, and descending order of network degree at initial step and 
network degree each step. In the first and the third case, that is bold line and bold dot 
line, the transitions are almost same as Fig. 3. And the speed of contagion is not ef-
fected the initial seed in scale-free network. On the other hand, in the second and the  
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fourth case, that is solid line and dot line, we found obviously effect of the turns of 
choice on contagion speed in scale-free network. Then, we found that turns of choice 
effect on the congation speed than initial seed in scale –free netork. 

 

 
(a) Bold line: ascending order of network degree at initial step, 

Slid line: ascending order of network degree  each step 

 
(b) Bold dot line: descending order of network degree at initial step, 

Dot line: descending order of network degree  each step 

Fig. 8. Contagion speed of four cases 

5 Conclusion 

We showed that collective behavior is affected in the structure of the social network 
and theta, and the collective behavior was stochastic in previous work. Moreover, 
collective behavior is almost same as Schelling model, though the decision is not 
interactive and simultaneously. Then, we found that the collective behavior in Schel-
ling model is similar to cascade model. That is, our results with heterogeneous rules 
or heterogeneous networks are possible to apply for cascade model. 

In this paper, we analyzed that the collective behavior of population is stochastic, 
although decisions of agents are deterministic. We focused on the effect of network 
degree. And we found that turn of decision is effect on collective behavior not the 
first choices. 
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Abstract. Genetic algorithms are often able to identify solutions within a mul-
tidimensional problem space that elude human detection. Humans sometimes 
have difficulty retrospectively identifying the features or feature combinations 
that lead to the success of an individual solution. However, humans are adept at 
identifying configural patterns within faces. We hypothesized that mapping the 
features of a problem space onto a cartoon face space would help humans visu-
alize patterns and contribute to the operation of a genetic algorithm. 

In this study, human participants viewed foragers in a virtual environment. 
The genetic code of each forager was presented either as a list of features or as 
a cartoon face. Participants selected either one or both parents for mating at 
each generation. Foraging improved significantly when forager attributes were 
presented as a face, compared to trials in which attributes were presented as a 
list. This improvement was found for both human-directed and cooperative  
genetic algorithms. 

Keywords: evolutionary, human-computer interaction, perception, decision-
making. 

1 Introduction 

A genetic algorithm is a problem-solving technique in which solutions to a problem 
are represented as sequences of genes, and in which the genes are subject to an evolu-
tionary selection process to arrive at a solution [see 1]. They have proven a successful 
tool for identifying novel solutions to problems that humans may overlook, particu-
larly when the solution to the problem relies upon a large number of features within a 
multidimensional problem space. However, systems that arise through evolutionary 
processes can be complex, and the evolutionary process is often a challenge to de-
scribe and interpret. Human efforts to retrospectively solve and learn from these evo-
lutionary adaptations are often time-consuming and cognitively challenging, though 
computer simulations can make these problems more tractable (e.g., [2-3]). 
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The complexity of solutions offered by genetic algorithms can interfere with  
human-computer interaction. As Kowaliw et al. [4] have noted, the number of  
variables to consider may overwhelm the human ability to keep track of them. This 
may not be a concern if a genetic algorithm’s solution can be applied to a problem 
with minimal human involvement, but many problems require the user to interact with 
or retrospectively interpret genetic algorithm outputs. This could occur because some 
aspects of the problem (e.g. the aesthetic desirability of a product design) cannot be 
evaluated automatically, because the user needs to draw general conclusions from the 
solutions, or simply because the number of solutions is large and the user needs to 
narrow the set of possibilities ([5]; see also [6-7]). In many situations, users benefit 
not only by determining which solutions are best but also by attaining some  
theoretical or intuitive sense of why the solutions work best.  

One method for facilitating the interaction between human and computer is by 
mapping potentially unwieldy data onto a recognizable, tractable pattern [e.g., 8]. 
Facial configurations are ideal for this purpose as humans are adept at interpreting 
features on a human or cartoon face [9].  

The study was organized in the following way. A foraging task was devised in 
which a simple object (a grey circle) moved around in an environment containing 
food objects (green squares). The direction and speed of the forager was determined 
by a 31-bit binary code. The code for each forager was converted into a list of features 
and, separately, a cartoon face. Each feature from the list was mapped onto a facial 
feature, so that both the list and the face represented the same information.  
Participants in the study observed foragers and, after watching 25 candidate foragers 
for each population, selected either both parents (the Human condition) or one parent 
(the Hybrid condition). In the Hybrid condition, the forager that quantitatively found 
the most food was selected as the second parent. The Human condition was included 
to evaluate the effectiveness of the face in helping humans evaluate the foragers, 
while the Hybrid condition was included to evaluate the effect of human-computer 
interactions on performance. 

The paper was organized as follows: Section 2 reviews relevant literature and  
presents a context for the present study; Section 3 describes the forager, foraging 
environment, and genetic algorithm. Section 4 describes task performed by human 
participants and the procedure for human-computer interaction; Section 5 describes 
the statistical analysis, and Section 6 discusses the results; Section 7 considers the 
implications of the current findings and the potential for future research. 

2 Related Work 

Over the past two decades, many systems have allowed humans to contribute to a 
genetic algorithm or similar evolutionary process. Some allow the user to add  
candidates to the population in place of automated selection [10], while others have  
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the user shape the parameters of the selection process or both [11]. Takagi [12] used 
human evaluation within psychological space as a surrogate for automated fitness 
evaluation within an evolutionary algorithm. Subsequent studies [13-14] used 2D 
visualizations of a genetic algorithm to aid the human decision maker. Other  
alternative approaches to allowing human decisions to shape the evolutionary process 
include crowdsourcing the evaluations [15] or creating a model of human decision 
making [16]. 

Several researchers have applied genetic algorithms to the search of face spaces. 
Caldwell and Johnston [17], considered witness identification as a search through a 
face space. Secretan et al. [18] used an evolutionary breeding process to allow users 
to develop pictures, some of which contained faces and face-like elements. To our 
knowledge, the current study is the first to employ a face space to represent attributes 
of a problem space that are not intrinsic properties of faces in the context of a genetic 
algorithm.  

3 Methods 

3.1 The Foraging Task and Environment 

Foraging took place within a 300 x 300 pixel white square. The forager was depicted 
as a grey circle with a 25 pixel radius that started in the centre of the foraging space. 
Twenty five food items (represented by green squares 25 pixels on a side) were 
placed at random locations within the foraging area at the start of each trial. During 
each time step in the simulation the forager moves in one of eight directions (north, 
south, east, west and appropriate combinations thereof). Any food items within a  
given radius of the forager at the endpoint of motion are considered consumed.  
Onscreen, they flashed red and disappeared. Food items were replaced in a random 
location within the foraging area before the next time step. After 25 time steps, the 
trial ended. Total food consumed in the 25 time steps was recorded as an indicator of 
fitness. 

3.2 The Forager 

Foraging behaviour was defined by a 31-bit genetic code that determined the  
following forager attributes (see Table 1 for a summary and Figure 1 for a  
screenshot): 
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Table 1. Forager Attributes and Genetic Code Representation 

  Genes Feature    Descriptiona   Facial Feature  
1-4 Visual Field Width  In degrees: 10+2*(4-bit)  Eye diameter 
5-8 Antenna Radius   In pixels 8*(4-bit)  Antenna Height 
9-12 Reach / Mouth Size  Radius in pixels   Mouth Size 
13-16 Speed    In degrees: 10+2*(4-bit)  Green component 
        of face colour 
17-20 Momentum   Chance of repeating  Red component 
     Direction: (4-bit)/16  of face colour 
21-22 Eye Decision Rule  00: Probabilistic   Eye (Black) 
     01/10: Winner-take-all  Eye (Grey)  

 11 – Opponent Process 
23-24 Antenna Decision Rule  00: Probabilistic   Tip (Black) 
     01/10: Winner-take-all  Tip (Grey)  

 11 – Opponent Process  Tip (White) 
25-28 Sensory Bias   Chance of using antenna  Red component 
     input (4-bit)/16   of face colour 
29-31 Eye Presence   Left / Middle / Right  Eye visible   

abit value in parenthesis indicates a binary value derived from genes (e.g.: 0110 = 6).  

Antennae Decision Rule. Genes 23 and 24 coded for the antenna decision rule. The 
computation for the Probabilistic and Winner-take-all decision rules were the same as 
the eye decision rule, but with the antenna inputs. Note that the antennae could detect 
motion in all eight directions rather than three. This was done by counting the number 
of food items on one side of each of the forager’s axes of symmetry. For the  
Opponent condition, the direction in which the number of food items detected  
exceeded the average of its neighbours (e.g. north vs northeast and northwest) was 
chosen. 

Sensory Bias. In cases where the eye and antenna directions conflict, one is chosen 
over the other. Genes 25 through 28 code for sensory bias in the same manner as for 
momentum. As with momentum, sensory bias ranges from 0 (in which the vision is 
always favoured), to 15, in which there is a 15 in 16 chance of favouring the antennae. 
The range of bias values slightly favoured vision. However, blind foragers are repre-
sented, as 12.5% of the initial population were expected to lack eyes (see below). 

Eyes Present. Genes 29-31 represented the left, middle and right eyes respectively. 
The middle of the line of sight for the eyes were 45° counter-clockwise, 0°, and 45° 
clockwise relative to the direction of the forager’s last motion (i.e., the direction it 
was facing). The eye was present when the gene was 1 and absent when it was 0.   

Note that the mappings between the face stimulus and the foraging attribute that it 
represents may be more intuitive in some cases (e.g. mouth size) and less intuitive in 
others (e.g., face colour). The individual contribution of specific face attributes to 
performance was not assessed in this study but remains an avenue for future research. 
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5 Analysis 

Success of the algorithm for each new generation was measured as the mean fitness 
for all 25 members of the generation. As the parent generation was random, each 
participant’s list and face condition began from a different starting population. To 
account for this, a difference score was computed by subtracting the mean fitness of 
the parent (Generation 0) population from the mean fitness of each child population. 
Comparisons were made between the three conditions at each generation and also 
between corresponding conditions from the “face” and “list” trial blocks. 

A three-way (Presentation, Selection, and Generation) repeated measures analysis 
of variance was conducted in SPSS. The factor of Presentation refers to how the  
forager features were presented (i.e., via a list or a face) and Selection refers to 
whether parents were selected by the human participant or a combination of the two.  

Two hypotheses are considered: 

1) The hybrid condition produced more effective foragers than the human condi-
tion illustrating the potential importance and benefit of human-computer cooperation. 

2) Presenting features as a face produced more effective foragers than features pre-
sented as a list in both the human and hybrid selection condition. 

6 Results 

A three-way repeated-measures ANOVA of the difference scores revealed significant 
effects of Presentation (F(1, 45) = 8.01, MSE = 46.28  p < .01, partial η2 = 0.15), 
Generation (F(1, 45) = 49.71, MSE = 2.87, p < .001, partial η2 = 0.53) and Selection 
(F(1, 45) = 49.45,  MSE = 19.35, p < .001, partial η2 = 0.52). A significant interaction 
was observed between Selection and Generation (F(2, 90) = 10.20, MSE = 3.97 p < 
.001, partial η2 = 0.185). No significant Presentation x Selection (F(1,45) < 1), or 
Presentation x Generation (F(2,90) = 1.1) interaction, nor was any three-way interac-
tion found (F(2,90) < 1).. As shown in Table 1, performance significantly declined in 
the human selection condition when forager features were presented as a list, but sig-
nificantly improved when features were presented as a face. In the hybrid condition, a 
significant increase in fitness was found for both face and list presentations. Figure 5 
shows difference scores between each of the three child generations and the parent 
generation (Generation 0) for the hybrid trials, while Figure 6 shows (on the same 
scale) difference scores for the human trials. The significant interaction between Se-
lection and Generation was explored with post-hoc t-tests (shown in Table 2). When 
fitness scores were collapsed across face and list conditions, the human trials showed 
no significant average improvement (as the gains in the face condition were presuma-
bly cancelled out the decrement in the list condition), while the hybrid condition 
showed fitness gains from the first child generation.  

The magnitude of the improvement was similar across conditions, suggesting that 
the problem in the list condition may have been an initial difficulty in selecting ap-
propriate foragers in the initial parent generation. Alternatively, the recovery in the 
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list condition could reflect regression to the mean rather than genuine improvement. 
Selections made in generations two and three may have, by chance, mitigated mal-
adaptive choices in the first generation. No such decrement was found in the face 
condition, suggesting that participants were (a) able to identify good foragers (or at 
least avoid selecting bad ones) early on, and (b) were able to build upon these initial 
selections in generations two and three to improve fitness. 

Table 2. Planned t tests comparing the fitness of child generations to the parent generation, 
collapsed across three generations 

Presentation Selection Mean SD t(137)  P  
Face  Generation 0 7.52 1.07 -  - 

Human  8.42 3.45 3.00  0.003  
  Hybrid  10.92 4.05 10.06  <0.0001 
List  Generation 0 8.02 1.28 -  - 

Human  7.16 3.74 -2.61  0.01 
  Hybrid  9.92 3.87 5.92  <0.0001 

 

 

Fig. 5. Mean fitness in trials where both parents were selected through human-computer coop-
eration (hybrid condition). Error bars indicate standard error. 
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Fig. 6. Mean fitness for each generation in trials where both parents were selected by humans 
(human only condition). Error bars indicate standard error. 

7 Conclusion 

Presentation of genetic information as faces led to increased fitness in conditions that 
featured both human-only and cooperative genetic algorithms. Face recognition de-
pends on the holistic interpretation of numerous features that change depending on 
viewpoint, distance, occlusion and other factors [9]. Presenting data as a face may 
have allowed participants to perceive or at least respond to combinations of  
features in parallel, improving genetic algorithm speed and effectiveness. 

These results suggested that the computer’s performance overshadowed human 
performance overall, so improved performance in the cooperative condition could 
simply reflect the effectiveness of the computer’s selection criteria rather than a  
synergistic effect of human-computer interaction. However, the advantage of the face 
condition versus list carried over into the cooperative conditions, suggesting that  
participant selections based on the facial features are not wholly incongruent with the 
computer selections.  
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Anecdotal evidence based on the performance of the authors while testing the pro-
gram suggests that users who are experienced with the foraging task and the  
genetic algorithm are able to outperform or perform as well as the computer. Future 
research could investigate differences between experts and novices when working 
cooperatively with a genetic algorithm and also consider the role that face information 
plays in the rate and reliability of performance improvements across generations.  

If the effects observed in this study are found in other domains, there may be many 
commercial and research applications for a “face-space interface” Inexperienced users 
could use a face representation derived from economic data in order to select stocks 
for possible investment. Audiophiles might generate a face profile derived from the 
properties of songs that are available for download, allowing them to select more 
easily from recommendations. Crowdsourced applications for the computationally 
intensive tasks of finding exoplanets [19] could provide each planet a face reflecting 
its astronomical data, allowing non-experts to evaluate planets at a glance in a poten-
tially entertaining way.   

Although this study showed that mapping stimuli onto a face space had a univer-
sally beneficial effect, it is possible that such presentations could be misleading in 
some domains or for some tasks. Faces have the potential to provide misleading in-
formation and lead to unwarranted assumptions.  For example, faces that are sym-
metrical or that match the flesh tone of the participant might be preferred irrespective 
of their fitness in the genetic algorithm. This possibility could be addressed by apply-
ing the face-space cooperative genetic algorithm to different tasks where the initial 
level of performance was higher, where humans had higher motivation, or where the 
task was more familiar. This would help to explore the potential for face presentation 
to synergistically improve human-computer interaction and in the process allow sub-
tle biases associated with face processing to potentially impact performance.  

Future research might address whether an intuitive mapping between the face at-
tributes and the attributes of a genetic algorithm contributes to the benefits of face-
space mapping. In this study, some mappings were presumed to be intuitive (e.g., a 
large mouth signifies an increased ability to consume food), while others were less 
intuitive or not intuitive (e.g., green signifying speed). Human sensory and perceptual 
processing tends to be most effective when it is applied to a domain that it evolved to 
deal with, so it is reasonable to expect that we might be biologically prepared to make 
use of some mappings but not others. 

However, numerous lines of research, ranging from sensory substitution [20] to the 
recovery of visual segmentation [21] and stereopsis [22] show that human cognition is 
plastic. With the advent of human-computer interaction, augmented reality and brain 
computer interfaces (BCI), humans may exploit this plasticity to improve decision-
making and executive functions by offloading some of the cognitive load to brain 
areas that have not previously had a domain-general cognitive role. As computers 
become faster and more complex, representing information so that it suits human 
perceptual capabilities is one step toward facilitating more efficient human-computer 
interaction. 
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Abstract. Parallel computation is an efficient way to combine the advantages of 
different computation paradigms to obtain promising solution. In order to analyze 
the performance of parallel computation techniques to the particle swarm optimiza-
tion (PSO) algorithm, a parallel particle swarm optimization (PPSO) is proposed in 
this paper. Since the theorem of “no free lunch” exists, there is not an optimization 
algorithm that can perfectly tackle all problems. The PPSO provides a paradigm to 
combine different variants of PSO algorithms by using the Message Passing Inter-
face (MPI) so that the advantages of diverse PSO algorithms can be utilized. The 
PPSO divides the whole evolution process into several stages. At the interval be-
tween two successive stages, each PSO algorithm exchanges the achievement of 
their evolution and then continues with the next stage of evolution. By merging the 
global model PSO (GPSO), the local model PSO (LPSO), the bare bone PSO 
(BPSO), and the comprehensive learning PSO (CLPSO), the PPSO achieves higher 
solution quality than the serial version of these four PSO algorithms, according to 
the simulation results on benchmark functions. 

Keywords: Parallel particle swarm optimization (PPSO), evolutionary algo-
rithm, evolution stage, Message Passing Interface (MPI). 

1 Introduction 

Particle swarm optimization (PSO) [1], introduced by Kennedy and Eberhart, was 
inspired by the bird flocking and fish schooling. The PSO system is made up of a 
group of individuals (particles). These particles fly through the search domain while 
pursuing optimal solution to the problem. During the flying, each particle remembers 
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the best solution it has found. Moreover, the particle shares these promising good 
solutions among the group. In this way, each particle takes advantage of the best solu-
tion it has found as well the best solution among the neighbors for seeking for the new 
position. Known for its simplicity and efficiency, PSO has been applied widely to 
many domains of real-world optimization problems [2]-[7]. 

However, as PSO is a population-based heuristic stochastic optimization algorithm, 
it may be time-consuming for obtaining satisfactory results [8]. Moreover, particles in 
the group are often attracted to the local optima. Tackling the above problems have 
always been the two ever-lasting goals with the development of the PSO [9]. Many 
researchers have proposed a variety of PSO algorithms for addressing the two goals. 
Nevertheless, according to the theorem of “no free lunch” [10], one algorithm cannot 
fit every kind of problems perfectly. One algorithm may outperform the other one on 
some functions, but may be beaten on other functions. 

To combine several algorithms and make full use of their respective advantages, a 
parallel particle swarm optimization (PPSO) algorithm is proposed with the help of 
message passing interface (MPI) in this paper. Four well-known PSO algorithms are 
adopted in the simulation, i.e., the global PSO (GPSO) [11], the local PSO (LPSO) 
[12], the bare bone PSO (BPSO) [14], and the comprehensive learning PSO (CLPSO) 
[22]. The reason for choosing these four algorithms is because they have quite differ-
ent searching behaviors. This paper aims to analyze whether a proper parallel compu-
tation paradigm can achieve good performance by combining the advantages of dif-
ferent PSO variants. The comparisons of these PSOs’ performance on the serial archi-
tecture and the parallel architecture that combines them are presented. 

The rest of the paper is structured as follows. Section 2 introduces the original PSO 
briefly and shows some well-known variants of PSO. The proposed PPSO algorithm 
is described in Section 3. Section 4 presents the test results and discussions. Conclu-
sions are given in Section 5. 

2 PSO 

In the PSO, a swarm of particles are maintained to represent the potential solutions of 
the problem to be solved. Each particle in the swarm preserves its current position and 
the best solution it has found so far. Two vectors are employed to characterize the ith 
particle, i.e., the velocity vector ],,,[ 21 D

iii vvv=iV and the position vector ],,[ 21 D
iii xxx=iX , 

where D is the dimensions of the solution space. While moving, the velocity d
iv  and 

the position d
ix  of the dth dimension of the ith particle are updated as follows: 

1 1( 1) ( ) ( ( ) ( ))d d d d d
i i i iv g wv g c rand pBest g x g+ = + −                      

2 2 ( ( ) ( ))d d d
ic rand gBest t x t+ −                    (1) 

( 1) ( ) ( 1)d d d
i i ix g x g v g+ = + +                             (2) 

max max min( )
g

w w w w
G

= − −                               (3) 

where g is the generation index, w  is the inertia weight, 1c and 2c  are the accelera-

tion coefficients, and 1
drand  and 2

drand  are the two independent random numbers 
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uniformly distributed in the range of [0,1] for the dth dimension. The ipBest  is the 

best position the ith particle has found so far and the gBest  is the best previous posi-

tion among a specified topology structure of the neighborhood which is kept in the 
repository. The w was first introduced by Shi and Eberhart [11], and the maxw  and 

minw  were proposed to be 0.9 and 0.4 respectively in [8]. The g in (3) represents the 

current index of the generation and the G is the maximum number of generations. 
Generally, there are two major variants of PSO algorithms depending on the topol-

ogy they choose [15]. The gbest model (GPSO) shares information among the whole 
swarm and the gBest  is the best position among all the particles. The lbest model 

(LPSO), whose neighborhood is constructed with a small group of particles updates 
the velocity with the following equation: 

1 1( 1) ( ) ( ( ) ( ))d d d d d
i i i iv g wv g c rand pBest g x g+ = + −                    

2 2 ( ( ) ( ))d d d
ic rand lBest g x g+ −                  (4) 

where lBest  is the best among the neighborhood in the topology. The ring topology 
[12] is as the local topology for LPSO [13]. In the ring topology, each particle con-
nects with only two of the other particles in the ring and only makes use of the infor-
mation from the two particles while updating its own position. 

Kennedy [14] introduced a simpler version of PSO, named bare bone PSO (BPSO). 
In BPSO, the velocity vector 1 2[ , ,..., ]D

i i i iV v v v=  is totally removed and the position 

vector is updated with the following equations. 

 ( 1) ( , )d
ix g N μ σ+ =                               (5) 

0.5 ( ( ) ( ))d d
ipBest g gBest gμ = × +                       (6) 

( ) ( )d d
ipBest g gBest gσ = −                          (7) 

where ( , )N μ σ  is a Gaussian random number with the mean of μ and the deviation 

of σ . In this way, BPSO is famous for its simplicity and does not need the three 
parameters commonly used in PSO. 

Because of its simplicity and efficiency, PSO has attracted wide interest since its 
first introduction by Kennedy and Eberhart [1], and has derived many interesting and 
efficient variants. Along with the development, three of the most promising approach-
es have been far and wide discussed, i.e., how to control the parameters of the algo-
rithm, how to make combination with the other evolutionary algorithms, and how to 
develop efficient topologies [16][17]. 

Since the inertia weight w  and the acceleration coefficients 1c , 2c  are the three 

main parameters in the original PSO, many researchers have tried to control these 
three parameters to gain a better variant. In [18] Shi and Eberhart proposed a fuzzy 
method and changed the inertia weight nonlinearly. In [9], a novel parameter automa-
tion strategy was presented and changed the three parameters adaptively with the 
process of evolution. To combine the PSO with other evolutionary algorithms, like 
GA, evolutionary operations have been inserted into the original PSO. These opera-
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tors can help the PSO to converge quickly, to maintain the diversity of the group or 
keep the swarm from being trapped into local optimal when solving multimodal func-
tions [19][20]. Except for the simple star and ring topologies, some researchers have 
come up with some efficient topologies. Suganthan in [21] suggested that the dynami-
cally changing topologies could enhance the performance of PSO. In [22], a compre-
hensive learning PSO (CLPSO) was proposed, where the particles choose different 
pBest values from the swarm to update the position as: 

( )( 1) ( ) ( ( ) ( ))d d d d d
i i f i iv g w v g c rand pBest g x g+ = × + × −               (8) 

where f(i) is the particle index that used to guide the flying of the dth dimemsion. 

3 PPSO 

Although there are many variants for the PSO, there is not a perfect one. One variant 
may be good at dealing with unimodal function but perform badly on multimodal 
functions. Some PSO algorithms may converge quickly but can be easily trapped to 
local optima. In the GPSO, all particles in the swarm learn from the information of the 
whole group and make use of gBest and pBest while updating to the next position. 
This results in a fast convergence speed but also suffers from local optimal. This is 
especially evident when the dimension of the function is high and the landscape has 
multiple local optima. The LPSO, on the contrary, converges slower but as the parti-
cles in the swarm are not attracted to the same seemingly best position, it can avoid 
being attracted to the local trap on some level [15]. The BPSO adopts the Gaussian 
distribution of the gBest and pBest information and can be implemented in a very 
simple way, but it also suffers from its premature in the multimodal function [23]. 
The CLPSO has promising performance on multimodal functions but converges slow 
on unimodal functions [22]. In order to take advantages of these four aforementioned 
PSOs and avoid the drawbacks of them, a PPSO is proposed in this paper to run these 
PSO variants distributed and in parallel. 

3.1 Parallel Strategy 

To combine the above four algorithms together, a parallel strategy needs to be chosen. 
The message passing interface (MPI) is adopted herein. In this strategy, five virtual 
processors are used. The processor, whose role is to control the whole evolution pro-
cess, is called MASTER. The other four processors, responsible for each of the four 
aforementioned PSO algorithms respectively, are acted as SLAVEs. 

If only the SLAVEs evolve and they never exchange information with each other, 
the parallel strategy will be ineffective because they perform as independent serial 
processes. Therefore, information exchange is important in parallel computation, and 
the SLAVEs need to interchange information with each other at some periods. 

However, how to communicate and what information is needed to be exchanged 
are the two core issues in the parallel algorithm design [24]. In [25], the SLAVE pro-
cessors are only responsible for each PSO algorithm, and after only one stage of the 
evolution, they send the result of the evolution to the MASTER. The MASTER pro-
cessor, after receiving the evolution result from the SLAVEs, carries on with the evo-
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lution. In this way, the advantages of each PSO algorithms are not fully exploited. 
Moreover, the diversity of the swarm cannot be guaranteed, because the SLAVEs 
send only the best or worst particles to the MASTER. 

In the PPSO algorithm we propose in this paper, the evolution process is divided 
into several stages. At the end of each stage, every SLAVE processor sends the best 
solution information it has found in this stage to the MASTER. The MASTER selects 
the best solution from the received solutions and sends this best solution to all the 
SLAVE processors. For each SLAVE processor, once receiving the best solution from 
the MASTER, it replaces a random selected particle by this received particle and 
continues the evolution with the best solution information. This procedure goes on 
until the end of the final stage. 

In this way, the advantages of each PSO algorithms can be better taken, because 
the SLAVEs are more involved into the evolution. The MASTER acts as a controller 
and helps every SLAVE to find a better “exemplar” to guide the search in the next 
stage of evolution. Each SLAVE, at the same time, can learn from other SLAVE pro-
cessors and inspire the particles to converge to a better position. 

3.2 The Implementation of PPSO 

Based on the analysis above, the key pseudo-code of PPSO is presented in Fig. 1. The 
STAGE in the pseudo-code is the number of the stages for the whole procedure. 

 
For stage=1 to STAGE

Switch (processor id):
SLAVE 1 :
    GPSO( );
    Send the best solution to the MASTER;
    Receive the best solution from the MASTER;
End SLAVE 1
SLAVE 2 :
    LPSO( );
    Send the best solution to the MASTER;
    Receive the best solution from the MASTER;
End SLAVE 2
SLAVE 3 :
    BPSO( );
    Send the best solution to the MASTER;
    Receive the solution from the MASTER;
End SLAVE 3
SLAVE 4 :

CLPSO( );
    Send the best solution to the MASTER;
    Receive the solution from the MASTER;
End SLAVE 4
MASER :
    Receive the best solution from each SLAVE;
    Select the optimal one from these bests;
    Send the optimal one to every SLAVE;
End MASTER

End Switch
End For

. 

Fig. 1. Key Pseudo-code of PPSO 
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4 Experiments and Analysis 

4.1 Benchmark Functions 

Since the proposed PPSO consists of four different kinds of PSO algorithms and each 
of them is expert in some functions, we need to select different benchmark functions 
to test the PPSO. From the standard set of benchmark functions available in the litera-
ture, 13 different functions are chosen to test the performance of the PPSO. The 
benchmark functions are listed in Table I. Among these functions, f1~f7 in Table I are 
unimodal problems and f8~f13 are multimodal problems. 

Table 1. The Benchmark Functions 

Test function Search Space fmin 
2

1 1

D

ii
f x

=
= ∑  [-100,100]D 0 

2 1 1

DD

i ii i
f x x

= =
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2

3 1 1
( )

D i

ji j
f x

= =
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5 11
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4.2 Experimental Settings 

In order to validate the efficiency of PPSO in combining the advantages of different 
PSO variants, we compare the performance of PPSO and the respective serial PSO 
variants (i.e., GPSO, LPSO, BPSO, and CLPSO) in this paper. In the experiments, all 
these four PSO variants use 20 particles in the population and the number of total 
function evaluations (FEs) is assigned to be 3×105. The other parameters are set ac-
cording to their respective references. That is, the inertia weight w is initialized to 0.9 
at the beginning and linearly decreases to 0.4 at the end according to (3) for all these 
four PSOs. The accelerations coefficients c1 and c2 are set as 2.0 for GPSO and LPSO, 
while set as 1.49445 for CLPSO. For the PPSO, we use four SLAVE processors to 
run GPSO, LPSO, BPSO, and CLPSO respectively, and use one MASTER processor 
to control the whole evolution. All the parameters of these four PSO algorithms in the 
four SLAVEs are set the same as the ones when they are running in serial environ-
ment. The number of stage STAGE is chosen to be 4. Therefore, the number of FEs 
for each stage is 7.5×104. 

It should be noticed that two successive stages in PPSO are related independent. 
Therefore, the inertia weight w is initialized to 0.9 at the beginning of every stage and 
linearly decreases to 0.4 at the end of the stage according to (3). The GPSO updates 
positions as (1) and (2). The LPSO updates position as (4) and (2). The BPSO updates 
by (5), (6), and (7). The CLPSO updates by (8) and (2). 

All the experiments are carried out in computers with the same configurations. 
That is, with Intel Pentium (R) Dual 2.40GHz CPU, 3.00GB memory, and a Win7 
x32 operation system. For PPSO, three computers are enough because each computer 
has two CPUs. To make the results more convincing, the algorithm is run for 25 inde-
pendent times and the results of every run are recorded. 

4.3 Results of Comparisons 

The results of the proposed PPSO with the parameters set above are listed in Table II. 
The results of GPSO, LPSO, BPSO, and CLPSO are compared with PPSO in this 
table in terms of the ‘Best’ solution, ‘Mean’ solution of the 25 runs, and the ‘Std. 
Dev’ of the 25 runs. The best results of the five algorithms are marked with boldface. 

It can be clearly seen that the PPSO algorithm that runs distributed and in parallel 
by the four PSO algorithms outperform the serial PSO variants, no both the umimodal 
functions and the multimodal functions. The interesting observation is that BPSO is 
promising on unimodal functions while CLPSO performs better than GPSO, LPSO, 
and BPSO on multimodal functions. However, no a single PSO variant does best on 
both unimodal and multimodal functions. For our proposed PPSO, the results show 
that it can combine the advantages of these four PSO variants. Therefore, for the 
unimodal functions, PPSO can perform similar or even better than BPSO, while for 
the multimodal functions, PPSO can obtain the global optima on all the tested func-
tions, and is even better than CLPSO on some functions. 
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Table 2. Results Comparisions Between the PPSO and the Serial PSOs 

F Property GPSO LPSO BPSO CLPSO PPSO 

 

1f  

Best 

Mean 

Std. Dev 

1.96*10-84 

3.76*10-77 

1.18*10-76 

1.24*10-20 

3.09*10-18 

4.47*10-18 

3.43*10-225 

3.35*10-218 

0 

1.23*10-77 

1.19*10-74 

2.61*10-74 

4.09*10-226 

3.75*10-216 

0 

 

2f  

Best 

Mean 

Std. Dev 

1.24*10-49 

2.00*10-41 

6.07*10-41 

1.14*10-14 

2.36*10-13 

3.05*10-13 

5.37*10-156 

2.39*10-152 

4.09*10-152 

5.68*10-51 

4.16*10-47 

7.84*10-47 

3.11*10-158 

9.33*10-152 

2.69*10-151 

 

3f  

Best 

Mean 

Std. Dev 

3.29*10-4 

1.66*10-3 

4.67*10-4 

24.36 

499.85 

255.425 

1.55*10-14 

4.83*10-13 

5.54*10-13 

2.47*10-2 

8.14*10-2 

4.23*10-2 

2.85*10-14 

1.37*10-12 

1.87*10-12 

 

4f  

Best 

Mean 

Std. Dev 

1.08*10-1 

0.22 

0.12 

4.33 

9.39 

3.40 

3.18*10-06 

7.41*10-05 

8.51*10-05 

0.19 

0.27 

9.30*10-3 

1.38*10-06 

1.48*10-05 

2.26*10-05 

 

5f  

Best 

Mean 

Std. Dev 

2.54*10-2 

44.60 

51.13 

0.22 

37.02 

34.36 

2.22*10-3 

10.08 

20.75 

21.54 

32.72 

24.17 

8.23*10-3 

2.85 

3.24 

 

6f  

Best 

Mean 

Std. Dev 

0 

0 

0 

0 

0 

0 

0 

3.1 

4.06 

0 

0 

0 

0 

0 

0 

 

7f  

Best 

Mean 

Std. Dev 

3.97*10-3 

8.31*10-3 

3.01*10-3 

1.30*10-2 

3.61*10-2 

1.85*10-2 

9.23*10-04 

4.36*10-03 

2.67*10-3 

6.25*10-4 

7.50*10-4 

1.35*10-4 

4.00*10-04 

8.30*10-04 

3.11*10-4 

 

8f  

Best 

Mean 

Std. Dev 

2033.22 

3089.33 

745.64 

2078.67 

4242.06 

1193.72 

671.17 

1342.33 

536.02 

1.34*10-2 

43.44 

97.10 

1.34*10-2 

1.34*10-2 

0 

 

9f  

Best 

Mean 

Std. Dev 

17.90 

26.47 

6.89 

22.06 

37.63 

19.88 

43.78 

75.92 

18.87 

3.98 

7.96 

2.72 

4.97 

6.87 

1.65 

 

10f  

Best 

Mean 

Std. Dev 

7.69*10-15 

9.11*10-15 

2.48*10-15 

3.43*10-11 

2.20*10-09 

3.03*10-09 

4.14*10-15 

0.93 

1.36 

4.14*10-15 

6.98*10-15 

2.97*10-15 

4.00*10-15 

5.77*10-15 

1.87*10-15 

 

11f  

Best 

Mean 

Std. Dev 

0 

2.80*10-2 

2.06*10-2 

0 

2.84*10-2 

3.10*10-2 

0 

1.77*10-2 

2.75*10-2 

0 

1.48*10-3 

3.33*10-3 

0 

1.23*10-3 

3.90*10-3 

 

12f  

Best 

Mean 

Std. Dev 

1.57*10-32 

1.04*10-2 

3.28*10-2 

3.65*10-20 

4.15*10-2 

7.25*10-2 

2.21*10-32 

0.19 

0.47 

1.57*10-32 

1.67*10-32 

2.31*10-33 

1.57*10-32 

1.63*10-32 

1.64*10-33 

 

13f  

Best 

Mean 

Std. Dev 

1.59*10-32 

3.29*10-3 

5.30*10-3 

4.40*10-19 

1.10*10-3 

3.47*10-3 

1.80*10-31 

7.69*10-3 

1.37*10-2 

1.35*10-32 

1.50*10-32 

2.03*10-33 

1.34*10-32 

1.44*10-32 

1.54*10-33 
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5 Conclusions 

In this paper, several PSO algorithms in the literature are run distributed and in paral-
lel with the help of MPI. By taking advantages of GPSO, LPSO, BPSO, and CLPSO, 
the parallel versions of the PSO algorithms show significant promising performance 
as shown in the benchmark tests. Although promising results are obtained, there are 
still many works to do in the future work. Firstly, as the total FEs are not the same in 
PPSO and the serial PSOs, the running time of PPSO and the serial PSOs need to be 
investigated although PPSO runs on five processors while serial PSO runs on only 
one processor. Secondly, the number of stages should be investigated because it may 
influence the performance of PPSO. Moreover, the investigation of PPSO on efficient 
cloud computing environment [26] is a promising research topic. 
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Abstract. A number of mixture models of local Principal Component
Analysis (PCA) have been developed to analyze data distributed in
space. Most of these models require the users to determine the num-
ber of the local PCA models, i.e., the number of clusters for clustering
analysis. This is not a reasonable requirement in practical applications.
This paper proposes an automatic clustering algorithm to analyze data
based on a competition model of probabilistic PCA. Without identifying
the number of clusters in advance, the algorithm automatically evolves
to partition a given data set into some small clusters in terms of the
empirical rule of Gaussian distribution. It is shown the algorithm will
not only group data but also can explore the hierarchical structure of a
given data.

Keywords: Automatic clustering, probabilistic principal component
analysis, Gaussian empirical rules, probability competition.

1 Introduction

Principal component analysis (PCA) is a useful tool for dimensionality reduction.
It has been widely used for data compression, feature extraction, visualization,
pattern recognition, regression and time series prediction [1–6]. It is well known
that for Gaussian data, PCA eigenvectors represent the axes of the underlying
distribution, whereas the eigenvalues represent the variance along these axes.
In high-dimensional data space, the Gaussian distribution is usually used to
describe the local structure of subset in an embedded low-dimensional subspace
with hyper-ellipsoidal shapes [7]. Therefore, the local PCA can be used to present
the subset with fewer dimensions. The mixture of local PCA can partition a data
set into several small subsets and find linear expressions of the data subset in a
low-dimensional space [8–12]. The mixture models of PCA have been used for
clustering analysis to capture the local structure of a given data set. Meanwhile,
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an important factor to guarantee validity of clustering is the number of clusters
[5]. In the mixture models of PCA, the number of local PCA, i.e., the number
of clusters for clustering analysis, must be determined in advance. This is not a
reasonable requirement in practical applications.

In this paper, based on a competition model of probabilistic PCA, an auto-
matic clustering algorithm is proposed to group data automatically. Without
identifying the number of clusters, the proposed algorithm can automatically
evolve to partition a given data into some small clusters by means of three basic
processes: probability competition, generating a cluster and merging two clus-
ters. The probability density is used as the proximity measure of competition
and the empirical rule of Gaussian distribution is used as the criterion of gen-
erating and merging clusters. The proposed algorithm will not only partition a
given data, but also it can explore the hierarchical structure of the data by using
the different empirical values.

The rest of this paper is organized as follows. Section 2 describes a competition
model of probabilistic PCA. In Section 3, an automatic clustering algorithm is
presented. Simulation results and discussions are presented in Section 4. Finally,
conclusions are drawn in Section 5.

2 Probability Competition Model of PPCA

Consider an observed data set D = {y(k)|y(k) ∈ Rn(k = 1, 2, · · · ,K)}. Let
μ = 1

K

∑K
k=1 y(k) be the sample mean vector. The sample covariance matrix is

presented as: C = E{(y(k)− μ)(y(k)− μ)T } = 1
K

∑K
k=1 (y(k) − μ)(y(k) − μ)T .

Clearly, the covariance matrix C is a symmetric nonnegative definite matrix. Let
λ1, λ2, · · · , λn be all the eigenvalues of the matrix C ordered by λ1 ≥ λ2 · · · ≥
λn ≥ 0. The unit eigenvectors of C associated with the corresponding eigenvalues
λi construct an orthonormal base in R

n, denoted by {vi|i = 1, · · · , n}. Let
U = [v1,v2, · · · ,vn] and Λ = diag{λ1, λ2, · · · , λn}. It follows that C = UΛUT .

2.1 Review of PPCA

In [11, 12], the probabilistic PCA is presented. The latent variables are defined
as: x ∼ N(0, Iq×q)(q < n). The observation vector y is obtained: y = Wx+μ+ε,
where W is a n× q matrix as a linear operator and ε ∼ N(0, σ2In×n). Then, the
marginal distribution of y is given by

p(y) =

∫

p(y|x)p(x)dx =
1

(
√
2π)n

√|S|exp
{

−1

2
(y − μ)TS−1(y − μ)

}

, (1)

where S = σ2In×n +WWT . The maximum-likelihood estimators of the model
parameters have been obtained as:

μML =
1

K

K∑

k=1

y(k), σ2
ML =

1

n− q

n∑

j=q+1

λi,WML = Un×q

√
(Λq×q − σ2Iq×q)Rq×q,

where Un×q = [v1,v2, · · · ,vq], Λq×q = diag{λ1, λ2, · · · , λq}, and Rq×q is an
arbitrary orthogonal matrix.
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2.2 Probability Competition Model

In the competition model of PPCA, the number of local PCA varies as the al-
gorithm evolves. Suppose at time k, the number of local PCA, i.e., the number
of clusters for clustering analysis, is M(k). μi(ki), Ci(ki)(i = 1, · · · ,M(k)) are
the mean and the covariance matrix of the cluster i, respectively, where ki de-
notes kith observed data for cluster i. For the input y(k), the probability density
associated with cluster i will be calculated by

p(y(k)|i) =
exp

{
− 1

2 (
∑q

j=1

z2
ij(ki)

λij
+ 1

σ2
i (ki)

∑n
j=q+1 z

2
ij(ki))

}

(
√
2π)n

√∏q
j=1 λij(ki) + (σ2

i (ki))
n−q

, (2)

where λij(ki) is eigenvalues of the covariance matrix Ci(ki), zij = vij(ki)(y(k)−
μi(k)). vij(ki) is the eigenvector associated with the λij(ki). If λij(ki) < σi(ki),
let λij(k) = σi(ki). In the appendix, the deduction of (2) is given.

In the competition model, the probability density is used as the proximity
measure of competition. The probability density of the input y(k) given the
clusters i(i = 1, · · · ,M(k)) will be calculated by (2). The competition rule is
given by

j = argmax
i

{p(y(k)|i), i = 1, · · · ,M(k)}. (3)

The updated rules are given as follows:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

μj(kj + 1) = μj(kj)− 1

kj + 1
(μj(kj)− y(k)) ,

C̃j(kj) = (y(k) − μj(kj + 1))(y(k) − μj(kj + 1))T ,

Cj(kj + 1) = Cj(kj)− 1

kj + 1
(Cj(kj)− C̃j(kj)),

kj = kj + 1.

(4)

For every Ci(ki), there is a big condition number in the starting phase of its
evolution. In this phase, a very small σ2

i (ki) may make p(y(k)|i) very small and
there exists a big error between p(y(k)|i) and the final p(y(k)|i) as ki → +∞.
Therefore, to amend the effect of the ill-condition, σ2

i is designed as:

σ2
i (ki) = τ +

1

tan(f(ki))
, (5)

where τ is a small constant, f(ki) is a monotonically increasing function and
π
4 < f(ki) ≤ π

2 . Clearly, σ
2
i (ki) = τ as ki → +∞, as shown in Figure 1.

3 An Automatic Clustering Algorithm

An automatic clustering algorithm is proposed and presented in Figure 2. With-
out identifying the number of clusters, the proposed algorithm can evolve to
partition data into some small clusters by means of three basic processes: prob-
ability competition, generating a new cluster and merging clusters.
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)(
2

ii k

ik

1

Fig. 1. σ2
i (ki) approximates the τ as ki increases

In the proposed algorithm, the empirical rule of Gaussian distribution is used
as the measure of generating a cluster and merging clusters. The empirical rule
states that for a Gaussian distribution, almost all values lie within three standard
deviations of the means. Let θ present how many standard deviations from the
means. It will be shown that an appropriate clustering result will be obtained if
θ = 3 or 4 for the data with Gaussian distribution.

For the local PCA model i (cluster i for clustering analysis), θ · λij(j =
1, · · · , q) or θ · σ2

ij(j = q + 1, · · · , n) denote the distance from the mean. Thus,
from (2), the probability density of the θ standard deviations for the cluster i at
time k can be calculated as

p(θσ|i, ki) =
exp

{− 1
2 (n · θ)}

(
√
2π)n

√∏q
j=1 λij(ki) + (σ2

i (ki))
n−q

. (6)

Figure 2 depicts the procedure of the clustering algorithm with the following
basic steps.

Initializing the parameters. We initialize the first cluster C1(0) = β · I, where
β is a small constant. Let μ1(0) = y(0), y(0) is selected arbitrarily from the
given data set. The parameter τ is a small constant. Usually, let θ = 3 or 4 for
Gaussian data according to the empirical rule.

Competing with probability. The probability density is used as the proximity
measure of clustering analysis. The cluster j with maximum probability density
will win at time k by (3). If y(k) is inside of the θ standard deviations from the
mean μj(kj), i.e, p(y(k)|j, kj) > p(θσ|j, kj), the observed data y(k) is partitioned
into the cluster j and the cluster j will be updated by (4).

Generating a new cluster. If y(k) is outside of the θ standard deviations of the
mean μj(kj), i.e, p(y(k)|j) < p(θσ|j, kj), then a new cluster will be generated
by ⎧

⎪⎪⎨

⎪⎪⎩

M(k) = M(k) + 1, kM(k) = 1,
CM(k)(0) = β · I, μM(k)(0) = y(k),

σ2
M(k)(kM(k)) = τ +

1

tan(f(kM(k)))
.

(7)
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· Initialization:
1) Set a small τ and empirical value θ. Let k1 = 0.
2) Let C1(k1) = βI, μ1(k1) = y(k1)

and σ2
1(k1) = τ + 1

tanh(f(k1))
.

3) Set the number of cluster M(1) = 1.
· For k = 1, · · · ,K:

1) Calculate the p(y(k)|i) by (2),
for all i(i = 1, · · · ,M(k))

2) Compete with probability density by (3).
The cluster j with the maximum probability density wins.
Then, the p(θσ|j, kj) is calculated by (6).

3) If p(y(k)|j) − p(θσ|j, kj) > 0
Update the cluster j by (4) and (5).
else
Generate a new cluster by (7).
end

4) Merge clusters by (8) and update M(k).
· Final results

Fig. 2. An automatic clustering algorithm

Merging the two clusters. For two cluster i, j, if p(μi(ki)|j, kj) − p(θσ|j, kj) > 0
or p(μj(kj)|i, ki)−p(θσ|i, ki) > 0, the two cluster will be merged into the cluster
i by ⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Ci(ki) =
ki · Ci(ki) + kj · Cj(kj)

(ki + kj)
,

μi(ki) =
ki · μi(ki) + kj · μj(kj)

(ki + kj)
,

ki = ki + kj .

(8)

Then, delete the cluster j, and M(k) = M(k)− 1.

4 Simulations and Discussions

4.1 Example 1

A data set with Gaussian distribution is generated artificially as shown in Figure
3 (top left). Let β = 0.1 and τ = 0.000001. The Figure 3 shows the results of
clustering analysis. Clearly, with different values of θ, a hierarchical structure of
these data is obtained. It is also shown that an appropriate result of clustering
analysis is obtained as θ = 4.
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Fig. 3. The result of clustering analysis for a two-dimensional data set

4.2 Example 2

The iris data set (http://www.ics.uci.edu/ mlearn/MLRepository.html) is used
to illustrate the performance of the proposed algorithm. The data set includes
three iris categories: Iris Setosa, Iris Versicolour, Iris Virginica. Each has 50
patterns with four features. In this simulation, the first three features are used
and shown in Figure 4 (top left). The other pictures of Figure 4 shows the result
of clustering analysis. Clearly, with the different empirical values θ, a hierarchical
structure of the data set is obtained. It is also seen that when θ = 3, Figure 4
(middle right) shows an appropriate result of clustering.
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Fig. 4. The results of clustering analysis for iris data set; the original data of three
iris categories(top left); The results of clustering analysis with θ = 1 (top right), θ = 2
(middle left), θ = 3(middle right), θ = 5 (bottom left) and θ = 10 (bottom right)

5 Conclusions

An automatic clustering algorithm is proposed to explore the distribution struc-
ture of a given data set. Without identifying the number of clusters in advance,
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the proposed algorithm can automatically evolve to partition data based on a
competition model of probabilistic PCA. The proposed algorithm will not only
partition data into some small clusters, but also a hierarchical structure of the
data set can be obtained with the different empirical values.

Appendix

From (1), for a cluster i, the probability density of y(k) can be calculated as:

p(y(k)|i) = exp
{− 1

2 (y(k)− μi(ki))
T [Si(ki)]

−1(y(k) − μi(ki))
}

(
√
2π)n

√|Si(ki)|
,

where Si(ki) = σ2
i (k)In×n +Wi(k)W

T
i (k) and Wi(k) =

Ui(ki)q×q

√
Λi(k)q×q − σ2

i (k)Iq×qU
T
i (ki)q×q. From Ci(k), Ui(ki) and Λi(k) can

be obtained. If λij(ki) < σi(ki), let λij(k) = σi(ki). Without loss of gen-
erality, suppose λiq(ki) > σi(ki) and λi(q+1)(ki) < σi(ki). Thus, it follows

that
√|Si(ki)| =

√
|σ2

i (ki)In×n + Ui(ki)q×q(Λi(ki)q×q − σ2
i (ki)Iq×q)Ui(ki)Tq×q |.

Since Ui(ki)Ui(k)
T = Ui(ki)q×qUi(k)

T
q×q + Ui(ki)(n−q)×(n−q)Ui(k)

T
(n−q)×(n−q) =

In×n, it holds that

√
|Si(ki)| =

√∣
∣
∣
∣Ui(ki)

[
Λi(ki)q×q

σ2
i (ki)In−q×n−q

]

Ui(ki)T
∣
∣
∣
∣

=

√
√
√
√

q∏

j=1

λij(ki) + (σ2
i (ki))

n−q.

Then, it follows that (y(k)− μi(ki))
T [Si(ki)]

−1(y(k)− μi(ki)) =
∑q

j=1

z2
ij(ki)

λij
+

1
σ2
i (ki)

∑n
j=q+1 z

2
ij(ki), where zij = vij(ki)(y(k) − μi(k)). Thus, p(y(k)|i) can be

calculated by

p(y(k)|i) =
exp

{
− 1

2 (
∑q

j=1

z2
ij(ki)

λij
+ 1

σ2
i (ki)

∑n
j=q+1 z

2
ij(ki))

}

(
√
2π)n

√∏q
j=1 λij(ki) + (σ2

i (ki))
n−q

.
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Abstract. This paper proposes a new framework, referred to as Recur-
rent Bayesian Genetic Programming (rbGP), to sustain steady
convergence in Genetic Programming (GP) (i.e., to prevent premature
convergence) and effectively improves its ability to find superior solu-
tions that generalise well. The term ‘Recurrent’ is borrowed from the
taxonomy of Neural Networks (NN), in which a Recurrent NN (RNN) is
a special type of network that uses a feedback loop, usually to account
for temporal information embedded in the sequence of data points pre-
sented to the network. Unlike RNN, our algorithm’s temporal dimension
pertains to the sequential nature of the evolutionary process itself, and
not to the data sampled from the problem solution space. rbGP intro-
duces an intermediate generation between each subsequent generation
in order to collect information about the offspring’s fitness distribution
of each parent. Placing the collected information into a Bayesian model,
rbGP predicts the probability of any individual to produce offspring fitter
than its parent. This predicted probability (calculated by the Bayesian
model) is used by the tournament selection instead of the original fit-
ness value. Empirical evidence, from 13 problems, against canonical GP,
demonstrates that rbGP preserves generalisation in most cases.

1 Introduction

In our previous work [5], we introduced a new framework for Genetic Algorithm
(GA) referred to as Recurrent Genetic Algorithms (RGA). RGA guided the
evolutionary process of GA using a reverse form of fitness inheritance [3]. Smith
et al. [13] first introduced the technique of fitness inheritance identifying two
types of inheritance: the first which takes the average of the fitness values of
the two parents and the second takes the weighted average according to the
similarity between offspring and their parents. While the standard notion of
fitness inheritance presented as a reward for offspring based on their parents’
performance (assuming a level of smoothness in the search space), RGA uses a
reversed concept of the standard fitness inheritance in which the parents’ fitness
values are readjusted based on the fitness of their offspring, thus presenting
an indication of individuals’ level of evolvability. To this end, RGA uses an
intermediate population (called P̂ ) between each subsequent generation. This

c© Springer International Publishing Switzerland 2015 75
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intermediate population is used as a feedback loop that recurrently adjusts the
fitness values of individuals in population P , at the ith generation, based on
the fitness of their offspring in population P̂i (i.e., the intermediate population).
Empirical evidence illustrated that this recurrent process of fitness adjustment
reinforces the evolvability of subsequent generations by ensuring that parents at
Pi are rewarded for producing fit offspring and then given a second chance to
reproduce.

In this work, we extend the RGA framework presented in [5] to Genetic Pro-
gramming (GP) [12] and present a new framework referred to as Recurrent
Bayesian Genetic Programming (rbGP). rbGP, also, introduces an intermedi-
ate population between each subsequent generation. However, away from the
reversed fitness inheritance concept adopted by RGA, rbGP uses a Bayesian
model [4] to readjust individuals’ fitness values based on their probability to
produce fitter offspring. To this end, rbGP forces each selected individual in
population Pi, where i is the number of generation, to produce k number of
offspring to generate population P̂i (i.e., the intermediate population). Hence,
rbGP collects information about the offspring fitness distribution of each selected
parent and utilise this information to build a Bayesian model. rbGP employs the
Bayesian model as method of inference to readjust the fitness values of individu-
als in population Pi. Thus, rbGP uses each individual’s probability of producing
fitter offspring (as measured by the k offspring when generating the intermediate
population), and the likelihood of the population to produce fitter offspring, in
the Bayesian model to rank individuals. To this end, individuals that may lead
the search to premature convergence (i.e., their immediate fitness gain may not
lead to long-term improvement in the search) receive lower rankings in order to
prevent sudden premature convergence. Details of this process are provided in
Section 3. In this paper, the term ‘successful parent’ will refer to parents that
can produce fitter offspring.

This paper is organised into six sections. Section 2 reviews some related works.
Section 3 explains rbGP in detail. Sections 4 and 5 discuss the experimental
setup and the results, respectively. Finally, some conclusive remarks and future
directions for research are presented in Section 6.

2 Related-Work

As mentioned earlier, rbGP uses Bayesian model as a method of inference to
readjust the fitness values of individuals in order to prevent premature con-
vergence. The whole process adopted by rbGP sustains evolvability. Therefore,
the literature review focuses on previous works related to works that define the
concept of evolvability and Bayesian models in GP.

2.1 Evolvability

The notion of “evolvability” is defined as “the ability of a population to pro-
duce variants fitter than any yet existing” [1]. Hence, generally, the choice of
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selection, search operator and representation is vital to the performance of GP
because they control the creation of new individuals throughout the evolution-
ary process. One aim of researchers in the Evolutionary Computation (EC) field
is to discover new methods for increasing evolvability of evolutionary systems.
The term evolvability does not only refer to how often offspring are fitter than
their parents but also to the entire distribution of fitness values among offspring
produced by a group of parents [1].

The concept of evolvability has been an active research area in both evolution-
ary biology and computer science for the past several decades. Hu and Banzhaf
in [9] have argued that adopting new knowledge about natural evolution gen-
erated in areas such as molecular genetics, cell biology, developmental biology,
and evolutionary biology would benefit the field of evolutionary computation.
The authors discussed evolvability and methods for accelerating artificial evolu-
tion by introducing notions from biology and their potential in designing new
algorithms in EC.

It has been recorded that the evolvability property has good effect on the
search process. For example, in [2], the authors suggested that evolvability can
effectively reduce the bloat in evolutionary algorithms that use variable length
representations. In their work, the authors noted the similarity of bloat causes
and evolvability theory, thus, they argue that reproductive operators with high
evolvability will be less likely to cause bloat.

With the importance of evolvability as a research topic, several measurements
have been proposed to quantify it. Wang and Wineberg [14], suggested two mea-
sures of evolvability one based on fitness improvement and the other based on
the amount of genotypic change. The authors divided the population into three
sub-populations, where the size of each sub-population is determined dynami-
cally. The first sub-population uses selection based on fitness directly; the sec-
ond sub-population is based on the fitness-improvement-ratio; finally, selection
for the third sub-population is based on genotypic change. Each sub-population
is filled by selecting chromosomes from the parent’s generation under its own
selection functions. Thereafter, the three sub-populations are merged, and the
standard GA search operators are applied to form the next generation. Experi-
ments with several continuous optimisation functions showed that the proposed
approach has higher evolvability (and consequentially achieves better solutions)
than standard GA.

Hu in [8], proposed a new measurement for evolvability called “rate of genetic
substitutions”. This measurement method was used to investigate the effects of
four major configuration parameters in EC (namely, mutation rate, crossover
rate, tournament selection size, and population size) to show the effectiveness
of these parameters with respect to evolution acceleration. In his work, Hu has
developed a new indicator based on this proposed measurement for adjusting
population size dynamically during evolution.
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2.2 Bayesian Models for GP

Bayesian probability model is an interpretation of the concept of probability
and belongs to the category of evidential probabilities. To evaluate a hypothesis’
probability, the Bayesian probability model needs to specify a prior distribution
of probabilities (i.e., training data), which can then be updated in the light of
new relevant data. Relatively few works in the literature have used Bayesian
probability model to enhance GP process.

Zhang [16,17] proposed a Bayesian framework for GP based on the Bayesian
approach in which, under GP, individuals are viewed as models of the fitness
data. Bayes theorem is used to estimate the posterior probabilities of programs
based on their prior probabilities and likelihood of fitness in observed cases. Off-
spring programs are then generated by sampling from the posterior distribution
by using genetic operators. This work presented two methods for Bayesian GP: 1)
GP with the adaptive Occam’s razor designed to evolve parsimonious program,
and 2) GP with incremental data inheritance designed to accelerate evolution by
active selection of training cases. All these methods are implemented as adaptive
fitness functions that take into account the dynamics of evolutionary processes.

Yanai and Iba [15] proposed Estimation of Distribution Programming (EDP)
based on GP extension. In their work, a probability distribution expression using
a Bayesian network was used to generate individuals instead of standard search
operators and the Bayesian network described the dependency relationship of
probabilistic nodes. Truncation selection selects the individuals with the top
fitness, analyses their structure, and estimates the probability distribution of
these superior individuals is estimated. Later, Hasegawa and Iba [7] introduced
a new tree-like program evolution algorithm employing a Bayesian network for
generating new individuals. It employs a special chromosome called the expanded
parse tree, which significantly reduces the size of the conditional probability
table.

As can be seen, most previous works used a Bayesian model or Bayesian
network as a method to create individuals, in a similar manner to Estimated
Distribution Algorithms (EDA). In this paper, we utilise the Bayesian model to
enhance the GP evolutionary process in a novel way that, to the best of our
knowledge, has never been proposed before. To this end, Bayesian rule is used to
prevent premature convergence that could occur in the canonical GP iteration
process. Further details of this process are provided in Section 3.

3 Recurrent Bayesian Genetic Programming

Generally, premature convergence occur because selection pressure may encour-
ages dense congregations of homogeneous solutions, a key characteristic of pre-
mature convergence [10]. It is reasonable to hypothesise that mature conver-
gence is inhibited by the loss of potentially useful genetic material due to the
replacement strategies undertaken by search operators wherein worst individuals
are replaced by new offspring. This dynamic may allow some individuals, that
seems potential, to exist for multiple evolutionary cycles within the population
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and may hinder the exploration of superior areas in the search space. rbGP
techniques aim to reduce premature convergence by ranking individuals in the
population based on their level of evolvability relative to the performance of the
whole population.

The process adopted by rbGP is broadly outlined in figure 1. Similar to stan-
dard GP, rbGP starts by randomly initialising a population P0, where the num-
ber of generations is i = {0, ..., n}, and calculates their fitness values using the
given fitness measure. However, unlike standard GP, instead of driving the pop-
ulation to generate the next generation, rbGP generates an intermediate pop-
ulation P̂i to collect observations about the population’s performance. To this
end, rbGP applies standard tournament selection to identify potential individu-
als where it forces each individual to generate k number of offspring to constitute
P̂i (i.e., the intermediate population). Hence, the size of the P̂i = k × size(Pi).
rbGP uses standard tournament selection to select the parents of the individu-
als in P̂i. Naturally, some individuals in Pi might never be selected while other
individuals might be selected more than once. During the creation process of
P̂i, rbGP notes the number of successful and unsuccessful offspring generated
by each selected individual participated in P̂i. By ‘successful’ offspring we mean
the ones that their fitness values are better than their parents while ‘unsuc-
cessful’ means the opposite. Using the collected observations, rbGP builds two
sets for the population Pi. First, numbers of successful offspring and second,
numbers of failure offspring. Let the set of successful offspring for Pi be rep-
resented as Ds(Pi) = {|os0|, |os1|, ..., |osm|} where |osj | is the number of successful

offspring generated by the jth individual participated in generating P̂i and m is
the population size. In addition, let the set of failure offspring of Pi be denoted
as Df (Pi) = {|of0 |, |of1 |, ..., |ofm|} where |ofj | is the number of failure offspring

generated by the jth selected individual from Pi. Note that both sets Ds(Pi)
and Df (Pi) are built using information from the selected individuals from Pi

and those individuals that never selected will be ignored from both sets. The
sets Ds(Pi) and Df (Pi) can represent the convergence state of the population
Pi. Hence, naturally, a high mean of Ds(Pi) and a low mean of Df(Pi) may
indicate that the individuals in Pi are scattered in the search space and that the
population remains far from the global optimum. A low mean of Ds(Pi) and a
high mean of Df (Pi) though, might indicate the opposite, that Pi individuals are
already approaching optimum solutions (perhaps a local optimum), and thus, it
is difficult to find further superior offspring.

Using a Bayesian model, rbGP analyses the probability of evolvability (i.e.,
probability of success) for each individual participated in constitution of the
intermediate population based on their number of successful offspring versus
their number of failure offspring relative to the whole population and ranks
them accordingly. This ranking process is calculated as following:

P (Ifj |Pif ) =
P (Pif |Ifj )P (Ifj )

P (Pif |Ifj )P (Ifj ) + P (Pis|Isj )P (Isj )
(1)
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Fig. 1. rbGP process outline

where P (Ifj ) is the probability of the jth individual to produce inferior offspring.

This variable is calculated as
|ofj |

|ofj |+|osj |
. The term P (Pif |Ifj ) refers to the likeli-

hood of individual Ij produce inferior offspring given Pif (i.e., Pif refer to the
probability of the whole population Pi to produce inferior offspring). The term
P (Isj ) refer to the probability of the individual Ij producing better offspring.

The P (Isj ) variable can be calculated as
|osj |

|ofj |+|osj |
. Finally, P (Pis|Isj ) is the like-

lihood of individual Ij produce better offspring given Pis (i.e., Pis refer to the
probability of population Pi producing better offspring).

We assumed that the set Df(Pi) have a Gaussian distribution and that the
likelihood is calculated as follows:

P (Pif |Ifj ) =
1

√
2πσf

e
(|of

j
|−μf )2

2σf (2)

where μf and σf denote the mean and variance of Df (Pi), respectively. Also,

the likelihood of P (Pif |Ifj ) in Ds(Pi) is calculated in similar manner.

P (Pis|Isj ) =
1√
2πσs

e
(|osj |−μs)2

2σs (3)

where μs and σs denote the mean and variance of Ds(Pi), respectively. Now,
according to Equation 1, individuals are ranked based on their probability of
evolvability in relation to the whole population. Individuals that have a higher
potential evolvability level than the whole population receive lower ranks. To this
end, rbGP readjusts individuals’ fitness values according to their probability of
evolvability relative to the whole population and their fitness values as:

Rank(Ij) = P (Ifj |Pif )× fitness(Ij) (4)
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Individuals that have been ignored by the selection process during generating
the intermediate population will automatically receive rank of 0. This is because
the system has no information about their level of evolvability.

The main disadvantage of rbGP is that it requires to produce several offspring
for each selected parent when generating the intermediate generation (in our case
it is 100 offspring) in order to constitute meaningful distributions for Df (Pi)
and Ds(Pi) which may be computationally expensive. However, as we will see in
the experiments in Section 5, rbGP managed to evolve good solutions in small
number of generations.

3.1 Elitism

The ranking process, described in Equation 4, could underestimate some poten-
tial solutions, that appear in early stages of the search, and assign them lower
ranks, which will reduce their chances of participating in Pi+1, thus hindering
progress of the search. Therefore, rbGP copies the best individual from Pi to
Pi+1 to preserve potentially useful genetic material from being lost.

In addition, as illustrated in figure 1, rbGP copies the best individuals from
P̂i to Pi+1. The logic for this is that rbGP has already devoted considerable
computational efforts to generate the intermediate population (P̂i) and it is
reasonable to utilise this efforts in the search process.

4 Experimental Setup

Experiments have been devised to compare the proposed rbGP model against
standard GP. The main aim of the experiments is to evaluate the performance of
the rbGP and to assess the algorithms behaviour under a variety of circumstances.
Our experimental study included 15 problems, 12 symbolic regression problems
and 3 time-series problems. The symbolic regression covered a variety of func-
tions: polynomial, trigonometric, logarithmic and square-root and complex func-
tions. These functions selected because they represent different landscapes. Thus
we stress rbGP under different search conditions. For each symbolic regression
problem, we uniformly sampled 200 data points from the interval [−5, 5]. These
points were divided into 50 for training, 50 for validation, and 100 for testing. Table
1 shows the problems included in our experimental study. GP evolved solutions
to minimise the average absolute error on the training set. The best individual
in each generation is further tested on the validation set and the best individual
across the whole run (i.e., the one with best performance on the validation set) is
tested with the testing set.

For the real-world time-series problem, we used data from Google Trends ser-
vice [6], a free service offering data about the search terms that people enter
into Google’s search engine. The service provides free downloadable historical
time-series data about any keyword. It, also, offers the flexibility to restrict the
search by country. One use of Google Trends is for E-Marketing managers to
monitor how often people type certain keywords related to their products at
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different times of the year. Using this information, E-Marketing managers can
determine the best time to release their marketing campaigns so their adver-
tisements coincide with peoples searches and eventually achieve higher hit rates.
For the purpose of our experiments, we imported time-series data about searches
for the following keywords; Jobs, Holidays, and Cinema and we restricted the
search to get data from USA, USA and UK, respectively. All the imported data
from Google Trends represent the weekly frequencies of these keywords between
January 2004 and May 2013. The data yielded 490 data points. We used a sliding
window of size 5 to capture the average values of 5 consecutive weeks, which was
input to GP in order to predict the value of the next week. GP received inputs
of averages for weeks wi : wi+5 where i = {1...490} and the expected output is
the value of point in location wi+6. Data were divided into 50% Training, 20%
Validation, and 30% Testing sets. Here, the aim is to predict the frequency of
keywords searches (treating the testing set as unseen weekly observations in the
future) so as to help employers to select the best time to advertise their new
jobs, travel agencies to predict the best time to release holidays packages, and
media companies to preview new shows at the most appropriate time.

We compared rbGP against standard GP (SGP). Both systems received ex-
actly the same settings and the same number of evaluations, to ensure fair com-
parison, as illustrated in table 2. In our experiments, we considered the number
of consumed evaluations in the intermediate generations in rbGP and allocated
exactly the same evaluation budget to SGP. To this end, rbGP was set to search

Table 1. Test problems included in the experimental study

Problem Notation Type Variables

F0 f(x) = 5x3 + 2x2 + x+ 5 Polynomial 1
F1 f(x) = 5x2 + 2x2 + x Polynomial 1
F2 f(x) = tan(x) + sin(x) Trigonometric 1

F3 f(x) = 5
√
(|x|) Square root 1

F4 f(x) = 1− log(x2 + x+ 1) Logarithmic 1
F5 f(x) = 1

100+log(x2)+
√

|x| Logarithmic 1

F6 f(x) = log(x3) Logarithmic 1

F7 f(x, y) = sin(atan(y, x)
√
x2 + y2 × 6π) Complex 2

F8 f(x) = 5x4 + 5x3 + 2x2 + x+ 5 Polynomial 1
F9 f(x, y) = (1.5 − x + xy)2 + (2, 25 − x +

xy2)2 + (2.625− x+ xy3)2
Complex 2

F10 f(xn) = 10×∑i=1
n xi

2 − 10× cos(2πxi) Complex 5

F11 f(xn) = 10×∑i=1
n xi

2 − 10× cos(2πxi) Complex 10
F12 Time-Series, Google Trends (Jobs, USA) Prediction 490
F13 Time-Series, Google Trends (Holi-

days,USA)
Prediction 490

F14 Time-Series, Google Trends (Cinema,
UK)

Prediction 490
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Table 2. Parametric settings of the algorithms considered in the experiments

Parameter Standard GP Setting
Sub-tree Mutation 70%
Sub-tree Crossover 30%
Tournament size 2
Population Size 5050
Generations 20

Elitism 2%

Parameter rbGP Settings
Sub-tree Mutation 70%
Sub-tree Crossover 30%
Tournament size 2
Population Size 50

Intermediate Population Size 5000 (100 offspring for each parent)

Generations 20

Elitism (P̂i) 1%
Elitism (Pi) 1%

the search space using 50 individuals. For each selected individual, rbGP gener-
ates 100 different offspring to constitute the intermediate generation. SGP was
set to search the search space using 5050 individuals. Thus, received exactly the
same search budget as rbGP. For every problem, we tested each system through
50 independent runs.

5 Results

Tables 3, 4 and 5 summarise 1500 independent runs. As stated, for each problem,
we tested and compared each system in 50 independent runs and report the mean
and median of the best evolved solutions by each system. In addition, we report
the best solution found by each system across the whole 50 runs. As can be
seen, for the symbolic regression problems, rbGP achieved the best mean and
median in 7 problems and the best solution in 8 problems. Both rbGP and
SGP almost have similar performance in problem F7. We observed that in the
cases that rbGP outperforms its competitor, it finds solutions better than SGP
at margins varying from 0.02% to 54%. Note that results are obtained from the
performance of the best tree on an unseen testing set to reflect the generalisation
ability of each system. To further verify the statistical significance of our results,
a Kolmogorov-Smirnov two-sample test [11] has been performed. Table 6 reports
the P-value for the tests. In all cases where rbGP achieved better results, P-value
is statistically significantly superior to SGP at the standard 95% significance
level. Interestingly, the P-value also show a statistical significance in the three
problems where rbGP was outperformed by SGP (namely, F2, F10, and F11).
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Table 3. Summary results of 600 in-
dependent runs (for problems F0 - F5).
Results are sampled from 50 independent
runs form each system in each problem.

F0
Mean Median Best

rbGP 12.558 5.252 0.469
GP 22.628 16.985 3.533

F1
Mean Median Best

rbGP 1.254 3.342E-01 4.586E-05
GP 1.882 1.900E+00 0.318

F2
Mean Median Best

rbGP 2.532 6.693E-01 0.001
GP 1.748 6.374E-01 0.001

F3
Mean Median Best

rbGP 0.009 2.457E-06 8.839E-07
GP 0.020 1.159E-02 6.018E-05

F4
Mean Median Best

rbGP 0.232 0.174 0.052
GP 0.350 0.329 0.159

F5
Mean Median Best

rbGP 0.329 0.309 0.060
GP 0.493 0.482 0.286
*Bold numbers are the lowest.

Table 4. Summary results of 600 in-
dependent runs (for problems F6 - F11).
Results are sampled from 50 independent
runs form each system in each problem.

F6
Mean Median Best

rbGP 0.292 0.289 0.038
GP 0.296 0.292 0.170

F7
Mean Median Best

rbGP 0.866 0.867 0.762
GP 0.868 0.867 0.737

F8
Mean Median Best

rbGP 163.436 48.896 3.898
GP 115.343 111.453 13.628

F9
Mean Median Best

rbGP 53430.451 13927.500 848.112
GP 13706.556 12422.200 4300.640

F10
Mean Median Best

rbGP 30.875 24.376 15.949
GP 21.714 18.614 15.789

F11
Mean Median Best

rbGP 37.730 36.177 26.759
GP 33.159 33.377 25.031
*Bold numbers are the lowest.

The only two cases that P-Value shows statistical significance below 95% is in
problems F6 and F7.

For the time-series prediction problems, rbGP served best as measured by
mean and median in 2 out of 3 problems and achieved the best solution in only
one problem. rbGP’s improvement margins varying from 0.02% to 6% and the
loss margins from 0.04% to 0.007%. Generally, both SGP and rbGP achieved
almost equal performance on the three time-series prediction problems.

5.1 Discussion

The results are encouraging in the sense that rbGP is already doing well com-
pared to SGP and it is not too far behind in the cases that it loses the com-
pression. We believe rbGP still has room for further improvements. Apart from
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Fig. 2. Fitness distribution for problem F0 accumulated from 50 independent runs.
The graph show the fitness values of selected parent against the fitness values of their
offspring and the frequency of their occurrence in the search process.

rbGP’s good generalisation ability, we noted that rbGP is outperforming SGP in
all the experiments on the training cases. Naturally, the performance on unseen
testing data is much more important than the performance on any given train-
ing set. However, it should be noted that despite being competitive on unseen
testing sets, rbGP shows remarkable resistance to the over-fitting problem.

Surprisingly, we observed that rbGP produces larger trees, in some cases, than
SGP. This is interesting because rbGP effectively explores the search space using
50 individuals while using the intermediate generation as indicator re-rank indi-
viduals based on their level of evolvaiblity (as described in Section 3) while SGP
explores the search space using 5050 individuals (the same exploration budged
allocated to rbGP). Therefore, it is natural to assume that SGP’s population
will bloat faster. However, as the demonstrated by the experiments, this is not
the case. We believe that rbGP bloat at faster rate than its competitor for two
reasons. The first reason, as stated in Section 3.1, is because rbGP copies the
best individuals from the intermediate generation P̂i to Pi+1. This can acceler-
ate the bloat. The second reason is that the whole process undertaken by rbGP
ensures to enhance the evolvability. The fitness improvement, generally, occur
across the whole population. This is further confirmed in figure 2 where the fit-
ness distribution of both rbGP and SGP for problem F0 is visualised. The figure
shows the fitness values of the selected parents against the fitness values of their
offspring and the frequency of their occurrence in the search process, accumu-
lated from 50 runs. For SGP (on the left side of the figure), the figure shows that
SGP’s search, generally, dominated by poor parents that produce poor offspring
and then some parents produce good offspring which make the search converges
toward an optimum. In SGP most of the search budget is wasted in areas where
poor parents produce poor offspring. However, in rbGP (on the right side of
the figure) parents that produce good offspring are more and then the whole
population become dominated by good individuals (shown by the large peak on



86 A. Kattan and Y.-S. Ong

Table 5. Summary results of 300 indepen-
dent runs (for problems F12 - F14). Results
are sampled from 50 independent runs for
each system in each problem.

Jobs - US
Mean Best Meidean StD

rbGP 1.127 1.102 1.133 0.012
GP 1.133 1.100 1.136 0.011

Holidays - US
Mean Best Meidean StD

rbGP 3.901 3.707 3.908 0.117
GP 3.898 3.808 3.908 0.037

Cinema - UK
Mean Best Meidean StD

rbGP 9.051 8.449 9.039 0.334
GP 9.096 8.632 9.050 0.226
*Bold numbers are the lowest.

Table 6. Summary of Kolmogorov-
Smirnov two-sample test.

Problem P-Value
F0 2.18E-05
F1 2.59E-08
F2 4.23E-04
F3 7.23E-16
F4 3.63E-06
F5 1.08E-08
F6 0.3584
F7 0.9541
F8 1.39E-08
F9 6.43E-01
F10 1.26E-07
F11 4.89E-05
F12 0.8253
F13 0.0440
F14 0.0440

*Bold numbers are less than 5%.

the figure’s corner). This indicates that most of the allocated search budget was
well utilised and rbGP directed the search effectively. Thanks to the re-ranking
process of parents’ fitness values.

6 Conclusions and Future Work

In this paper, introduced a new framework, referred to as Recurrent Bayesian
Genetic Programming (rbGP), to sustain evovability. rbGP generates an inter-
mediate population to collect statistical observations about the populations per-
formance and incorporate this information into a Bayesian model. The Bayesian
model is trained with the collected observations and used as a method of in-
ference to readjust fitness values of individuals based on their performance and
likelihoods of driving the population into premature convergence.

To verify the usefulness of rbGP, we conducted an experimental study that
included 15 non-trivial problems. rbGP has been compared against standard
GP. The results were promising in the sense that rbGP outperformed its com-
petitor in most cases and when it lost the comparison it is not too far behind.
Moreover, we believe that rbGP performance can still be improved in future
work. Furthermore, results indicate the Bayesian ranking process make rbGP
remarkably resistance to the over-fitting.

For the future work, one direction is to explore the idea of using a metric that
establishes the best GP trees to breed from in one stage method rather than this
two-stage process. Another direction to explore is eliminating the intermediate
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population and allowing the Bayesian model to continuously learn population
distributions as new evidences emerges.
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Abstract. This paper attempts to design a genetic frequency synthesizer circuit 
with counter to synthesize a clock signal whose frequency is a multiple of that 
of an existing synthetic genetic oscillator. A genetic waveform-shaping circuit 
constructed by Buffers in series is used to reshape a genetic oscillation signal 
into a pulse-width-modulated (PWM) signal with different duty cycle. Design 
of the Buffers and accompanied genetic logic gates is based on the use of the 
real genetic structural genetic algorithm. By assembling different PWM signals, 
a series of clock pulses is synthesized as the rising and falling edges of the 
desired clock signals triggering the counter and the clock signal with the integer 
multiple of base frequency is generated from the same oscillation signal. 
Simulation results show that the proposed genetic frequency synthesizer circuit 
is effective to realize a variety of genetic clocks. 

Keywords: circuit synthesis, biology, repressilator, logic gate, synthesizer. 

1 Introduction 

Synthetic biology is developed to construct an artificial genetic circuit using the 
approaches of mathematics and engineering [1-3]. Several synthetic genetic circuits 
have successfully been built to achieve the basic functions, e.g. genetic oscillator 
generates a periodic oscillation signal and genetic logic circuit performs biological 
logical computation which is an important device for constructing the more 
complicated bio-computers [4-7]. Based on a bottom-up approach, more complicated 
bio-computing processes can be expected to perform specific functions, like very-
large-scale integration (VLSI) circuits in electronic systems. 

There are many engineering methods proposed to convert a synthetic design 
problem into a tracking optimization problem. Based on those methods, a class of 
synthetic genetic circuits is implemented for new tasks. In [8], a robust design 
approach based on H∞  optimization theory is proposed to construct a robust 

synthetic genetic oscillator with the desired sustained periodic oscillation behavior 
under the stochastic perturbational environment. For embedding the synthetic genetic 
circuit into the host cell, a combined parameter and structure optimization formulation 
has been attempted. A real structural genetic algorithm (RSGA) has been applied to 
synthesize a class of genetic logic circuits with the minimal number of genes while 
ensuring acceptable performance [9, 10]. A variety of clock signals is synthesized 
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from the base-frequency oscillation signal using genetic frequency synthesizer circuits 
[11, 12].  One may refer, for example, to [13] for other applications oriented from 
the RSGA. In which, comparison of a class of GA-based algorithms can also be 
found. 

This paper presents a genetic frequency synthesizer circuit with counter to generate 
a genetic clock signal based on the existing synthetic genetic oscillator. Frequency of 
the clock signal is multiple to that of the genetic oscillator. A genetic waveform-
shaping circuit is firstly constructed by Buffers in series to reshape genetic oscillation 
into an approximate clock signal with explicit discrimination between low and high 
logic levels. To regulate the different threshold levels of a “Buffer”, a pulse-width-
modulated (PWM) signal with different duty cycles in a sinusoidal cycle can be 
generated on the same oscillation signal. Based on the specific feature, the rising and 
falling edges of an ideal clock signal can be determined and a series of clock pulse 
signals is obtainable by assembling the different PWM signals. Appling the generated 
clock pulse signal to trigger a 1-bit genetic counter constructed by JK flip-flop, the 
desired genetic clock with the integer number of frequency of genetic oscillator can 
be realized. 

Different from [11], an edge-triggered genetic frequency synthesizer circuit is 
designed to construct the clock signal with a multiple of frequency of the genetic 
oscillator. Simulation results in silico show performance of the synthetic genetic clock 
with base frequencies while operating at a genetic oscillator. 

2 Model Description 

In biological systems, the synthetic genetic network with L  genes is described by 
the following nonlinear Hill differential equation [6, 11, 12] 

 ( ) 0, ,  1, ,i i i i i ip f u p i Lα β α= − + = …  (1) 

where ip  is the concentration of protein for gene i , iα , iβ  and 0,iα  are, 

respectively, the synthesis, degradation and basal rates, ( )if ⋅  denotes the promoter 

activity function used to describe the nonlinear transcriptional logic reactions, and u  
is the concentration of transcription factor (TF) from other gene’s produces or 
inducers to control the gene expression. 

For a gene with an operator site, the promoter activity functions for the genetic 
logic NOT and the Buffer are described, respectively, as 

 ( )NOT

1
 

1
nf u

u
K

=
⎛ ⎞+ ⎜ ⎟
⎝ ⎠

 (2) 

and 
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where NOTf  and Bufferf  are the promoter activity functions for logic NOT and 

Buffer, respectively, u  is the concentration of a repressor or activator TF, n  is the 
Hill coefficient, and K  is the Hill constant. 

For a gene with two operator sites, the promoter activity functions for the genetic 
logic AND, OR, NAND, NOR and XOR gates are described as 
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and 
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 (8) 

where ANDf , ORf , NANDf , NORf  and XORf  are, respectively, the promoter activity 

functions for logic AND, OR, NAND, NOR and XOR reactions, 1u  and 2u  are the 

concentrations of two repressor or activator TFs, 1K  and 2K  are Hill constants for 
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1u  and 2u , respectively, and 1n and 2n  are the corresponding Hill coefficients. 

Determination of the key parameters in (4) to (8) was obtained using the RSGA [10]. 

3 Synthesis of Clock Signal 

3.1 Realization of Genetic Waveform-Shaping Circuit 

A waveform-shaping circuit in electronics is constructed to convert the oscillation 
signal to the clock signal with the explicit logic edge. As the red line shown in Fig. 1, 
the input signal is mapped to the low level when it is less than a threshold level Ty  

while it is mapped to the high level when it exceeds the threshold level. In reality, this 
curve in biological systems doesn’t exist. A more reasonable input and output (I/O) 
characteristic curve of a sigmoid function (blue line in Fig. 1) is thus considered. 
There are two operational regions: saturation region and transition region. The input 
signal in the saturation region is mapped to the high level or the low level. In the 
transition region, the gain in the operation point Ty  must be larger than (normalized) 

1 to ensure that the input will be amplified when it is larger than the threshold level 
and decayed when it is less than the threshold level. By connecting a series of sigmoid 
functions, the input signal will gradually reach the saturation region and stay at the 
high or low level. 

Ty0 u

y

 

Fig. 1. I/O characteristic curve 

According to this idea, we use several cascaded Buffers to realize the genetic 
waveform-shaping circuit described by [11, 12] 

 ( )
0,Buffer, , , ,  1, ,

k k k k kB B k k k k B B Bp f u K n p k Mα β α= − + = …  (9) 

and the steady-state solution is easily obtained as 

 ( ) 0,

, Buffer, , , kk
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k k

BB
B k k k k

B B

p f u K n
αα

β β
= +  (10) 
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where 
kBp  is the output concentration of the kth Buffer, 

,k ssBp  denotes its steady-

state concentration, ku , kK  and kn  are respectively the input concentration, Hill 

constant, and Hill coefficient of the kth Buffer, and 
kBα , 

kBβ  and 
0,kBα  are, 

respectively, synthesis, decay and basal rates. The second term in the right side of 
(10) is minimal level and 

k kB Bα β  is the difference between the minimal level and 

the maximal level. The output concentration of the Buffer is the half maximal output 
concentration when the input concentration equals kK  and kK  refers to the 

threshold level Ty . 

The gain in the operation point kK  is obtained by 

 ,

4
k ss k

k

kk k

B B k
B

k B ku K

p n
A

u K

α
β

=

∂
= =

∂
 (11) 

where 
kBA  is the gain of the kth Buffer. It is observed that the gain is proportional to 

the Hill coefficient kn  and is inversely proportional to the Hill constant kK  at the 

operation point k ku K= . To achieve the genetic waveform-shaping circuit design, 

the necessary condition of the gain at the operation point kK  should be more than 1. 

In each stage, the corresponding input signals and threshold levels are given by 
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where A , 0ω , ϕ  and ,0dy  are, respectively, amplitude, basal frequency, phase, 

and base level of the desired oscillation signal. In the first stage, the input signal is 
oscillation signal produced by the genetic oscillator and described by a sinusoidal 
function. In the next stage, the input signal and the threshold level are respectively the 
output and the half maximal output level in the previous stage. Figure 2 shows 
topology of the designed genetic waveform-shaping circuit. The produced protein of 
the first gene activates the transcription of the second gene whose production 
activates the next gene. 
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Fig. 2. Topology of the genetic waveform-shaping circuit 

3.2 Regulation of Threshold Level 

To regulate different threshold levels in (13), one can generate the PWM signal with 
different duty cycle defined by 

 on

0

100%
T

D
T

= ×  (14) 

where D  is the duty cycle, 0T  is the basal period of oscillation signal with 02π ω  

and onT  is the period of logic high in a basal period. For the different duty cycle, the 

corresponding threshold value is selected by 

 ( ) on
0 ,0sin ,  

2T d h

T
y A t y t tω ϕ= + + = ±  (15) 

and ( ) [ ]1
0

0 0

1
sin 1 ,  0h ht t T

ϕ
ω ω

−= − ∈ . Clearly, the PWM signal has 50% duty cycle 

when ,0T dy y= . 

3.3 Design of Genetic Frequency Synthesizer Circuit 

Frequency synthesizer is designed to generate an output signal whose frequency is a 
multiple of that of input signal in electronics. Based on the feature, one can generate 
the clock pulses with frequency multiple to that of the genetic oscillator by using the 
genetic waveform-shaping circuit mentioned above. To construct a clock signal with 
N-fold frequency of genetic oscillator, a series of clock pulses should be stimulated by 
the threshold levels: 

 ( )0 ,0sin ,  1, , 1T dy A t y N
ε εω ϕ ε= + + = +…  (16) 

with  ( )0
0

0

2
1 ,  

2h

T
t t T

Nε
πε

ω
= + − = , where Ty

ε
 is the value of threshold level for 

the synthesis of frequency synthesizer and ht  in (15). For example, the clock pulses 
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become activated in the threshold levels ,0dy A+  and ,0dy A−  for the clock signal 

with 50% duty cycle shown in Figs. 3(a) and 3(b). For the clock signal with double 
basal frequency, the clock pulses become simulated in the threshold levels ,0dy A+ , 

,0dy A− , and ,0dy . To generate the clock pulse in the threshold level ,0T dy y= , a 

genetic logic XOR gate is used to combine two PWM signals with threshold levels 

,0d Ty y+ Δ  and ,0d Ty y− Δ  where TyΔ  is a small variation. 

,0dy

dy

t0T 02T

 

Fig. 3. Ideal signals for the design of clock signal with 50% duty cycle. (a) clock pulse in 

,0T dy y A= + ; (b) clock pulse in ,0T dy y A= − ; and (c) clock signal. 

After generating the clock pulses via the proposed genetic waveform-shaping 
circuit, the 1-bit genetic counter shown in Fig. 4 is triggered by the clock pulse to 
synthesize the genetic clock with the multiple frequencies to the genetic oscillator. 
Figure 5 displays the topology of 1-bit genetic counter with the model constructed as 

 

( )
( )
( )
( )
( )
( )

AND

AND

AND

AND

NOR

NOR

, ,

, ,

, ,

, ,

, ,

,

W W K CLK W W

V V J CLK V V

R R W Q R R

S S V S SQ

Q Q R Q QQ

S QQ Q Q Q

p f p p p

p f p p p

p f p p p

p f p p p

p f p p p

p f p p p

α β
α β

α β

α β

α β

α β

= −

= −

= −

= −

= −

= −

 (17) 

where CLKp  is the clock pulse signal, 1K Jp p= = , Wp , Vp , Rp , Sp , Qp  and 

Q
p  are respectively the concentrations of productions of the genes, Wα , Vα , Rα , 

Sα , Qα  and 
Q

α  are synthesis rates, and Wβ , Vβ , Rβ , Sβ , Qβ  and 
Q

β  are 

decay rates. 
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Fig. 4. A 1-bit genetic counter circuit with the rising edge-triggered JK flip-flop 
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Fig. 5. Topology of the rising edge-triggered JK flip-flop 

4 Simulation Results 

An example of the existing synthetic genetic oscillator, known as a repressilator, is 
illustrated to confirm performance of the designed genetic logic circuit. The dynamic 
model of the repressilator [4] is given by 
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 (18) 

where lacIp , tetRp  and cIp  are, respectively, the produced proteins of the repressor 

genes lacI , tetR  and cI . This oscillation signal has the basal period 0 39 secT = , 

the amplitude 0.63A = , and the base level ,0 1.1731dy = . Assume that cIp  is the 

oscillation input with concentration response shown in Fig. 6. 
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Fig. 6. Response of concentration of cIp  

To synthesize the clock pulse in the threshold level ,0dy A+ , the designed genetic 

waveform-shaping circuit is obtained as 
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where 
6Bp  is the clock pulse signal. This circuit consists of six cascaded Buffers. In 

the first stage, the threshold level 1.7462 is designed. According to (13), the threshold 
level 0.5 for the second to the sixth Buffers is chosen. To compensate the output of 
maximal level, the appropriate rate constants for the last Buffer is selected by (10). 
The concentration response of the designed clock pulse signal is shown in Fig. 7. 

 

Fig. 7. Response of the designed clock pulse signal in the threshold level ,0dy A+  

Similarly, the genetic waveform-shaping circuit for design of the clock pulse in the 
threshold level ,0dy A−  is obtained as 
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where 
7Bp  is the desired clock pulse signal. This circuit is constructed by six 

cascaded Buffers and a NOT gate. In the first stage, the threshold level 0.6852 is 
designed. According to (13), the threshold level 0.5 for the second to the sixth Buffers 
is chosen. Figure 8 shows the concentration response of the designed clock pulse. 

 

Fig. 8. Response of the designed clock pulse signal in the threshold level ,0dy A−  

Using the logic AND gate in (4) with 1α β= = , 1 2 4n n= = , and 1 2 =0.5K K=  

to integrate the designed clock pulses in (19) and (20), the clock pulse with double 
base-frequency of the genetic oscillator in (18) is synthesized. By the clock signal to 
trigger the counter circuit in (17) whose all rate constants are 1, all Hill constants are 
0.5, and all Hill coefficients are 4, the genetic clock with base frequency is 
synthesized and its concentration response is shown in Fig. 9. 

 

Fig. 9. Response of the designed genetic clock with base frequency 
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5 Conclusion 

A synthetic genetic frequency synthesizer circuit with counter has been proposed to 
synthesize the genetic clock with the multiple to frequency of the genetic oscillator. 
Through applying a waveform-shaping technique, genetic oscillation is shaped to 
becoming an ideal logic signal. By regulating the different threshold levels, the PWM 
signals with different duty cycles are obtained. A genetic counter is triggered by the 
clock pulse generated by the proposed genetic waveform-shaping circuit to synthesize 
the desired genetic clock, whose frequency is a multiple to that of the genetic 
oscillator, is realized.  

Experimental realization of the proposed network is a potential issue worthy of 
further investigation. In addition, assembling the clock signal with a variety of 
sequential genetic logic circuits to realize artificial logic functions is recommended 
for future research.  
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Abstract. There has been significant growth in the number of mal-
ware using the Android platform, especially malware that target Short
Message Services (SMS). The mobile botnet has been using SMS as a
channel to distribute spam, send unauthorized SMS messages without
user knowledge, use command and control (C&C) channel, and attach
malicious URLs. With the limitation of Android smartphone resources,
a multi-agent technology can make our framework to be more robust
and efficient. In this paper, we propose a multi-agent system that is
currently being developed using JADE platform for observing Android
Smartphone features and monitoring SMS services, as well as creating
Android profiles. Our framework applies hybrid detection approaches in
order to counteract botnet attacks, by investigating damaging SMS bot-
net activities through the examination of Smartphone behaviour. These
approaches utilize multi-agent technology to recognize malicious SMS
and prevent users from opening these messages, by applying behavioural
analysis to find the correlation between suspicious SMS messages and
the profiles reported by the agents.

Keywords: Multiagent Systems, Agent, SMS, Botnet Detection,
Smartphone.

1 Introduction

Mobile botnets present some of the most serious security threats to mobile de-
vices. This is a serious issue due to the increasing worldwide trend in the use
of handheld mobile communication phones. The mobile botnet is a threat that
contains a network of compromised Smartphones universally controlled by an at-
tacker, also known as a ’bot master’. The bot master uses a command and control
(C&C) channel with the intention of performing malicious attacks on the mobile
users [14]. Given the complex and distressing nature of the botnets, past research
has already placed a great emphasis on elucidating different concepts of botnets’
functionality, including its threats, models, control designs, strategies, and bot-
net detection [13,22,27]. Given the fact that mobile phones have advanced at a
fast pace over the past number of years, society is striving to get the most out
of the capabilities and functionalities that the new phones provide. As greater
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utilization comes into these platforms, it is expected that malicious behaviour
will follow at almost the same pace [25]. Mobile botnets are said to be difficult to
detect [14]. This difficulty occurs because mobile botnets are progressing quickly
and becoming more and more refined. Moreover, features of today’s Smartphones
contain opportunities for attackers to capitalize on mobile botnets in order to
perform illegal actions. These actions will impact negatively the victims them-
selves. One of the main components of botnet is the C&C channel, which is used
by attackers to carry out command and control messages. With the availability
of short message services (SMS) on Smartphones, SMS messages are used to
transfer C&C commands, send SMS spam, send premium-rate SMS messages
without user knowledge [18] and distribute the malware as propagation vectors.
These actions have a negative impact on the victims themselves.

With the limitation of the Smartphone resources and changes in the charac-
teristics of connectivity changes, there is need to use intelligent approaches to
elaborate SMS botnet and Android Smartphone behaviours. The development
of a multi-agent system will meet this need.The JADE Platform has the ability
to be adapted to the characteristics of a deployment environment [6]. Past re-
search has proven that a multi-agent system is successful for intrusion detection
system [20]. The main advantages of using a multi-agent system are pro-activity,
autonomy, and self-awareness. These advantages have been extensively discussed
by by Carabelea et al. [8].

Our work focuses on detection of SMS botnets specifically, we have proposed a
framework with two components, an intrusion detection system and a multi-agent
system. In our work, we focus on multi-agent system design and the generally us-
age of our framework. The main component of our research involves developing
a multi-agent system that is composed of multiple interacting agents. To provide
robustness against failure of our framework, a multi-agent system must be em-
bedded to share the responsibilities among the different agents [23]. Agents have
the ability to adjust their behavior in order to be alerted to resource constraints,
such as network bandwidth and battery capacity. Botnet detection is most effec-
tive when it utilizes multi-agent systems that allow for more logical botnet di-
agnosis through agents’ communication within the network. Our framework uses
multi-agent system technology to achieve accurate detection without exhausting
Smartphone resources such as battery and memory.

The second main component is an intrusion detection system with signature-
based and anomaly-based detection modules. Signature-based detection is also
calledmisuse detection or knowledge-baseddetection.Traditionally, the signature-
based approach extracts the features from traffic anddetectsmalicious activities by
comparing incoming traffic to the signatures of the attacks. Signatures are patterns
or sets of rules that can uniquely identify an attack. The anomaly-based detection
approach can also be referred to as behavior-baseddetection. This approach builds
models of normal data and then attempts to detect the deviation from the norm in
observed data; this deviation is considered an anomaly [21]. The key advantage of
this approach is that it can detect new types of threats when there are deviations
from normal data. To improve the capability of intrusion detection, researchers
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have proposed hybrid detection, which is a combination of signature-based detec-
tion and anomaly-based detection. We have adapted signature-based detection in
the Smartphone and anomaly-based detection and behaviour analysis in the cen-
tral server. This hybrid approach detects known attacks with high accuracy using
signature-baseddetection,while also being able todetectunknownattacks through
the use of anomaly-based detection.We extensively explored this part in detail [4].

In this paper, we propose a multi-agent system that is developed using the
JADE platform for observing Android Smartphone features and monitoring SMS
services, as well as creating Android profiles. Our framework applies hybrid de-
tection approaches in order to counteract botnet attacks, by investigating dam-
aging SMS botnet activities through the examination of Smartphone behaviour.
These approaches utilize multi-agent technology to recognize malicious SMS and
prevent users from opening these messages.

The rest of this paper is organized as follows: Section 2 presents some related
work; Section 3 presents the proposed framework focusing on multi-agent system
design; and Section 4 explains how the proposed framework can be evaluated.
Finally, the conclusion and future work are summarized in Section 5.
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Fig. 1. SMS Mobile Botnet Detection Framework using a Multi-Agent System

2 Related Work

The concept of adapting a multi-agent approach to Smartphones is a very new
area of research that focuses on the Android platform. Currently, several multi-
agent platforms have been developed for Smartphones, and research is still on-
going. Multi-agent systems for botnet detection require a generation of agents
set with some structure and functionality. Based on the work by Savenko et
al. [20], agents are utilized when their results are transmitted to the effectors as
a means of influence on the computer system. If malware is detected, an agent,
through effectors, blocks the processes that are responsible for performance of
some malware and then notifies the user about the infection.
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Carabelea et al. [8] present an overview of several multi-agent platforms that
have been created for use in small devices, and identify characteristics of these
platforms. Frantz et al. [12] propose a micro-agent framework for the Android
platform that has the ability to interface with Android platform facilities, in
order to allow agent-based applications to access Android functionality. Agüero
et al. [2] present the Agent Platform Independent Model (APIM) for mobile de-
vices. Their proposed approach has been implemented and tested on the Android
platform with some limitations. JaCa-Android [19] presents the use of Agent-
Oriented Programming (AOP) technologies to develop a Smartphone application
for the Android platform. However, the approach has some weaknesses that need
to be addressed, such as devising a notion of type for agents and artifacts, im-
proving modularity in agent definition and improving the integration with the
OO layer. Cheng [9] proposes a multi-agent security system for the Android plat-
form that uses agents to collect data from Android devices, and then send it to
agent service providers to make a decision. The study shows multi-agent systems
can be adapted to the Android platform with its inherent resource limitations.

3 Proposed Framework

The SMS mobile botnet detection framework consists of two main systems: a
multi-agent system and an intrusion detection system. The framework incor-
porates of two components: Android mobile devices and a central server. A
multi-agent system has different agents with related responsibilities and goals
to achieve. These agents are distributed between the two tiers. The intrusion
detection system consists of three modules: an SMS Signature-Based Detection
Module in Android mobile devices, a Detection Module and a Decision-and-
Action Module based in the central server. Figure 1 shows our complete frame-
work design that serves to function as a comprehensive SMS botnet-detection
mechanism. In the rest of this section, we explain the multi-agent system in
more detail, and briefly discuss the intrusion detection system that includes the
SMS signature-based approach, describe the main components of the detection
module, and finally, illustrate the functions of the decision-and-action module.

3.1 Multi-agent System Design

A multi-agent is a system composed of multiple interacting agents [28]. Our pro-
posed framework requires a multi-agent system with extensive knowledge about
distributed systems and required agent interactions in order to observe, monitor,
and handle the data exchange. There are several multi-agent system frameworks
in existence. Among the platforms in use, such as AgentBuilder [1], JACK [7],
and Cougaar [29], one of the most well-known is the JADE platform [24] as de-
scribe below. The Foundation for Intelligent, Physical Agents (FIPA) has defined
a list of specifications for agents [11]. Agent management and agent communi-
cation are at the core of this list, and need to be included in any multi-agent
system framework in order to develop an agent platform [5].
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JADE is a software development platform that complies with FIPA specifica-
tions. JADE platform is an open source software and object-oriented language,
Java, which provides basic middleware-layer functionalities and libraries that
fully support the Android platform [16]. The advantage of the JADE platform
is the provision of ready-to-use and easy-to-customize core functionalities.

Given the features of JADE, we selected this platform to implement our multi-
agent system using the methodology that was developed for JADE [17]. Our
proposed system involves multi-agents distributed on two levels: four agents in
each Android mobile device and three agents in the central server, as shown
in Figure 1. The basic idea of how a multi-agent system works using JADE
is a framework in which the main container is the central server and the agent
migrates to Android devices. Our JADE-based multi-agent system has the ability
to perform tasks.

The SMS mobile botnet detection framework allows an Android device user to
install our application (app) in order to obtain all services. The agents monitor
and observe Android device activities, and then capture and report suspicious
behaviours to the detection part of the central server. We define each agent’s
tasks and responsibilities in more detail as outlined below. Figure 2 shows how
our framework use case achieves a specific goal, by interacting with the end user
and other agents or system, utilizing the most popular specification, Unified
Modeling Language (UML) [17].

1. Android Smartphone Agents and Their Responsibilities
An Android mobile user must subscribe to the central agent providers in order
to obtain all the defined services and to maintain the interaction between local
agents. The agents monitor incoming and outgoing SMS, and observe Smart-
phone behaviour and resources. There are four major agents within Android
mobile devices, including a Manager Agent, an SMS Detection Agent, a Moni-
toring agent, and a Human-Behavior Agent, as outlined below. Table 1 illustrates
all agent types with their relevant functionalities.

a) Manager Agent. This is the agent that establishes a connection with the
central agent in the central server by subscription. The Manager Agent plays
a critical role in the system as it creates a channel that allows communication
from the actual phone to the central server. The Manager Agent obtains the
agent identification from central service provider and establishes the inter-
action. It reads the status of the Smartphone, including SMS delivery and
battery power. Basically, as the name states, the Manager Agent supervises
the interactions between the local agents for Smartphone Android devices
and is in charge of responding to any request received from central server.
In addition, the Agent can exchange the data with the Android Profiling
Agent. The Android Mobile user can unsubscribe from the central service
provider at any time. The Manage Agent notifies the user when a new threat
is detected.

b) SMS Detection Agent. The main task of this Agent is to monitor in-
coming and outgoing SMS, then send requests to the SMS signature-based
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detection module that reports suspicious SMS to the SMS Detection Agent.
The system first takes action by registering itself on the SMS profiling service
through the Central Agent, and then obtaining updates on the SMS signa-
ture database. Additionally, this agent is responsible for monitoring SMS
logs and then reporting to the SMS Profiling Agent. This Agent gets the
results from the SMS signature-based detection module and perform one of
the following actions: deliver, delete, or send the suspicious SMS to the SMS
Profiling Agent.

c) Monitoring Agent. The Monitoring Agent registers with the Android pro-
filing service in the central server. This Agent is responsible for observing
phone settings and phone activities. The Monitoring Agent also plays a role
in reporting accessibility in the browser and other installed applications. In
addition, it checks the Internet connection since connectivity is an impor-
tant factor that likely contributes to the realization of SMS botnet attacks.
Reports regarding all the agent activities are then passed through to the
Manager Agent.
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d) Human-Behaviour Agent. Malicious activities usually wait until the
smart- phone is in an ideal mode or after reboot. The Human-Behaviour
Agent registers with the Android profiling service in the central server. This
Agent is in charge of monitoring user connectivity time, maintaining the
whitelist and blacklist, reporting daily usage of the mobile phone and re-
sponding to the Manager Agent as required.

Table 1. Android Smartphone Agents and their Responsibilities

Agent Type Responsibilities

Manager Agent 1. Smartphone user is required to subscribe to the central service provider.
2. Read Smartphone status.
3. Obtain the Agent identification from central service provider to establish

the interaction.
4. Respond to requests from Central Agent.
5. Manage the interaction communication between local agents.
6. Send data to Android Profiling Agent.
7. Unsubscribe from central service provider.
8. Notify the user when new threat is detected.

SMS Detection Agent 1. Register with SMS profiling service in central server.
2. Obtain SMS signature update.
3. Read incoming and outgoing SMS.
4. Get the result from SMS Signature-Based Detection.
5. Monitor SMS logs.
6. If SMS is normal, deliver it to SMS application.
7. If SMS is malicious, delete SMS and notify the user.
8. If SMS is suspicious, send a copy of suspicious SMS to SMS Profiling Agent.

Monitoring Agent 1. Register with Android profiling service in central server.
2. Report any access to browser or other apps when SMS application tries to access.
3. Check WiFi status and Internet access.
4. Monitor Smartphone status including battery usage, apps that are running, memory

usage, etc.
5. Spot any setting changes.

Human-Behavior Agent 1. Register with Android profiling service in central server.
2. Observe user connectivity time.
3. Maintain the whitelist and blacklist.
4. Report daily usage of Android mobile.

2. Central Service Agents and Their Responsibilities
As shown in Figure 1, the central server has three agents and two modules that
are used to process the data in order to detect suspicious SMS, make intelligent
decisions, and perform actions. In the central server, there are three major agents
that perform the majority of the activities of the detection system: the Central
Agent, the Android Profiling Agent and the SMS Profiling Agent, as outlined
below. Based on the results of behaviour analysis, these agents provide service
and offer further analysis to achieve a high detection rate and make intelligent
decisions, in order to detect SMS botnet activities. The descriptions and roles
of the Central Service Agents are outlined below. Table 2 illustrates all agent
types with their relevant functionalities.

a) Central Agent. The Central Agent is in charge of handling and responding
to Smartphone devices and adding them to the subscriber list. The Central
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Agent also performs activities that are relevant to Android mobile device
agents, such as managing, updating, blocking, deleting and controlling. The
Central Agent sends the updated signature database to the Manager Agents,
and then sends commands to the Manager Agents, entailing the decision that
has been obtained and established in the decision-and-action module. The
Central Agent manages all the local agents situated in the central server. The
Central Agent primarily obtains profile updates and then forwards them on
to the Android profiling service provider. It also has to obtain copies of SMS
and SMS logs, and then send them to the SMS profiling service provider,
which manages all suspicious SMS and log profiling.

b) SMS Profiling Agent. The SMS Profiling Agent handles all the incoming
and outgoing SMS that are considered to be suspicious, and maintains the
SMS logs. The SMS Profiling Agent receives reports on suspicious SMS from
the SMS Detection Agent. These received suspicious SMS data and logs are
then forwarded to the detection module to verify whether they are deemed
to be botnets.

c) Android Profiling Agent. Once the profile updates are received by other
agents, this particular Agent will then maintain and update the profile for
all subscribing Smartphones. Additionally, this agent updates the received
changes from the detection module and the other agents. It responds to de-
tection module requests, which are findings and actions that need to be acted
upon. Finally, this Agent can request more information from Monitoring and
Human Behavior Agents if required.

Table 2. Central Service Agents and their Responsibilities

Agent Type Responsibilities

Central Agent 1. Respond to Smartphone devices and add them to the subscriber list.
2. Update, block, and delete Smartphone agents as appropriate.
3. Manage the interaction communication between local agents.
4. Update the signatures database.
5. Send commands to start new agents or preform an action on Android devices

if certain conditions are met.
6. Forward the Android profile, suspicious SMS, and SMS logs to Android

profiling provider and SMS profiling provider.
SMS Profiling Agent 1. Handle the received suspicious SMS and then send it to Detection Module.

2. Maintain an updated signature for each SMS detection agent.
3. Handle SMS logs and request an update within specific time.
4. Interact with Detection Module.

Android Profiling Agent 1. Maintain the profile database for all subscribing Smartphones.
2. Update the profile changes when message received from other agents.
3. Respond to Detection Module requests.
4. Request more information from monitoring and human behavior agents if needed.

Agent-Resource Interactions. For Smartphones, agents need to interact with
other agents or with Smartphone resources. There are four agents as shown in
Figure 3: the Smartphone Agents, required to interact with remote server and
with Smartphone resources, such as battery and phone status; the SMS Detection
Agents, needed to communicate with SMS application and SMS signature-based
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detection module; the Monitoring Agents, to interact with other applications,
internet access and the Smartphone Agent; and the Human-Behaviour Agents, to
interact with Smartphone resources, identifying Smartphone status, time-phone
wake-up, for example, and observes user interaction with the Smartphone.

3.2 Intrusion Detection System

The second part of our SMS botnet detection framework includes three compo-
nents: an SMS Signature-Based Detection Module in Android mobile devices,
a Detection Module and a Decision-and-Action Module found in the central
server, as shown in Figure 1. These components employ a hybrid detection ap-
proach using different algorithms and methods in order to detect SMS botnets.
Intentionally, the involvement of agents ensures that our framework will have
a high detection rate and detect unknown malicious activities on the Android
platform by observing Smartphone behaviour. More detail for each component
are outlined below.

A. SMS Signature-Based Detection Module in Android Device
Focusing on incoming and outgoing SMS messages, our proposed design for
Android mobile devices uses a signature-based detection algorithm to identify
SMS botnets. SMS signatures are obtained and copied from the SMS signature
database where signatures of known botnets and malware are stored. Our sys-
tem uses real-time content-based signature detection to differentiate between
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normal and malicious SMS, based on the content of the SMS, and then sends
abnormal SMS to the detection module for further analysis. Once SMS signa-
tures are obtained, the system scans for malicious messages. If the scanning
reveals a possible detection of a known botnet, then the detection system per-
forms signature-based detection on the obtained SMS, cross-referencing it with
the known SMS signatures before it is passed to the SMS application. If the
message is determined to be malicious through the SMS detection process, the
mobile user is notified and then the message is automatically deleted. If the SMS
is found to be suspicious, the agent sends a copy of the suspicious message to
the SMS profiling agent located on the central server with the user’s permission.
Pattern-matching based detection approaches are used to identify and match
a received sequence of text with the signature. Researchers have used this ap-
proach in both network-based and host-based intrusion detection. In host-based
detection systems, pattern matching can check the words represented in the sys-
tem call [15]. We have adapted this approach to detect malicious SMS by looking
for specific patterns of selected features [4].

B. Detection Module
To enhance the performance of our framework, we are developing a detection
module that consists of four elements. The first element is an SMS collector,
which is responsible for gathering, combining, storing and retrieving the data
from the agents. The second is an SMS classifier that categorizes messages into
normal, suspicious, and malicious SMS. The third involves clustering algorithms
that group SMS messages based on two main factors, the content itself, and the
phone number. The final element addresses behavioural analysis. Using informa-
tion from the Android Profiling Agent, the system performs behaviour-profiling
analysis on the output of the clusters to locate suspicious behaviour. It identifies
if there are correlations between alerts from the clusters and any abnormal ac-
tivities in the Android devices. The results from the detection module are then
forwarded to the Decision-and-Action Module.

In summary, the detection module is where SMS collection, SMS classification,
anomaly-based detection and behaviour-profiling analysis are conducted. Once
the Detection Agent receives suspicious SMS from the SMS Profiling Agent, it
performs the anomaly-based detection, through specifically-created and manip-
ulated algorithms. Once SMS are deemed to be malicious, content analysis is
performed in order to check the URLs. All of the Android mobile profiles that
contain the same SMS are grouped together.

C. Decision-and-Action Module
The Decision-and-Action Module uses the output received from the Detection
Module to make logical decisions based on the set of rules that have been estab-
lished by a Human-Network Manager. There are two main components in this
module, response plan and action. The primary component, response planning,
involves the actions taken when all the necessary criteria are satisfied. There are
two main approaches for action to respond to an attack [26]. The first approach
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is to identify the malicious correspondent’s phone number and block these num-
bers. The second approach is to identify the similar characteristics of malicious
SMS and group them by their common features. The common features include,
for example, FromPhone#, ToPhone#, URLs, commands, and phone# in SMS,
size of SMS, and time. We will use both approaches, identifying phone numbers
and examining/monitoring content.

4 Evaluation

To evaluate the efficiency of our proposed system, selecting relevant datasets is
critical. We aim to use as many malicious SMS messages as possible. Because
of privacy concerns, it is hard to find standard SMS datasets with all the re-
quired features. Fortunately, there are two well-known public datasets that we
considered in our experimental study. SMS Spam Collection dataset [3] contains
labeled spam SMS and normal SMS, which proved to be the most useful for our
purposes. MIT Reality dataset [10] contains data that we could use to assess
our system, although these datasets do not contain all SMS threats and required
features. A variety of SMS malware, used to send premium rate SMS without
user knowledge, is being analyzed. These SMS are being extracted, along with
ToPhone#, and added to our dataset. Finally, we are building behaviour profil-
ing for each Android device and employing light-weight agents to collect certain
data. As a result, we are creating some new benchmark datasets to evaluate
the performance of the proposed system and are considering the following SMS
threats: new SMS spam, SMS containing malicious URLs, SMS Command and
Control (C&C), and malware sending premium-rate SMS messages without user
knowledge.

5 Conclusions and Future Work

In this paper, we have devised a multi-agent system that is integrated with an
intrusion detection system, to detect malicious SMS botnets and identify ways
to block the attacks in order to prevent damage caused by these attacks. To
identify SMS botnets in Android mobile devices, we have defined and designed
a multi-agent system that has the ability to monitor and observe Android de-
vice activities, and then capture and report suspicious behaviour to a central
server. The agents are capable of interacting with each other and other sys-
tems to achieve specified goals. Our framework provides a model that applies
signature-based detection to Smartphone SMS messages, and behaviour detec-
tion on collected data at the central server. Profiling behavioural analysis is
conducted in the central server in order to spot unknown SMS botnet using a
multi-detection system. This is done in order to collect data from mobile devices
by the agents and send the collected data to the central server. This leads to a
response from the Decision-and-Action Module, which finally sends an action to
be performed on the Smartphone.
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This is work in progress. The next steps involve further development of the
framework to ensure its viability. We will test the efficiency, scalability and accu-
racy of our framework using a large dataset. The main challenges we face include
feature selection and production of a suitable dataset. Feature selection within
the Detection Module is an important key to achieve significant and accurate
classification results. We will carry out several experiments based on behavioural
profiling to identify the method for feature extraction for SMS botnets. To pro-
duce a suitable dataset, we will define the method and build an SMS botnet
dataset, taking into consideration user privacy.
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Abstract. This paper studies the situation where a risk-averse manager, whose 
company produces goods catering to uncertain demand, has to decide on the 
quantity to be produced with the objective of minimizing his cost. Demand 
uncertainty is a major issue faced by many inventory managers, as overstocking 
or understocking, will result in the company incurring extra unwanted cost. To 
tackle this problem, an inventory cost model is proposed in this paper. The 
model is an extension of the newsvendor framework and is formulated as a 
minimization problem via conditional Value at Risk (CVaR). The solution to 
the model is presented and evaluated via a case study. Through this model, the 
optimal inventory level can be determined and this will serve to be useful for 
the risk-averse inventory manager. 

Keywords: Newsvendor, Risk-averse Supplier, conditional Value at Risk 
(CVaR), Demand Uncertainty, Inventory Cost Model. 

1 Introduction 

We consider an inventory cost model where a risk-averse manager, whose company 
produces goods catering to random demand, decides on the quantity to be produced 
with the objective of minimizing Conditional Value-at-Risk (CVaR). Value-at-Risk 
(VaR) and CVaR are two of the many types of risk measurements used in financial 
risk management (Chen et al., 2009). These two measures have emerged and been 
used broadly in current few years (Wu et al., 2013; Qiu et al., 2014). Given a 
confidence level β, the VaR of a portofolio is defined to be the lowest amount α such 
that the loss will not exceed α with the specified probability β, while the CVaR is 
defined as the conditional expectation of losses above α. CVaR is seen as a better tool 
for financial risk as compared to VaR (Yao et al., 2013). The former serves as a better 
risk measure than the latter, as it is more coherent (Artzner et al., 1999), has better 
computational characteristics (Chen et al., 2009) and is consistent with higher order 
stochastic dominance (Ogryczak and Ruszczynski, 2002). As such, the risk 
measurement tool chosen in this paper will be CVaR. 

A supply chain is a complex network consisting of independent and economically 
rational members (Ryu and Yucesan, 2010). Each member in a supply chain has a role,  
be it a supplier, a retailer or a customer and so on. The aim of a supplier, or rather a 
manufacturer, is to maximize his own profits through the sales of his products while 
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minimizing his endogenous costs, such as the production cost (Ryu and Yucesan, 2010). 
The sales are dependent on the demand on the products, which is uncertain and that 
imposes a risk on the manufacturer as he could incur additional unnecessary costs due to 
overproduction or underproduction. The newsvendor problem is a good example of an 
inventory model which is dependent on uncertainty in demand. Overproduction or 
underproduction of goods can lead to overstocking or understocking. That can give rise 
to two types of inventory risk: the risk of excessive inventory and the risk of insufficient 
supply (Cachon, 2004). Such inventory risks are common in the supply chains, as most 
supply chains are not capable of matching supply and demand perfectly (Cachon, 2004). 

Besides, as supply chains are getting more and more complex, they are also more 
vulnerable to disruptions, which can result in risks that bring along negative impacts 
(Roh et al., 2013; Pettit et al., 2013). These risks may result in greater demand 
uncertainties and thus become more problematic to the manufacturer, as demand 
uncertainties pose as threats to him imposing more unnecessary costs which can be 
translated to be seen as a form of loss. Hence, there exists a motivation to seek an 
optimal inventory level based on demand uncertainties and this will in turn minimize 
the cost and at the same time also help to reduce the inventory risks mentioned earlier. 
This is done so through the formulation of a cost-based inventory model. The goal of 
the model is to minimize inventory cost via CVaR minimization. The model is 
formulated through the extension of the related newsvendor problem. 

2 Related Work 

The papers reviewed in this section all use the newsvendor models, either basic or various 
newsvendor-type versions, for their optimization problems. Most papers employ the profit 
performance measurement and only a handful touches on the cost performance 
measurement as the objective function. Zhou et al., (2007) propose and solve a profit-
based model for multi-product with CVaR constraints. Ryu and Yucesan (2010) introduce 
fuzzy parameters to their model and solve the fuzzy profit maximization problem based on 
three coordination policies (quantity discounts, profit sharing and buyback) between 
manufacturer and retailer. Ozen et al. (2011) apply game theory to newsvendors forming a 
coalition, model the profit of the coalition and study on the convexity of such newsvendor 
games. Chen (2011) examines the profit functions of the manufacturer and retailer under a 
wholesale-price-discount contract. Wang et al. (2012) study on the effectiveness of several 
contract formats between manufacturer and retailer by evaluating profit functions. Jeong 
and Leon (2012) considers a supply chain with multiple members are serially connected 
and evaluates the profit functions of the members based on complete and partial 
information of safety stocks. Xanthopoulos et al. (2012) propose optimal policies for dual-
sourcing supply chains based on a risk management framework. Using the profit model 
for newsvendor problem, Wen and Qin (2013) study the solution of the newsvendor 
problem under VaR. Wu et al. (2013) study the profit maximization problem with random 
shortage cost under VaR and CVaR criteria. Jammernegg and Kischka (2013) use the 
newsvendor framework under two conflicting constraints – the service and loss constraints 
and present solution based on the profit function. Wu (2013) studies the coordination of 
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competing supply chains and the relevant profit functions, and shows that the buyback 
contract strategy between the manufacturer and retailer can lead to higher profits. Qiu et 
al. (2014) propose three models with incomplete demand information: expected profit 
maximization, CVaR-based profit maximization and a combination of the first two. The 
proposed solution approaches for the three models are validated and said to be robust. 

Gotoh and Takano (2007) are the few which introduce a cost-based model. The 
cost-based model compliments the profit-based model used in the paper for 
optimization of product quantity. The paper uses CVaR and mean-CVaR to optimize 
both the cost-based and profit-based models and presents the proposed solutions. 

Literature on newsvendor models using cost performance measurement as 
objective function is not common and the profit performance measurement is often 
used instead. In this paper, we will look at the optimization problem from a different 
perspective – to use a cost-based approach to formulate a cost minimization problem, 
instead of the usual profit-based approach where the focus is on the maximization of 
profit. Also, we are not only using the traditional newsvendor setting; we further 
extend the newsvendor model to fit that of a manufacturing company’s situation.  
We then aim to minimize the cost using CVaR. This distinguishes the model to be 
different from the papers discussed above.  

The rest of the paper is structured as follows: we introduce the classic newsvendor 
model and our extended model in Section 3, formulate the extended model with 
CVaR and propose an optimization solution in Section 4, evaluate the proposed 
solution in Section 5 and lastly give a summary and discuss future research directions 
in Section 6. 

3 Model Description 

3.1 The Classic Newsvendor Model 

The newsvendor problem is a tricky situation faced by a newsvendor who tries to 
decide on the number of newspapers to stock on a newsstand before the start of the 
day’s sales. The newsvendor is at a risk of overstocking if he orders too much or 
understocking if he orders too little to cater to the market demand for the day. When 
the newsvendor overstocks, he sells the remainder at a salvage price; similarly, when 
he understocks, he incurs a backorder cost due to stockout. So, the newsvendor profit 
function, which is commonly mentioned in most papers, is formulated as follows: 

 ( , ) = min( , ) + max( − , 0) −  max ( − , 0) −  (1) 

where  
Q is the daily order quantity for newspaper, 
X is the random demand for newspaper during the selling season, 
p is the selling price per unit for the newspaper, 
s is the salvage price per unit for the newspaper, 
b is the backorder cost per unit for the newspaper and 
c is the cost price per unit for the newspaper. 



118 J.J. Lim et al. 

Assume that > >  and ≥ 0. Let F be the continuous distribution function 
of random demand for the newspaper. The expected value of ( , ) is: 

 [ ( , )] =  ( , ) ( ) (2) 

The optimal order quantity Q* can be obtained by maximizing the expected profit 
shown in equation (2). Assuming that F has an inverse, solving [ ( , )] = 0 will get 

Q* as: 

 ∗  = ( ) (3) 

Notice that the product newspaper can be replaced by any other product. Thus, the 
newsvendor problem may be viewed as an inventory problem for any single product. 

3.2 The Inventory Cost Model 

The newsvendor problem can be extended to one whereby the newsvendor now 
produces newspapers to sell to the market. The newsvendor may in fact be viewed as 
a company which serves as a supplier that produces goods (aka a manufacturer) in a 
supply chain. Consider that the company produces single product instead of multiple 
products for simplicity. Instead of using the profit function, we look at the cost 
function for the company. The cost function of the company is formulated as follows: 

 ( , ) =  + ( − ) + max( − , 0) + ℎ max ( − , 0) (4) 

where 
q is the product quantity in inventory and it also includes initial inventory, 
x is the demand for the product and it is a continuous non-negative random 
variable, 
cf is the fixed cost for each production, 
cp is the production cost per unit for the product, 
y is the initial inventory level, 
b is the backorder cost per unit for the product and 
h is the holding cost per unit for the product. 

 
Assume that cf, cp, y, b, h ≥ 0 and b ≥ cp. Let G be the cumulative distribution 

function of the demand for the product. The expected value of ( , ) is similar to 
equation (2) and is expanded as follows: [ ( , )] =  + ( − ) + E[max( − , 0)] + ℎ E[max( − , 0)] =  + ( − ) + ( − ) ( ) + ℎ ( − ) ( )  (5) 
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The optimal product quantity q* can be obtained in similar fashion as section 3.1 
by minimizing the expected cost. Assuming that G has an inverse, solving [ ( , )] =0 will yield: 

 ∗  = ( ) (6) 

The inventory cost model formulated above is our model of interest and will be 
used throughout the whole discussion of this paper. 

4 CVaR in the Inventory Cost Model 

4.1 Definition of CVaR 

The results derived from newsvendor model problems, which mainly focus on either 
maximizing expected profit or minimizing expected cost, have been shown to be 
unsatisfactory (Qiu et al., 2014). Newsvendor model problems that incorporate 
several risk preferences are preferred (Qiu et al., 2014). Thus, in this section, we 
consider introducing the risk measure of CVaR to the inventory cost model. The 
objective of the risk-averse inventory manager of the company is to minimize the 
CVaR of the cost. 

Let ( , ) be a loss function associated with random variable z for fixed y. The 
distribution function of ( , ) is denoted by Φ( , ) ≔ { | ( , ) ≤ }. Let  
be the confidence level where ∈ [0, 1). The -VaR, denoted by ( ), is defined 
as follows (Rockafellar and Uryasev, 2000): 

 ( ) = min { ∈ ℝ: Φ( , )  ≥  } (7) 

This means that the loss  is expected to exceed  only in probability of (1 − ) (Gotoh and Takano, 2007). 
The -CVaR with confidence level  and denoted by ( ), is defined as the 

mean of the -tail distribution of ( , ) (Rockafellar and Uryasev, 2002): 

 ( ) =   Φ ( , ) (8) 

where 

Φ ( , ) =             0                < ( ),Φ( , ) −  1 −   ≥ ( )  

In order to minimize the CVaR, (Rockafellar and Uryasev, 2002) proposed an 
auxiliary function defined by: 

 ( , ) =  + {[ ( , ) − ] }  (9) 
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where 

 [ ] = max {0, } 

Also, they provided an optimization shortcut for minimizing CVaR as follows 
(Rockafellar and Uryasev, 2002): 

 min ∈ ( ) =  min( , )∈ ×ℝ ( , ) (10) 

The optimal solution ∗ in this minimization problem is equal or almost equal to ( ∗) (Rockafellar and Uryasev, 2002). Function (9) is convex if the loss function ( , )is convex, as mentioned by (Gotoh and Takano, 2007). 

4.2 Optimization of CVaR of Inventory Cost Model 

Using the cost function shown in equation (4) as the loss function, we formulate the 
optimization problem for the model based on equations (9) and (10) as follows: 

 min ( ) =  min , { + [ ( , ) − ] ( ) } (11) 

Proposition 1 The cost function ( , )  is convex with respect to q. Also, the 
minimization problem stated in (11) is a convex problem. 
 
Proof 
We refer to the following theorem from Rockafellar (1997): Let f be a real continuous 
function. Let it be twice differentiable on an open interval (δ, ε). Then f is convex if 
and only if its second derivative f” is non-negative throughout the open interval (δ, ε). 

We shall apply this theorem. By taking the second derivative of the expected value 
of the cost function ( , ) stated in equation (5), one can easily get the following 
result: 

 
[ ( , )] = ( + ℎ) ( ) ≥ 0   ≥ 0 (12) 

Using our assumptions stated in section 3.2, (b+h) is nonnegative and thus 
equation (12) is nonnegative. Since the second derivative is nonnegative, the expected 
value of the cost function is said to be convex for fixed x. Thus, this makes the cost 
function ( , ) convex with respect to q too.  

We use the following proposition from Rockafellar and Uryasev (2002): If the loss 
function ( , ) is convex with respect to y, then the function ( ) in equation 
(10) is also convex with respect to y. Furthermore, the function ( , ) in equation 
(9) is jointly convex in ( , ). 

Based on this proposition, we can hence say that equation (11) is a convex problem 
since the cost function ( , ) is shown to be convex with respect to q.             ∎ 
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We assume that the inverse for the distribution function of the product demand exists. 
Let ( , ) be the terms on the right hand side of equation (11): 

 ( , ) =  + [ ( , ) − ] ( )   (13) 

For ∈ [0, ] , the cost function ( , )  becomes + ( − ) + ℎ( − ) ; 
similarly for ∈ [ , ∞), the cost function ( , ) becomes + ( − ) + ( −). Thus we can expand the integral part of equation (13) to be:  [ + ( − ) + ℎ( − ) − ] ( )  +  [ + ( − ) + ( − ) − ] ( )  (14) 

Proposition 2 The optimal solution ( ∗, ∗)   for the minimization of CVaR of 
inventory cost model is as follows: 

 
∗ = A + B∗ = − + ( + ℎ)A + −  (15) 

where 

 = , 

 = ( )( )
 

In particular, when = 0, any ∗ that satisfies the inequality ∗ ≤ + ( ∗ − ) 
also satisfies optimality. 
 
Proof 
We solve the problem in same manner as (Gotoh and Takano, 2007) did. The 
integrals in (14) can be evaluated based on 3 cases for  as shown in Figure 1. The 
three cases are:  

1. < + ( − )  
2. + ( − ) ≤ ≤ + ( − ) + ℎ  
3. > + ( − ) + ℎ  
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Fig. 1. Three cases in minimization of CVaR of the inventory cost model 

From Figure 1, the graph is drawn as: ( , ) = + ( − ) + ℎ( − ) for ∈ [0, ] and ( , ) = + ( − ) + ( − )  for ∈ [ , ∞). Case 1 refers 
to the range of  below the cost function , case 2 refers to the range of  between + ( − ) and + ( − ) + ℎ , and lastly case 3 refers to the range of  
above + ( − ) + ℎ . 

Case 1: < + ( − )  

Since the cost  is greater than  for any demand x, equation (13) becomes: + [ + ( − ) + ℎ( − ) − ( ) + + ( − ) +( − ) − ) ( ) ]  (16) 

Taking derivatives of equation (16) with respect to q and  respectively and setting 

them to zeroes, i.e. 
( , ) = 0 and 

( , ) = 0, we obtain the solution ( ∗, ∗) to 

be ∗ = ( ) and ∗ < + ( ∗ − )  only when = 0. Notice that the ∗ 

obtained here is exactly the same as the optimal quantity obtained in equation (6). 

Case 2: + ( − ) ≤ ≤ + ( − ) + ℎ  

We set the cost  when there is no demand (x=0) to be the upper limit and the cost 
 when product quantity meet exactly the demand (x=q) to be the lower limit  

for the range of . Also, by equating the cost  with , we set =  and get 
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= ( )
 for ∈ [0, ]  and = ( )

 for ∈ [ , ∞). In this 

case, equation (13) will then become: 

+ [ + ( − ) + ℎ( − ) − ( )( ) ++ ( − ) + ( − ) − ( )( ) ] (17) 

Taking derivatives of equation (17) with respect to q and  respectively and setting 

them to zeroes, i.e. 
H ( , ) = 0 and  

H ( , ) = 0, we obtain the solution ( ∗, ∗) to 

be: 

 
∗ = A + B∗ = − + ( + ℎ)A + −  (18) 

where 

 = , 

 = ( )( )
 

Notice that setting = 0 to ∗ in (18) will also yield the same solution as ∗ found 
in case 1. 

Case 3: > + ( − ) + ℎ  

In this last case we consider having  to be greater than the cost  at the point of no 
demand (x=0). The left integral disappears in this case and equation (13) then 
becomes: 

 + [ + ( − ) + ( − ) − ( )( ) ] (19) 

There is no optimal solution derived from the first-order condition of equation (18) 
with respect to q and  respectively. 
 
Therefore from the results of these three cases, we conclude the following optimal 
solution ( ∗, ∗)  for the minimization of CVaR of inventory cost model to be as 
stated in equation (15).                                                             ∎ 

5 Case Study 

The company in this case study is a prominent chemical provider in the paint industry. 
It distributes raw materials for paints to its customers. As the company is a retailer 
rather than a manufacturer in the supply chain, we define both parameters  and  
from our inventory cost model to be the ordering cost and cost price (per unit product) 



124 J.J. Lim et al. 

respectively. In this new definition, the inventory cost model will still work as the 
company can still act as a supplier who will incur both holding and backorder costs 
depending on its customers’ demand. In this case study, we will evaluate our model 
based on two types of demand distributions – Normal and Gamma. The aim of the 
case study is not only to help the company to determine the optimal values  ∗ and ∗ but to also test on the feasibility of the model and its proposed solution. 

Due to the confidentiality of the said company, data used in this case study will be 
fictitious but representative so that they will still resemble the real data given by the 
company. We set the parameters in the model to be: = 5.3, = 0.15, =0.83, ℎ = 0.35, = 100. The demand data are shown in Table 1, sorted in ascending 
order. 

Table 1. Data Points Used for the Demand Scenarios 

Demand 27 34 38 45 144 149 153 157 161 

 
We consider two types of demand scenarios for our model. As the normal 

distribution is a commonly used distribution, we first assume that the demand is 
nominal. This assumption is feasible as inventory models can be implemented based 
on nominally distributed demands (Johansen and Hill, 2000; Guijarro et al., 2012; 
Schrijver et al.2013). Thus, this becomes our first scenario for the demand.  

By inspection, the demand seems to be irregular as the demand can go as high as 
157 or 161 and as low as 27 or 34. To model such irregular demand, it is acceptable 
that we choose the gamma distribution (Nenes et al., 2010; Khaniyev et al., 2013). 
This shall be our second scenario. 

Calculations done will be based on 3 confidence levels: 90%, 95% and 99%. These 
three levels are the most commonly used confidence levels (Rockafellar and Uryasev, 
2000). Based on the data used in Table 1, the results for the model after computation 
are summarized (rounded off to 2 decimal places) in Table 2. 

Table 2. Summarized Results after Computation 

Normal Distribution for Demand Gamma Distribution for Demand 
Confide
nce 
Level 

∗ ∗ VaR 
based on 
q* 

Confide
nce 
Level 

∗ ∗ VaR 
based on 
q* 

0.9 144.39 59.36 53.03 0.9 163.07 61.66 63.92 
0.95 151.36 69.45 63.31 0.95 182.78 74.02 84.28 
0.99 165.23 89.21 85.13 0.99 228.14 100.21 125.23 
 
Looking at the results from Table 2, we can see that the values of  ∗  and VaR calculated based on q* are quite close. This is in line with what 

(Rockafellar and Uryasev, 2002) mentioned about the optimal solution ∗  being 
almost equal to ( ∗) (which is VaR calculated based on q*). This could imply that  ∗ can be used as a rough estimate for the actual VaR based on q*. 
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We also compare the optimal solutions q* from both scenarios with optimal 
quantity q* obtained from equation (6), which is the conventional way of solving 
newsvendor problems. The optimal quantity q*  from equation (6) is derived using the 
same distribution functions from both scenarios. We use cost as the basis for our 
comparison and this is done by taking the average of costs calculated based on the 
parameters defined above, demand data from table 1 and q* from the 2 scenarios and 
equation (6). The results are summarized in Tables 3 and 4. 

Table 3. Summary of Results for q* and Average Costs based on Normal Distribution 

Type Normal Distribution for Demand (Scenario 1) Equation (6) 
with Nominal 
Distribution 

Confidence 
Level 

0.9 0.95 0.99 N.A 

q* 144.39 151.36 165.23 112.12 
Average cost 32.75 32.89 37.61 37.72 

Table 4. Summary of Results for q* and Average Costs based on Gamma Distribution 

Type Gamma Distribution for Demand (Scenario 2) Equation (6) 
with Gamma 
Distribution 

Confidence 
Level 

0.9 0.95 0.99 N.A 

q* 163.07 182.78 228.14 100.78 
Average cost 35.31 44.09 64.38 39.48 
 
From Tables 3 and 4, with the exception of scenario 2 at confidence level of 95% 

and 99%, we can see that the average costs for the q* obtained from our model are 
lower than the average costs for q* obtained from equation (6). This seems to suggest 
that our model is capable of getting better optimal quantities q* as compared to the 
conventional solution from equation (6). Also, by looking at all the average costs 
obtained from the 2 scenarios, it is easy to see that the costs are smaller than their 
respective ∗ on various confidence levels. This is in line with the definition of VaR 
where the cost is not expected to exceed the VaR at the probability level . 

6 Discussion and Conclusion 

6.1 Discussion 

The results based on the case study in section 5 suggest that the model is feasible and 
can be applied on real world situations. However, this is just a standalone case and 
more case studies will need to be conducted with the proposed model to confirm its 
applicability. Also, the sensitivities of the parameters of the model are not yet known. 
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More research, such as sensitivity analysis, will need to be done so that necessary 
modifications or constraints can be imposed on the parameters. This would also 
further validate our model. Last but not least, more demand types and their 
distribution types should be considered for the model. For instance, an irregular 
demand may also be seen as being intermittent, sporadic, lumpy and so on. This might 
require other distributions to model the demand even more accurately. Also, 
considering other distribution types can help to investigate which type of distributions 
may or may not suit the model. 

Notice that the demand distribution function of the model requires past demand 
data and this would, however, also highlight another downside of this model, which is 
that past demand data are a pre-requisite for the model to work. To tackle this, one 
could either use Monte Carlo simulation to generate such data or to think of another 
solution to deal with incomplete data. The latter will be touched on as a future 
research direction in Section 6.2. 

One limitation of this proposed model is that it is an unconstrained problem. In 
other words, the solution is only limited to the objective function and may not apply 
when there are constraints, like having restrictions on the variables, being added to the 
problem. When there are more constraints being added, the problem may become 
quite different from the original problem and it will require other algorithms to solve 
for the optimal values. 

6.2 Conclusion and Future Research 

This paper presents a risk-averse inventory model extended from the newsvendor 
model with the objective of minimizing the cost function via CVaR. It helps a risk-
averse manager, whose company produces goods catering to uncertain demands, 
make a better decision on the inventory level in order to minimize inventory risk. A 
case study discussed in this paper shows that it enables the company to reduce its 
inventory cost by as high as 13.17% in an average. 

The proposed model might be applied during disruptions too, where the company 
can use past demand data based on past disruptions to deduce a demand distribution 
or predict a demand distribution type which might occur during disruptions. Thus, the 
model can also be seen as a risk management tool. However, this point will need to be 
further explored in future works to test on its feasibility. 

We may consider incorporating the concept of incomplete demand information into 
the model, like what (Qiu et al., 2014) did. In the absence of demand data, this 
concept will come in handy. This will greater enhance our model especially since the 
model requires complete demand information or the demand distributions to be 
known and such information may not be available at times. Also, it will be beneficial 
to look at how supply chain disruptions may impact other operations of the company, 
such as restricting the amount of goods to be kept as inventory or affecting prices due 
to reduction in raw materials for production etc., and to examine the relationship 
between disruptions and the parameters of our model. This will hence allow us to 
redefine our model and to better determine our optimal quantities based on 
disruptions. 
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Abstract. The Urban Last Mile Logistics (LML) is known to be the most ex-
pensive, least efficient and most polluting section of the supply chain. To that 
extent, a multi-objective heterogeneous capacitated vehicle routing problem 
with time windows and simultaneous pickup and delivery (MoHCVRP-
TWSPD) is formulated and solved to cater to this section of the supply chain. 
The proposed model is solved through two proposed methods that are based on 
exact methods. A small benchmark was adopted from the current literature to 
test the proposed methods and computational results are reported. Based on  
the computational results, a number of insights into the MoHCVRP-TWSPD 
problem are provided.  

Keywords: last mile, vehicle routing, time window, simultaneous pickup and 
delivery, capacitated, heterogeneous, logistics. 

1 Introduction 

The Vehicle Routing Problem (VRP) was first introduced by Dantzig and Ramser [1]. 
Throughout the years, various variations of VRP have been studied, each variation 
having different or multiple attributes. An attribute is defined as the feature consid-
ered in the problem such as heterogeneous fleet or customers’ time windows. 

The Urban LML; the last leg of the supply chain of much concern to logistics ser-
vice providers (LSPs), is known to be the most expensive, least efficient and most 
polluting section of the supply chain. The LSPs typically have a mixed fleet of vehi-
cles with differing capacities to handle day to day operations that include criteria such 
as customer requirements for pickup and delivery and customers’ preferred times. 
Despite the maturity in the study of VRP, according to our literature review, there has 
yet to be work that directly addresses all of the aforementioned concerns. In order to 
cater to the multi-objective nature of the Urban LML problem faced by LSPs, in this 
paper, we present a VRP variant referred to as Multi-objective Heterogeneous Capaci-
tated Vehicle Routing Problem with Time Windows and Simultaneous Pickup and 
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Delivery (MoHCVRP-TWSPD). To our best knowledge, there has yet to be work in 
this multi-objective multi-attribute VRP problem.  

The MoHCVRP-TWSPD is a problem of finding optimal heterogeneous fleet 
routes to serve pickup and delivery orders of customers according to the customers’ 
preferred time windows, departing from the depot and returning to the depot once 
serving all of their assigned customers. During the course of execution, each of the 
vehicle’s capacity cannot be exceeded and the time window of the depot cannot be 
violated as well. Optimality of vehicle routes is defined as per the objective function 
values. In our study, we attempt to optimise the total travelling distance, total travel 
time and the total emission caused by the execution of the fleet routes.  

Our contributions in this paper are three folds. First, we present a mixed integer 
formulation of MoHCVRP-TWSPD. Second, we present two solving methods based 
on exact methodologies; a One-step method that provides a more realistic solution 
through the discretisation of vehicle speed and a Two-step method that provides a 
glimpse of the consequences of the current industry practice of prioritizing minimiza-
tion of distance over other objectives such as emission. Finally, we provide a few 
insights gained from the results of our computations. Section 2 will provide the reader 
with an overview of related works in this variant of VRP. Section 3 will present the 
reader with our formulation of the problem and the proposed solving methods.  
Section 4 houses the computational results obtained by us and insights into the mean-
ing of the results. Finally, Section 5 is where we will conclude the paper and their 
findings.   

2 Related Works 

In line with the aim to better fit research work to real world problems, there has been 
a surge in VRPs with multiple attributes such as Capacitated VRP with Time Window 
and Simultaneous Pickup and Delivery (CVRPTWSPD)[2-6] and Capacitated VRP 
with Time Window and Pickup and Delivery(CVRPTWPD)[7].  

As mentioned in the introduction, to our best knowledge, there hasn’t been any 
works in MoHCVRP-TWSPD. The closest variant that has been discovered in the 
literature review is CVRPTWSPD which only considers a single objective as opposed 
to the problem being studied in this paper. We first present the reader with a brief 
literature review of CVRPTWSPD. The reader will then be provided with an over-
view of works in Green VRP, Multi-Objective VRP and truckload factor considera-
tions in VRP.  

CVRPTWSPD is one of the multi-attribute problems that has been increasingly 
studied over the years. In 2002, Angelelli and Marsini[2] presented a set covering 
formulation for CVRPTWSPD and solved the problem using branch-and-price and 
branch-and-bound algorithms. The benchmark from Solomon[8] was modified to test 
their algorithms. Chang et al.[3] looked into real time CVRPTWSPD and solved it by 
iteratively solving a mixed integer programming model on a rolling time horizon.  
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The methodology employed by them consisted of route construction and improve-
ment heuristics and TS. They tested their algorithm by adopting a benchmark from 
Gelinas et al.[9]. More recently, Gutiérrez-Jarpa et al.[4] presented a branch-and-price 
algorithm and Mingyong and Erbao[5] studied a minimization of total travel distance 
and employed differential evolution algorithm, both to solve the CVRPTWSPD prob-
lem. In 2012, Wang and Chen [6] designed a coevolution genetic algorithm to solve 
the problem and adopted the Solomon[8] benchmark to test their algorithm.  

Given recent initiatives taken by governments all over the world to improve the 
environment, number of studies in Green VRP has been picking up over the years. 
Bektaş and Laporte [10] looked into the Pollution Routing Problem (PRP) in 2011, an 
extension of VRP that considers other factors such as greenhouse emissions. They 
considered fuel consumption and greenhouse gas emission as their eco-indicators. In 
order to solve for the solution, they employed CPLEX 12.1 with its default settings 
and tested their model with three classes of problems with varying number of cities as 
nodes. Interested readers may refer to a survey done by Lin et al.[11]. 

Jozefowiez et al.[12] presented a review on Multi-objective VRP (Mo-VRP). Ac-
cording to the review, some of the most studied objectives include minimization of 
travel distance[13], travel time[14], number of vehicles[15], waiting times of vehi-
cles[15], makespan of routing solution[16], deviation from or number of violations of 
constraints such as time window constraints[17] and risk in transporting of hazardous 
materials[18]. There have also been studies on optimizing the balance of travel time 
between vehicles[13], load balance between the various vehicles in the fleet[19] and 
balance of tour lengths between the various vehicles[20].  

According to our literature review, research on active optimization of truckload 
factor in VRP is scarce. The search terms used by us in Google Scholar are inclusive 
of ‘truckload factor vehicle routing problem’, ‘capacity utilization vehicle routing 
problem’, ‘balance capacity vehicle routing problem’, ‘balance load vehicle routing 
problem’, ‘balance load factor vehicle routing problem’, ‘resource utilization vehicle 
routing problem’, ‘resource maximization vehicle routing problem’, ‘deadhead vehi-
cle routing’ and ‘volume utilization vehicle routing problem’. Among all the results 
obtained by the author, only a few works were found to have focused on maximizing 
truckload factor of vehicles. Tavakkoli-Moghaddam[21] considered maximizing ve-
hicle utilization in a variant of Capacitated Vehicle Routing Problem (CVRP). In the 
field of Mo-VRP, Sutcliffe and Board[13] considered maximization of vehicle utiliza-
tion in their paper besides minimization of travel distance while Moura[22] consid-
ered the objective in the VRPTW with Loading Problem.  

From the literature review performed by us, it can be concluded that the literature 
on MoHCVRP-TWSPD is scarce. Therefore, this paper attempts to bridge the gap 
between the current literature and the needs of the industry through the analysis of the 
MoHCVRP-TWSPD problem. For an example, one of the major gaps concerns with 
the balance between objectives such as total travelled distance and total emission 
which is looked into in this paper.  
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3 Problem Definition and Formulation  

In order to tackle the MoHCVRP-TWSPD problem, we modified and extended the 
formulation presented by Cordeau et al.[23] and produced the following mixed inte-
ger programming formulation as follows: 

We assume that there is only one depot and a set of customers where the number of 
customers and number of vehicles are assumed to be at least two. The capacities of 
the vehicles are assumed to be non-homogeneous, that is there exists at least two ve-
hicles where their capacities are different from each other. The vehicles are assumed 
to be of heavy duty with weights in between 3500 kg and 7500 kg. It is also assumed 
that the vehicles depart from the depot at the start of their trip and return to the depot 
upon completion of their trip. Finally, each customer is assumed to be visited only 
once by one vehicle and has a time period of which they can only be served within 
this time period. In this paper, we are going to focus on several objectives inclusive of 
minimization of travel distance, travel time and emission while maintaining a certain 
level of vehicle utilization. 
 
Sets 
 
• = {0, 1, 2, … , + 1} 
─ Set of nodes of  (0: index of node representing departure of depot, 1 ~ n: indi-

ces of nodes representing customers, + 1: index of node representing destina-
tion of depot) 

• = \{0, + 1} 
─ Set of customers 

• = {1, … , } 
─ Set of vehicles 

• = {( , )| , ∈ , ≠ } 
─ Set of arcs of  

 
Parameters 
 
• , : Travel cost or distance from node  to node  
• : Delivery demand of customer  
• : Pickup demand of customer  
• [ , ]: Time window for node ∈  
• [ , ]: Time window for the depot 
• : Service time for node  
• : Capacity of vehicle  
•  : Maximum speed limit travelling from node  to node  

•  : Minimum speed limit travelling from node  to node  
• : Minimum desired truckload factor 
• : A large constant 
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Variables 
 
• , : Binary variable, 1 if arc ( , ) ∈  belongs to the optimal routes by vehicle , 

0 otherwise 
• , : Load of vehicle  travelling from node  to node  
• , : Vehicle ’s speed travelling from node  to node  

• : Start time of vehicle  at node  
 

Min    ∑ ∑ , ,( , )∈∈   (1a) 

Min ∑ ∑ . × − 539.376 − 1.04928 −( , )∈∈
100.34 + 6495.77 + 100.34 + 3572.38 , ,   

(1b) 

. .     ∑ ∑ ,∈∈ = 1, ∀ ∈ , (2) 

∑ ,∈ = 1, ∀ ∈ , (3) 

∑ ,∈ = 1, ∀ ∈ , (4) 

∑ ,∈ − ∑ ,∈ = 0, ∀ℎ ∈ , ∀ ∈ , (5) 

∑ ,∈ = ∑ ∑ ,∈∈ , ∀ ∈ , (6) 

∑ ,∈ = ∑ ∑ ,∈∈ , ∀ ∈  (7) 

, + − − 1 − , ≤ , , ∀ ∈ , ∀ , ∈ , ∀ ∈ , (8) 

+ + − ≤ 1 − , , ∀( , ) ∈ , ∀ ∈ , (9) 

≤ ≤ , ∀ ∈ , ∀ ∈ , (10) 

, ≤ , , ∀ , ∈ , ∀ ∈  (11) 
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, ∈ {0, 1}, ∀ , ∈ , ∀ ∈    (12) 

, ≥ 0, ∀ , ∈ , ∀ ∈    (13) 

min ≤ ≤ max (14) 

∑ , , ,( , )∈∑ , ,( , )∈ ≥   (15) 

The objective functions of the formulation above are represented by 1a and 1b. 1a 
represents the total travel distance of the fleet. 1b represents the total emission pro-
duced by the fleet. Our emission formula is adopted from the formula presented by 
Hickman[24]. It is of utmost importance to note that travel time is decided by the 
speed of the vehicle and distance covered by the vehicle. Through the relationship 
between the 3 variables, it follows that travel time and travel distance are positively 
proportional to each other i.e. optimization of travel distance implies optimization of 
travel time and vice versa. Constraint 2 specifies that each customer is served by ex-
actly one vehicle. Constraint 3 necessitates that each vehicle will leave node 0 for a 
total of one time while constraint 4 ensures that each vehicle returns to node n+1. 
Constraint 5 specifies that each vehicle that enters a customer node has to leave the 
customer node. Constraint 6 specifies that each vehicle leaves the depot with the total 
delivery load assigned to it. Constraint 7 ensures that each vehicle returns to the depot 
with the total pickup load assigned to it. Constraint 8 is the load balance constraint. 
Constraint 9 ensures that the start time of the service at the next node is not earlier 
than the earliest time possible given the start time of the current node. Constraint 10 is 
the time window constraint. Constraint 11 is the vehicle capacity constraint. Con-
straint 12 is the binary variable constraint while constraint 13 is a non-negativity con-
straint. Constraint 14 is the speed limit constraint on each arc. Constraint 15 specifies 
that the weighted average of the utilization of the vehicle is at least of the desired 
minimum truckload factor. Note that Constraint 15 is an -constraint method to opti-
mise the utilization of each vehicle in the fleet.  

Note that the formulation can be easily altered to only consider a subset of the at-
tributes considered in this formulation. The reader is reminded to note that the formu-
lation provided above is non-linear.  

4 Solution of MoHCVRP-TWSPD 

In order to solve the aforementioned problem in CPLEX, the formulation above is 
solved using two methods which are explained below.  
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4.1 One-Step Optimisation 

Assume that the speed variables of the vehicles on each arc are discrete variables. 
Using linearization methods provided by Bisschop [25], objective 1b, constraint 9 and 
constraint 15 are linearised. The outcome of the linearization is as provided below. 
Unless otherwise stated, the variables, parameters and sets in the following expres-
sions, equations and inequalities are defined as before.  
 
Sets 
 
• =  {10,20, … ,80}: Set of discrete speeds for each vehicle on each arc where 

 refers to element  of the set . 
• = {1,2, … ,8}: Set of indices of the set  
 
Parameters 
 
• ′: A large constant 
 
Variables 
 
• , : Binary indicator specifying whether the vehicle transversing arc ( , ) is travel-

ling at  
• , :  , × ,  

Min ∑ ∑ . × ( − 539.376)( −( , )∈∈1.04928) − 100.34 + 6495.77 +100.34 + 3572.38) , ,   

(1c) 

+ + − − 1 − , ≤ ∑ ′ ,∈ , , ∀( , ) ∈ ,∀ ∈ , ∀ ∈  
(16) 

∑ ,∈ − ∑ ,∈ = 0, ∀( , ) ∈ , ∀ ∈ , ∀ ∈  (17) 

∑ , ,( , )∈∑ , ,( , )∈ ≥   (18) 

, ≤ min , , , , ∀( , ) ∈ , ∀ ∈ , (19) 

, ≥ max 0, , − 1 − , , ∀( , ) ∈ , ∀ ∈ , (20) 
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Objective 1b is linearised into objective 1c while Constraint 9 is linearised into 
constraint 16 and constraint 17. Finally, constraint 9 is linearised into constraint 18-
20. A new objective 1d is then formed through the summation of objective 1a and 1c.  

Min ∑ ∑ , ,( , )∈∈ + ∑ ∑ . × ( −( , )∈∈539.376)( − 1.04928) − 100.34 +6495.77) + 100.34 + 3572.38 , ,   

(1d) 

The resultant formulation is solved using CPLEX.  

4.2 Two-Step Optimisation 

Using linearization methods provided by Bisschop [25], constraint 15 is linearised 
into constraint 18-20. The first step involves solving a HCVRPTWSPD formulation 
with minimization of total travel distance as the objective. A new travel time matrix is 
formed through the normalization of the distance matrix. The formulation is then 
simplified to a HCVRPTWSPD formulation through the replacement of the speed 
variable by the corresponding travel time parameter and removal of constraint 14. 
This results in constraint 9 being formulated into constraint 21 as given below. Unless 
otherwise stated, the variables, parameters and sets in the following expressions, 
equations and inequalities are defined as before.  

 
Parameters: 
 
• , : Travel time from node  to node  + + − ≤ 1 − , , ∀( , ) ∈ , ∀ ∈ , (21) 

The resultant simplified problem is then solved using CPLEX to obtain an initial 
solution.  

The second step involves the optimisation of emission of the initial solution 
through the optimisation of travel speed on each arc. Note that the solution produced 
by step 2 will have total distance value corresponding to the one provided by step 1. 
Given that the emission function (objective 1b) is a convex function from 10km/h to 
100km/h, it can be obtained that the optimal speed for minimal emission without any 
constraints is approximately 55.1771km/h. Through the employment of goal pro-
gramming, a new formulation is formed as provided below. Unless otherwise stated, 
the variables, parameters and sets in the following expressions, equations and inequal-
ities are defined as before.  

Min    ∑ ∑ ,( , )∈∈ × max 55.1771 × − , , , − 55.1771 ×   (1e) 

. .     + + − ≤ 1 − , , ∀( , ) ∈ , ∀ ∈ , (21) 
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≤ ≤ , ∀ ∈ , ∀ ∈ , (10) 

min × ≤ , ≤ max ×  (22) 

The objective is to minimize the deviation of optimal feasible speed on each arc 
from the aforementioned value while ensuring that constraint 9, 10 and 14 are satis-
fied. Note that constraint 9 and 14 is represented by constraint 21 and constraint 22 
respectively as time based constraints. The resultant formulation is solved through 
CPLEX again.   

5 Computational Results and Discussions 

In order to test the methods proposed, we modified the benchmark provided by 
Mingyong and Erbao [5]. CPLEX was run on a 64-bit Windows 7 computer with a 
2.7Ghz quad core processor and 4Gb of RAM. We tested both methods at TF = 0, TF 
= 0.3 and TF = 0.8 respectively to represent negligence, low and high requirement in 
truckload factor. Note that we assume the objectives considered in this paper are 
unitless.  

Table 1. Objective Values and Computation Time 

Settings Objective Values & Computation 
Time 

Single Step 
Optimisation 

Two-Step 
Optimisation 

TF = 0.8 Distance 795 795 

Emission ≈295686.65 ≈293468.685 

Computation Time(seconds) 6.46 
1.21(Step 1) 

0.50(Step 2) 

TF = 0.3 Distance 795 790 

Emission ≈295686.65 ≈313441.06 

Computation Time(seconds) 8.66 
1.23(Step 1) 

0.51(Step 2) 

TF = 0 Distance 795 790 

Emission ≈295686.65 ≈313441.06 

Computation Time(seconds) 10.49 
1.27(Step 1) 

0.63(Step 2) 

 
Table 1 shows the computational results obtained by us. A notable observation from 

the results would be the drastic increase in the number of units of emission as a tradeoff 
with a small decrease in unit distance in the case of using Two-step optimisation method 
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to solve the problem with the setting TF = 0.3 and TF = 0. This implies that a prioritiza-
tion of minimisation of distance in solving the MoHCVRP-TWSPD might lead to a 
drastic increase in emission. The observation also suggests that a low truckload factor 
requirement might lead to a solution with high emission. Given the results above, we 
have summarised the advantages and disadvantages of the suggested methods as pro-
vided in Table 2.  

Table 2. Advantages and disadvantages of proposed methods 

 One-Step Optimisation Two-step Optimisation 

Advantages • Optimise all the 3 objectives 
on the same level of priority 

• A more granular discretisa-
tion leads to more optimal 
solution 

• Fast computation 

Disadvantages • Slow computation 
• Discretisation of velocity 

decision variable generates 
more constraints 

• Possibly less optimal than 
single step optimisation 

• Emission as secondary 
objective 

 
Table 2 shows a comparison of both methods presented in this paper in terms of 

the advantages and disadvantages. From our analysis, even though the Single step 
optimisation method optimizes all the considered objectives with equal priority, it 
should be noted that a more optimal solution in objective 1b would necessitate more 
constraints which would lead to slower computation time. On the other hand, Two-
step optimisation shows a relatively shorter computation time compared to Single step 
optimisation at the possible expense of a less optimal objective value for objective 1b. 

6 Conclusion and Further Research 

In this paper, we have presented a formulation for MoHCVRP-TWSPD to address 
complexity of urban last mile logistics and presented 2 approaches based on exact 
methods to show that the problem is solvable. The One-step method provides a more 
realistic solution through the discretisation of vehicle speed. The Two-step method on 
the other hand provides a glimpse of the consequences of the current industry practice 
of prioritizing minimization of distance over other objectives such as emission. The 
results indicate that a prioritisation of minimization of travel distance might lead to a 
solution with substantially higher emission and a possible inverse relationship be-
tween truckload factor and emission level.  

For further research, a number of promising directions can be pursued. In order to 
better serve the logistics industry, the inclusion of total waiting time into the total 
travel time of the objective will serve to make the problem more realistic. Inclusion of 
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other objectives such as balance of load or travel time or maximization of customer 
satisfaction will bolster the usefulness of the study of this problem to the real world.  
Finally, research on more efficient multi-objective evolutionary algorithms is our next 
research effort. 
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Abstract. In traditional differential evolution (DE) algorithms, the per-
turbation direction of mutation is not sophisticatedly designed, which
performs ineffectively or inefficiently for optimizing some complex and
large-scale problems. This paper designs an orthogonal predictive muta-
tion scheme to solve this problem. The mutation investigates the land-
scape near the individuals by using orthogonal experimental design, and
then applies factor analysis to predict a promising direction for the indi-
viduals to evolve. With a clear sense of search direction, the efficiency of
DE is improved. Moreover, the step length of the proposed mutation is
adaptively adjusted according to the effect of the prediction, which helps
to balance the exploration and exploitation abilities of DE. By employ-
ing such a mutation scheme, a novel DE algorithm termed orthogonal
predictive DE (OPDE) is proposed in this paper. As OPDE can adopt
different kinds of classical mutation schemes for choosing the base vector
and calculating the differential vector, we further develop an OPDE fam-
ily including various OPDE variants. Experimental results demonstrate
the effectiveness and high efficiency of the proposed algorithm.

Keywords: Differential evolution, evolutionary computation, global op-
timization, orthogonal experiment design, factor analysis.

1 Introduction

Differential Evolution (DE) is a very competitive population-based stochastic
optimization algorithm proposed by Storn and Price in 1997 [10]. Similar to the
other Evolutionary Algorithms (EAs), DE performs mutation, crossover, and
selection on the population at each generation to search for the global optimum.
The major difference of DE with the other EAs (such as Genetic Algorithm,
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Evolutionary Programming, Evolutionary Strategy, etc.) lies in its mutation
operation, which utilizes the difference of individuals to explore the problem
landscape.

A series of studies have been conducted and reported in the literature on de-
signing effective and efficient mutation operation for DE in order to improve
its performance. In addition to the original “DE/rand/1” mutation scheme,
Storn and Price [9] later suggested four new forms of DE mutation termed
“DE/rand/2”, “DE/best/1”, “DE/best/2”, and “DE/target-to-best/1”. In [3], a
trigonometric mutation scheme was proposed to increase the convergence speed
of DE. By modifying the topology of DE, a neighborhood-based mutation was
presented in [1] to balance the exploration and exploitation ability. Recently,
Epitropakis et al. [2] proposed a proximity-based mutation also incorporating
the information of the neighboring individuals to improve classical DEs.

Although DE is a very competitive algorithm among EAs, it still has some
drawbacks. On the one hand, for multimodal problems, DE is probable to con-
verge into local optima. This is because, in the mutation of DE, the perturba-
tion direction is based on the difference of the parameter vectors (chromosomes),
which does not cover all the direction in the problem space. Hence, the individ-
ual may not be able to reach the global optimum via mutation. Moreover, as
the scalar factor F that determines the proportion of the perturbation length to
the differential length is traditionally set smaller than 1, once all the individuals
converge into a same local optimum, the population can no longer jump out
of the valley. On the other hand, as traditional DE mutation simply adds the
scaled differential vector to the base vector, it is hardly to know that the result
is evolution or degradation. In the theoretical analysis part of this paper, we will
find that the probability of the direction used in traditional DE mutation being
the optimal direction is only 1/3D, where D is the dimensionality of the problem
space. Therefore, DE may still suffer from low efficiency with the increase of the
problem scale. Most existing works of DE focus on enhancing the performance
of DE on normal-scale problems whose dimensionality is not larger than 100.
However, due to the curse of dimensionality, the problems which are easy to
solve in low dimensions may become quite difficult to tackle in high-dimensional
space.

In this paper, we propose an orthogonal predictive mutation scheme for DE
to solve the above described problems. By using orthogonal prediction method
(OPM), the mutation samples a set of representative points uniformly dis-
tributed in the environment and predicts a promising direction for the perturba-
tion. Similar to traditional DE, the perturbation length is based on the difference
of individuals in the population, which is large at the beginning and gradually
decreases with the convergence of the population. In addition, the scalar factor
Fop for the orthogonal predictive mutation is adaptively adjusted according to
the prediction effect, which can be larger than 1 if needed. By adopting such a
mutation scheme, a novel orthogonal predictive DE algorithm termed OPDE is
proposed in this paper. The advantages of OPDE are three-fold. First, the muta-
tion with OPM costs polynomial times of evaluations (which will be proved later)
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to enable the individual search the problem space with a promising direction.
The search efficiency of DE is improved. Second, because the search direction
is no longer strictly restricted by the current parameter vectors, and the scalar
factor is adaptively adjusted which could be larger than the traditional setting of
F , the exploration ability of OPDE is greatly enhanced. Third, the OPM inves-
tigates a number of representative vectors around the parameter vectors, which
can be considered as a local search process. This mechanism helps to enhance
the exploitation ability of OPDE.

The rest of the paper is organized as follows. Section 2 presents the back-
grounds and related works. In Section 3, first our methodology is introduced
and then the implementations of the proposed mutation and OPDE are detailed.
Experiments are conducted and results are thoroughly analyzed in Section 4, fol-
lowed by a conclusion in Section 5.

2 Backgrounds

2.1 Orthogonal Prediction Method

Orthogonal design method (ODM) is a very popular experimental design method
that has been widely applied in various applications for many years. In addition,
orthogonal prediction method (OPM) consists of an ODM part and a prediction
process using factor analysis based on the ODM part.

Orthogonal Design Method: Suppose that an experiment consists of k fac-
tors and each factor has s levels. Then a complete experiment contains sk combi-
nations. When the evaluation cost of each combination is heavy and the value of
k or s is large, it becomes impossible to conduct such a complete experiment. In
contrast, by using the ODM, only a small subset of representative combinations
need to be tested in order to obtain a high-quality combination.

Let L(N, k, s) denote an orthogonal array (OA) with N rows and k columns.
Each column of the array stands for a factor in the experiment, while the entities
in the column shows the level of the factor (each factor has s levels). Therefore,
N is the number of representative combinations to be tested in the experiment.
The selected combinations are uniformly distributed over the space of all possible
combinations.

Let us take a biological experiment as example to make the ODM easier to
understand. Shown in Table I, the experiment is to find the best level combi-
nation of the three factors, namely, temperature (Temp.), CO2 concentration
(CO2 Conc.), and illumination (Illu.), while each factor contains three levels.
For this instance, a complete experiment requires 33 = 27 tests. On the other
hand, if ODM is applied, we can use the OA L(9, 4, 3) shown in Table II, where
the forth column is a redundant column that can be ignored (an OA without
some columns is still an OA). By using the ODM, only 9 combinations need to
be tested.
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Table 1. A Biological Experiment with Multiple Factors

�������Level
Factor

Temp.(◦C)
CO2

Conc.(%)
Illu. (lx)

1 30 5% 200
2 40 10% 300
3 50 15% 400

Table 2. An Orthogonal Array L(9, 4, 3)

���������Combination
Factor

1 2 3 4

C1 1 1 1 1
C2 1 2 2 2
C3 1 3 3 3
C4 2 1 2 3
C5 2 2 3 1
C6 2 3 1 2
C7 3 1 3 2
C8 3 2 1 3
C9 3 3 2 1

Prediction Based on Factor Analysis: After evaluating theN combinations,
factor analysis is applied to generate a new combination which may be very
promising for the experiment. The process is very simple. For each factor, the
average evaluation values to each of its s levels are calculated, and then the level
with the smallest average is selected to form a new combination.

In the biological experiment described above, the experimental results of the
nine combinations based on L(9, 4, 3) is shown in Table III. Then, for the first
factor, as the average evaluation values to levels 1, 2, and 3 are 37, 38, and
40 respectively, level 1 is selected. In a same way, level 3 is selected for factor
2, and level 1 is selected for level 3. Finally, a new combination P = (1, 3, 1) is
predicted. The evaluation value of P is compared with the above nine orthogonal
combinations, and the best one is considered as the final result of OPM. This
combination is always a solution of high-quality, even though it may not be the
real optimal combination in the complete experiment.

2.2 Related Works

In the literature, ODM has been widely used to improve the performance of EAs
such as genetic algorithm (GA) [17], particle swarm optimization (PSO) [15,7],
ant colony optimization (ACO) [8,5,16], etc. Considering DE, Gong et al. [4]
and Wang et al. [12] applied ODM to the crossover operator of DE to make DE
faster and more robust. Zhao [18] introduced ODM into the mutation operator
of DE and hybridized it with the Guo Tao algorithm.
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Table 3. Illustration of the Orthogonal Prediction Method

�������Level
Factor

Temp.(◦C) CO2 Conc.(%) Illu. (lx) Death Rate (%)

C1 (1) 30 (1) 5 (1) 200 r1 = 30
C2 (1) 30 (2) 10 (2) 300 r2 = 45
C3 (1) 30 (3) 15 (3) 400 r3 = 36
C4 (2) 40 (1) 5 (2) 300 r4 = 39
C5 (2) 40 (2) 10 (3) 400 r5 = 42
C6 (2) 40 (3) 15 (1) 200 r6 = 33
C7 (3) 50 (1) 5 (3) 400 r7 = 51
C8 (3) 50 (2) 10 (1) 200 r8 = 39
C9 (3) 50 (3) 15 (2) 300 r9 = 30

Level Factor Analysis

L1 (r1 + r2 + r3)/3 = 37 (r1 + r4 + r7)/3 = 40 (r1 + r6 + r8)/3 = 34
L2 (r4 + r5 + r6)/3 = 38 (r2 + r5 + r8)/3 = 42 (r2 + r4 + r9)/3 = 38
L3 (r7 + r8 + r9)/3 = 40 (r3 + r6 + r9)/3 = 33 (r3 + r5 + r7)/3 = 43

P (1) 30 (3) 15 (1) 200 r(P ) = 24

Compared with these literature works embedding ODM into DE [4,12,18],
there are four major differences in our work. First and the most important, ex-
isting works use ODM only to sample neighbors, whereas the proposed algorithm
contains a predicting procedure based on the sampled orthogonal neighbors. Ex-
perimental study in Section 4.4 will validate the effectiveness of the predicting
operation, i.e., even though the sampled orthogonal neighbors are all of low
quality, the predicted points can still be very promising. Second, the proposed
algorithm adaptively adjusts the orthogonal step length based on the current
condition of the search process so as to improve the performance of OPM. Third,
different from some studies that let all individuals conduct the ODM, the pro-
posed mutation is only performed on the best individual to guide the search. In
this way, the rest individuals in the population adopt traditional mutation to
improve diversity and to save the computational cost of OPM. Last, the pro-
posed mutation is a general framework that can adopt various existing mutation
schemes to enhance its performance.

3 Orthogonal Predictive Differential Evolution

3.1 Methodology

The mutation operation of DE can be generally characterized by a form of

Vi = Xbasei + F · Diffi (1)

For example, considering the “DE/rand/1” mutation scheme, the base vector
Xbasei is Xri,1 , while the differential vector is calculated as Diffi = (Xri,2 −
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Xri,3). For another example, in the “DE/best/2” scheme, it can be found that
Xbasei is the best individual in the population while Diffi equals to (Xri,1 −
Xri,2)+(Xri,3−Xri,4). Traditional DE mutation simply adds the Xbasei and Diffi

together to generate the mutant vector, which actually does not fully consider
the direction of the perturbation. Here without loss of generality, we use the
“DE/rand/1” mutation for illustration. Consider a case that Xri,2 and Xri,3

locate on opposites of Xbasei. Suppose Xri,2 is worse than Xbasei whereas Xri,3

is better than Xbasei, then the result of the mutation is deterioration rather
than evolution.

In fact, to fully explore the neighborhood of the base vector, when a differential
vector Diffi is generated, for each dimension j of the individual, the component
after perturbation could be Xbasei−F ·Diffi, Xbasei, and Xbasei+F ·Diffi. The
corresponding super-cuboid in the D-dimensional space contains 3D possible
combinations, which represent 3D different direction for the base vector to vary.
Assume that the probability of reaching any point in the super-cuboid is the
same, if there is only one optimal combination (direction), the probability of the
direction used in traditional DE mutation being the optimal direction is only
1/3D. When the problem dimensions are 30 and 1,000 respectively, the expected
numbers of mutation conducted to achieve the best direction are up to 1,014 and
10,477, respectively. The OPM described in Section 2.1 provides an efficient way
to predict a high-quality direction by sampling only a few representative points
in the super-cuboid. In fact, for a problem with D dimensions, the sampling
times N (the number of rows in the OA) in OPM equals to 3�log3(2D+1)�[6]. As
there exists a

2D + 1 ≤ (N = 3�log3(2D+1)�) < 3log3(2D+1)+1 = 6D + 3 (2)

N is a polynomial of the problem dimensions. For the 30D and 1,000D problems,
N can be calculated as 81 and 2,143, respectively.

The traditional DE mutation does not take the direction of perturbation into
consideration, which may costs exponential times of mutation to achieve a good
direction. When the problem dimensions increases to a very large value such as
1,000, the efficiency of DE decreases dramatically. By using OPM for prediction,
we can develop a novel mutation framework for DE, which searches the prob-
lem space with a clear sense of direction. The mutation costs only polynomial
times of evaluations to predict a good direction and is capable of improving the
search efficiency of DE. Noticed that the OPM process is independent with how
the base and differential vectors are generated, the proposed mutation frame-
work can employ all the traditional mutation schemes, such as “DE/rand/1”,
“DE/rand/2”, “DE/best/1”, “DE/best/2”, etc., to generate Xbasei and Diffi.
The DE mutation scheme adopting this framework with OPM is named orthog-
onal predictive mutation. A DE algorithm employing an orthogonal predictive
mutation is then termed orthogonal predictive DE (OPDE). Detailed implemen-
tations of the proposed mutation and the OPDE algorithm will be described in
the following subsections.
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3.2 Implementations of Orthogonal Predictive Mutation

For a D-dimensional problem, an OA L(N, k, 3) is constructed, where N is the
number of points to be tested, k is the number of columns satisfying k ≥ D, 3
stands for each factor has three levels (−1, 0, and +1). As discussed in Section
3.1, N is a polynomial of the problem dimensions. For an individual i in the
population (i = 1, 2, . . . , NP ), the process of the proposed orthogonal predictive
mutation performed on the individual is described as follows.

Step 1) Randomly select D different columns from the OA L(N, k, 3) and
record them as c1, c2, . . . , cD.

Step 2) Generate N orthogonal points O1, O2, . . . , ON in the neighborhood
of the base vector Xbasei. For each Ok = [ok,1, ok,2, . . . , ok,D] (k = 1, 2, . . . , N) ,
ok,j (j = 1, 2, . . . , D) is calculated as

ok,j = Xbasei,j + Lk,cj · Fop ·Diffi,j (3)

where Lk,cj is the level value in the kth row and cjth column of the OA, Fop is
the scalar factor for the orthogonal predictive mutation.

Step 3) Select N − 1 neighboring points randomly and evaluate their cost
values. Notice that we do not evaluate all the N neighboring points. On the one
hand, this mechanism introduces noise into the mutation so as to discourage
some extreme cases, e.g., if the problem has a uniform landscape, the effects of
different levels will be offset. On the other hand, as only one point is neglected,
the orthogonal property of the sampling points is maximally maintained, which
will be further analyzed in the experimental part of this paper.

Step 4) Calculate the average effect of each level on each factor based on the
N − 1 neighboring points and combine the levels with the smallest averages on
each factor to form a predicted combination P = [p1, p2, . . . , pD], pj ∈ {−1, 0, 1}.
Therefore, P ·Diffi indicates a promising direction for individual i to mutate.

Step 5) An orthogonal predicted point OP = [op1, op2, . . . , opD] in the pre-
dicted direction is calculated according to (4). Then, the cost of OP is evaluated.

opj = Xbasei,j + pj · Fop · Diffi,j (4)

Step 6) In this step, the scalar factor Fop is adjusted according to the effect
of the orthogonal prediction. Select the best point among OP and the N − 1
neighboring points and record the point as BP . If BP is not worse than the
base vector Xbasei, the orthogonal scale factor Fop is expanded, otherwise it is
contracted.

Fop =

{
ve · Fop, if f(BP ) ≤ f(Xbasei)
vc · Fop, otherwise

(5)

where ve is the expansion rate and vc is the contraction rate empirically setting
as ve = 1.3 and vc = 0.7, respectively.
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Step 7) Moreover, in order to further investigate the predicted direction, a
random point RP = [rp1, rp2, . . . , rpD] located between OP and the base point
Xbasei is generated according to

rpj = Xbasei,j + pj · Fop · rndj ·Diffi,j (6)

where rndj is a random number in (0, 1). Evaluate the cost of RP , and compare
it with that of BP . Set the mutant vector Vi to the winner between BP and
RP .

The test of the random point RP on the predicted direction further adds
flexibility to the prediction process, which helps to improve the effectiveness and
efficiency of the proposed method.

Begin

Initialization

Orthogonal Predictive Mutation

Crossover

Stopping Criterion?

i < NP?

The Best Individual?

Selection

End

i = i + 1

Yes
Yes

No

No

No

Yes

i = 0

Classical Mutation

 

Fig. 1. The flowchart of OPDE

3.3 Orthogonal Predictive Differential Evolution (OPDE)

A general flowchart of the proposed OPDE algorithm is shown in Fig. 1. It can
be seen that the algorithm follows the basic structure of the classical DE. The
main difference is the mutation process. In OPDE, the best individual in each
generation undergo the proposed orthogonal predictive mutation whereas the
other individuals undergo classical DE mutation. After generating the mutant
vector, the crossover operation is performed. The mutant and target vectors
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Table 4. Benchmark Functions

No. Function Name Search Space

f1 Sphere [−100, 100]D

f2 Schewefel 2.22
[−10, 10]D (D = 30)
[−5, 5]D (D = 1, 000)

f3 Shifted Schwefel 2.21 [−100, 100]D

f4 Step [−100, 100]D

f5 Noise [−1.28, 1.28]D

f6 Shifted Rosenbrock [−100, 100]D

f7 Shifted Rastrigin [−5, 5]D

f8 Shifted Ackley [−32, 32]D

f9 Shifted Griewank [−600, 600]D

f10 Schewefel 2.26 [−500, 500]D

f11 Penalized 1 [−50, 50]D

f12 Penalized 2 [−50, 50]D

exchange some of their components to form a trial vector. Then, the cost value
of the trial vector is evaluated. In the selection, the target vector and the trial
vector competes to survive in the next generation. For the best individual in the
population, the mutant vector, whose cost has been evaluated in the orthogonal
mutation, also participates in the competition. Hence, for the best individual,
the cost of three vectors, namely, the mutant vector, the trial vector, and the
target vector are compared, and the best one survives in the next generation.

As described in Section 3.1, the proposed mutation method can adopts all
kinds of classical DE mutation for the generation of base and differential vectors.
Following the traditional naming convention of DE algorithms, the OPDEs that
embed OPM into the “DE/rand/1”, “DE/rand/2”, “DE/best/1”, “DE/best/2”,
and “DE/target-to-best/1” are denoted as “OPDE/rand/1”, “OPDE/rand/2”,
“OPDE/best/1”, “OPDE/best/2”, and “OPDE/ target-to-best/1”, respectively.

4 Experimental Verification and Comparisons

4.1 Experimental Setup

In the experiment undertaken, 12 benchmark functions widely used in the liter-
ature [14,11], with dimensions set to 30 and 1,000 respectively, are tested. Listed
in Table 1, functions f1 to f6 are unimodal functions, whereas functions f7 to
f12 are multimodal functions. As as pointed out in [13] that the simulation of
function f2 may lead to storage overflow, the variable range of f2 is set to [-10,
10] for D = 30 and [-5, 5] for D = 1, 000.

We compare the OPDEs with the corresponding classical DEs to minimize the
above described objective (cost) functions. All the compared algorithms set F to
0.5 as suggested in most literatures, and test different settings of CR including
CR = 0.1, 0.5, and 0.9. For the 30D functions, the population size NP is set
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Table 5. Comparisons Between OPDEs and the Corresponding DEs on 30D Functions

BEST/1/bin RAND/1/bin
DE OPDE DE OPDE DE OPDE DE OPDE DE OPDE DE OPDE

CR=0.1 CR =0.1 CR=0.5 CR=0.5 CR=0.9 CR=0.9 CR=0.1 CR =0.1 CR=0.5 CR=0.5 CR=0.9 CR=0.9
average average average average average average average average average average average average
best best best best best best best best best best best best

f1
5.31E-35 2.62E-91 4.49E-94 1.06E-125 2.38E-195 3.09E-206 1.25E-18 5.22E-58 1.13E-15 3.00E-84 3.89E-09 1.13E-97
1.83E-35 9.28E-97 4.59E-96 3.84E-129 1.01E-198 9.25E-211 8.20E-19 3.17E-62 6.76E-16 5.22E-92 9.26E-10 6.10E-111

f2
1.18E-19 8.36E-24 1.63E-48 1.82E-67 6.91E-83 1.70E-116 1.69E-11 3.87E-28 1.83E-09 3.82E-26 3.68E-04 3.69E-33
6.70E-20 1.28E-24 2.16E-49 1.37E-68 2.52E-93 3.44E-118 1.26E-11 3.67E-32 1.50E-09 5.70E-27 1.39E-04 3.89E-34

f3
2.25E-01 6.75E-08 1.33E+00 6.48E-08 1.07E-13 1.00E-13 1.15E-01 1.47E-08 8.89E-02 2.77E-09 7.04E-02 2.26E-09
2.92E-04 1.13E-08 3.55E-02 2.84E-13 5.68E-14 5.68E-14 9.38E-02 2.21E-09 5.73E-02 1.52E-11 4.27E-02 1.63E-10

f4
0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

f5
7.17E-03 9.00E-03 1.94E-03 2.90E-03 3.26E-03 4.40E-03 1.53E-02 9.28E-03 1.40E-02 3.99E-03 1.33E-02 3.98E-03
3.88E-03 5.62E-03 1.03E-03 1.35E-03 9.05E-04 1.99E-03 7.78E-03 5.36E-03 8.14E-03 1.32E-03 5.94E-03 1.39E-03

f6
5.31E+01 7.55E+01 3.00E+01 7.59E+00 1.59E+00 1.12E+00 4.23E+01 2.44E+01 2.35E+01 1.59E+00 1.89E+01 3.06E+00
1.94E+01 5.90E-02 2.03E-01 5.68E-14 0.00E+00 0.00E+00 2.89E+01 1.04E-04 2.32E+01 0.00E+00 1.80E+01 0.00E+00

f7
5.62E-01 2.79E-01 2.40E+01 6.25E+00 8.61E+01 1.67E+01 1.44E-08 0.00E+00 1.02E+02 1.74E+01 1.65E+02 2.52E+00

0.00E+00 0.00E+00 1.39E+01 1.99E+00 4.52E+01 4.97E+00 3.56E-09 0.00E+00 8.98E+01 2.55E-07 1.25E+02 0.00E+00

f8
3.30E-14 2.84E-14 3.73E-02 2.84E-14 3.91E+00 1.46E-01 3.80E-10 2.84E-14 7.09E-09 2.84E-14 1.27E-05 2.84E-14
2.84E-14 2.84E-14 2.84E-14 2.84E-14 2.84E-14 2.84E-14 2.85E-10 2.84E-14 5.88E-09 2.84E-14 7.19E-06 2.84E-14

f9
2.96E-04 2.96E-04 6.70E-03 1.68E-03 1.49E-01 4.23E-03 9.09E-15 0.00E+00 2.50E-14 0.00E+00 5.37E-09 1.67E-03
0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.80E-09 0.00E+00

f10
1.57E+02 1.42E+01 1.98E+03 6.82E+02 3.85E+03 1.22E+03 1.67E-12 -3.64E-12 5.19E+03 2.37E+01 6.74E+03 1.14E+02
-3.64E-12 -3.64E-12 9.48E+02 3.55E+02 2.43E+03 7.11E+02 -1.82E-12 -3.64E-12 4.90E+03 -3.64E-12 6.33E+03 -3.64E-12

f11
1.57E-32 1.57E-32 7.05E-02 4.98E-02 4.50E-01 1.54E-01 3.71E-20 1.57E-32 2.05E-15 1.57E-32 7.31E-10 1.66E-02
1.57E-32 1.57E-32 1.57E-32 1.57E-32 1.57E-32 1.57E-32 2.11E-20 1.57E-32 1.06E-15 1.57E-32 1.47E-10 1.57E-32

f12
1.35E-32 1.35E-32 1.32E-03 4.39E-04 2.27E-01 1.76E-03 2.63E-19 1.35E-32 6.06E-15 1.35E-32 4.17E-09 1.35E-32
1.35E-32 1.35E-32 1.35E-32 1.35E-32 1.35E-32 1.35E-32 1.39E-19 1.35E-32 3.25E-15 1.35E-32 1.30E-09 1.35E-32

to 200, while the maximum number of evaluations (MaxFEs) is set to 300,000.
For the 1,000D problems, NP and MaxFEs are set to 1,000 and 5,000,000. (Note
that the additional evaluations consumed by the OPM of OPDE are included
in the MaxFEs.) Each algorithm runs 25 times independently and the average
error values as well as the best error values are recorded. For clarity, the results
of the best algorithms are marked in boldface.

4.2 Comparisons on Normal-Scale (30D) Functions

Table 2 tabulates the average and best results of DE algorithms compared with
the corresponding OPDEs on 30D functions. For the six unimodal functions,
OPDEs greatly improve the solution accuracy than the corresponding classical
DEs for most functions. This is because the proposed mutation scheme makes
an orthogonal learning of the environment around the base point and predict a
promising direction for the individual to evolve.With this favorable guidance, the
search efficiency of the individuals is greatly improved and so that the algorithm
is capable of achieving much better results. However, when optimizing the noisy
function f5, the results of the OPDE/best/1 may be a little bit worse than
those of the DE/best/1. This is because the noisy environment may mislead
the orthogonal learning process, which makes it difficult for the OPM to give a
correct prediction.

When optimizing the multimodal functions, it can be observed in Table 2
that OPDEs also outperform the corresponding DEs on almost all benchmarks.
There are two reasons for this improvement. First, as we know, the orthogonal
mutation samples a set of representative points which uniformly distributed in
the neighborhood of an individual in order to fully investigate the environment.
This mechanism results in better exploration ability of OPDEs. Second, the im-
provement of OPDEs also owes to the adaptive adjustment of the orthogonal step
length Fop. In the orthogonal predictive mutation, Fop could be larger than the
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Table 6. Comparisons Between OPDEs and the Corresponding DEs on 1,000D Func-
tions

BEST/1/bin RAND/1/bin
DE OPDE DE OPDE DE OPDE DE OPDE DE OPDE DE OPDE

CR=0.1 CR =0.1 CR=0.5 CR=0.5 CR=0.9 CR=0.9 CR=0.1 CR =0.1 CR=0.5 CR=0.5 CR=0.9 CR=0.9
average average average average average average average average average average average average
best best best best best best best best best best best best

f1
4.81E+03 1.64E-68 8.06E+02 1.07E-163 1.13E+01 1.50E-287 8.51E+05 1.85E-31 2.31E+06 2.41E-71 8.61E+04 1.29E-78
3.06E+03 1.08E-73 8.81E-02 6.74E-168 6.06E-03 0.00E+00 8.30E+05 1.03E-33 2.19E+06 1.16E-75 6.82E+04 5.26E-87

f2
5.42E+01 9.88E-14 1.34E+01 6.38E-85 9.68E+00 3.13E-160 1.07E+03 2.28E-13 1.98E+03 3.21E-13 3.70E+02 2.70E-21
4.31E+01 1.13E-15 1.83E-01 1.84E-86 4.61E+00 5.62E-178 1.05E+03 2.61E-15 1.92E+03 1.86E-13 3.51E+02 1.55E-21

f3
1.41E+02 1.30E+02 1.41E+02 1.39E+02 1.19E+02 1.25E+02 1.17E+02 9.00E+01 1.57E+02 9.32E+01 1.23E+02 9.50E+01
1.35E+02 1.24E+02 1.36E+02 1.34E+02 1.12E+02 1.18E+02 1.15E+02 8.65E+01 1.56E+02 8.93E+01 1.18E+02 9.16E+01

f4
6.03E+03 0.00E+00 3.90E+04 0.00E+00 1.33E+05 0.00E+00 8.51E+05 0.00E+00 2.30E+06 0.00E+00 8.56E+04 0.00E+00
4.72E+03 0.00E+00 2.08E+04 0.00E+00 9.82E+04 0.00E+00 8.27E+05 0.00E+00 2.20E+06 0.00E+00 7.56E+04 0.00E+00

f5
1.99E+02 4.07E-01 2.12E+01 4.41E-01 7.44E+01 5.14E-01 4.36E+04 4.06E-01 2.08E+05 3.65E-01 2.23E+05 2.90E-01
8.15E+01 3.03E-01 4.52E+00 3.10E-01 3.19E+01 3.95E-01 4.11E+04 3.38E-01 1.94E+05 3.07E-01 1.59E+05 2.09E-01

f6
2.80E+08 3.79E+02 1.01E+09 8.39E+01 5.18E+08 2.07E+00 4.93E+10 1.39E+02 7.04E+11 2.09E+02 4.00E+10 1.86E+01
1.28E+08 1.80E+01 1.86E+07 1.76E-12 2.25E+07 1.14E-13 4.79E+10 5.85E+00 6.34E+11 2.87E+00 3.15E+10 2.08E-11

f7
9.08E+03 2.82E+00 6.17E+03 2.88E+02 9.77E+03 8.07E+02 1.01E+04 1.99E-01 1.41E+04 2.35E+00 1.20E+04 8.12E+00
8.69E+03 0.00E+00 5.17E+03 2.47E+02 9.04E+03 6.88E+02 9.93E+03 0.00E+00 1.39E+04 0.00E+00 1.18E+04 1.98E+00

f8
4.14E+00 1.46E-13 2.07E+01 1.38E-13 1.96E+01 1.76E+00 1.34E+01 8.98E-14 2.00E+01 5.91E-14 1.47E+01 6.71E-14
3.78E+00 1.14E-13 1.91E+01 1.14E-13 1.95E+01 1.45E+00 1.33E+01 5.68E-14 1.99E+01 5.68E-14 1.42E+01 5.68E-14

f9
1.27E+01 3.41E-14 4.24E+01 2.84E-14 1.83E+01 2.84E-14 1.31E+03 2.50E-14 1.19E+04 7.96E-15 2.27E+03 1.14E-15
9.38E+00 2.84E-14 6.30E+00 2.84E-14 1.93E+00 2.84E-14 1.27E+03 0.00E+00 1.12E+04 0.00E+00 1.98E+03 0.00E+00

f10
3.07E+05 3.32E+03 1.31E+05 3.47E+04 1.68E+05 5.29E+04 3.27E+05 4.74E+00 3.69E+05 2.51E+02 3.81E+05 3.23E+03
2.80E+05 2.25E+03 1.24E+05 3.04E+04 1.51E+05 4.46E+04 3.24E+05 1.57E-09 3.67E+05 1.57E-09 3.77E+05 1.30E+03

f11
7.29E+07 1.24E-03 3.13E+02 3.73E-03 5.51E+02 3.73E-03 1.09E+10 1.74E-03 3.45E+10 1.49E-03 3.45E+10 8.71E-04
3.93E+07 4.71E-34 2.96E+01 4.71E-34 6.67E+00 5.10E-34 1.03E+10 4.71E-34 3.29E+10 4.71E-34 3.26E+10 4.71E-34

f12
1.01E+08 8.79E-04 4.35E+03 3.08E-03 5.81E+05 2.27E-01 1.86E+10 4.39E-04 6.33E+10 2.64E-03 6.36E+10 1.32E-03
5.10E+07 1.35E-32 1.71E+03 1.35E-32 5.17E+02 2.85E-31 1.80E+10 1.35E-32 6.15E+10 1.35E-32 6.09E+10 1.35E-32

general setting F = 0.5. As the differential vector used in the proposed mutation
is the same as the corresponding classical mutation, a large step length means
that the algorithm can make a broader search during the mutation process.

4.3 Comparisons on Large-Scale (1,000D) Functions

Considering the classical DEs, when the function dimensions increases to 1,000,
even the DE/best/1 with a fast converging speed exhibits a poor performance
on the simplest unimodal function f1. This is because the search space increases
exponentially with the function dimensions, it becomes much more difficult for
the original DE to search efficiently. On the contrary, it can be observed in Ta-
ble 3 that, for unimodal functions f1, f2 and f4, the proposed OPDE/best/1
with CR = 0.9 can achieve solution accuracy up to 10−287, 10−160, and 0 respec-
tively, whereas the average results found by DE/best/1 with CR = 0.9 cannot
even reach accuracy 1. In addition, the best result of OPDE/rand/1 can reach
the global optima of all the multimodal functions whereas DE/rand/1 is far
from the convergence stage. Generally speaking, the performance of the classical
DEs on all the large-scale functions is far from satisfactory. In contrast, OPDEs
with different parameter settings significantly outperform the corresponding DE
variants on almost all the functions.

4.4 Analysis on the Effect of the Orthogonal Predictive Mutation

In this section, we investigate whether the orthogonal neighbors or the predicted
vector can bring improvement on the base point. Denote costbase as the cost of
the base vector, and costnei and costpre as the cost values of the best neighbor
based on the OA and the best predict vector respectively. A log-ratio r to describe
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Fig. 2. The values of rnei and rpre during one run of OPDE in optimizing functions
f1, f2, and f9 − f12.

the relationship between a cost value cost (costnei or costpre) and the costbase
is defined as

r = ln(
cost

costbase
) (7)

In this way, a negative value of r means that cost is smaller than costbase, whereas
a positive value of r means cost is larger than costbase. Moreover, the difference
between cost and costbase increases with |r|. The rnei of costnei to costbase and
the rpre of costpre to costbase are calculated, which reflect the improvement brings
by the best orthogonal neighbor and by the best predicted vector, respectively.
The distributions of rnei and rpre on functions f1, f2, f7, f8, f10, and f12 in one
run are illustrated in Fig. 2.

It can be seen in Fig. 2 that both on unimodal functions f1 and f2 and on
multimodal functions f8, f9, f11, and f12, rnei is much larger than 0 in nearly
every generation. This indicates that the best neighbor is far worse than the
the base vector in almost all the generations. The severe inferiority of the best
neighbor to the base vector indicates that, without a clear sense of direction, the
individuals undergo classical DE mutation are more likely to degenerate rather
than evolve. Therefore, it costs a high price to make an improvement on the
current solution by employing the classical DE mutation. When the function
dimensions increases, this problem becomes even worse.

On the contrary, rpre is always smaller than 0 for both unimodal and mul-
timodal functions, which demonstrates that the predicted vector outperforms
the base vector in most cases. Therefore, the prediction process in the proposed
mutation scheme is very effective, which can provide a promising direction for
individuals to evolve. Moreover, as described in Section 3.1, in the proposed
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mutation scheme, the number of sampling points is a polynomial of D. The
prediction process of the mutation is not only effective but also very efficient.

5 Conclusion

In this paper, an orthogonal predictive differential evolution termed OPDE has
been developed. The OPDE employs an orthogonal predictive mutation scheme
that makes an orthogonal learning of the environment around the base vector and
predicts a potentially promising direction for DE to evolve. The learning and pre-
diction process of OPDE is very efficient, of which the time complexity is proved
polynomial. Moreover, by adopting different methods to calculate the base and
differential vectors, an OPDE family consisting of different OPDE variants is
defined. The effectiveness of the orthogonal predictive mutation scheme that it
can improve both the exploration and exploitation abilities of DE has been vali-
dated by comparing OPDEs with the corresponding classical DEs. Moreover, it
can be found that the enhancement brought by the proposed mutation becomes
more significant with the increase of the function dimensions.
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Abstract. The paper presents an integrated methodology for the continuous 
monitoring of traffic from Twitter, to support analysts in the early detection and 
categorization of critical situations. The main purpose of the developed tech-
nology is to monitor the information flow and track sensible situations or look 
for unexpected events. The main architecture relies on specific technologies 
covering language detection, text-mining, clustering and semantic labeling. The 
concept of 'mission profile' allows the analyst to specify target concepts and 
features related to the scenario of interest. Upon clustering and semantic label-
ing of running traffic, a novel refinement algorithm retrieves and aggregates 
relevant contents that would otherwise escape plain semantic analysis.  
Experimental results in different scenarios prove the method effectiveness in 
enhancing content retrieval and in greatly enhancing efficiency in contents 
presentation to the analyst. 

Keywords: Text Mining, Social Network Analysis, Semantic labeling,  
Clustering. 

1 Introduction 

Social Networks are a popular mean to share data and ideas, and witness an ever-
increasing diffusion. The amount of data generated in 30 seconds on the Internet [1] is 
about 600 GB of traffic: this information confirms that social networks have become a 
source of big data. Accordingly, the increasing of number of individuals in the net-
work contributes to an increasing amount of data in the web.  

In the specific case of the Twitter community, every minute more than 320 new 
accounts are created and more than 98,000 tweets are posted. This makes the analysis 
of Twitter micro-blogging a topmost and significant domain for business intelligence 
and cyber security. A multiplicity of users populate this network, sharing different 
types of information: the average age of users on Twitter ranges from fourteen to 
sixty years, equally distributed among individuals of both sexes.  
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Among the multitude of tweets, an analyst may want to retrieve information asso-
ciated with specific relevant topics. Such a challenging environment calls for new 
methods to analyze and extract information from Twitter traffic. The related technol-
ogies can be an important source of information for both commercial applications and 
Open Source Intelligence; in both cases, methods to analyze and classify large vol-
umes of data in real-time are required. The literature offers a variety of approaches to 
analyze Twitter traffic for topical clustering and event monitoring [2]. 

This paper presents a methodology for the continuous monitoring of social-
network traffic, and the extraction of significant information about high-impact situa-
tions in real-time, covering natural events, such as earthquakes, floods, tsunamis, as 
well as crowd behavior in critical situation. Target applications are ensuring the safety 
of citizens in natural events and detecting security risks in critical crowded scenarios. 
The method relies on a Text Miner environment, the SLAIR suite, [3] which features 
clustering and classification methods for real-time processing of large corpora of doc-
uments. Recent advances endowed the basic framework with Web-exploration capa-
bilities for focused crawling and sentiment analysis [4, 5].   

The basic approach consists in defining a "profile" for the target scenario, which 
allows the analyst to specify relevant information about the expected event features 
and possible topics of interest. A semantic knowledge base augments the basic profile 
description and enriches the profile contents by inferring the analyst's expectations. 
This process is mostly general and can include any semantic descriptor that character-
izes flowing information. The present approach features topic identification but sen-
timent analysis [6] is applicable and particularly appropriate in this context. At run 
time during traffic monitoring, a clustering algorithm preliminarily yields content 
grouping. Clustering results are then analyzed and labeled semantically according to 
the relevance to the nature of the monitored event. Finally, the augmented description 
of groups drives the selection of affine traffic data and the rearrangement of groups 
into more compact clusters that best adhere to the expected relevant contents. 

The novelty of the proposed approach consists, first, in the application of the se-
mantic domain knowledge to the refinement of the scenario profile, which greatly 
improves accuracy in selecting target contents; secondly, in the development of a 
novel algorithm for group refinement, which leads to compact clusters and facilitates 
immediate and intuitive inspection. 

Experimental results prove that the integrated profiling/semantic refinement ap-
proach can notably enhance effectiveness in retrieving relevant contents which would 
otherwise be dispersed in the vastness of real-time traffic. At the same time, yielding 
compact groups (i.e., groups holding a considerable set of homogeneous contents that 
are considered relevant to the specific interests) reduces the complexity for the analyst 
to get a clear picture of ongoing events. 

Section 2 overviews the specific literature on the subject of interest; Section 3 pre-
sents the general model and operation of the Twitter language processor. Section 4 
describes the profile-based approach, analyzes the specific mining process and high-
lights the novel algorithms adopted. Section 5 presents the experimental sessions and 
discusses the empirical results obtained. Concluding remarks are drawn in Section 6, 
also exploring options for future extensions of the presented research. 
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2 Specific Background Literature 

The study of Twitter traffic is a relatively recent research topic, and the analysis of 
tweets for security and the control of high impact events roughly starts from 2011. 
The research presented in [7] treated traffic downloaded from Twitter Streaming API 
[8] to collect information about two natural disasters occurred in the U.S.A., and spe-
cifically exploited geo-localization information drawn from users’ profiles. The work 
[9] focused on a Twitter-like Chinese media (Sine-Weibo) to extract messages related 
to an earthquake in China, filtering tweets that contained specific words about the 
disaster sites. The application of traffic analysis for earthquake monitoring [10] in-
volved users’ real-time interactions on the social network. After defining an event as 
an arbitrary classification of a space-time interval, each event included several proper-
ties, such as the scale extension or its influence on people’s daily life; events were 
categorized accordingly. The graph-based retrieval algorithm proposed in [2] identi-
fied messages concerning popular subjects from among the set of tweets returned by 
the Twitter research engine in response to a keyword-based query. Topical clustering 
of tweets supported the actual retrieval method. The approach described in [11] eval-
uated the reliability of information carried by tweets related to fourteen high-impact 
news events in 2011 around the world. As a significant result, on average, a fraction 
of 30% of the overall traffic posted about an event actually contained situational in-
formation, whereas a significant portion (14%) was spam. A supervised machine 
learning approach supported the prediction of a tweet reliability; it used regression 
analysis and identified the important content and source-based features. The analyzed 
Twitter traffic as a source of big data [12] allowed users to get access to different type 
of information, such as mild flu epidemic, most frequent topics and the reaction to 
tweets. In this scenario, a Twitter traffic analysis can also detect event related to mali-
cious users and network. The approach shown in [13] applied a novel, weakly super-
vised method for mining cybercriminal network and facilitating cybercrime forensics. 
That research relied on a probabilistic generative model enhanced by a novel context-
sensitive Gibbs sampling algorithm. At last the impact of sentiment analysis, especial-
ly when applied to social and crowd events [6], is clearly useful and promising. 

3 Basic Text-Preprocessing and Mining Framework 

In the present approach, a 'document' is defined as an atomic data containing some 
information. This means that it is not restricted to textual format but may also include 
images, videos, audio information and raw numerical data. The SeaLab Advanced 
Information Retrieval (SLAIR) is a software framework intended to the management 
of large masses of documents for clustering and classification purposes [3]. The 
SLAIR suite adopts specific enhancements of adaptive machine-learning algorithms, 
such as Kernel K-Means and Support Vector Machines, for both clustering and classi-
fying documents. From a semantic perspective, it relies on the lexical multilingual 
database EuroWordNet [14, 15].  
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When applying the above interpretation of document to the analysis of Twitter traf-
fic, a tweet therefore supports a document made up of (at most) 140 characters in a 
natural language. The SLAIR framework treats short messages such as tweets by a 
text preprocessing procedure, and a sequence of proper text-mining technologies, 
including a series of steps characterized by increasing complexity in representation, as 
shown in Figure 1.  
 
• Step 0 - Language Identification: the first step involves the detection of the origi-

nal language in which the document is expressed; the Infinity Gram algorithm 
[18] supports this operation, which is crucial to the effectiveness of the subse-
quent steps.  

• Step 1 – Stemming: all tweets undergo a stemming process, in which SLAIR uses 
language-specific stemming algorithm (at this time, Italian and English languages 
benefit from dedicated, accurate stemmer modules), in order to have a consistent 
and compact representation of lemmata.  For other languages the popular Porter 
stemming algorithm [16] is applied. 

• Step 2 – Stopword removal: in this step the application removes Stop and Com-
mon Words, taking out low informative lemmas and returning a better vector 
space for any processed document of the corpus. 

• Step 3/4 – MultiWord feature, Indexing and Quering: multiword features are 
identified, reducing several lemmata to a single term; upon construction of the re-
lated dictionary, the Text Miner embeds additional features, such as classical re-
verse-indexing functions, which support conventional full-text search and re-
trieval of documents.  

 

Fig. 1. SLAIR Text-Preprocessing and Mining Framework 
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The following steps are more properly related to text-mining activities, and are per-
formed once text characterization and structuring has been completed. 
 
• Step 5/6 – Style feature and Authorship attribution: the characterization of style 

has been proved to enhance significantly both accuracy in representation and dis-
criminating power for document categorization and ultimately leading to author-
ship attribution, allowing to ascribe a document to an author or a group based on 
the order and signify of words.  

• Step 7/8 – Role or Topic Identification and Concept Extraction: the semantic-
related steps characterizing each document consist in the identification of the 
main topic, the extraction of relevant concepts, the geo-referentiation of contents 
whenever applicable. For the semantic analysis, SLAIR relies on the lexical mul-
tilingual database Euro WordNet [17] for text processing.  

• Step 9 – Sentiment Analysis: the application adopts Euro WordNet-Affect data-
base [14] for sentiment analysis and, in addition, a specific semantic-orientation 
network based on adjectives [19], categorizes a tweet mood, defined as positive, 
negative or neutral.  

In the last three critical steps, specific and comprehensive databases such as 
SenticNet [20] can be used as well; in the present research, without loss of generality, 
the EuroWordNet repository was tested because of the built-in multilingual capabili-
ties of the database itself, allowing easy extension to a wide selection of European 
languages.  

Topic tracking [21] represents an important process in traffic analysis, as monitor-
ing approaches use topic to extract the most common and current tweets and relevant 
issues. This is mostly useful in trend analysis and commercial applications. Topic 
tracking by itself, however, is not sufficient for the identification and run-time moni-
toring of high impact events, because of the specificity and possibly limited amount 
of relevant messages. This technology plays a complementary role in the specific 
application that is being pursued in this research. 

The resulting corpus of documents, including a lexical and semantic characteriza-
tion according to the above multi-dimensional analysis, supports both clustering and 
classification functionalities. The former typically aims to provide the analyst with a 
real-time, hierarchical presentation of the contents embedded in a large and unstruc-
tured corpus of documents; applications range from security applications to computer 
forensic support. Classification tools discriminate the possible categories and messag-
es, and reply on supervised training models; applications mainly involve span detec-
tion and mail leak prevention.  

4 Microblog Analysis for Event Monitoring 

The use of text-mining and semantic analysis tools for tracking critical events and 
situations in microblogs (e.g. Twitter) poses two main requirements. First, the method 
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must be able to handle large masses of documents in real-time (that is, within a time 
frame that allows the control operator to react promptly). Secondly, the analysis pro-
cess must exhibit a considerable discrimination ability, to pick out significant contents 
from among the vast spectrum of observed traffic. 

4.1 Assembling Scenario Parameters into a Profile 

In principle, one might envision novelty-detection methods, for example based on 
"term acceleration", to pinpoint emerging contents within a certain time slot by ob-
serving anomalies in the relative frequencies of terms or even concepts. Such an ap-
proach does prove effective in limited-scope domains such as newsgroups or blogs, 
where the subjects and the community of contributors are, to a certain extent, more 
focused. When dealing with unbounded traffic monitoring, however, general novelty-
detection methods suffer from the vastness of the involved sources and the related 
interests, hence even proper emerging topics may be irrelevant to the target at hand 
and therefore should be treated as background noise. 

In view of these issues, it seems that an effective strategy requires the analyst to in-
teract deeply with the monitoring tool in order to drive focusing and presentation. 
More in detail, the analyst should be able to specify the relevant, target concepts and 
situations; at the same time, one cannot expect that such a crucial configuration task 
might be supported by some semi-automated process. 

The SLAIR platform assembles all the analysis-related goals and settings within a 
"Profile" structure, which embeds lexical information (relevant terms and expres-
sions), semantic information (concepts and geo-referentiation data), and metadata 
about the individual messages (e.g. hashtags).   

The basic attention-focusing mechanism that drives content selection operates on a 
watch-list of relevant terms. It is worth noting that the watch-list-based extractor does 
not operate at the mere lexical level by plain keyword matching.  Upon definition 
and refinement of the basic watch-list by the analyst, the SLAIR engine exploits the 
semantic knowledge available to the text miner to infer the user's expectations, and 
fill the watch-list accordingly. This process first retrieves both synonyms and 
hypernyms of basic terms from the semantic net; then inflates the watch-list itself by 
adding those terms that best correlate with the entire scenario (set of terms+concepts) 
provided by the analyst. As a result, the operational watch-list is an augmented set of 
terms and expressions which does not suffer from disambiguation issues and actually 
refines the expected contents. This integrated lexical/semantic mechanism, driven by 
limited user intervention and supported by a semantic engine is a novelty point of the 
method proposed in this paper. In fact it resembles the approach developed in [4] for 
focused crawling, where the active guidance by the analyst lead to faster and more 
accurate search process in web-space exploration.  

Another relevant role of semantics consists in the determination of geo-referencing 
information about the involved locations. Message geo-referencing is a critical task  
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because only a limited fraction of Twitter traffic (about 5%) exhibits a valid geo-
referenced field by the provider. In addition, there is no assurance about the actual 
reliability of geo-referencing (for example, original geo-referencing often stems from 
the user's profile settings, which may be misplaced to the event or the actual user 
location). The geo-referencing approach adopted in the present research follows a 
hybrid two-fold strategy: first, the system checks whether the tweet metadata contains 
valid geographical fields about the originating device: in this case, this information is 
privileged. Otherwise, the text miner tries to extract geographical information from 
the tweet contents: unlike [7], the analysis mechanism relies on a geographical data-
base and matches geographical denominations with the tweet contents.  

In summary, the analyst can adjust all settings by a user interface, which allows to 
manage a "scenario profile" embedding edit five categories of parameters: 

 
• The black-list option allows to skip any tweet containing at least one term 

specified in the black list.  

• In the watch list, the analyst can draw the text-miner's attention to messages 
containing specific terms as explained previously. 

• The common-words set holds a list of high-frequency terms that the analyst 
marks as irrelevant in order to remove noise (this differs from blacklist filter-
ing because messages are retained after common-word removal). 

• Hashtags: this option gives the possibility to keep or drop tweets depending on 
specific hashstags. It should be noted that this feature, although popular, may 
prove of limited use in event monitoring applications, especially when hash-
tagging is missing or unreliable. 

• Finally, the analyst can limit traffic inspection to specific geographic areas 
based on the original or inferred geo-referenced locations. 
 

The concept definition of "scenario profile" provides a suitable basis for massive traf-
fic inspection. In fact, one can define several, independent profiles and apply them in 
parallel to the run-time traffic segment that is being observed. This makes it possible to 
set up a “Repository of Profiles” and support a corresponding monitoring panel, where 
the relevance results for each profile can be displayed and presented simultaneously. 

4.2 Inductive Methods for Profile-Based Event Monitoring  

The traffic analysis process relies on the user-defined profiles to identify relevant 
contents. The overall principle of operation involves three main steps which are iter-
ated during every time span of observed traffic. First, traffic raw data are arranged 
and structured by a clustering algorithm, whose progression is driven by a user-
supplied metric criterion; then documents and clusters are labeled according to their 
adherence with respect to a relevance criterion (in the present application, this implies  
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a watch-list-based criterion); finally, a novel re-grouping algorithm specifically con-
ceived to maximize density of relevance in group presentation, rearranges clustering 
results and creates novel groups featuring a significantly higher density (density is 
intended as the ratio of relevant documents in a group to the overall group cardinali-
ty). Figure 2 illustrates the cyclic process of continuous traffic analysis. 

 

Fig. 2. Overall cyclic scheme of the event-monitoring approach 

Clustering, in its hierarchical variant, supports the preliminary operation that is car-
ried out on incoming traffic for relevant content detection. Thanks to the Kernel-based 
approach to clustering in SLAIR [19], the overall process is entirely application-
dependent, since the analyst can set the grouping criterion by defining a mission-
specific metric. A metric measures the affinity between a pair of documents and 
drives the grouping process in the overall clustering algorithm. Specific metrics have 
been defined for text processing [3, 19] and be applied when setting up a scenario 
profile together with the other user-supplied parameters. In conventional applications, 
text clustering typically aims to categorize documents according to the implicit distri-
bution of contents, and/or to provide the analyst with a structured presentation of the 
underlying traffic [4]. This implies a top-down inspection process on the hierarchy of 
groups, in which the analyst can focus his/her attention from macro-groups to smaller 
clusters at increasing levels of detail. In the Twitter analysis domain, however, this 
approach proves ineffective because messages carrying relevant contents represent a 
marginal fraction of the overall information flow. A bottom-up inspection strategy, 
which focuses on the hierarchy 'leaves' appears appropriate, under the assumption that 
interesting messages joined a restrained set of small groups. The considerable rate of 
incoming information makes an exhaustive inspection process practically unfeasible  
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for a human operator. A mission-oriented focusing mechanism is thus required to sift 
relevant contents and, in fact, to rank the hierarchy leaves. A semantic labeling of 
clusters seems a viable and consistent approach toward that end. 

The second step of the automated traffic analysis therefore exploits the target in-
formation held in scenario profile(s): a relevance score marks every message, and leaf 
clusters are labeled accordingly. The rank of each leaf cluster just results from accu-
mulating the relevance scores of its members. In principle, any semantic-based label-
ing mechanism applies in this operation. For real-time computational reasons and 
without loss of generality, the research presented in this paper adopts the (semantic) 
watch-list-based strategy described in the previous Section. 

4.3 Mission-Oriented Algorithm for Refining Clusters  

The labeling and ranking approach may suffer from two main limitations. First, in the 
presence of large, noisy corpus of documents, the clustering process may spread rele-
vant contents over a number of leaf clusters, thus bringing about a kind of 'dispersion' 
effect which hinders the analyst's monitoring task. Secondly, by applying a plain 
watch-list-based labeling strategy, even in its semantically augmented version, one 
runs the risk of over-fitting the inspection criterion. In other words, the analyst is left 
the burden either to specify a detailed watch-list or to rely on an over-detailed (often 
missing) ontology. To overcome those potential issues, the approach proposed in this 
paper applies a novel re-grouping algorithm. The algorithm input is the set of leaf 
groups that result from the clustering+labeling process described in the previous Sec-
tion. The main goal is, on one hand, the aggregation of the results of the detection 
process into fewer and denser groups. On the other hand, the algorithm can 'attract' to 
these groups those promising messages which are affine to relevant ones but would 
escape a straightforward watch-list-based selection.  

The principle of operation of the algorithm assumes that a relevant message, after 
being labeled by the watch-list-based ranking, might still convey useful information 
in the part of its contents that does not match the watch-list-based criterion. Typically, 
one expects that such a portion includes relevant terms and concepts that are not cov-
ered by the augmented watch-list, but yet adhere to the analyst target contents. The 
'non-watch-listed' portion of contents supports a search basis over the entire corpus of 
current traffic, to identify and 'attract' messages that match relevant documents from a 
complementary perspective. This process is performed for every ranked message, and 
yields a list of possibly attracted documents; thanks to the semantic homogeneity of 
contents, the same message is often 'attracted' by several scored documents, thus  
giving a measure of its associated adherence to the target scenario. The resulting  
candidates are selected according to a matching threshold and eventually grouped 
together with the original labeled documents. The regrouping algorithm is outlined as 
follows: 
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Cluster Regrouping algorithm 

Input:  the set, C, of labeled leaf clusters;  
 the corpus, K, of labeled documents with associated watch-list scores 
 a relevance threshold, τ;  
 the augmented watch-list of concepts, W 

/// Each Cluster has a relevance score, summing the watch-list-based scores of the members  

For each cluster, χ ∈ C 
  /// Only relevant clusters are considered 
  If  (score(χ)  <= 0)     

   skip   χ ; 
  /// Prepares the set, A, of attracted documents and the regrouped Cluster, Z 
  Set    A := ∅;  Z := ∅;   
  /// Only relevant documents (having score sj >0 ) are considered for attracting other docs 
  Select   R = { Dj ∈ χ : sj > 0; j=1,...,NR}; 
       where sj is the score associated with document Dj 
  /// Relevant documents are attracted straight away 
  Set  Z := Z ∪ R; 

  ///     *** The actual attraction-based mechanism  *** 
  For each document  D ∈ R 
    /// Extract the lexical set, L, of terms t that mismatch the watch-list contents 
    Extract  L = {t ∈ D : t ∉ W};       (*) 
    /// ReverseIndexing retrieves all documents covering L in the current corpus K 
    Fetch   RI(L) = { X∈K : ∃ t : t ∈ X ∩ L }; 
    /// Accumulates frequency scores  
    Join   A := A ∪ RI(L);    (frequencies of duplicates are accumulated) 
  /// Scans the list of candidate attracted documents 
  For each document Q ∈A 
    /// Ignore documents with low attraction scores 
    If  (frequency(Q) < τ)  
     skip Q; 
    /// Otherwise attract the document into the newly forming cluster 
    Set  Z := Z ∪ {Q}; 
    /// Remove the attracted document from it's original cluster 
    Set    λ  := λ  \ {Q};    (where λ is the cluster Q belongs to) 
  /// Uses document group fo form new Cluster replacing χ 
  Create  new cluster θ := Z , replacing χ. 
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The crucial step in the algorithm itself is the application of reverse-indexing to 
those terms that do not hit the expected relevance criterion. This makes it possible to 
recover documents that per se would not exhibit inherent significance, but are cross-
referenced by a meaningful subset of relevant documents. The above algorithm was 
implemented according to a lexical-based matching strategy between terms and  
concepts at step (*), but any semantic procedure (such as Latent Semantic Analysis) 
capable to provide a matching measure can apply toward that end. 

This sort of indirect voting mechanism yields the main effect to greatly enhance 
the resulting cluster density, which proves much higher than the density of the origi-
nal clusters. This can be verified when considering that all regrouped clusters neces-
sarily contain all the original relevant documents, and the newly added members are a 
(quite limited due to the cross-referencing constraint) subset of the original corpus of 
documents. 

5 Experimental Results 

This section reports on the experimental procedure adopted to verify the effectiveness 
of the framework for Twitter traffic analysis. Traffic acquisition was supported by 
two services providers, namely, Datasift [22], and Twitter Streaming API [8]. Both 
sources were chosen so as to collect and process a large amount of tweets in real-time. 
The experiments involved three main scenarios to test the approach effectiveness 
under different conditions; for each scenario, several experiments were performed, 
and this Section presents a sample result for the sake of simplicity and without loss of 
generality. 

 
• Crowded event scenario: this experiment tested the approach effectiveness at 

continuous monitoring a crowded event, for the early detection of critical situa-
tions. A public demonstration scheduled in Rome on October 31st, 2013 provided 
the test case. The collected traffic (Datasift) originated from the entire Italy area, 
and a time span for one cycle of traffic analysis (as shown in Figure 2). The sam-
ple case shown in this Section included a total of 21603 tweets, acquired during 
one of the most intense spans of the event. 

• Specific topic tracking: this test aimed to verify the method's behavior when ob-
serving contents and discussions about a highlighted relevant topic. In this case, 
the attention focused on the war episodes taking place in the Gaza strip during Ju-
ly, 2014. The presented test case relied on a traffic database (Twitter Streaming 
API) collected on July 23rd, 2014, and covered a time span of 105 minutes yield-
ing 11096 tweets.  

• Popular trend monitoring: this scenario simulated the monitoring of relevant con-
tents and trends in mass opinions. In this case, the database contained 10452 mes-
sages, downloaded on 23 July 2014, and related to popular trending habits of Ital-
ians during summer holidays.  
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The experimental procedure was designed to reflect the procedure suggested (and 
followed in practice) by professional analysts. Basic operational constraints, in terms 
of both real-time performance and focusing capability, limit the analyst's attention to a 
subset of traffic, and a support system should facilitate the operator's inspection pro-
cess by highlighting most relevant results first.  

Therefore, the interface providing the operator with the results of clustering, se-
mantic labeling and further refinement, limited to the 10 top-relevant clusters, which 
were presented in a decreasing order of significance (relevance was measured in 
terms of watch-list scores).  To attain a consistent and objective comparison, the 
same traffic segments underwent two alternative processing schemes: the former 
scheme just applied semantic labeling, the second also included the cluster-regrouping 
process detailed in Section 4.3. 

Tables 1, 2 and 3 present the obtained results for the test scenarios. For each cluster 
presented to the analyst, three quantities were measured: 1) the cluster cardinality 
(CC), 2) the Relevant Scored (RS) count, that is, the number of tweets that were high-
lighted as a result of the plain semantic-based labeling, and 3) the Relevant Attracted 
(RA) count, which summed up the tweets that were indeed consistent with the overall 
analysis goal, but had not been covered by the semantic labeling mechanism in the 
first place. The latter quantity was measured by direct observation.  

Three main performance parameters were worked out to assess the relative contribu-
tion of the regrouping algorithm. The crucial aspect that was being observed was the 
capability of the overall process to present the analyst a 'dense' set of significant traffic 
elements, in an integrated, compact fashion; an important contribution consisted, in 
particular, in the aggregation of those messages that would escape a semantic-only la-
beling selection. Presentation Effectiveness (PE) measured the ratio of the overall rele-
vant contents (RA+RS) to the total traffic considered; this parameter clearly related to 
the practical value of presentation results at supporting the analyst's operation. Attrac-
tion Effectiveness (AE) measured the ratio of RA to the cluster cardinality; this quantity 
yielded an overall score to represent the effectiveness of the clustering mechanism at 
prompting contents that would have been lost if a semantic-labeling mechanism had 
only been applied. Grouping Effectiveness (GE) was computed as the ratio of RA to the 
number relevant scored tweets, RS; this performance parameter gave a direct measure 
of the relative impact, in the subspace of relevant-only traffic, of the grouping algorithm 
with respect to the semantic-labeling mechanism. 

The set of experimental measurements and the associated performance parameters 
were worked out individually on each presented cluster, and on the overall presenta-
tion contents.  Experimental evidence points out the beneficial effects of the group-
ing algorithm from two different viewpoints: first, the number of attracted contents is 
significantly higher, thus providing a richer and more complete collection of signifi-
cant results. At the same time, the distribution of contents within the set of presented 
clusters changes significantly, since most relevant contents are aggregated and pre-
sented in the topmost clusters; this greatly facilitating the analyst's inspection and 
prevents a dispersion of contents throughout the clusters. 

Figure 3 provides a visual presentation of the aggregate numerical outcomes, as a 
comparison between semantic-labeling only and grouping-assisted performances. 
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Table 1. Semantic-labeling and cluster-regrouping results for the crowded event scenario 

SEMANTIC LABELING ONLY 
SEMANTIC LABELING 

WITH CLUSTER REGROUPING 

 

 

Cl. CC RS RA PE AE GE  Cl. CC RS RA PE AE GE  

1 15 3 0 0.2 0 0  1 40 21 18 0.98 0.45 0.86  

2 20 4 0 0.2 0 0  2 79 17 62 1 0.78 3.65  

3 9 2 0 0.22 0 0  3 33 15 17 0.97 0.52 1.13  

4 16 4 1 0.31 0.06 0.25  4 8 1 2 0.38 0.25 2  

5 19 4 0 0.21 0 0  5 6 0 0 0 0 0  

6 18 2 1 0.17 0.06 0.5  6 4 1 2 0.75 0.5 2  

7 18 3 2 0.28 0.1 0.67  7 1 1 0 1 0 0  

8 8 1 1 0.25 0.13 1  8 3 0 0 0 0 0  

9 7 1 0 0.14 0 0  9 1 1 0 1 0 0  

10 5 1 1 0.4 0.2 1  10 1 1 0 1 0 0  

Total 135 25 6 0.23 0.04 0.24  Total 176 58 101 0.90 0.57 1.74 

Table 2. Semantic-labeling and cluster-regrouping results for the topic-tracking scenario 

SEMANTIC LABELING ONLY 
SEMANTIC LABELING 

WITH CLUSTER REGROUPING 

 

 

Cl. CC RS RA PE AE GE Cl. CC RS RA      PE   AE   GE  

1 15 1 0 0.07 0 0  1 8 5 3 1 0.38 0.60  

2 18 1 0 0.06 0 0  2 6 4 0 0.67 0 0  

3 16 2 0 0.13 0 0  3 2 2 0 1 0 0  

4 14 1 0 0.07 0 0  4 9 2 1 0.33 0.11 0.5  

5 8 1 0 0.13 0 0  5 3 3 0 1 0 0  

6 10 1 0 0.10 0 0  6 1 1 0 1 0 0  

7 11 1 0 0.10 0 0  7 1 1 0 1 0 0  

8 15 1 0 0.07 0 0  8 2 2 0 1 0 0  

9 16 1 0 0.06 0 0  9 2 2 0 1 0 0  

10 18 1 0 0.06 0 0  10 2 2 0 1 0 0  

Total 141 11 0 0.08 0 0  Total 36 24 4 0.78 0.11 0.17  
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Table 3. Semantic-labeling and cluster-regrouping results for the trend-monitoring scenario 

SEMANTIC LABELING ONLY 
SEMANTIC LABELING 

WITH CLUSTER REGROUPING 

 

 

Cl. CC RS RA PE AE GE  Cl. CC RS RA PE AE GE  

1 11 2 1 0.27 0.09 0.5  1 65 6 41 0.72 0.63 6.83  

2 18 1 0 0.06 0 0  2 2 1 0 0.5 0 0  

3 17 2 1 0.18 0.06 0.5  3 10 2 3 0.5 0.3 1.5  

4 10 0 0 0 0 0  4 20 0 13 0.65 0.65 0  

5 13 0 0 0 0 0  5 2 1 1 1 0.5 1  

6 14 0 0 0 0 0  6 1 1 0 1 0 0  

7 14 1 0 0.07 0 0  7 1 1 0 1 0 0  

8 12 0 0 0 0 0  8 1 0 0 0 0 0  

9 13 0 0 0 0 0  9 3 1 0 0.33 0 0  

10 15 0 0 0 0 0  10 1 1 0 1 0 0  

Total 137 6 2 0.06 0.01 0.33  Total 106 14 58 0.68 0.55 4.14  

 

Fig. 3. Comparison of overall performance indicators in the three test scenarios 

It is worth stressing that, when the cluster regrouping algorithm is not applied, both 
PE and GE values decrease. This means that the percentage of (relevant) attracted 
tweets is a significant fraction of the total number of tweets; the consequent  
increase in PE conveys a positive effect on the cluster density. At the same time, the 
increased weight of attracted tweets with respect to semantic-scored ones witnesses 
the beneficial effect of the grouping mechanism.   

An intriguing property of the analysis process was that the clustering regrouping 
algorithm could aggregate tweets belonging to the same conversation among groups 
of users, when no information about the user ID was ever involved throughout the 
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process. This might eventually support a community analysis methodology. This 
functionality was found out experimentally even though it was not a core target of the 
developed methodology. 

6 Conclusions 

The main challenge during the analysis of social network traffic, and in particular 
microblog, lies in the filtering of (limited) relevant messages from the vastness of 
'noisy' traffic. The approach presented in this paper attains this goal, first, by setting 
up a targeted-focusing approach, in which the analyst defines a profile of interest and 
applies semantic information to label traffic elements accordingly. Then a novel 
grouping mechanism uses the overall contents of messages (not only semantic labeled 
ones) to retrieve and aggregate portion of traffic that would otherwise escape the se-
mantic filter. Experimental evidence proved that combination of these mechanisms 
can boost the effectiveness at recovering relevant information, and therefore greatly 
improve the overall method impact when presenting results to the analyst for real-
time event monitoring. Besides, the overall methodology is quite general hence any 
semantic knowledge base can be applied to label and categorize traffic. 
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Abstract. Training spiking neurons to output desired spike train is a
fundamental research in spiking neural networks. The current article pro-
poses a novel and efficient supervised learning algorithm for spiking neu-
rons. We divide the running time of spiking neurons into two classes:
desired output time and not desired output time. Our learning method
makes the membrane potential equal to threshold at desired output time,
and makes the membrane potential lower than threshold at not desired
output time. For efficiency, at not desired output time, we just calculate
the membrane potential at some special time points where the spiking
neuron is most likely to output a wrong spike. The experimental results
show that the learning performance of the proposed method is better
than the existing methods in accuracy and efficiency.

Keywords: Spiking neurons, Membrane potential, Supervised learning.

1 Introduction

The view that information in the brain is represented by explicit timing of spikes
rather than mean firing rates has received increasing attention [1]-[4]. Just using
the firing rates concept may be too simplistic to express the brain information
and will result in loss of information in the form of precise timing of spikes [5].
Therefore spiking neurons whose operating model is much closer to biological
neurons and encode information by precise timing of spikes have been proposed
and expected to have a better performance than traditional neural networks [6]-
[8]. There are a lot of applications based on spiking neurons [9]-[12], but powerful
computing capability and broad application prospects are not fully exploited.
One of the reasons is that there is no effective learning algorithm for spiking
neural networks(SNNs). Although the exact mechanism of supervised learning
in biological neurons remains unclear [13], in order to explore a suitable learning
algorithm for SNNs, many researchers have done a lot of work and achieved
certain results. The existing supervised learning algorithm for spiking neurons
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can be classified into two types: single-spike learning and multi-spike learning.
In the following paragraphs some typical learning methods of these two types
will be introduced briefly.

SpikeProp [14] is one of the most typical methods of singe-spike learning, it
extends the traditional BP algorithm to SNNs and can be applied to classification
problems. However, SpikeProp has obvious drawbacks: it only applies to single-
spike. Though many researchers improved SpikeProp, the drawbacks are still
not resolved well. In singe-spike learning field, some other researchers have also
done a lot of contributions. Although singe-spike learning has good application
capability, networks with only singe-spike output will have limitations in the
capacity and diversity of information that they transmit [5].

Multi-spike learning methods can control multiple spikes. ReSuMe [13] (Re-
mote Supervised Method) is derived from Widrow-Hoff rule, and the practi-
cal learning algorithm composed of two weight update processes: strengthening
synaptic weights by STDP based on input spike trains and desired output spike
train, weakening the synaptic weights by anti-STDP based on input spike trains
and actual spike trains [5]. PSD [15] is also derived from Window-Hoff rule, the
biggest difference between ReSuMe and PSD is that they apply different learning
windows. The Chronotron E-learning rule [16] and the SPAN rule [17] are both
based on an error function of the difference between the actual output spike train
and desired spike train. PBSNLR [18] first transforms the supervised learning
into a classification problem and solves the problem by using the perceptron
learning rule. The biggest drawback of PBSNLR is that it needs many learning
epochs to achieve a good learning result when time step is precise.

One common disadvantage of these methods is that the learning efficiency
and accuracy are relatively low. The reason of low efficiency is that all of these
methods need to calculate the membrane potential continuously. However, when
membrane potential does not reach threshold at not desired output time, the
spiking neurons will not output a wrong spike, so the calculations of membrane
potential are unnecessary and will cause a waste of time. At not desired output
time, our method does not calculate the membrane potential continuously, but
just calculates the membrane potential at some special time points where the
spiking neuron is most likely to output a spike. In this way, the learning effi-
ciency will increase much. Most of the supervised learning methods of spiking
neurons adjust the synaptic weights according to the difference between the de-
sired output time and actual output time. However, membrane potential can be
regarded as a parameter of firing function and synaptic weights are parameters
of membrane potential. Adjusting synaptic weights directly by the difference be-
tween desired output time and actual output time will cause the adjustment of
synaptic weights indirectly. In this paper, we also put forward a new synaptic
weights update rule which adjusts the synaptic weights by comparing membrane
potential with threshold at different time. Experimental results show that the
proposed method has higher learning accuracy and efficiency over the existing
learning methods.
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The rest of this paper is organised as follows. In section 2, the spiking neuron
model and spiking neural networks used in this paper is formally defined. Our
learning method is shown in section 3. In section 4, some comparison experi-
ments are given to investigate the learning performance of the proposed learning
method. Conclusion is presented in section 5.

2 Spiking Neuron and the SNN Model

2.1 Spiking Neuron Model

There are many spiking neuron models like LIF, HH, and SRM [6]-[8] which aim
to explain the running mechanism of a biological neuron. The internal state of
the SRM model can be expressed intuitively, as a result, the SRM model is easy
for depicting our learning method and our method is valid for SRM model.

The SRM model used in this paper is much like the one used in [5]. The
membrane potential of neuron is represented by a variable u. When there is no
spike transmits from the presynaptic neurons, the variable u is at its resting
value, urest = 0. When each spike arrives, a postsynaptic potential(PSP) will be
induced in the neuron. The function ε describes the time course of the response
to an incoming spike. After the summation of the effects of several incoming
spikes, if μ reaches the threshold ϑ an output spike is triggered. If a spiking
neuron has N input synapses and the ith synapse transmits Gi spikes whose

arrival times at the neuron are denoted as gi = (t
(1)
i , t

(2)
i , ..., t

(Gi)
i ). The time

of the most recent output spike is tfr . The membrane potential of the spiking
neuron is expressed as

u(t) =

N∑

i=1

∑

t
(g)
i ∈gi

t
(g)
i >t(fr )+Ra

ωiε(t− t
(g)
i ) + η(t− tfr ),

(1)

where ωi is the synaptic weight of the ith synapse. The membrane potential of
the neuron must be calculated using input spikes with arrival time after tfr +Ra,
where Ra is the length of the absolute refractory period. The PSP induced by
one spike is determined by the spike response function ε(t)

ε(t) =

⎧
⎪⎪⎨

⎪⎪⎩

t

τ
e1−

t
τ if t > 0

0 if t ≤ 0,

(2)

When neuron fires an output spike at tfr , at the same time, the membrane
potential immediately starts dropping to its resting value, urest = 0. Then
two processes will affect membrane potential: absolute refractory period and
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relative refractory period. The refractoriness function η(t− tfr ) depicts the rel-
ative refractory period. The function η(t) is expressed as

η(t) =

⎧
⎪⎨

⎪⎩

−2ϑe
t

τR if t > 0;

0 if t ≤ 0.

(3)

During the absolute refractory the neuron can not output a spike no matter
how many PSPs arrive, and during the relative refractory the neuron is hard to
output a spike. In this paper, we simplify the SRM model by just considering
about the absolute refractory. During the absolute refractory, the membrane
potential is set to 0.

2.2 Spiking Neural Networks Model

The network architecture used in this paper is shown in Fig. 1, which consists
of three components, encoding part, supervised learning part, and output part.
This network of spiking neurons has been proved can do perfect work. Between
the encoding part and learning part, a reservoir network or Liquid State Ma-
chine(LSM) could be added. In this case, we can increase the learning capability
of a neural system significantly.

Fig. 1. Network architecture used in this paper. It contains three functional parts:
encoding, learning, and readout. A stimulus is converted into spatiotemporal spikes by
the encoding neurons. The input spiking train is passed to the next layer for learning.
The final decision is represented by the readout layer.

In this network architecture, the learning part consists of two layers spik-
ing neurons, so local supervised learning method like [13] [18] can be applied
here, and the method proposed in this paper is also a local supervised learning
algorithm.

3 Our Learning Method

In the first part of this section, a new weight update rule is proposed which pays
attention to membrane potential instead of firing time. The spiking neurons are
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most likely to output a spike at some special time points, and these special time
points include stationary points and discontinuous points (Here after we call
stationary points and discontinuous points listen points(LPs)). In the second
part of this section, the processes of solving LPs are shown. In the last part of
this section, we give a figure to illustrate our learning method.

3.1 Weight Update Rule

Spiking neuron does not emit a spike until the membrane potential reaches
threshold. Our update rule adjusts synaptic weights to make membrane potential
equal to threshold at desired output time and lower than threshold at not desired
output time.

At Desired Output Time. At desired output time, membrane potential is
required to be equal to threshold by constructing error function below

Etd =
1

2
[μ(t)− ϑ]2 if t = td, (4)

where μ(t) is the membrane potential of spiking neuron, and ϑ is the threshold.
What calls for special attention is that when we calculate μ(t), the tfr (in Eq.
(1)) is not the most recent actual fire time but the most recent target fire time. If
tfr is the most recent actual fire time, it will increase the difficulty to train and
make the training process more instable. An incorrect actual output time leads
absolute refractory to happen at a wrong time, which will affect the subsequent
membrane potential and make the adjustment after actual output time invalid.

The weight update rule is expressed as

�ωi = −β1
∂Etd

∂ωi

= −β1[u(t)− ϑ]
∑

t
(g)
i ∈gi

t
(g)
i >t(fr )+Ra

ε(t− t
(g)
i ), (5)

where β1 is the learning rate, and ωi is the synaptic weight of synapse i.

At Not Desired Output Time. At not desired output time, membrane po-
tential is required to be lower than threshold. For the sake of efficiency, we do not
compute the membrane potential at not desired output time continuously, but
just at LPs. The weight update rule is the same as PBSNLR when the membrane
potential of LPs is not less than threshold

ωi = ωi − β2

∑

t
(g)
i ∈gi

t
(g)
i >t(fr )+Ra

ε(t− t
(g)
i ) if t = LPs, t �= td and μ ≥ ϑ,

(6)
where ωi is the synaptic weight of synapse i, β2 is the learning rate, and LPs are
the stationary points or discontinuous points.
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3.2 Processes of Solving LPs

In the SRM model which is introduced in section 2, the membrane potential
must be calculated using input spikes with arrival time after tfr + Ra, and tfr

is the most recent desired output time in our weight update rule. We need to
calculate the membrane potential at LPs which are between two sequential tfr

(Here after we called the two sequential firing time tfr−1 and tfr ). During the
sequential tfr period, the function of membrane potential is not continuous, so
LPs should be discussed in different intervals.

Assuming that there are m input spikes(tfr−1+Ra < t1 < t2 < ..., tm <
tfr ) between tfr−1 and tfr period, and ωti means the weight of synapse which
transmits the ti spike. In the following, the processes of solving LPs in different
intervals are shown.

LPs in [t1, t2). The membrane potential μ(t) between t1 and t2 can be calcu-
lated as

μ(t) = ωt1ε(t− t1) = ωt1

t− t1
τ

e1−
t−t1

τ t1 ≤ t < t2 (7)

Taking the derivative of μ(t) with respect to t.

μ′(t) =
ωt1

τ
e1−

t−t1
τ (1 − t− t1

τ
) (8)

when μ′(t) = 0, we can get that t = t1 + τ . t1 + τ is a LP (stationary point) if
(t1 + τ) < t2, and t1 is a LP, because t1 is a discontinuity point of membrane
potential.

LPs in [tn−1, tn). The membrane potential μ(t) between tn−1 and tn can be
calculated as

μ(t) =
n−1∑

N=1

ωtN ε(t− tN ) (9)

Taking the derivative of μ(t) with respect to t and defining f(x) = e1−
t−x
τ (1−

t−x
τ )

μ′(t) =
n−1∑

N=1

ωtN

τ
f(tN ) tn−1 ≤ t < tn (10)

When μ′(t) = 0, it is easy to get Eq. (11) from Eq. (10).

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∑n−2
N=1

ωtN

τ f(tN )

−ωtn−1

τ f(tn−1)
= 1 ωtn−1 �= 0 (11a)

∑n−3
N=1

ωtN

τ f(tN )

−ωtn−2

τ f(tn−2)
= 1 ωtn−1 = 0 and ωtn−2 �= 0 (11b)
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Defining g(x) = f(x)
f(tn−1)

= e
x−tn−1

τ
τ−t+x

τ+tn−1−t . Taking Eq. (11a) as an example,

Eq. (11a) can be expressed as

n−2∑

N=1

ωtN

ωtn−1

g(tN) = −1. (12)

After some basic transforms, Eq. (12) can be written as

n−2∑

N=1

ωtN g(tN) = −ωtn−1

τ + tn−1 − t

τ + tn−1 − t
. (13)

Combining the defined function g(x) and Eq .(13), we can get

t =

∑n−2
i

ωti
ωtn−1

e
ti−tn−1

τ (ti + τ ) + τ + tn−1

∑n−2
i

ωti
ωtn−1

e
ti−tn−1

τ + 1
. (14)

t is a LP (stationary point) if t < tn. tn−1 is a discontinuity point of membrane
potential, so it is a LP.

LPs in [tm, tfr). The calculations of LPs at [tm, tfr ) is similar to [tn−1 , tn).
Here we just give the results

t =

∑m−1
i

ωti
ωtm

e
ti−tm

τ (ti + τ ) + τ + tm
∑m−1

i

ωti
ωtm

e
ti−tm

τ + 1
. (15)

t is a LP (stationary point) if tfr > t ≥ tm. tm is a discontinuity point of
membrane potential, so it is a LP.

3.3 An Illustration of Our Learning Method

Fig. 2 gives an illustration of our learning algorithm. At desired output time,
membrane potential is required equal to threshold, and the synaptic weight up-
date rule is abide by Eq. (3) and Eq. (4). The membrane potential of td1 is
lower than threshold, so the synaptic weight should be increased. At td2, the
membrane potential is above threshold, synaptic weight is reduced to make the
membrane potential equal to threshold. At LPs, membrane potential is required
lower than threshold, so if the membrane potential is not below threshold, the
synaptic weights should be reduced by Eq. (5). The membrane potentials of
the first and forth LP are below threshold, then the synaptic weight is no need
to update. However, at second, third and fifth LP, the membrane potential is
not less than threshold, so the synaptic weight should be reduced as shown in
Fig. 2.
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Fig. 2. A simple example to illustrate the learning mechanism of our method

4 Experiment Results

To quantitatively evaluate the learning performance, we introduce a correlation-
based measure proposed in [19] which is a method to evaluate the similar degree
between the desired spike trains and actual spike trains. The metric is calculated
after each learning epoch according to

C =
vd · vo
|vd||vo| , (16)

where vd and vo are vectors representing a convolution(in discrete time) of de-
sired and actual output spike trains with a Gaussian low-pass filter. The measure
C equals one for the identical spike trains and decreases towards zero for loosely
corrected trains.

4.1 Learning Results

In the first example, a SRM neuron with 200 synaptic inputs is trained to emit
a desired spike train with the length 500 ms. Every input spike train and desired
output spike train are generated randomly according to the homogeneous poisson
process with rates r = 10 Hz and 100 Hz, respectively. The desired output spike
trains are required to be learnable in the experiments by setting the time interval
of two adjacent spikes 3 ms because the length of the absolute refractory period
is 3 ms. The learning performance is shown in Fig. 3. (See the appendix for
details on the experimental strategy and parameter settings.)

Fig. 3(a) and 3(b) show the initial synaptic weights and synaptic weights at
the end of the learning, respectively. Fig. 3(c) illustrates the learning process
during the consecutive learning epochs, which includes the desired output spike
train denoted by ◦ and the actual output spike trains after each learning epoch
denoted by •. At first the actual output spike train is very different from the
desired output spike train. As the training progresses, the gap gets smaller and
smaller. At about 55 epochs the actual output spike train is the same as the
desired one. The measure C plotted as a function of the learning epoch is shown
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(e)Running process of the spiking neuron with the learned synaptic weights

Fig. 3. The learning performance of our method. A spiking neuron with 200 synaptic
inputs is trained on a 100 Hz poisson target spike train of length 500 ms. The actual
output spikes after each learning epoch are shown by •. ◦ denotes the desired output
spikes. The trained spiking neuron can emit the desired spike train after about 55
learning epochs.

in Fig. 3(d). At the beginning of the learning, the value of C is close to 0.18,
after about 55 learning epochs C = 1. Fig. 3(e) shows the running process of the
trained spiking neuron with the learned synaptic weights. We can see that the
firing time of the spiking neuron is the same as the desired output time which
is represented by the short bar.

4.2 Comparison Results

ReSuMe has good performance and is widely used as a supervised learning
method for spiking neurons. The learning performance of our method can be
measured intuitively by comparison with ReSuMe. In this subsection, three
groups of comparison experiments were carried out between ReSuMe and our
method. In the first group, the length of the desired output spike trains was
varied from short to long. In the second group, the firing rate of desired out-
put spike trains was varied from low to high. In the third group, the number of
synaptic inputs was varied from less to more. Longer spike train, higher firing
rate, and less synaptic inputs are used to test the merits of supervised learning
algorithm of spiking neurons widely [5] [18]. In the following experiments, the
time step which simulates continuous time is set as 0.01 ms.

In the first group of experiments, the length of the desired output spike trains
was varied from 200 ms to 2400 ms with an interval of 200 ms. In each case, 50
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experiments were carried out. The number of the synaptic inputs is 400. Every
input spike train and the desired output spike train are poisson spike trains with
rates 10 Hz and 100 Hz, respectively. The average maximum C and the average
number of epochs needed to reach maximum C are shown in Fig. 4
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Fig. 4. The comparison of the learning performance between our method and ReSuMe
when the length of desired spike trains increases gradually. (A) The learning accuracy
of our method and ReSuMe. (B) The learning epoch of our method and ReSuMe.

Fig. 4(A) investigates the learning accuracy. The accuracy of our method and
ReSuMe is very high when the length of desired spike trains is not very long.
The accuracy of both our method and ReSuMe decreases when the length of the
desired spike train increases. However, the accuracy curve of ReSuMe decreases
earlier than our method and the decrease extent of our method is less than
ReSuMe. Overall, the accuracy curve of our method is higher than ReSuMe
when the length of desired spike train varies from 200-2400 ms.

Fig. 4(B) investigates the learning efficiency. The number of learning epoch
increases as the length of desired output spike train increases. However, the
number of learning epoch of our method is fewer than ReSuMe significantly.
More importantly, the time cost of one learning epoch of our method is much
less than ReSuMe. In Fig. 4, we do not mark the time cost of one learning epoch,
as different experiments hardware conditions and different codes will affect the
time cost. We give a theoretical analysis for time complexity. Computing the
membrane potential spends the majority of experimental time. ReSuMe needs
to calculate the membrane potential continuously, while our method just need
to calculate the membrane potential at LPs, so the time cost of one learning
epoch of our method is much less than ReSuMe. For efficiency, our method need
less learning epochs to reach the maximum C, and the time cost of one learning
epoch of our method is less than ReSuMe, so the convergence speed and learning
efficiency is much better than ReSuMe.
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In the second group of experiments, the firing rate of the desired output spike
trains was varied from 80 Hz to 150 Hz with an interval of 10 Hz. In each case, 50
experiments were carried out. The synaptic inputs number is 400. Every input
spike train is poisson spike trains with rate 10 Hz. The length of the desired
output spike train is 1000 ms. The experimental results are shown in Fig. 5.
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Fig. 5. The comparison of the learning performance between our method and ReSuMe
when the firing rate of desired spike trains increases gradually. (A) The learning accu-
racy of our method and ReSuMe. (B) The learning epoch of our method and ReSuMe.

First, we investigate the learning accuracy. Fig. 5(A) shows that the learning
accuracy of our method is higher than ReSuMe when the firing rate varies from
low to high(80Hz-150Hz).

We next investigate the learning efficiency. From Fig. 5(B), we can see that
the learning epoch of our method is fewer than ReSuMe obviously. As we have
analysised before, the time cost of one learning epoch of our method is much
less than ReSuMe. When the firing rate varies from low to high, the learning
performance is better than ReSuMe.

In the third group of experiments, the number of synaptic inputs was varied
from 50 to 4000 with an interval of 50. In each case, 50 experiments were carried
out. Every input spike train and the desired output spike train are poisson spike
trains with rates 10 Hz and 100 Hz, respectively. The length of the desired output
spike train is 1000 ms. The experimental results are shown in Fig. 6.

In Fig. 6(A), the learning accuracies of the two methods are very low when
the number of the synaptic inputs is small and the accuracy curve of ReSuMe is
above our method. Accuracy increases when the number of synaptic inputs in-
creases gradually, the accuracy curve of our method increases relatively early and
steeply. Finally, the two curves intersect. The learning accuracy of our method
is significantly higher than the learning accuracy of ReSuMe with a range of the
number of synaptic inputs (200-400).
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Fig. 6. The comparison of the learning performance between our method and ReSuMe
when the number of synaptic inputs decreases gradually. (A) The learning accuracy of
our method and ReSuMe. (B) The learning epoch of our method and ReSuMe.

Fig. 6(B) shows that the number of learning epoch decreases when the number
of synaptic inputs is gradually increases, our method needs fewer learning epoch
than ReSuMe, so the convergence speed of our method is better than ReSuMe.

5 Conclusion

This paper presented an efficient and novel supervised learning algorithm for
spiking neurons. In the experiments, the learning accuracy and efficiency of our
method are much better than ReSuMe. Learning accuracy and efficiency are two
extremely important performance indexes of the learning methods and play a
key role in the practical applications. Therefore, our method is significant to
the practical applications and theoretical research of spiking neurons. ReSuMe
has wide applicability for different spiking neuron models, such as LIF and HH.
However, our method is limited to SRM model. How to extend our method to
different spiking neuron models is our future work. Our method is a local multi-
spike learning method. If we can improve it to multi-layer, the learning and
memory capacity of spiking neural networks will enhance a lot and will reduce
the size of the networks, this is future work.

Appendix: Details of Simulations

In this experiment of Fig. 3, the parameter values of the neurons and learning
rates are listed in Table 1, and the values of τ , ϑ and Ra keep the same in other
simulations.

The learning rates of our method in Fig. 4 to Fig. 6 are shown in Table 2.
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Table 1. Parameters of the SRM neuron and learning rates

Parameter τ β1 β2 ϑ Ra

Value 7ms 0.05 0.005 1mv 3ms

Table 2. Learning Rates of the Experiments

Learning rates β1 β2

Figure 4 0.02(200ms)-0.003(2400ms) 0.002(200ms)-0.0005(2400ms)
Figure 5 0.01(80Hz)-0.007(150Hz) 0.001(80Hz)-0.0006(150Hz)
Figure 6 0.01(400)-0.008(50) 0.001(400)-0.0008(50)
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Abstract. In this paper we propose a new optimization method of
integrate-and-fire neural model for shortest path problem and compare
it with Dijkstra algorithm. The proposed algorithm improves the speed
of path planning by parallel property of spike spreading in the network
and makes efficiency independent from the number of connections of
the network which is only related to the length of the shortest path
in the network with determined number of edges. Mathematical analy-
sis and simulations demonstrate that planing shortest path by utilizing
connections between transmission time in integrate-and-fire model and
edge weights is feasible. The comparisons with Dijkstra algorithm man-
ifest that the new algorithm does have superiority in some application
scenarios.
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1 Introduction

Shortest path (SP) problem, the fundamental network optimization problem, is
often raised as a sub-problem in both practical applications and research prob-
lems [1] such as routing strategy [2], geographic information system [3], mobile
navigation [4], wireless network routing [5]. Researches on SP Algorithm, consid-
ered as SP Problem’s kernels in computer science, are mainly focused on dynamic
performance, efficiency optimization, model innovation [6], etc. Typically, Dijk-
stra algorithm [7] provides a universal solution for SP problem. It is fairly simple
when implemented on normal scale networks. But for large scale networks, high
costs on CPU time has limited its application [8].

Spiking neural networks (SNNs), emerged as the new generation of pulsed neu-
ron networks, take the benefits of computational properties of biological neurons
[9]. They focus on model’s temporal structure, using spikes to carry informa-
tion. [10] Classical spiking neuron models such as spike response model (SRM),
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integrate-and-fire model (IF), Hodgkin-Huxley model (HH) process information
in a novel way which are logically and biologically feasible. There are a lot of
applications based on spiking neural networks [11] [12]. Our work on this topic
has presented a novel shortest-path algorithm based on IF model.

Section 2 introduces the model used in our algorithm and does the theoretical
analysis to match the model with the SP problem. Algorithms are described
in Section 3. Simulations and comparisons are conducted out in the following
section. Finally, conclusions are drawn in the last section.

2 The Proposed Spiking Neuron Model

Biologically, the communication between two cells is usually in the form of spik-
ing. When one cell fires, the spiking transmits to another cell through synapse
which will fire after a certain time. Ignore transmission time through axon and
only consider the time that a cell takes to fire which is just the time that the
spiking takes to transmit through synapse. In short, the time of spiking trans-
mission from source to destination is that all the cells on the transmission path
take to fire.

Since the axon can stretch over several millimeters, it is common that one
cell connects to several cells. However, the transmission through one specific
synapse is unidirectional which makes it necessary to build two synapses while
the transmission between two nodes is bidirectional.

In our model, we use the time of transmission from source to destination to
weight the length of paths, comparing to Dijkstra. To solve the SP problem
successfully, it is necessary to prove that the edge weight w has proportional
relations with transmission time. How to make connections between edge weights
w and parameters in spiking neural model becomes an important question. In
this section we will introduce the model used in our algorithm first and then
analyze the relations between weights and time.

2.1 Integrate-and-Fire Model

As one of the most well-known and widely-used spiking neuron model, the
integrate-and-fire model, which is also known as the linear integrate-and-fire
model or leaky-integrate-and-fire model referring to its basic model, assumes the
membrane to be leaky, and simulates the ion transfer in the ion channels of the
membrane. The ion transfer from all presynaptic neurons nearby is represented
as the temporal summation of all contributions to the membrane potential u(t).
The postsynaptic neuron will fire while a threshold θ is reached by this contribu-
tion. Such that the membrane potential repeatedly transfers from the threshold
potential to the reset potential. By the RC circuit, a typical neuron of IF model
is composed as below.

The main compartment of the model is the RC circuit in the circle of the right-
hand side shown in Fig. 1. With the circuit input current I, when the voltage
U across the capacitor C reaches the threshold θ, a pulse will be transmitted to
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Fig. 1. Integrate-and-fire neuron model [13]

other neurons as an output of the circuit shown in the lower right of Fig. 1. The
pulse sent out by the presynaptic neuron will travel through the axon of another
neuron shown in the left of Fig. 1. The pulse transmitted will be filtered in the
low-pass circuit shown as the synapse in the middle of Fig. 1. Then it will be

transmitted as the driving current I(t− t
(f)
i ) into the integrate-and-fire circuit.

The driving current will be split into two components, the capacitor and the
resistor, yielding the Eq. (1).

I(t) =
u(t)

R
+ C

d(u)

dt
(1)

Where the voltage u(t) across the capacitor C is the membrane potential.
Making the time constant τm = RC, which is called the membrane time constant,
and rewrite Eq. (1) in the form of Eq. (2).

τm
d(u)

dt
= −u(t) +RI(t) (2)

The Eq. (2) describes the first-order linear differential characteristics of the
model. To present its full neuronal spiking behavior, a threshold condition need
to be added as follow.

A pulse is emitted at time t = t(f) when the membrane potential reaches the
threshold θ with u(t(f) = θ). The potential will be reset to ureset defined by Eq.
(3) immediately after the emitting and integrate again from this point.

lim
t→t(f);t>t(f)

u(t) = ureset (3)

The proposed model used in our algorithm is mainly ruled by Eq. (2) and (3).

2.2 Theoretical Analysis

To apply neural spiking model, the weight of topological graph need to be trans-
fered to the spiking time. Thus we have to make the time which spiking spends
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on traveling between nodes linear with the edge weight. In this subsection, the-
oretical results are mathematically deduced to show the relation between these
two variables.

In our model, a neuron i is said to fire at time T , if ∃ε ≥ 0, such that

ui(t) =

⎧
⎨

⎩

0 when T − ε ≤ t < T
1 when t = T
0 when T < t ≤ T + ε

(4)

We denote the firing time as t
(f)
i .

For any neuron i in IF model, whose parent neuron p fires at time t
(f)
p while

neuron i itself has not fired, if it fires at time t
(f)
i with t

(f)
i > t

(f)
p , then the firing

time t1 and t2 of neuron i in two individual experiments is in a linear relation
with their respective weights w1 and w2 in the topological graph, presenting as
the Eq. (5).

w2 − w1 =
t2 − t1
τm

(5)

Here is the proof of Eq. (5).
In the IF model mentioned in subsection 2.1, with a constant input I0 and

a reset potential equaling to zero, that I(t) = I0 and ureset = u(t
(f)
p ) = 0, the

relation between the membrane potential and the spiking time can be presented
as Eq. (6) by integrating Eq. (2).

u(t) = RI0[1− e(−
t−t

(f)
p

τm
)] (6)

Since neuron i fires at time t1 and t2 when membrane potential reaches the
threshold θ1 and θ2 respectively, the Eq. (7) can be concluded as Eq. (6).

⎧
⎪⎨

⎪⎩

θ1 = RI0[1− e(−
t1−t

(f)
p

τm
)]

θ2 = RI0[1− e(−
t2−t

(f)
p

τm
)]

(7)

Make w a function of θ as Eq. (8).

w = −ln(RI0 − θ) (8)

Eq. (7) can be presented as

⎧
⎪⎨

⎪⎩

ew1 = e−
t1−t

(f)
p

τm

ew2 = e−
t2−t

(f)
p

τm

(9)

Divide these two equations, getting Eq. (10).

e−(w2−w1) = e−(
t2−t1
τm

) (10)



An Optimization Method of SNNs for Shortest Path Problem 189

Thus

w2 − w1 =
t2 − t1
τm

(11)

This completes the proof. From the deduction, the connection between topo-
logical weights and parameters in spiking neural model has been made as Eq.
(8). Also, from the Eq. (11), we can conclude that Δw is in proportion to Δt
which means the applying of shortest path problem is practicable by setting the
neural threshold θ according to Eq. (12).

θ = RI0 − e−w (12)

3 The Novel Shortest-Path Algorithm

The temporal encoding type of spiking neural model makes spiking neural net-
work an applicable network to analysis the time-structured data. Consider a
random graph, we take every neuron of the neural network mapping as a node
in the graph respectively. If there is an edge between two nodes, it indicates that
one neuron cell’s axon connects to another cell’s dendrites through synapses bidi-
rectionally. Specially when there is no edge between two nodes, the weight is set
to be infinite. Initially fire the neuron corresponding to the starting node, trig-
gering the pulse propagation of the neural network following the shortest path.
The shortest path tree will result when all the neurons have fired successfully.

Here we use a real graph illustrated in Fig. 2 to present the mapping relation.

Fig. 2. A random graph for demonstration

All the neurons stay in refractory period at beginning. When neuron 1 corre-
sponding to node 1 is activated by current I0 initially, neuron 2 corresponding to
node 2 starts getting the pulse from neuron 1 with threshold setting as RI0−e−1.
After time τm, neuron 2 starts emitting pulses to the inactivated neighbor neu-
rons with input current I0 since the threshold is reached. Step by step, once
neuron A is activated, neighbor neuron B’s threshold will be set as RI0− e−wAB

according to the edge weight between node A and node B respectively. After
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time wABτm, neuron B will be activated. Neuron A sends out the pulse to all
the neighbor neurons simultaneously, and will be reset to refractory period after
all the neighbor neurons being activated. Infinite weight will be set if neuron
D is not activated by neuron C. Shortest path tree will then be formed by the
strengthen networks.

Using this mapping method, topological information is successfully transferred
into spiking neuron networks. Conjecture can be presented that an area process-
ing the routing process exists in biological neuron networks. A routing task
will result in fast neural mapping and processing. The mapping relation will be
strengthened with the better familiarity and judgment of the geographical en-
vironment. The specific description of the algorithm is given as below, with an
example based on Fig. 2.

Firstly we set Vn = V0, t = 0. Then compute the shortest path by the following
two algorithm.

Searching shortest time algorithm

1. Stimulate Vn at time t.
2. t = t+ 1, w = w − 1. (One node is stimulated but another is not.)
3. If there exists wm = 0, then stimulate another node Vk(connect to Vn). If

there are more than one w that equals 0, then stimulate all nodes connecting
to them. If there is no w that equals 0, then turn to step 2.

4. Record Vk at time t. If there are more than one node that is excited at time
t, then record them all. Then turn to step 2.

In the algorithm above, the shortest time transmitted from source to destina-
tion is computed. The algorithm below is to find out the shortest paths according
to the result obtained. The core idea is to draw a tree from V0 to Vn making the
paths form V0 to all the other nodes the shortest path.

Searching shortest path tree algorithm

1. Draw node V0, t = 0.
2. t = t + 1, draw node that simulated at time t. If there are more than one

node that is stimulated at time t, then draw them both. If there is no node
stimulated at time t, turn to step 2.

3. If w between the node stimulated at time t and another node stimulated
before time t equals 0, then point the node stimulated before time t to the
node stimulated at time t. Turn to step 2.

To clarify our algorithms more clearly, the shortest path tree of Fig. 2 is
computed step by step as an example. Fig. 2 illustrates a real network, where
node 1 is the starting node. All neurons have not fired yet at the initial time, and
there is no descending of any edge weight. The computation process is shown
below where wi,j indicates the weight of edge between node i and node j.
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– At time 0, neuron 1 fires, thus w1,2 and w1,5 start to diminish, w1,2 = 1 and
w1,5 = 2.

– At time 1, w1,2 reaches 0, hence neuron 2 is stimulated by node 1. Then w2,5

and w2,3 start to diminish, w2,5 = 8 w2,3 = 4 and w1,5 = 1.
– At time 2, w1,5 reaches 0, hence neuron 5 is stimulated by node 1. Then w5,6

and w5,7 start to diminish, w2,5 = 7 w2,3 = 3 w5,7 = 5 and w5,6 = 4.
– Then there is no neuron fire until time 5. At time 5, w2,3 reaches 0, hence

neuron 3 is stimulated by neuron 2. Then w3,6 w3,7 w3,8 and w3,4 start to
diminish, and w2,5 = 4 w5,7 = 2 w5,6 = 1 w3,6 = 2 w3,7 = 6 w3,8 = 2 and
w3,4 = 3.

– At time 6, w5,6 reaches 0, hence neuron 6 is stimulated by neuron 5. Then
w6,7 start to diminish, w2,5 = 3 w5,7 = 1 w3,6 = 1 w3,7 = 5 w3,8 = 1 w3,4 = 2
and w6,7 = 3.

– At time 7, w5,7 and w3,8 reach 0. As neuron 6 has fired, only neuron 7 and
8 fire, which are respectively stimulated by neuron 5 and 3. Then w7,8 w8,9

and w4,8 start to diminish, w2,5 = 2 w8,9 = 1 w7,8 = 4 w3,7 = 4 w3,8 = 1
w4,8 = 2 and w6,7 = 2.

– At time 8, w3,4 and w8,9 reach 0, hence neuron 4 and 9 are respectively
stimulated by neuron 3 and 8. So far, all neuron have fired, and the pulse
propagation stops. Then we can get a shortest-path tree as illustrated in
Fig. 3.

Fig. 3. The shortest-path tree obtained by

4 Simulations and Comparisons

In this section, simulations will be given to testify the feasibility of the Spik-
ing algorithm (SA) and to compare its efficiency with the Dijkstra algorithm
(DA). The graph generation method is introduced as a prerequisite. Main inter-
est focuses on scale and connectivity of different networks. These programs are
coded in MATLAB 7.14, and run in a compatible PC with Core 2 Duo CPU
T6670@2.20GHz and 2GB RAM.

Firstly, generate a proper network: N nodes are generated within a 100*100
square randomly and connect the two nodes when the Euclidean distance of the
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nodes is shorter than 30. Suppose that the weigh is equal to the distance and N
is range from 80 to 1000. The simulation selects a node randomly as the starting
node and calculates the path to all other nodes afterwards. The result of the
comparison of SA and DA is indicated in Fig. 4(a).
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(a) In random networks
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(b) In fully connected networks

Fig. 4. Algorithm efficiency in different networks

We ran SA and DA both 100 times for each generated network. The compari-
son confirm that the SA is absolutely right. With increasing network complexity,
the time used will be longer and the advantage of SA is more obvious. When
the number of nodes is 80 which is the minimum nodes ensuring a connected
network, the efficiency of two algorithms are almost same. However when the
number of nodes reaches 1000, the efficiency of SA is almost twice as good as
DA, regarding the CPU time.

To further demonstrate the superiority of the proposed algorithm, more ex-
periments are done in different network conditions. In the Fig. 4(b), the fully
connected network is generated for efficiency comparison and the result indicated
that SA is so much better than DA. Seemingly that he performance is propor-
tional to intensity of connections of the network. We designed an experiment
resulting as Fig. 5.

The simulation is performed 100 times utilizing networks with 500 nodes and
same average weights. The intensity of the network is described as a variety
r which we called as connection probability. Supposing that two nodes connect
only if their Euclidean distance less than r∗100 (r is ranging from 0.3 to 1.4). The
larger the connection probability, the better the network connectivity, resulting
the higher efficiency of SA, while the efficiency of DA stays almost the same.

To further analysis the algorithm, we structured some networks with 500
nodes and changing weights, making the weights randomly spread in [w,w+10]
with w ranging from 0 to 200. Those network was used to do the simulation
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Fig. 5. Relation between algorithm efficiency and connection probability
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Fig. 6. Relation between algorithm efficiency and average weights

100 times also. According to the results we obtained a bar graph as Fig. 6. It
shows that when w = 100, the CPU time of SA and DA stays almost the same.
Superiority of SA is more obvious on relatively smaller weights networks.

Simulation results show that all the shortest path trees computed by SA are
verified to be right. In the computational neuron model, every neuron is taken
as a sensor to transfer the firing event to neighbor neurons without comparing.
Comparison experiment shows that SA is better than DA when the network is
with more nodes and more complex connections. However, SA needs more time
than DA when the network’s average weight becomes larger. In the condition
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of large scale networks with medium weights, such as sensor networks, SA will
have better efficiency on SP problem.

5 Conclusions

This paper presents a modified integrate-and-fire model to solve the shortest
path problem. The method of simulation on biological routing in neural net-
works makes the spiking neural network a perfect match for the parallel com-
puting problem. The proposed algorithm improves the speed of path planning by
parallel property of spike spreading in network and makes efficiency independent
from the number of connections of network which is only related to the length of
the shortest path in a network with determined number of edges. And the com-
parison with Dijkstra algorithm manifests that it has biological superiority and
computation efficiency in networks with large average degree and large amount
of nodes.
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Abstract. Big data is an emerging term in the storage industry, and it is data an-
alytics on big storage, i.e., Cloud-scale storage. In Cloud-scale storage systems,
load balancing in request workloads across a metadata server cluster is critical for
avoiding performance bottlenecks and improving quality of services. Many good
approaches have been proposed for load balancing in distributed storage systems.
Some of them pay attention to global namespace balancing, making metadata
distribution across metadata servers as uniform as possible. However, they do
not work well in skew request distributions, which impair load balancing but si-
multaneously increase the effectiveness of caching and replication. In this paper,
we propose Cloud Cache (C2), an adaptive load balancing scheme for metadata
server cluster in Cloud-scale storage systems. It combines adaptive cache diffu-
sion and replication scheme to cope with the request load balancing problem, and
it can be integrated into existing distributed metadata management approaches
to efficiently improve their load balancing performance. By conducting a perfor-
mance evaluation in trace-driven simulations, experimental results demonstrate
the efficiency and scalability of C2.

1 Introduction

Big data depends on a key foundation, which is how to make much data durable and
dependable, and access to as much data as possible1. It brings a challenging problem,
which is how to efficiently store all that data on a Cloud scale. Modern Cloud-scale
storage systems that store EB-scale (1018 or 260 bytes) data [1, 2], separate file data
access and metadata transactions to achieve high performance and scalability. EB-scale
data is managed with a distributed storage system in a data center to support many com-
putations, e.g., the large synoptic survey telescope2, in which there are more than 1018

files. Data is stored on a storage cluster including numerous servers directly accessed
by clients via the network, while metadata is managed separately by a metadata server
(MDS) cluster consisting of a few dedicated servers. The dedicated MDS cluster man-
ages the global namespace and the directory hierarchy of file system, the mapping from

1 http://storiant.com/resources/Storiant-CIO-Survey-Report.pdf
2 http://www.lsst.org/lsst
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files to objects, and the permissions of files and directories. The MDS cluster just al-
lows for concurrent data transfers between large numbers of clients and storage servers,
and it provides efficient metadata service performance with specific workloads, e.g.,
thousands of clients updating to the same directory or accessing the same file.

Compared to the overall data space, the size of metadata is relatively small, and it is
typically 0.1% to 1% of data space3, but it is relatively large in EB-scale storage sys-
tems, e.g., 1PB to 10PB for 1EB data. Besides, 50% to 80% of all file system accesses
are to metadata [3]. Therefore, in order to achieve high performance and scalability, a
careful MDS cluster architecture must be designed and implemented to avoid potential
bottlenecks caused by metadata requests. To efficiently handle the workload generated
by a large number of clients, metadata should be properly partitioned so as to evenly
distribute metadata traffic by leveraging the MDS cluster efficiently. At the same time,
to deal with the changing workload, a scalable metadata management mechanism [4] is
necessary to provide highly efficient metadata performance for mixed workloads gen-
erated by tens of thousands of concurrent clients. The concurrent accesses from a large
number of clients to Cloud-scale distributed storage will cause request load imbalance
among metadata servers and inefficient use of metadata cache. Distributed caching is a
widely deployed technique to handle request load imbalance and reduce request latency,
and it is both orthogonal and complementary to the load balancing technique proposed
in [4]. Meanwhile, distributed replication is also able to decrease the retrieve latency of
metadata items. There are two insights based on our experience: 1) replicas on cached
metadata items can balance request workload, and 2) increasing the number of replicas
does help handle bursts of workloads.

In this paper, we propose an adaptive load balancing approach named C2 to solve the
above problems. We consider how to find an efficient caching and replication scheme,
which automatically adapts to changing workload in EB-scale storage systems. By an-
alyzing a running workload of requests to metadata items, it calculates a new load-
balancing plan and then migrates them when their request rates are more than the re-
quest capacity of the node that maintains them. The input to our migration plan consists
of an initial state of metadata items in virtual nodes and a given requirement of load
balancing, and their request capacities. Our goal is to find a migration plan that moves
the metadata from the initial state to the final state of load balancing with the minimum
rounds. Moreover, the overlay network topology and metadata access information are
utilized for metadata replication decisions.

The rest of the paper is organized as follows. Section 2 describes the problem def-
inition. The adaptive cache diffusion mechanism is presented in Section 3. Section 4
introduces the adaptive replication scheme in C2. In Section 5 we present performance
evaluation results of C2. Section 6 describes related work. In Section 7 we conclude
this paper.

3 http://dcslab.hanyang.ac.kr/nvramos08/EthanMiller.pdf

http://dcslab.hanyang.ac.kr/nvramos08/EthanMiller.pdf
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2 Problem Definition

2.1 Traces Analyzed

There are three real traces we analyze as shown in Table 1. Microsoft means Microsoft
Windows build server production traces [5] from BuildServer00 to BuildServer07
within 24 hours, and its data size is 223.7GB (including access pattern information).
Harvard is a research and email NFS trace used by a large Harvard research group [6],
and its data size is 158.6GB (including access pattern information). We implemented a
metadata crawler that performs a recursive walk of the file system using stat() to extract
file/directory metadata. By using the metadata crawler, the Linux trace is fetched from
22 Linux servers in our data center, and it is different from and much bigger than the
Linux trace in [7]. Its file system metadata size is 4.53GB, and data size is 3.05TB.

Table 1. Traces

Trace # of files Path metadata Max. length

Harvard 7,936,109 176M 18
Microsoft 7,725,928 416M 34

Linux 10,271,066 786M 21

2.2 Load Balancing

Distributed metadata server cluster must guarantee good load balancing in such a way
that they can meet their throughput and latency goals, and both partitioning and replica-
tion can be combined to make them scalable. They have to balance two kinds of loads:
1) storage load and 2) request load. The storage load is static for requiring constant stor-
age capacity in each node. Capacity is typically load-balanced by using a hashing-based
approach [8]. The request load is dynamic for handling queries from users. Metadata
should be distributed as uniformly as possible among nodes, and no node should cope
with much more query requests than another node. Although some schemes can bal-
ance the utilization of storage space, they do not balance the request load, in which
hot spots often occur, i.e., some items are requested more than others. Many real-world
workloads have uneven request distributions. Distributed systems typically balance the
request load with the following ways. Some systems dynamically move data from over-
loaded servers to underloaded servers to make the request load uniform. Others rely
upon replication to direct queries to the underloaded ones with a number of replicas,
substantially improving load balancing [9].

2.3 DROP with Caching

DROP [7] leverages pathname-based locality-preserving hashing (LpH) for metadata
distribution and location, avoiding the overhead of hierarchical directory traversal. To
access data, a client hashes the pathname of the file with the same LpH function to
locate which MDS contains the metadata of the file, and then contacts the appropriate
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MDS. The process is extremely efficient metadata access, typically involving a single
message to a single MDS. With losing negligible metadata locality, DROP uses an ef-
ficient histogram-based dynamic load balancing mechanism to balance storage load.
We can leverage the namespace locality in keys by caching metadata items within the
same domain in lookup results, reducing total metadata lookup traffic. DROP maintains
namespace locality in metadata placement, so clients do not need to require data from
many nodes, and repetitive lookups are avoided because of the lookup cache mecha-
nism. Large amounts of localities exist in distributed systems, e.g., file access locality
in P2P systems [10], and they are the basis for distributed caching techniques.

Metadata server architecture is shown in Figure 1. DROP is a SSD/NVM-based [11]
key-value store, where key is pathname, and value is its inode information. C2 is used
to deal with request load balancing, in which the lookup cache stores metadata items
in recent query results, so future query requests that access keys in cached key ranges
entirely bypass the lookup step. Clients could also explore a lookup cache in DirHash or
FileHash that is to randomly distribute directories or files according to their pathnames,
each of which is assigned to a metadata server, but it would be less effective since
future queries may not request keys in recently accessed key ranges. Cache entries may
become stale because of potential dynamic system membership. DROP falls back to a
normal lookup when a metadata item is not found. It does not affect correctness with a
stale cache entry, but it impairs retrieval latency.

System Interface

Storage Manager

Replication 
Engine

Failover 
Policy

Lookup
Cache

SSD/NVM-based Key-value Store

Locality-preserving 
Hashing

Dynamic Load
Balancing

Ring

DROP

Cloud 
Cache (C2)

EB-scale 
storage

Storage load 
balancing

Request load 
balancing

Ki=pathname Vi=inode_info

Inode: 16648240
Blocks: 80
Size: 39787

Uid: ( 1000/ Alice)
Gid: ( 1000/ Alice)
Data server: DS3 

…

/home/Alice/…/a.txt

Fig. 1. Metadata Server Architecture

When a file/directory is updated, DROP is responsible to insert its metadata’s new
versions along the entire path to the root. It makes sure that each read must have a con-
sistent view of the metadata, and it implies that each write must update all the metadata
along the full path. When writing temporary files, DROP avoids this overhead with a t-
second write-back cache, which is also explored as a buffer. Due to this buffer, multiple
reads of the same metadata occurring within a t-second window only require it to be
retrieved once. Metadata items seen by clients may be stale by up to t seconds because
of this cache, but incomplete writes will never been seen.
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2.4 Problem Formulation

Given a set of nodes S (S = {Si, i = 1, · · · , n}), with each storing a subset of metadata
items D (D = {Dj , j = 1, · · · ,m}) and a specified set of move operations, each of
which specifies which item needs to be moved from one node to another one. A question
we face and address is how to schedule these move operations. For each metadata item
d, there is a subset of source MDSs Sd and target MDSs Td. In the beginning, only the
MDSs in Sd have metadata item d, and all the MDSs in Td want to receive it. A MDS
in Td becomes a source of item d after it receives item d. Our goal is to find a metadata
migration plan using the minimum number of rounds, where there is a constraint that is
each MDS just takes part in the transfer of only one item either as a sender or receiver.
It is a NP-hard problem [12].

There are a set of nodes S and a set of metadata items D. Initially, each MDS stores
a subset of items. A transfer graph G = (V,E) is built, in which each node represents a
virtual node and an edge e = (u, v) represents a metadata item to be moved from a node
u to v. Over time, metadata items may be moved to another MDS for load balancing.
Note that the transfer graph can be a multi-graph, in which there are multiple edges
between two nodes, when multiple metadata items are moved from one node to another.

There are two situations: 1) the request load of an item is smaller than a given request
load threshold lt for a node, and 2) the request load of an item is bigger than lt for a
node. The Microsoft trace shows that the hottest file is accessed over 2.5% of total
requests and the the combined CDF of hottest 125 files is close to 90% [5]. It tells that
the hottest file is much more popular than one of other files that are not in the hottest 125
files. Suppose that there are 20 metadata servers, each of which has five virtual nodes,
and there are 100 virtual nodes in total. Any virtual node that maintains the hottest file
will be overloaded. For the first situation, we can use adaptive cache diffusion discussed
in Section 3, while for the second one, we can use adaptive replication scheme described
in Section 4.

3 Adaptive Cache Diffusion

We first present an adaptive cache diffusion approach that leads to low migration over-
head and fast convergence. Load-stealing and load-shedding are used to achieve this
goal. Cache space is used for retrieval operations of DROP, in which a cached metadata
item is placed at a virtual node to accelerate subsequent retrievals. It might be replaced
via LRU very soon after it is created.

3.1 System Model

A physical metadata server might have a set of virtual nodes N = {n1, n2, · · · , nd}
with a set of loads L = {l1, l2, · · · , ld}. Load is applied to metadata servers via their
virtual nodes, i.e., metadata server S might have load LS =

∑d
i li. A MDS is said to

be load-balanced when it satisfy Definition 1, i.e., the largest load is less than t2 times
the smallest load in the DROP system. According to Definition 1, a MDS has an upper
target Lu (Lu = t × L) and a lower target Ll (Ll = 1/t × L). If a MDS finds itself
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receiving more load thanLu, it considers itself overloaded. Otherwise, it considers itself
underloaded if it finds itself receiving less load than Ll. MDSs may want to operate
below their capacities to prevent variations in workload from temporary overload.

Definition 1 (MDSi is load balancing). MDSi is load balancing if its load satisfies
1/t ≤ Li/L ≤ t (t ≤ 2).

File popularity [6] follow Zipf request distributions. The Zipf property of file access
patterns is a basic fact of nature. It states that a small number of objects are greatly
popular, but there is a long tail of unpopular requests. A Zipf workload means that des-
tinations are ranked by popularity. The Zipf law states that the popularity of the ith-most
popular object is proportional to i−α, in which α is the Zipf coefficient. Usually, Zipf
distributions look linear when plotted on a log-log scale. Figure 2 shows the popularity
distribution of file/directory metadata items in the Microsoft and Harvard traces. Like
the Internet, the metadata request distribution as observed in both traces also follows
Zipf distributions.

(a) Microsoft Windows trace (b) Harvard trace

Fig. 2. Read and write distribution

3.2 Load Shedding

Load-shedding means that an overloaded node attempts to offload requests to one or
more underloaded ones. It may be well suited to the DROP MDS cluster. An over-
loaded node n1 has to transfer an item x to another node n2, and simultaneously create
a redirection pointer to n2. The item x also could be replicated at n2, increasing redun-
dancy and allowing n1 to control how much load would be shed. In Section 4, we will
explain how to effectively place multiple replicas using a multiple-choice scheme.

There are m metadata items in a node, with a tuple of loads 〈l1, l2, · · · , lm〉 and a
tuple of probabilities 〈p1, p2, · · · , pm〉. When this node has a cache of size c > 0, the
c most frequently requested items will all hit the cache of this node, with two tuples of
positive numbers 〈l1, l2, · · · , lc〉 and 〈p1, p2, · · · , pc〉 respectively. Let L be t× L, and
this node is overloaded if

∑c
i li > L. Therefore, it can be formulated as a 0-1 Knapsack
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Problem that is NP-hard, i.e., it is to determine how to reassign some items to other
nodes in a way that minimizes metadata migration from this node as follows:

maximize z =
c∑

i=1

pixi (1a)

s.t.
c∑

i=1

lixi ≤ L (1b)

xi ∈ {0, 1}, i ∈ {1, 2, · · · , c} (1c)

Constraint (1b) ensures that the total load of metadata items kept in this node is less
than L. Constraint (1c) states if an item xi is kept or not.

3.3 Load Stealing

Load-stealing states that a underloaded node n1 seeks out load to take from one or more
overloaded nodes. The load-stealing node finds such a node n2, and it makes a replica
of an item x in the node n2, which creates a redirection pointer to n1 for the item x. A
natural idea is to have n1 attempt to steal metadata items, for which n1 has a redirection
pointer. A metadata item can be placed using multiple choices, and it is associated with
one of its r hash locations, which is further explained in Section 4.

There are a number of metadata items from previous nodes with two tuples of posi-
tive numbers 〈l′1, l′2, · · · , l′c′〉 and 〈p′1, p′2, · · · , p′c′〉 respectively. If

∑c
i li < L, this node

is in load balancing, and it can take some items with its cache space of L− Le. There-
fore, it also can be formulated as a 0-1 Knapsack Problem, i.e., it is to determine how
to take some items from other overloaded nodes in a way that maximizes the cache
utilization of this node as follows:

maximize z =

c′∑

i=1

p′ixi (2a)

s.t.
c′∑

i=1

l′ixi ≤ L− Le (2b)

xi ∈ {0, 1}, i ∈ {1, 2, · · · , c′} (2c)

where

Le =

c∑

i=1

li (3)

3.4 Traffic Control

During load balancing, a metadata item may be migrated multiple times. DROP uses
metadata pointers to minimize metadata migration overhead. For a metadata pointer, a
node retrieves the metadata when it has held the pointer for longer than the stabilization
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time of the pointer. Using metadata pointers only temporarily hurts metadata locality
when balancing the load. Besides reducing load balancing overhead, pointers also can
make writes succeed even when the target node is at capacity, pointers can be utilized
to divert metadata items from heavy nodes to light nodes. However, the node at full ca-
pacity will eventually shed some load when balancing the load, just causing temporary
additional indirection. Suppose that a node X is heavily loaded, and a node Y takes some
items of X to reduce some of X’s load. Now X must transfer some of its metadata items
to Y. Instead of having X immediately shed some of its metadata items to Y when Y
gets some items from X, Y initially maintains metadata pointers to X. Later Y transfers
the pointers to Z, and Z ultimately retrieves the actual metadata from X and deletes the
pointers.
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Fig. 3. Cache Diffusion. Each metadata server has only one virtual node for illustration.

There is an example of cache diffusion as shown in Figure 3, in which there is load
imbalance before cache diffusion as shown in Figure 3(a). There are four nodes, where
A1 and D1 are overloaded, while B1 and C1 are underloaded. After running our cache
diffusion approach, we can see there is a good load balancing as shown in Figure 3(b),
where the loads of four nodes are all in [1/t×L, t×L], i.e., [1139.375, 4457.5] (t = 2).
The migrated items are found via the routing tables of the nodes that are responsible for
the items.

4 Adaptive Replication Scheme

Replication distribution is a key technique to balance request load [13]. We propose a
novel metadata replication mechanism to further balance request workload by placing
multiple replicas of popular metadata items in different nodes. In DROP, a ZooKeeper-
based linearizable consistency mechanism is proposed in [4] to keep excellent metadata
replica consistency among MDSs.

4.1 Random Node Selection

We first present an effective random node selection strategy to achieve coarse load bal-
ancing. Let h0 denote a hash function that maps virtual nodes onto the ring, and H (H =
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{h1, h2, · · · , hk}) denote a set of hash functions mapping metadata items onto the ring.
The number of replicas r is calculated by r = � f

θ �, where f is the access frequency of
a metadata item, and θ is a given threshold. An item x is inserted as a primary replica
using the h0 hash function, and its r− 1 replicas should be placed in the nodes selected
by using k hash functions. Lookups are initiated to find the nodes associated with each
of these k hash values by calculating h1, h2, · · · , hk. According to the mapping given
by h0, k lookups can be executed in parallel to find the virtual nodes n1, n2, · · · , nk in
charge of these hash values. After querying the loads of nodes, the underloaded nodes
are chosen.

To decrease the overhead of searching for additional nodes, redirection pointers are
explored. In addition to storing replicas at the r − 1 underloaded nodes N

r−1
u , other

nodes {S − N
r−1
u } store a pointer x → N

r−1
u . To search for the item x, a single query

is performed by choosing a hash function hj at random in an effort to locate one of
nodes in N

r−1
u . If nj does not have x, nj forwards the query request with a pointer

x → N
r−1
u . Query requests take at most one more step. The extra step is necessary

with probability (k− r+1)/k if hj is chosen uniformly at random from the k choices.
It incurs the overhead of maintaining the additional pointers, but storing actual items
and any associated computation dominate the stored pointers. In addition, we need to
answer how to select r − 1 nodes from Nu to place x’s replicas.

4.2 Topology-Aware Replica Placement

To select the r−1 underloaded nodes Nr−1
u , we first need to consider the network topo-

logical characteristics of nodes so that we place the replicas of an item on the nodes
topologically adjacent to the node in charge of the item in DROP. In this way, we can
reduce the network bandwidth consumption and the query latency when achieving bet-
ter load balancing. We employ an effective topology-aware replica placement scheme
by introducing a technique that discovers the topological information of nodes. In this
technique, the key is how to represent and keep the network topology information so
that the topologically close nodes are easily discovered for a given node. Thus, we
must have a mechanism that is able to represent the topological location information of
nodes. The distributed binning scheme [14] is a simple approach for this purpose.

For example, there is a topology table for node 700, as shown in Figure 4. The land-
mark node ordering information is employed as part of the node identification informa-
tion. There are three landmark nodes L1, L2 and L3 that are used, and the link latencies
from node 700 to the three landmark nodes are within [0,20), [20,80) and greater than
80ms. The nodes with the same or similar ordering information are topologically close,
e.g., node 700:011 is topological closer to node 206:012 than node 124:212. It means
the link latency to the node 206:012 is much smaller than to the node 124:212. For each
entry in the table, the first item is the order information, and the second one consists
of several records, each of which includes the node ID and its workload. For an entry
with a tuple [o, (id, w), · · · ], it represents that workloads came from the nodes with the
common order information o in the past given period. To choose a node with adequate
workload capacity to store a replica, node n1 in charge of a popular item has to contact
those nodes by sending a message. The nodes being selected to store the replicas reply
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635 011 125 50 328 70

021

121

256 30 829 80

558 20

MetadataId Order (NodeID, Workload)

636

638

…

…

Fig. 4. A sample topology table on node 700:011. When there are three replicas of MetadataId
635 with access times 45 to be placed in DROP, the nodes will be 125, 256 and 558.

with their order information and estimated workload. Meanwhile, direct links to the
replicas are created on node n1.

4.3 Directory-Based Replica Diffusion

We present an efficient directory-based replica diffusion technique in DROP. A replica,
as a copy of cached metadata item, is placed in the DROP overlay by its insertion op-
eration. DROP stores directories of pointers to metadata item replicas that are stored in
virtual nodes, but their locations are not related to the structure of locality-preserving
hashing. When a node has a metadata item whose request times exceed a given thresh-
old, it creates a directory for the item, chooses r − 1 virtual nodes with the topology-
aware replica replacement scheme and stores the item replicas at the nodes, recording
them in its directory. When the directory receives a request for the item, it returns direc-
tory entries pointing to individual replicas of the item with a single response message.
The directory node monitors the request rate for the item to determine if a new replica
is created. When the request rate reaches a given threshold, the directory node creates a
new replica along with the list of pointers to replicas of the item.

In chain-based replica diffusion, the r replicas of an item are placed on its primary
node and its r − 1 followers. In both replica diffusion techniques, a node has to serve
a request if it holds a replica of the requested metadata item. In the chain-based replica
diffusion, a node pushes out a replica of the item one overlay hop closer to the source
node of the last request if the request rate has exceeded its capability. It also aims to
offload some of the demand to more nodes that serve requests. Compared to the chain-
based replica diffusion, the directory-based one has three advantages: 1) faster replica
transmission speed, 2) higher query parallelism, and 3) better load balancing because
of r − 1 nodes chosen with k random hash functions.

5 Performance Evaluation

In this section, we evaluate the performance of C2 using one synthetic workload-based
simulation and two detailed trace-driven simulations. We have developed a detailed
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event-driven simulator to validate and evaluate our design decisions and choices. In the
first part, we empirically evaluate the convergence rate of C2. We second measure the
metadata migration overhead of C2. Lastly, we measure the scalability of our adaptive
replication scheme.

We define Load Factor as follows: LoadFactor = Max.Load
Min.Load . Each MDS has five

virtual nodes, and the Linux trace follows the Zipf distribution with α = 1.2. All
simulation experiments are conducted on a Linux Server with four Dual-Core AMD
Opteron(TM) 2.6GHz processors and 8.0GB of RAM, running 64-bit Ubuntu 12.04.
All the experiments are repeated three times, and average results are reported.

5.1 Convergence Rate

In this section, we measure convergence rate using the three approaches with C2 on the
three traces. Convergence rate is critically significant in distributed systems. It includes
two metrics: 1) number of rounds that measures how many rounds should be taken to
reach load balancing, and 2) time cost that means how fast to achieve load balancing.
Figure 5 depicts the number of rounds on the three traces in the cluster of metadata
servers when using all the three methods with C2. We can see that there are at most
five rounds to converge to load balancing on the Linux trace, and there are at most four
rounds to converge to load balancing on both the Microsoft trace and the Harvard trace.
This is because there are much more access frequencies with more metadata items in
the Linux trace than in both the Microsoft and Harvard traces, so the system is harder
to reach load balancing when using the Linux trace than the other two traces. As shown
in Figure 5(b) and Figure 5(c), the system is in a state of load balancing before running
DirHash with C2 or FileHash with C2 in the cluster of ten MDSs.
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Fig. 5. Number of Rounds with Varying the Number of Metadata Servers

Figure 6 shows how long it takes using all the three approaches with C2 to reach load
balancing. Figure 6(b) illustrates that DROP with C2 has much longer time cost than the
other two approaches because the Microsoft trace has only three first-level directories,
and it has more obvious locality than the other two traces. Figure 6(c) shows that DROP
with C2 is close to the other two approaches in time cost because the Harvard trace has
the most first-level directories among the three traces, and it is the worst in locality
among them. Figure 6(a) demonstrates that DROP with C2 is somewhat longer in time
cost than the other two approaches. This is because the Linux trace has more first-level
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Fig. 6. Time Cost with Varying the Number of Metadata Servers

directories than the Microsoft trace, and much fewer first-level ones than the Harvard
trace, and it has worse than Microsoft and better than Harvard in locality. Figure 5 and
6 illustrate that the deployed techniques have excellent efficiency.

5.2 Migration Overhead

As file and directory metadata items are accessed more/less frequently, the request
workload distribution in the system changes, and the system may have to migrate
cached metadata to maintain request load balancing. Figure 7 shows the metadata mi-
gration overhead with excellent scalability. We perform this experiment as follows. Due
to skew query requests, all the MDSs in the DROP system are not in a satisfactory load
balancing state at the beginning. Metadata items in the Microsoft and Harvard traces
are accessed according to their real-world history access information, while those in the
Linux trace are requested according to the Zipf-like distribution. Figure 7(a) shows that
the three methods cause 24.67%, 17.23% and 16.10% of items to be migrated in average
respectively, and Figure 7(b) illustrates that they cause 27.68%, 21.13% and 23.59% of
items to be migrated in average respectively. Note that Figure 7(c) demonstrates that
DirHash with C2 makes more items to be migrated than the other two approaches,
because it has better load balancing than them on the Harvard trace.
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Fig. 7. Migration Overhead with Varying the Number of Metadata Servers

5.3 Replication Overhead

In this section, we present how many replicas are necessary for metadata items re-
quested much heavily to keep good load balancing. Note that we do not count a main
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replica. Figure 8 shows that our adaptive replication scheme has excellent scalabil-
ity with different numbers of metadata servers. When running our adaptive replication
scheme on the Microsoft trace, the number of replicas varies slightly as the MDS cluster
size increases, where its maximum value is 2.96, and its minimum value is 1.0. When
running the scheme on the other two traces, the number of replicas rises somewhat
more obviously than that on the Microsoft trace as the MDS cluster size increases, but
the scalability is still excellent on the two traces. The maximum numbers of replicas
are 7.6 and 6.68 respectively, while the minimum numbers of replicas are 3.8 and 3.17
respectively on the Harvard trace and the Linux trace.
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6 Related Work

Cloud-scale storage is critical to Cloud-scale data backup [15], and even Cloud-scale
data management [16]. In recent years, many load balancing schemes were proposed in
distributed metadata organization and management for Cloud-scale storage systems.

Online Migration. The “virtual node” approach [8] was proposed to cope with the
imbalance of the key distribution due to hash function. A number of virtual nodes are
generated with random IDs in a physical server, so reducing the load imbalance. How-
ever, the usage of virtual nodes enormously boosts the amount of routing metadata in
each server, therefore causing more maintenance overhead and increasing the number
of hops per lookup. In addition, it does not take item popularity into account. On the
contrary, the “dynamic ID” approach explores only a single ID per server [17]. The
load of a server can be adjusted with a more suitable ID in the namespace. However,
the solution requires IDs to be reassigned to maintain load balancing, resulting in a high
overhead because of transferring items and updating overlay links. Our motivation for
studying the online migration problem lies in how to efficiently migrate metadata for
MDS cluster in Cloud-scale storage systems.

Caching and Replication. Hot spots are handled with caches to store popular items
in the network, and query requests are considered to be resolved whenever cache hits
occur along the entire path. Solutions addressing the uneven popularity of objects are
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based on caching and replication. Path replication replicates objects on all nodes along
the full lookup path, e.g., DHash [18] replicates objects in k successors with caching
on the lookup path. In the k-choice [9] load balancing approach, multiple hashes are
employed to generate a set of IDs in a node, and one of the IDs is chosen at join time to
minimize the differences between capacity and load for itself and other nodes affected
by its join time. Unfortunately, the last several hops of a lookup are precisely the ones
that can least be optimized [19]. Furthermore, a fixed number of replicas do not work
well since the request load is dynamic: resources may be wasted if the number is set too
high, while the replicas may not be enough to support a high request load if it is set too
low. Our replication-based solution is similar to the k-choice approach, with a flexible
number of replicas and topology-aware replica placement strategy.

7 Conclusions

In this paper, we present an adaptive load balancing approach named C2 to handle re-
quest load balancing for metadata server cluster in Cloud-scale storage systems, which
are the foundation of big data. C2 explores the opposition between load balancing, and
caching and replication, i.e., skew request distributions impair load balancing but si-
multaneously raises the effectiveness of caching and replication. Therefore, the cache
serves the most popular items, ensuring that the nodes maintaining them do not be-
come performance bottlenecks. Multiple hash functions are exploited to place multiple
replicas, so balancing the load caused by most frequently accessed items. Our approach
enables the system good load balancing even when query request workload is heavily
skewed. Extensive simulation results show significant improvements in maintaining a
more balanced distributed metadata management system, leading to the improved sys-
tem with excellent scalability and performance.
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Abstract. The ability to study complex systems has become feasible
with the new intensive computing resources such as GPU, multi-core,
clusters, and Cloud infrastructures. Many companies and scientific appli-
cations use multi-agent modeling and simulation platforms to study com-
plex processes where analytical approach is not feasible. In this paper, we
use two negotiation protocols to generalize the interaction behaviors be-
tween agents in multi-agent environments. The negotiation protocols are
enforced by a domain-independent marketplace agent. In order to provide
the agents with flexible language structure, a domain-dependent ontology
is used. The integration of the domain-independent marketplace with the
domain-dependent language ontology is accomplished through an auto-
matic code generation tool. The tool simplifies deploying the framework
for a specific domain of interest. Our methodology is implemented in
FD-DEVS simulation environment and SES ontological framework.

Keywords: Multi-agent modeling and simulation, business process, ne-
gotiation, ontology, automate, FD-DEVS, SES.

1 Introduction

Agent based simulation platforms have been in research in the last decades with
the promising that they will give understandings to natural phenomena. How-
ever, the computing power was not feasible to tackle the ever-increasing com-
plexity of systems. With the current development in high performance clusters,
cloud environment, multi-core, and graphical processing unit, scientists and de-
cision makers are even more ambitious that multi-agent modeling and simulation
field will help them study complex systems such as in social sciences, command
and control, business processes, chemical reactions, forecast, and many others.
Simulating and understanding a system helps decision makers to be proactive
and not reactive. Also, it helps companies to make proper decisions to increase
their profit and lower their risks. A system consists of many components and
each component has its own behavior and interacts with other components in
the system. A natural modeling for systems is to represent each component as
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an agent. Agents interact according to rules of interactions. Some agents are
intelligent and go through evolution as in the artificial life proposed by Epstein
and Axtell in their famous Sugarscape model of artificial societies [6]. Multi-
agent based modeling and simulation is needed because systems are becoming
more and more complex in their heterogeneity, intelligence, and interactions.
In this regard, SciDAC and Argonne lab are collaborating to build a high end
framework that demands huge processing power (where IBM Blue gene is to
be used) to tackle the most challenging scientific phenomena in the universe
through simulation, visualization, and analysis [12] [13] [18].

Researchers in the domain of industry have been using agent based modeling
and simulating for their business processes in order to achieve better perfor-
mance. One application of a business process is in stock markets. In this appli-
cation, investors try to buy stocks at low prices and sell them when the stock
price is high. Investors try to maximize their profits. Hence, taking risks and
studying historical data profiles are very useful in making predictions. Examples
of such models as in [2] and [16], where heterogeneous agents buy, sell, and hold
stocks and bonds.

Supply chain is another suitable domain for applying the multi-agent simu-
lation framework where a network of retailers, distributors, factories or ware-
houses, and suppliers interact to achieve profits. Every entity is represented by
an agent in the simulation and the output results are used to analyze the sup-
ply chain performance to better plan and predict future rules. Many industrial
companies have focused on this domain of research such as the work by Boeing
on automation of their supply chain interactions[11].

The ability to manage and utilize software and/or hardware products and
services in current complex distributed system has become increasingly difficult.
The complexity results from the fact that there are many aspects and factors that
represent the characteristics of these systems. Many attempts exist in literature
where solutions were proposed to exploit these resources such as in [4] and [5].
However, the development of methods to experiment and study complex systems
is still far from being sophisticated.

Complex systems are dynamic and seldom static in the sense that new compo-
nents emerge and some components disappear. An example on complex
systems can be the Web services. Web Services developments are growing dra-
matically and millions of resources are being added every day to the World Wide
Web. The success in e-commerce, e-learning, online auctions, online marketplaces,
information discovery and retrieval has encouraged more and more companies to
provide Web Services either to satisfy customer requirements or to manage their
distributed computing resources. Hence, a natural modeling and simulation solu-
tion is to map a complex system into a multi-agent simulation environment. More
on multi-agent design issues and challenges can be found in [19]. Manual software
management is not feasible in such dynamic behaviors because of the number of
service providers and the heterogeneity in their information management. In this
work, we aim at providing a generic automated integration of negotiation proto-
cols with application-specific messaging capabilities. The framework provides a
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flexible and easy to implement, design, tailor, and deploy a modeling and simula-
tion platform under different applications.

Negotiation rules are mechanisms to allow agents’ interaction in order to
achieve their goals. However, in designing negotiation systems, the designer needs
to address three main issues [1]. First, negotiation techniques should provide bro-
kering in managing loosely coupled service providers. Secondly, the engineering
design of management tools should provide enough expressive capabilities for
various behaviors or when different domains are encountered. Thirdly, lack of
interaction between different requesters and providers yields inefficient and very
costly agreements. In summary, negotiation systems should provide an interac-
tion environment where many parties (agents) can be engaged in the negotiation
using flexible rules and powerful language capabilities.

In order to reach to a successful modeling and simulation framework design,
we identified the following issues to be supported:

– The framework should provide flexible brokering and negotiation capabili-
ties.

– The framework should provide transparency to its subscribers whenever they
need.

– New resources should be able to subscribe in a simple and efficient way.
– The framework should provide decision making capabilities on behalf of the

agents whenever a user’s agent requires it.
– The framework must provide simple and rich expressive primitives and be

able to specialize them under different domains in a simple and automated
approach.

– The design of the framework must be easy to develop it for a specific domain
to shorten the development time which is vital for adding and removing new
heterogeneous components to the simulation environment.

Hence, in this work, we show how we developed a flexible, efficient, and auto-
mated agent-interaction model that can be utilized by different engineering do-
mains [8]. The model defines different concepts and principles in the negotiation
process. Our method consists of an automated domain-independent marketplace
architecture that allows agents to interact using two simple and yet powerful ne-
gotiation protocols which define the rules of interactions in multi-agent environ-
ments. Having a third party ”marketplace” supports privacy and transparency
among interacted agents. The marketplace agent is implemented using FD-DEVS
[7]. In order to provide negotiation in different domains, a dynamic message struc-
turing capability is needed where a message can have different formats based on
the selected application. We develop an ontology that contains specialization re-
lations between the different domains of interest [9]. We focus in this paper on the
automation and integration of the domain-dependent message structure ontology
with the domain-independent marketplace architecture. This paper shows how a
designer of a multi-agent platform will have a powerful tool where systems can be
tailored based on the operational purpose and objectives.
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This paper is organized as follows: section 2 provides a summary of the ne-
gotiation protocols for agents interactions. Section 3 provides a summary of the
ontology design and message specialization. Section 4 discusses in details the
automation phase in developing a tailored platform for a specific application.
Section 5 shows a running example for digital photo and printing markets; and
finally, we conclude our paper in section 6.

2 Agents Interactions

In most of business and distributed systems, managing the resources and services
manually is impossible and autonomous agents are needed to act on behalf of
system users. Agents interact using a negotiation process, which is a methodol-
ogy that is applied to provide bargaining and brokering capabilities between the
different agents in a multi-agent environment. In multi-agent domain, agents are
not just capable of making decisions in predictable situations, but also they can
be intelligent to act in dynamic interaction. The agents need to communicate
with each other, exchange data, and share same semantic language (can be an
ontology). The objective of interactions is to reach to some agreements that are
acceptable by those agents who are engaged in the negotiation. Game theory is a
branch of economics that is concerned with interactions between agents to reach
to decisions [10] [14] [17]. It imposes mathematical models (functions) that de-
scribe each agent’s utility function in multi-agent systems in which strategically
each agent tries to maximize its individual profit or preference. Autonomous
agents have been used in many areas such as search engines, where they crawl
the Web to find data or information.

In this framework, we have designed the interaction between agents through a
marketplace that insures two negotiation scenarios: one-to-one rule, and service
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discovery rule. Figures 1 and 2 show the two negotiation scenarios. In one-to-
one rule, the marketplace forwards a message received from an agent to the
corresponding agent using the destination ID field. Hence, in the one-to-one rule,
each agent should know the corresponding agent ID. An agent can send to many
agents using their IDs. In the service discovery, an agent sends a query to the
marketplace which has access to the database of all subscribers, to find service
providers. The marketplace responds to the request with a group of service
providers or agents (IDs) who potentially can fulfill the request. An agents uses
the list of the available service providers (agents) and their capabilities to engage
in one-to-one negotiation to reach to an agreement on a specific contract. Any
agent can decide on whether to proceed with the negotiation process or not.
If the agent chooses to proceed with the interaction, it sends a contract query
message to the marketplace agent, and then the marketplace in turn forwards
that message to the appropriate agents and wait for responses from them. For
more details on the negotiation protocols, refer to [8]. DEVS formalism was used
to implement the states of the agents. Coupling and de-coupling is used between
agents to reflect the interaction. The messages are sent through the in ports and
out ports of the agents.

3 Language of Interaction

Agents interact with each other according to the rules of interaction (negotia-
tion protocols). During an interaction, they send and receive different messages.
Messages (for example, Offer) carry different information according to their
structure (fields). For example, you can have the message Offer to contain three
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fields of information and have the message Link Established to have 7 fields, and
so on. We have identified five groups of messages. The total number of messages
are 17 divided into five groups as shown in table 1. Detailed description on the
messages can be found in [8].

In order to support negotiation services under different domains, a dynamic
message structure is implemented using shared ontology that defines each mes-
sage and its structure under different domains [9]. Each domain would be a
specialization of the message. Each message type has a separate structural on-
tology defining its variables/fields. System Entity Structure (SES) formalism is
used to define the specialization and structuring of each of the messages [20].
Hence, the user of our platform decides the structure of each of the messages to
be used in the interaction. The agents who engage in the interaction should be
designed to utilize these information embedded in the messages.

Table 1. Classification of the Messages

Abort Initiators Reactors Completers Informative

Terminate ContractQuery Offer Reject Busy

NotMet CapabilityQuery CounterOffer Accept LinkEstablished

ItemRequest Decline Item

CapabilityStatement ItemCheckResult

BestProvider

ProvidersChosen

3.1 Specialization and Structuring

In this subsection, we discuss how the message (language of encounter) is de-
signed and implemented in order to support many application in a simple and
automated way. Each message has a SES ontology that defines its structure un-
der different domains. In this paper, we consider three applications as examples
which are: Supply chain, photo development market [3], and a generic online
store (e-commerce site). We will explain how to build the ontology for one mes-
sage (ContractQuery) and the rest follow the same methodology. In supply chain
domain, supplier and demand agents interact on contract variables that usually
include: inventory level, price, product quantity, and lead time. Hence, a natural
ContractQuery message will contain the aforementioned fields. In the domain
of photo printing/development market, a contract usually consists of variables
such as: print job ID, customer name, technology type, paper quality, number of
copies, deadline, color. Hence, autonomous agents in a multi-agent environment
exchange (interact) offers and counter offers in order to reach to an agreement
that is acceptable by the engaged agents. Figure 3 shows how the ontology of
the ContractQuery looks like.
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Fig. 3. Contract Query Specialization and Decomposition under Different Domains

4 Automatic Tailored Framework Generation for a
Specific Application

In this section, we show the integration details and the automatic code genera-
tion capabilities. The integration is required to attach the interaction rules with
the message structure in order to result in a working platform where agents can
communicate, understand, and negotiate to accomplish their tasks. The imple-
mentation and proof-of-the-concept are done in DEVS environment along with
the SES ontological framework.

4.1 Integration of the Domain-Independent Negotiation Protocols
with the Domain-Dependent Ontology

The marketplace that enforces generic (domain-independent) negotiation rules is
created using FD-DEVS GUI tool [9], which is a useful tool to generate Java tem-
plates [21]. The output of the tool is a Java file which is a domain-independent
generic marketplace template that enforces the negotiation protocols.

In order to integrate the message structures into the domain-independent
marketplace, the system designer must create Java classes for each message type
consisting of the fields that are defined under the domain of interest. For example,
if the designer is developing a framework for supply chain, then all messages
specialization for supply chain must be imported. If another designer wants to



218 M. Jarrah et al.

develop the system for printing jobs, then the corresponding Java classes must
be imported into the marketplace Java code. Hence, based on the domain of
interest, the designer must manually import the same domain message packages,
and that requires plenty of coding since there are 17 different messages and each
has different structure according to the application.

Also, it requires the designer to manually unwrap message classes and wrap
them in the marketplace code and the database where all subscribers information
exist. For more details, refer to [8].

In summary, the manual steps require writing SES natural language for each
message and domain and care must be taken in not making syntax errors. After
SES natural language, it is required to run the SES builder on each of the 17
SES text files to create SES XML schema (ontologies). Afterwards, a conversion
from SES schemas to Java packages using JAXB compiler (requires 17 different
commands) is needed. Deceleration and adding many lines of codes to the header
file of the marketplace Java file requires tedious work from the designer whenever
a modification or a new application is to be supported. The following subsection
shows how we automated all the tedious and time consuming steps by developing
an automatic code generation tool that does the work on behalf of the designer.
The tool reduces the human interactions into two very simple inputs from the
designer using GUI interface.

4.2 Automatic Generation and Integration of the Negotiation
Marketplace

In order to help the designer in defining the message structures, we have devel-
oped a simple and easy to use Graphical User Interface which is shown in figure
4. The user of the GUI can add any domain (for example supply chain) to a
message ontology; and define the structure of that message under the domain.
For example, The user inputs how many fields the message ContractQuery has,
and the name of each field in the structure. The user or the designer might se-
lect four fields with the name: Inventory, Price, Quantity, and Lead time. If a

Fig. 4. Domain-Dependent Ontology Creation GUI
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message type is not used in agent interactions, then the designer can select that
the number of fields for that specific message is zero.

The output of the GUI tool is a collection of SES natural language text files
(17 files), one for each message type. Those files are automatically converted into
XML representation of the SES ontology in the automatic code generation tool.
The tool then converts the XML representation (String sesinxml) into an XML
schema by executing the line of code:

String schema = XmlToSes.getSchema(sesinxml);

The returned value of the above code is a schema, where the tool writes au-
tomatically 17 schema files for each of the messages into files with the extension
.xsd to prepare them for the JAXB compiler. The SES schema is the represen-
tation of a master ontology that contains all domains that were defined. A Java
method (ExecJAXBSchemaCompiler) is called to execute the JAXB compiler to
translate the schema files into Java classes using the compiler command (with
the appropriate parameters):

xjc schema.xsd d dirName p PackageName

The method iterates on each file and executes the command. Then another
Java method named (PostProcessingJavaClasses) is called to extend (derived
class) of type (entity) which is the base class for exchanging messages in DE-
VSJAVA. Also, the Java method imports the package (import GenCol.*;). At
this point, the Java packages are complete and can be used by the marketplace
generic model to declare the appropriate messages for the specific domain of
interest.

4.3 Tailoring of the Marketplace Agent for a Specific Application

The first step in designing the framework is simple as mentioned in the pre-
vious subsection, which is to use the GUI to define the message structures. The
second step that needs human interaction is very simple as well and all what
it needs is to call a Java method (namely CreateFDDEVSModelFor) with the
domain of interest as a string input such as Supply Chain” or ”PrintingJobs.
The Java method CreateFDDEVSModelFor uses the marketplace XML file that
was created in FD-DEVS which defines the negotiation protocols, the in ports,
and out ports of the marketplace agents. The in ports and out ports are through
which messages are received and sent respectively. Hence, if the designer exe-
cutes the code:

CreateFDDEVSModelFor(”Supply Chain”);

Then it generates a tailored marketplace agent model for supply chain do-
main. The model enforces the negotiation protocols and the message structures
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defined using the GUI interface for supply chain. The Java method CreateFD-
DEVSModelFor is responsible of performing the following code generation steps:

1. Import the required Java classes for the negotiation process to take place,
and the appropriate message package for a specific application.

2. Declare an instance of each of the negotiation primitives (messages).
3. When receiving a message, it stores it in the corresponding local instance

produced in step 2. Then it generates the appropriate code to unwrap the
message to get the domain message structure class that has the get and set
methods to allow the designers to access the data received or to set variables
to be sent in the message. The objective of storing the messages into local
variables provides the capabilities for future data access and processing.

4. Create the JAXB Unmarshaller code to provide the marketplace agent to
access its database when search for subscribers services.

5. Prepare domain message structure classes and wrapping them into the cor-
responding primitive; and then send it through the appropriate out port.
This step provides the designer with the flexibility of adding setV methods
to marshal the messages with data as needed.

In summary, this section showed how we automated the process of generat-
ing the marketplace agent given the language of interaction and the domain of
interest. For example, if the message is ContractQuery and the domain is Print-
ingJobs, the tool will select the pruned SES of the ContractQuery ontology that
defines the message structure under the domain ”PrintingJobs”.

5 Experiments and Proof of the Concept

The application of the negotiation activity can be applied into many multi-
agent disciplines where a user or an agent initiates the process by asking a
query or a request to be fulfilled. The user seeks to find either the best provider
for the request or just any provider that can meet the requirements. In this
section we show how agents interact to reach an agreement on a contract for
online printing jobs; similar to the photo development market where an agent
tries to get the service, within specific deadline, price, quality, and color. The
marketplace agent helps all negotiating parties to reach to an agreement. For
example, if a customer is concerning with printing business cards, the customer
might choose thermography, Engraving or Letterpress technology. Also, other
aspects for paper could be quality, deadline, color and duplex.

We have designed a user agent model that is searching for a provider who has
Business Cards printing capabilities. The user would accept an offer if a contract
with the following conditions occurs:

1. If the paper quality is medium or high, the color is RGB and deadline is less
than 30.

2. If the paper quality is medium or high, the color is full HD and the deadline
is less than 80.
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3. If the paper quality is medium or high, the color is grayscale and the deadline
is less than 20.

If the offer does not match any of the previous conditions, the user sends back
a counter offer asking for the first contract or a modified one based on the history
of the offers that were received. In our model, we chose that the user sends the
first preference back again.

For the service provider agents, we have arbitrary assigned different photo
and printing capabilities using the following pool of technologies: Digital print-
ing can be : Brochures, Journals, Booklets, photos. Embossing Printing can
be: Greeting Cards, Metals, Garments. Flexography Printing can be: Milk and
Beverage Cartons, Disposable Cups, Containers, Adhesive Tapes, Envelopes,
Newspapers, Food and Candy Wrappers. Letterpress Printing can be: Business
Cards, Company Letterhead, Proofs, Billheads, Forms, Posters, Embossing, Hot-
leaf Stamping. Engraving Printing can be: Stationery, Wedding Cards, Business
Cards, Letterhead. Gravure Printing can be: Label, Flexible Packaging, Carton-
ing. Thermography Printing can be: Fax Printers, Business Cards, Letter Head,
Invitation.

Some of the service agents are designed to update their deadline to accomplish
the job using some constant value. Others do not and stick to the same deadline
value through the whole simulation. The marketplace agent enforces the rules of
interaction via reacting and routing the messages accordingly. We have used one
agent to represent the user demand and seven agents to represent the service
providers. After we ran the simulation in DEVS environment on a single machine,
we found that an agreement has been reached with the following contract terms:
Customer : Customer, Job Type : Business Cards, Print Server : Print Server
6, Color : FullHDColor, Paper Quality : High, Deadline : 78, Duplex : Yes,
Number of Copies : 1, Technology Type : Thermography.
The contract terms that was reached actually satisfy the conditions in the second
item of the user agent decision making which is:

– If the paper quality is medium or high, the color is full HD and the deadline
is less than 80.

In order to provide a proof of the concept and deploy the framework in a
distributed cluster; we have created the model agents and uploaded them on
five machines in a DEVS/Service Oriented Architecture cluster. DEVS Service
Oriented Architecture is a web services multi-server environment to support
DEVS simulator. The system consists of two services, namely MainService and
Simulation Service. For more details on DEVS/SOA system specifications and
services, refer to [15].

The same logical behaviors as in the single machine simulation is used for
DEVS/SOA. One user agent is used and seven service provider agents were
used, and distributed on five machines in the cluster according to table 2. As
expected, agent (Print Server 6) established the agreement with the user agent.
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Table 2. Agent Distribution in DEVS/SOA Cluster

Machine IP Agent

150.135.218.200 Customer, Print Server 2, Print Server 4,
Print Server 5, and Print Server 7

150.135.218.201 Print Server 1

150.135.218.203 Print Server 3

150.135.218.204 SOAMarketPlace and the Coupled model
(ServicesSOAEnv)

150.135.218.206 Print Server 6

6 Conclusion

Two powerful and yet flexible negotiation protocols are used to enforce the rules
of interactions in multi-agent modeling and simulation platform. The rules are
implemented through a third party marketplace agent, which supervises the ne-
gotiation process while preserving privacy and transparency among the system
users. Discrete event modeling and simulation environment (DEVS formalism)
is used to implement the generic marketplace model. In order to accompany
the negotiation protocols with flexible messaging capabilities to handle differ-
ent complex domains and applications, a dynamic structure of the language of
interaction is implemented in SES ontological framework. Each negotiation mes-
sage has a separate ontology that defines its structure under different domain
specialization.

The domain-independent marketplace model integrated with the domain-
dependent language of interaction ontology gives system designers a very pow-
erful and easy to use tool. Given the language of interaction structures under
a specific domain of interest and the domain name as inputs to the automated
code generation tool, it produces a tailored negotiation marketplace agent that
is ready to be used. The automated marketplace code generation deceases sig-
nificantly the time spent to tailor the platform for a specific domain. Different
applications in industry and academia can utilize our framework to study their
processes and phenomenon while reducing the development time and changing
the messages contents in a flexible and simple way.
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Abstract. Accurate medical diagnosis and treatment necessitate the application 
of optimal segmentation of images. Although manual segmentation is easy, it 
has many problems such as time complexity and error sensitivity. On the other 
hand, automatic segmentation is fast with less probability of errors. However, it 
has many problems like low contrast image, unclear boundaries and less accu-
rate. To overcome these problems, optimization methods like Particle Swarm 
Optimization (PSO), genetic algorithm (GA), etc. can provide more accurate 
and efficient outcomes. Thus, for the achievement of optimized results, the cur-
rent study proposes a more optimized ‘Singh-Elamvazuthi’ ultrasound segmen-
tation framework based on Darwinian Particle Swarm Optimization (D-PSO) 
for ankle Anterior Talofibular Ligament.   

Keywords: ATFL ligament, ultrasound Image segmentation, optimization, 
PSO, D-PSO, time elapse. 

1 Introduction 

The key aim of the segmentation is to split images into informative multiple seg-
ments. It follows the labeling of every pixel in entire image to utilize the graphic 
properties. The obtained segmented part holds more meaningful information than 
complete image in a significant visualization manner. For accurate analysis and image 
understanding, image segmentation works as a precious approach in categorization 
and detection of objects [1], [2], [3].      

Image classification is playing an important role for accurate segmentation. Figure 1 
represents the classification of images based on their shape, color, intensity, texture, 
coordinate information, boundary, region and structure based information [4].    

Image segmentation can be categorized into 4 categories such as histogram 
thresholding, texture based segmentation, clustering and split and merging of region 
based methods [6]. In all these segmentation methods, image thresholding is a popular  
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Fig. 1. Image Classification [5] 

approach. The main target of the thresholding method is to provide an efficient segmen-
tation regarding two or more clusters [1], [7], [8]. It can be classified into some catego-
ries based on property and optimal thresholding approach. Around the world, many 
researchers are working on image segmentation and they are trying to find out optimal 
and global method which provides all desirable properties. The property based 
thresholding segmentation approaches outcomes are reasonable and speedy which 
would be more helpful in case of multiple thresholding. The optimal thresholding meth-
od provides more accurate and optimized segmented outcomes [1], [9].  

Medical image segmentation is a more difficult task because of complications in 
anatomical structures. This study focuses on ankle ATFL ligament segmentation 
which is presented by Figure 2. 

 
Fig. 2. Ankle ATFL Ligament [10] 
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Through the normal ultrasound imaging, this ligament is not easily detected by ra-
diologists which could be the main cause of unsatisfied diagnosis. It is a challenging 
research domain to obtain a segmented ligament area with accurate measurements for 
proper treatments. Manual segmentation can be an option but it needs expert every 
time. It is time consuming, painful and error sensitive. Generally, radiologists are 
using invasive approach for the treatment. To overcome above defined problems, this 
paper proposes an automatic segmentation ‘Singh-Elamvazuthi’ framework using  
D-PSO algorithm [4], [11], [12], [13], [14], [15].  

2 Motivation 

The current image processing and pattern recognition techniques have many limita-
tions due to lack of optimal segmentation method. Thus, image segmentation needs a 
global and optimal solution. So, it is an open research problem still because of unsat-
isfied outcomes [16], [17].  

The local search methods are used to solve the complex situations in image pro-
cessing and object detection. However, some set of segmentation problems can be 
solved easily but some of them are more difficult to solve. These problems could be 
solved through optimized algorithms like Particle Swarm Optimization (PSO), Genet-
ic Algorithm (GA) etc. PSO algorithm is a stochastic algorithm which is based on the 
concept of bird flocks’ social behavior. Due to the numerous beneficial features such 
as efficiency, straight forwardness, more robust and improved accuracy [16], [18], 
[19], [20], [21], an enhanced version of PSO named D-PSO algorithm was used in 
this study. 

2.1 Introduction to Particle Swarm Optimization  

The particle Swarm Optimization (PSO) is a popular optimization approach which 
used particle swarm as a search space. According to this algorithm, each image pixel 
is called image particle and a complete set of particles is named as swarm or popula-
tion. Each image particle has their own velocity and position in population named as 
search space which traverses in direction of optimal solution [22], [25], [26].  

Let us consider N is population and M is a search space in which position of 
thi image particle is 1 2( , ,....., )i i i iMX x x x and velocity is denoted by 

1 2( , ,....., )i i i iMV v v v . Optimal spatial information of every image particle is

1 2( , , ....., )i i i iMP p p p with optimized last position is represented as

1 2( , ,....., )g g g gMP p p p . Based on individual’s velocity and position [1], [2], [6], 

[22], each image particle is traversed according to Equations (1), (2) and (3). 
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  max max min max*( ) /kw w k w w k= − −   (3) 

Where, 1 m M≤ ≤ and rand () is a random number which performs uniformity 

distribution (0,1)U , acceleration coefficients are 1c and 2c  used in equation 1.  

Inertia weight is w in which maxw and minw  represents the maximum and mini-

mum values, k  is present iterative time and maxk shows its maximum value. tΔ is a 

unit time. 1k
imv + and 1k

imx + used the Equations (4), (5) and (6). 
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  min max min()*( )initx x rand x x= + −
  

(6) 

where, maxv represents the maximum value of v  and maxx and minx maximum value 

of x  [22], [25]. 

2.2 Darwinian Particle Swarm Optimization Algorithm 

Enhancements were introduced to the original PSO to overcome some of the limita-
tions. In 2005, Tillet et al. [27] have done an interesting improvement in PSO based 
on natural selection approach. This proposed method is named as Darwinian Particle 
Swarm Optimization (D-PSO) [27]. The main advantage of D-PSO is that it can work 
with multiple swarms at a time. Each swarm works discretely as a normal PSO with 
novel natural selection capability. This natural selection is called Darwinian principle 
of survival of the fittest, where avoidable to local minima. During D-PSO execution, 
if image particles are searching for local optima, then it could be avoided and then 
alternative region is chosen for search. In addition, this method provides reward to 
optimal image particle like particle life and provides a new descendent. However, for 
image particles that are not doing well, they get punishment like swarm life reduction 
or complete removal from the swarm [26].  
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In swarm, each image particle tries to maintain fitness which is calculated by  
fitness function. It is used for analysis of the performance of each image particle. 
Fitness value of any image particle can change the position and velocity of neighbors. 
If global solution is found, then new image particle is produced and particles with bad 
fitness are deleted from the swarm. In D-PSO, removal and production of image par-
ticles and swarm is a leading step. However, it is not a more complex process with 
some protocols. In the initial check, if number of image particles in swarm less than 
the predefined criteria, then swarm will be deleted. Subsequently, if any image parti-
cle is performing not well, then it is deleted [28]. After the deletion of particles, the 
reinitiating values are done through the tuning of a specified thresholding number as 
given in Equation (7). 

  

max 1
( ) 1c kill c

kill

SC N SC
N

⎡ ⎤
= −⎢ ⎥

⎣ ⎦
  (7) 

where killN is indicating the removal of particles from a swarm within a particular 

time interval in which no particle fitness improvement is reported.  Any swarm can-
not survive if numerous image particles are removed or does not have large    num-
ber of image particles. However, any swarm can be introduced with probability, p, as 
represented by Equation (8). 

  /p f NS=   (8) 

Where, f  is a random number, 0 1f< <  and NS  indicates number of swarms. 

In Equation (8), generation of more swarms cannot be permitted due to existent of 
many swarms. Sometimes, parent swarm remains ideal but mostly image particles are 
elected randomly to design a child swarm.  If initial numbers of image particles are 
not known then remaining image particles are used in initialization. These initialize 
image particles are merged to newly introduced swarm. Image particles are spawned, 
when a swarm achieved a global best solution and in swarm maximum demarcated 
population has not been reached [26]. The Darwinian Particle Swarm Optimization 
(D-PSO) algorithm is demonstrated by Table 1. 

Table 1. Darwinian Particle Swarm Optimization Algorithm 

Main Program Loop 

 

D-PSO Algorithm 

 

For each swarm in the 
collection 
Evolve the swarm →  
Allow the swarm to spawn 
Delete “failed” swarms 

For each particle in the swarm 
Update Particles’ Fitness 
Update Particles’ Best 
Move Particle 
If swarm gets better 
Reward swarm: spawn particle: 
extend swarm life 
If swarm has not improved 
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Main Program Loop 

 

D-PSO Algorithm 

 
Punish swarm: possibly delete 
particle: reduce swarm life 

Similar to PSO, the D-PSO algorithm requires some parameters adjustment for ef-
ficient program execution such as population initialization, need to define population 
range of minimum to maximum, and threshold [26], [29]. 

3 The Proposed Segmentation Framework: Singh-Elamvazuthi 
Automatic Segmentation Framework 

The main aim of this study is to provide a novel automatic framework for efficient 
segmentation of ultrasound images. It proposed a D-PSO based optimized segmenta-
tion framework which consists of some steps shown by Figure 3. 

 

Fig. 3. The proposed ‘Singh-Elamvazuthi’ automatic ultrasound image segmentation frame-
work  

The proposed ‘Singh-Elamvazuthi’ framework is presented by Figure 3 initially 
tries to find out exact region of interest from an image. This region can be defined as 
rectangular, circle or random shape. In this study, it defined in a random shape to 
provide to reduce the number of iterations and computational complexity. Proposed 
framework applies the D-PSO algorithm on selected region of interest to obtain more 
optimized region than traditional particle swarm optimization method. To get more 
optimized and smoother region with minimum surface energy uses an energy minimi-
zation method active contour. The active contour method stretched the surface of 
segmented image edges until minimum energy level. This step provides a segmented 
image but its boundary is unclear. Thus, the next step is boundary creation, where it 
gives a great help in case of blurred image to get a strong boundary for better visuali-
zation analysis [25], [30]. 
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4 Results and Discussion 

To evaluating the performance of the proposed ‘Singh-Elamvazuthi’ framework, nu-
merous ultrasound images were used. Current study applied the proposed segmentation  
 
framework on ultrasound images for the purpose of accurate segmentation outcomes. 
This study used a specific approach ‘natural selection’ for better optimization than the 
existing segmentation method. For the precise optimization need to established a signif-
icant initialization strategy presented by Figure 4.  

   

Fig. 4. Initialization processing during the ‘Singh-Elamvazuthi’ framework execution 

Initialization would help in the determination of exact region extraction during im-
age segmentation. Initialization processing of the proposed framework is approxi-
mately similar to the existing method. But proposed approach created a difference 
during the image particle movements which effects optimization ratio in a good way. 
One more beneficial feature of this framework is to preserve the properties of the 
ultrasound images without any loss of valuable information for better visualization. 
The segmented region boundaries are much clearer as shown in Figure 5. It consists 
of 15 segmented ultrasound images outcomes. Each segmented image represents the 
ATFL ligament in an accurate visualized manner with smoother boundary. It seg-
ments ligament in accurate size which helps in truthful volume determination. 

The key aim of this study is to provide the accurate segmented results of ultrasound 
images in fast and efficient way. Another main target is to make the segmentation 
process less parametric dependent because it’s using only pixel values for the whole 
process. However, existing method using many features at the same time such as  
intensity, image texture, and color which makes segmentation process more computa-
tionally inefficient. 

Figure 5 have shown segmented ultrasound ligament images resulted by the 
‘Singh-Elamvazuthi’ segmentation framework. It represents the images more accu-
rately with appropriate boundaries in a green color to differentiate from image sur-
face. For quantitative analysis of this framework need to analysis some parameters 
like intensity value of each image with their fitness value and execution time. But this 
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study mainly concern on comparative on the basis of execution time of the proposed 
framework and existing particle swarm optimization method which is demonstrated 
by Table 2.  

 
 

 

Fig. 5. ATFL ligament Segmented ultrasound Images 

Table 2. Comparative analysis of the proposed ‘Singh-Elamvazuthi’ framework with existing 
Particle Swarm optimization 

Execution Time (sec.) 

The Proposed ‘Singh-
Elamvazuthi’ Framework 

Particle Swarm Optimization 

2.9472 4.2849 
2.6717 2.8209 
2.6991 2.8490 
2.5557 2.8140 
2.5945 2.8524 
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2.7343 2.8350 
2.7328 2.8067 
2.7303 2.8436 
2.7755 2.8516 
2.7001 2.8357 

The proposed framework provides the intensity of each image like [27 69 104]. It 
consists of three values due to RGB image; in case of binary image it provides only 
one value. Intensity, fitness and time of each image are calculated for performance 
evaluation of utilized approaches. The fitness capability of image particles is deter-
mined by the fitness function for the confirmation of any particle’s performing 
strength. But fitness and intensity values of each image are approximately similar in 
case of both proposed and existing methods. So, here, these values cannot be used for 
the performance evaluation. Thus, only execution time is used for quantitative analy-
sis which is represented by Table 2. It provides a demonstration about performance of 
proposed framework with PSO algorithm. It shows the execution time of the proposed 
framework is lower than the traditional PSO algorithm.  

 

Fig. 6. Utilized time ratio between the proposed ‘Singh-Elamvazuthi’ framework and Particle 
Swarm Optimization algorithm 

On the basis listed outcomes in Table 2, the D-PSO based proposed approach is 
faster than the standard PSO algorithm. This approach performs better in terms of 
fitness values and time taken during processing. From the above segmented resultants 
and quantitative analysis, it can be concluded that the ‘Singh-Elamvazuthi’ frame-
work is more beneficial in terms of good image quality with lower execution time 
shown by Figure 5 and Figure 6 respectively. However, the comparative analysis of 
fitness and intensity variance would be a precise future footstep for detail analysis of 
big databases. It would be interesting to companion this research with the large data-
bases of several types of images. It would leads to platform independency of this 
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method. Finally, the proposed ‘Singh-Elamvazuthi’ segmentation framework demon-
strated by this study would provide to help in the detection of tears in injured ligament 
and volume of tears. Clinically, it is more beneficial information which in the evalua-
tion of healing rate of particular ligament injury.      

5 Conclusion  

This study proposed a novel and automatic ‘Singh-Elamvazuthi’ framework for the 
segmentation of ATFL ligament from ultrasound images. It is based on the Darwinian 
Particle Swarm Optimization (D-PSO) algorithm. The current study provides the 
comparison between the performances of the proposed framework and standard Parti-
cle Swarm Optimization method based on visualization and computational complexi-
ty. This analysis produce the outcomes which have shown about that proposed 
framework have less computational complexity and better image quality than the 
existing approach. It should be noted that optimization algorithm D-PSO based 
framework is used first time for the segmentation of ATFL ligament ultrasound  
images.  
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Abstract. Cellular neural network is one of the classic neural networks.
This paper designs a one-dimensional pairwise CNN, and then develops
a global alignment algorithm for the Chinese texts using this CNN. The
method mainly includes these processing steps, namely the initialization
of the CNN, the generation of the alignment path, and the global align-
ment of the texts in accordance with the comments. The experiments
show that the developed method is efficient, and compared to the other
three methods, it could obtain the alignment result of two Chinese texts
with the higher similarity and the less time.

Keywords: Chinese text similarity, cellular neural network, cell state
matrix, global alignment path.

1 Introduction

In the world, there are more than 20% people using Chinese, and Chinese is
becoming an increasingly important information-carrying tool. For any language
such as English and Chinese, the text similarity computation is often a very
important research field [1].

Text similarity has many significant applications, such as the intellectual prop-
erty protections, the anti-plagiarism of papers, and the natural language under-
standing, etc. Currently, more and more Chinese universities are utilizing text
similarity detection technology to prevent students from copying text materials
from the other papers or dissertations. Almost all of the publishing houses in
China take the Chinese text similarity detection technology [2] to check and
evaluate the originality of the paper manuscript submitted by the authors.

Chinese text similarity research is so important that it has attracted the great
enthusiasms from the researches. For instance, Xu presents a Chinese text simi-
larity computation method by machine translation to translate Chinese text into
English text [1]. Xu also researches the text similarity of Chinese papers using
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map-reduce technology [2]. Wang explores the Chinese text similarity on some
broad topics of word, sentence and document [3]. Li investigates the performance
of different similarity measures [4] in KNN algorithm on Chinese texts.

In general, the key step in the text similarity computation is the text align-
ment. By now, there have been many methods developed for the global alignment
of sequences, such as the mixed-integer linear programming [5], the super pair-
wise alignment [6], and the global visualization alignment [7]. In recent years,
some special methods for English texts have also been proposed, such as the
Chinese-English word similarity measure [8], the sememe vector space model [9],
and the IR lists approach [10]. These algorithms could often achieve the good
results on the Latin texts, however they could no longer be equally effective on
the Chinese texts.

Moreover, the cellular neural network (CNN) is also a workable tool for the
global alignment of the text sequences. As one of the classic neural networks,
CNN was originally proposed by Chua [11]. In the past decades, the exponential
stability problems [12,13] of the various CNNs were deeply researched. Moveover,
the two-dimensional CNN models have been widely used in the applications, such
as the image processing [14, 15], the chaotic Hash function construction [16].
Besides the two-dimensional CNNs, some one-dimensional models [17, 18] for
the CNN also have been proposed. However, the special applications of one-
dimensional CNN models are seldom paid enough attention to.

This paper designs a one-dimensional pairwise CNN (1D-PW CNN), and then
develop a global alignment algorithm for the Chinese texts. The 1D-PW CNN
consists of two one-dimensional CNNs, one is the master, and another is the
slave. In the 1D-PW CNN, the master keeps immoveable all the time, while
the slave will move a distance forward at each time. By the computation of
the cell state matrix, the optimal state matrix can be obtained, an then the
global alignment path is generated through back-tracing this matrix. The two
Chinese texts are globally aligned in accordance with the path, and then the
global similarity computation is conducted.

The remainder of this paper is organized as follows. In Section 2, the 1D-PW
CNN is designed and its cell dynamics is described and analyzed. In Section 3,
the global alignment algorithm based on the 1D-PW CNN and the similarity
computation for two Chinese text sequences are exhibited. For evaluating this
algorithm, some comparison experiments on some Chinese text samples are given
in Section 4. Finally, Section 5 summarizes this paper.

2 The Proposed 1D-PW CNN Model

The new 1D-PWCNNmodel proposed in this paper to globally align the Chinese
texts and then compute the similarity between them is similar to, but a little
different from the one-dimensional models respectively presented in [17] and [18],
and it is briefly illustrated in Fig.1. In the model, the 1D-PW CNN consists of
two 1-D CNNs, one is the master CNN1 which keeps itself immoveable all the
time, and another is the slave CNN2 which will move a step forward with the
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…

CNN1 (master, fixed) 

i

CNN2 (slave, movable) 

-1m1 …0

-1n 1… 0

rrr

Fig. 1. The proposed 1D-PW CNN model

fixed distance r = 1 at each time. Furthermore, r = 1 is the distance between
two nearest cells and also the critical distance more than which any two cells
cannot receive the link from each other. Moreover, CNN1 contains m cells, and
CNN2 contains n cells. C1(i), i = 0, 1...,m − 1, represents the cell of CNN1,
similarly C2(j), j = 0, 1, ..., n− 1 represents the cell of CNN2.

Based on the models presented in [11, 17, 18], the cell dynamics equations of
the 1D-PW CNN are defined as:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x1,i(t+ 1) = (1− 1

CRx
)x1,i(t) +

1

C

( ∑

Cl(k)∈N1,i(r,t)

Akyl,k(t)

+
∑

Cl(k)∈N1,i(r,t)

Bkul,k + I1,i

)

y1,i(t) = f
(
x1,i(t), I1,i

)
=

⎧
⎨

⎩

1, if x1,i(t) = I1,i;

0, else.

(1)

where x1,i(t) and y1,i(t) represent the cell state and the output of C1(i) at the
running time t, respectively. Cl(k) represents the neighbor cell in the neighbor
domain, N1,i(r, t) of C1(i). yl,k(t) and ul,k represent the output of Cl(k) at time t
and the link input to Cl(k). A and B are the feedback template to modulate the
output of Cl(k) and the control template to modulate the link input to Cl(k),
respectively. C and Rx are the two circuit parameters. I1,i is the cell state bias
(or threshold) of C1(i).

Moreover in Eqn. (1), the output function of C1(i), f(...) is a little different
from the output functions in [11,17,18]. In the 1D-PW CNN, f(...) is redefined as
a two-valued function, namely y1,i(t) = 1 if x1,i(t) is equal to the state threshold
I1,i at time t, otherwise y1,i(t) = 0.

In the 1D-PW CNN, the slave CNN2 is merely regarded as the link supplier
to CNN1, so the cell dynamics of CNN2 is not considered in this paper. For the
cell C1(i) of CNN1, its neighbor domain will constrain the two types of cells, one
is the cells of CNN1 itself, another is the cells of CNN2. Meanwhile, C1(i) will
receive both the link input, ul,k and the cell output, yl,k(t) from all the neighbor
cells at time t.
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At running time t = 0, the 1D-PW CNN is initialized. CNN1 keeps itself
immoveable while CNN2 moves a step forward with the distance r = 1 at time
t = 1, hence x1,i(1) and y1,i(1) can be computed via Eqn. (1). Since CNN2

always moves a step forward at each time, the cell C2(n−1) of CNN2 should be
the last one that can link to the last cell, C1(m−1) of CNN1 at time t = m+n−1,
hence x1,i(m+n− 1) and y1,i(m+n− 1) can be computed. From then on, with
the increase of the time CNN2 will completely depart from CNN1, resulting
that CNN2 has no cell linking to CNN1, so the 1D-PCNN will stop at the time
t = m+ n.

By running the 1D-PW CNN at time t, t = 0, ...,m+n−1, a series of the cell
state x1,i(t) and the cell output y1,i(t) can be obtained. And then these state
and output can be used for solving the global alignment problem for the fast
similarity computation of the Chinese texts.

3 The Global Alignment and Similarity Computation

To compute the global similarity between two Chinese texts, it is usually neces-
sary to transform the two texts into the two corresponding character sequences.
Moreover, another necessary processing step is to globally align the two se-
quences [8, 9] by moving the characters. In this paper, based on the proposed
1D-PW CNN model, the global alignment method is developed to do the fast
alignment of the two Chinese texts.

3.1 The 1D-PW CNN Initialization

To express easily, these symbols are defined as follows. Using S1 and S2 to
represent the two given Chinese character sequences. The lengths of S1 and S2

are L1 and L2, respectively. Moreover, S(i′), where 0 ≤ i′ ≤ L1 − 1, dedicates
the character of S1 at the location index i′, and S(j′), where 0 ≤ j′ ≤ L2 − 1,
dedicates the character of S2 at the location index j′.

And then, at time t = 0 the 1D-PW CNN is initialized as follows. Firstly,
initialize CNN1 and CNN2 with m = L1 +1 and n = L2 +1 cells, respectively.
The cell index i satisfies 0 ≤ i ≤ L1, and j satisfies 0 ≤ j ≤ L2. The original link
input, u1,i of CNN1 and u2,j of CNN2 are respectively initialized as follows:

u1,i =

⎧
⎨

⎩

null, if i = 0;

S1(i− 1), if 1 ≤ i ≤ L1.
(2)

u2,j =

⎧
⎨

⎩

null, if j = L2;

S2(L2 − j − 1), if 0 ≤ j ≤ L2 − 1.
(3)

where ′null′ represents the blank space character, which will be inserted into the
Chinese texts when the Chinese texts are globally aligned.

Moreover, both the parameter C and Rx are set to 1, and I1,i is set to the
constant 2. The initial state x1,i(0) = 0, where 0 ≤ i ≤ L1. The two templates,
A and B, are set to A = [0, 0, 0] and B = [0, 1,−1], respectively.
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3.2 The Computation of the Optimal State Matrix

After the initialization of the 1D-PW CNN, the next step is to compute the
optimal cell state, x̂1,i(t) of CNN1 at each time t, where 0 ≤ i ≤ m − 1 and
1 ≤ t ≤ m+ n− 1.

Furthermore, define O1, O2 and O3 respectively as O1 = x1,i−1(t−2)+2I1,i×
y1,i(t), O2 = x1,i(t − 1) − I1,i and O3 = x1,i−1(t − 1) − I1,i, where both x1,i(t)
and y1,i(t) are computed via Eqn. (1). Based on these definitions, at each time
t the x̂i(t) is calculated by

x̂i(t) = max
{
O1, O2, O3

}
(4)

Then replace x1,i(t) with the optimal cell state x̂1,i(t). Continue to iteratively
compute all the optimal cell state, x1,i(t) by the rule presented above until the
1D-PW CNN stops at the time t = m+ n− 1.

By the iterative computation, a series of cell state values can be obtained,
such as x1,0(0) at t = 0, x1,0(1) and x1,1(1) at t = 1, x1,0(2), x1,1(2) and x1,2(2)
at t = 2, ..., and the last one x1,m(m+n− 1) at t = m+n− 1. And then, build
the match matrix, Om,n as the following pattern

Om,n =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

x0(0) x1(1) x2(2) ... xm(m)
x0(1) x1(2) x2(3) ... xm(m+ 1)
x0(2) x1(3) x2(4) ... xm(m+ 2)
x0(3) x1(4) x2(5) ... xm(m+ 3)
... ... ... ... ...

x0(n) x1(n+ 1) x2(n+ 2) ... xm(m+ n− 1)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

(5)

Based on the built match matrix, the global alignment path, P (the initial
P = ∅) can be determined by backtracking Om,n. The generation rule of the
alignment path is described as the following steps:

1. start from xm(m+n−1), the right-bottom element ofOm,n, let P =
{
xm(m+

n− 1)
}
, and i = m, t = m+ n− 1.

2. while i �= 0 and t �= 0, do the loops:
– let i1 = i2 = i− 1, i3 = i, t1 = t3 = t− 1, t2 = t− 2;
– decide parameters i′ = iik′ and t′ = ttk′ by

k′ = arg max
k∈{1,2,3}

xik(tk)

– find the node state xi′ (t
′);

– insert xi′ (t
′) into the path P , as followed by P =

{
xi′(t

′)
}⋃

P ;
– let i = i′ and t = t′.

3. obtain the optimal path node set P ;
4. the algorithm completes.

In fact, for the global alignment path P , because the back-tracing process
starts from xm(t = m+ n− 1) and completes at x0(t = 0), the first element of
P is just P0 = x0(0), and the last one should be just Pm = xm(t = m+ n− 1).
Similarly, the second element, P1 is just the one which is obtained at the time
t = 1, and the ith (1 < i < m + n − 1) one should be Pi = xki(t = i), the cell
state obtained at the time t = i, and ki can be directly seen from P .
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3.3 The Global Alignment of Two Chinese Texts

After the optimal path P has been obtained, the two Chinese text character
sequences, S1 and S2, can be aligned under the guidance of P . Suppose, the
alignment path, P is presented as P = {P0, P1, P2, ...Pk}, and so the length of
P is equal to k + 1. Just as mentioned above, P0 = x0(0) and Pk = xm(m+ n).
The two sequences will be aligned as follows.

Firstly, define the element location index k′ for P , where 0 ≤ k′ ≤ k, i′ as the
character location index of S1, and j′ as the character index of S2.

1. let i′=0, j′ = 0, k′ = 0;
2. based on P , determine Pk′ = xa(ta), Pk′+1 = xb(tb);
3. compare a, b, ta and tb, then S1 and S2 are processed on the three different

decision conditions:
– if b − a = tb − ta = 1, a character ′∗′ is inserted into S2 at the location

j′, and then let S′
2(j

′ + 1) = S1(j
′), where j′ = 0, 1, 2, ..., n− 1;

– if b = a and tb− ta = 1, a character ′∗′ is inserted into S1 at the location
index i′, and then let S′

1(i
′ + 1) = S1(i

′), where i′ = 0, 1, 2, ...,m− 1;
– if b− a = 1 and tb − ta = 2, nothing is done;

4. Let k′ = k′ + 1, i′ = i′ + 1 and j′ = j′ + 1;
5. If k′ < k, go to step 3, else go to step 7;
6. The global alignment of the two text sequences completes.

By now, these two Chinese texts have been aligned. By the global alignment,
S1 and S2 have become the two texts with the same sequence lengths.

3.4 Text Similarity Computation

Once the global alignment of two texts completes, the global similarity between
the two text sequences will easily be computed. To express conveniently, define
GS(S1, S2) to represent the numerical value of the global similarity between the
text sequences S1 and S2.

In general, there are many criteria which could be used for the numerical
representation of the text similarity. In this paper, based on the classic Euclidean
distance, the global similarity of texts is computed as:

GS(S1, S2) =
2×Nmatch

Len(S1) + Len(S2)
× 100% (6)

where Nmatch is the number of the character pairs which have been correctly
aligned, Len(S1) represents the text length of S1, and Len(S2) represents the
text length of S2.

4 Experiments and Comparisons

To evaluate the performance and the merit of the proposed global similarity com-
putation algorithm for the two Chinese Texts, some simulation and comparison
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experiments have be carried out. In these experiments, all these compared algo-
rithms are simulated using the MATLAB software (version: R2011a), and then
executed on the same computer with 3.2GHz CPU, 2GB memory and Windows
XP system.

All the Chinese texts for the experiments, more than 100 Chinese text pairs,
come from the Baidu search website and the CNKI (China National Knowledge
Infrastructure) database, including the Micro-blog (like twitter), news, reviews,
papers, and so on. Furthermore, the length range of these Chinese texts is be-
tween 10 and 10 thousands.

To evaluate the performance of our algorithm, the other three methods have
been chosen for the efficiency comparisons, and they are the MCALIGN2 by
Wang [19] , the global alignment computation using GSA tree by Zhao [20], and
the global alignment using GASSST by Guillaume [21].

4.1 Similarity Comparisons

In the global similarity experiments, the 100 chosen Chinese text pairs are tested
one by one, and the obtained similarity results by the four algorithms are saved.
In order to intuitively exhibit these comparison results and then analyze them,
the 100 Chinese text pairs have been sorted according to the similarity detected
by the proposed 1D-PW CNN in an ascending order (labeled with ’#’).

Table 1. The partial experiment results on the similarity

 

Text Pairs(#) 5# 16# 39# 65# 76# 88# 

Len(S1)=566 Len(S1)=135 Len(S1)=6454 Len(S1)=54 Len(S1)=3886 Len(S1)=1447
Lengths 

Len(S2)=490 Len(S2)=116 Len(S2)=7129 Len(S2)=32 Len(S2)=4025 Len(S2)=2523

GSAT 5.68% 15.94% 37.61% 58.14% 64.52% 75.06% 

GASSST 5.87% 16.73% 37.74% 58.14% 64.87% 75.62% 

MCALIGN2 6.44% 16.73% 37.90% 58.14% 65.07% 75.92% 

1DPW-CNN 6.82% 16.73% 38.25% 58.14% 65.43% 76.12% 

Table 1 displays a part of the experiment results for the global similarity on
the 100 text pairs, including pairs 5#, 16#, 39#, 65#, 76# and 88#. In the table,
it can be seen that these four algorithms obtain the same similarity of 58.14%
on the text pair 65#. And, on the pair 16#, 1DPW-CNN, MCALIGN2 and
GASSST can also get the same similarity of 16.73%, however for the GSAT, the
similarity obtained is only 15.94%, a little smaller than those by the others. On
the other text pairs, these similarity values are completely different from each
other.
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In general, from table 1, it can also be seen that, for each text pair, the 1DPW-
CNN algorithm often achieves the same similarity as the others, and it obtains
the bigger similarity than the four methods sometimes. If the total length of
S1 and S2 is small, for examples, 16# or 65#, there is no significant similarity
difference between the proposed method and the other three. However, with the
increase of the total length of the text pairs, when Len(S1) + Len(S2) is more
than one thousand, such as 5#, 39#, 76# and 88#, the 1DPW-CNN method will
get significantly higher similarity than the other three.

4.2 Execution Time Comparisons

Besides the global similarity, just as mentioned before, the execution time of the
algorithm is also another important evaluation criterion. Thus in experiments,
the execution time of these algorithms to compute the similarity on the 100
Chinese text pairs is also tested and saved.

Table 2 exhibits a part of execution time in the experiments with the four
methods, including the six Chinese text pairs. As a whole, for each one of the
four computation methods, their execution time will become longer and longer
with the increase of the total text length of S1 and S2.

Table 2. Partial Experiment Results of Execution Time

Text Pairs(#) 5# 16# 39# 65# 76# 88# 

Len(S1)=566 Len(S1)=135 Len(S1)=6454 Len(S1)=54 Len(S1)=3886 Len(S1)=1447
Lengths 

Len(S2)=490 Len(S2)=116 Len(S2)=7129 Len(S2)=32 Len(S2)=4025 Len(S2)=2523

GSAT 85.21ms 76.15ms 674.15ms 58.22ms 399.61ms 170.55ms 

GASSST 88.46ms 78.43ms 712.62ms 59.54ms 376.27ms 186.39ms 

MCALIGN2 81.53ms 72.67ms 502.06ms 56.35ms 330.40ms 160.82ms 

1DPW-CNN 78.16ms 71.35ms 353.71ms 56.08ms 279.62ms 152.69ms 

According to the execution time of the four methods in Table 2, it is easy to see
that, for each of the six exhibited Chinese text pairs, the needed time by 1DPW-
CNN is often the shortest. In contrast, the computation time by the GASSST
is the longest, and the computation time by the GSAT or the MCALIGN2 is
usually more than that by the 1DPW-CNN and less than that by the GASSST.

Moreover, it could also be seen that if the total length of S1 and S2 is very
small, such as pair 5#, the difference of the execution time is also very small, only
a few milliseconds. However, if the total length is more than one thousand, such
as pair 88#, the average difference of the execution time between the 1DPW-
CNN and the others almost reaches to 20 milliseconds, approximately 13.1% of
the total time by 1DPW-CNN. With the increase of the total length, the time
difference becomes bigger and bigger, such as pairs 76# and 39#. Especially,
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when the total length reaches to 10 thousands, such as pair 39#, the longest
pair in the table, the time by the GASSST is 712.62 ms, which is approximately
twice the length of the time by 1DPW-CNN, 353.71 ms.

5 Conclusions

The global similarity detection is an every important application technology
in the Chinese information processing fields. This paper designs a new 1D-PW
CNN, which consists of the immoveable master and the movable slave, to develop
the global alignment algorithm for the two Chinese text sequences. Via the par-
allel computation of the cell states, the optimal state matrix is generated, and
then the global alignment path is obtained by back-tracing the state matrix.
Under the guidance of the alignment path, the two Chinese texts are globally
aligned by inserting the blank characters into the texts at the appropriate loca-
tions, and then the numerical similarity between these two texts is computed.
By the comparison experiments on some Chinese text samples, it shows that
the method with the 1D-PW CNN developed in this paper could be efficient to
globally align the text sequences. It could often obtain the higher similarity with
the less computation time than the other three.
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Abstract. Assembly and disassembly sequences were planned and assessed in-
dependently. However, as eco-friendly product design has been enforced by 
government regulation, it is needed to plan assembly and disassembly sequence 
at the same time in early product design stage. This paper aims to propose a se-
quence structure design method by integrating both assembly and disassembly 
sequence planning. First, graphs represent feasible assembly sequence with 
components. Second, adjacency matrices are developed to accumulate the se-
quence information for computational analysis.  Third, a black box diagram is 
applied to understand and consider the functions of a product during assembly 
and disassembly operations. Finally, factors are determined to overcome gaps 
between each assembly and disassembly sequence structure. By considering 
product architecture with Design Structure Matrix (DSM), we can determine 
modular design for selective disassembly and interface type for assembly. A 
case study is performed with two coffee makers to demonstrate the effective-
ness of the proposed method.  

Keywords: Assembly sequence structure planning, Disassembly sequence 
structure planning, Product recovery. 

1 Introduction 

Optimal product design affects the improvement of manufacturing efficiency and the 
ease of use for customers as well. Product design based on a systematic assembly 
sequence enables firms to reduce manufacturing lead-time, and thus, to improve the 
efficiency in production process. On the other hand, by considering the disassembly 
and reassembly sequences, the firms can develop the product design that provides 
ease of use to attract consumer preferences. 

There are many studies in assembly sequence planning and disassembly sequence 
planning independently to minimize operation time and cost together with govern-
ment regulation. The production process in the companies is developed based on the 
design of each component and assembly sequence. The assembly process consists of 
                                                           
* Corresponding author. 
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preparing all parts and subassemblies, deciding interface types for assembly, perform-
ing functional test and inspection, and packaging the product. Assembly would have 
influences on manufacturing time and cost together with product quality. Therefore, 
assembly-oriented design is proposed to reduce manufacturing cost [1].  

On the other hand, a company has started to consider the disassembly-oriented de-
sign for maintenance and product recovery to decrease the amount of wasted product 
to landfill. This is because the company can rapidly launch a new product and lifecy-
cle of the new product is getting shorten because of changing customer needs. Then, 
the quantity of the wasted products to landfill is increasing. For several decades, gov-
ernments have enforced manufacturers to produce environmental friendly product 
design and manufacturing including product recovery. Therefore, the manufacturers 
have to follow the regulations from the conceptual design to the disposal, i.e., during 
the product life cycle. Product recovery is needed to minimize the amount of landfill 
disposal of waste and the usage of natural resources by recovering obsolete parts to 
serviceable parts [2]. There are several recovery options: recycling for recovering raw 
materials by carrying out disassembly, reuse to use an item for its own original pur-
pose, reconditioning to use an item for its original purpose with value added, and 
refurbishment to restore its original purpose [2]. To perform all these recovery op-
tions, disassembly operations should be performed and then it is needed to satisfy a 
desired level of quality for customers after reassembly operations. Disassembly for 
the product recovery is not always same as reverse sequences of assembly but is able 
to separate demanded parts selectively [3]. Therefore, disassembly sequence planning 
is significant to minimize disassembly time and cost by maximizing easiness of disas-
sembly and the quality of reassembled products in terms of customer perspective.    

In the previous research, the assembly and disassembly sequence planning were 
performed independently. Disassembly carries out between usage step and the end of 
product life. However, the disassembly planning should be considered for easiness to 
maintain and product recovery at the beginning of product design with assembly 
planning. In this paper, we propose a novel product design framework from both the 
company and customer perspectives while considering both assembly and disassem-
bly sequence structure planning. The proposed framework can help to reduce assem-
bly time, maintain products, and reuse end of life products.   

In this paper, Section 2 presents a literature review. A method for assembly and 
disassembly sequence planning is described in Section 3. To demonstrate the effec-
tiveness of the proposed method, a case study is performed with coffee makers in 
Section 4. The conclusion and future work are presented in Section 5. 

2 Literature Review 

Assembly sequence planning plays important role in assembly cost [1]. Assembly 
sequence planning is to deploy components according to sequence to produce a final 
product based on companies’ strategies. The purpose of the assembly planning is to 
minimize assembly time and cost [4].  The starting point of assembly sequence plan-
ning is to model relationships among components by a liaison graph [5], AND/OR 
graph [6], and assembly precedence diagram which is a directed and acyclic graph 
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[7]. Based on these graph representations, the optimal assembly sequence is identified 
by using artificial intelligence algorithms such as genetic algorithm [8] and particle 
swarm optimization [4]. 

For disassembly sequence planning, the needs of product recovery and mainte-
nance demands disassembly. The research for disassembly is mainly focused on dis-
assembly sequence planning by minimizing disassembly cost. Also, as complete  
disassembly is not cost effective and practical, a disassembly sequence planning em-
phasizes on selective disassembly for product recovery and maintenance. The disas-
sembly sequence before optimization is represented by graphical networks based on 
precedence relations. Lambert [9] described three types of disassembly representa-
tion: tree representation, state representation, and AND/OR graph representation. 
These representations are starting point of disassembly sequence planning by visualiz-
ing feasible disassembly operations. The representations contain nodes which are 
states of disassembly and arcs which describe disassembly operation based on prece-
dence relationship. Based on graph representation, Behdad et al. [10] determined an 
optimal disassembly sequence planning by applying stochastic modeling and immer-
sive computing technology. The stochastic modeling resulted in minimizing disas-
sembly time and damage to components during the operations, while immersive  
computing technology was applied to identify solutions based on human intuition. 
Askiner and Gupta [3] proposed an approach to generate disassembly sequence plan by 
using hierarchical tree representation and branch and bound algorithm. They also re-
sulted in the optimal disassembly sequence with the lowest cost. Smith and Chen [11] 
presented a rule-based recursive method for finding the lowest cost of selective disas-
sembly sequence planning. Sung and Jung [12] developed a heuristic algorithm for 
disassembly planning and mathematical modeling to find minimum disassembly cost. 

Based on literature review, in traditional sequence planning, the assembly sequence 
planning and disassembly planning were designed separately. This is, disassembly 
sequence was not considered when planning assembly sequence. Although products 
can be produced with lowest assembly cost according to companies’ plan, customers 
might spend heavy charges while disassembly operations because a product is not 
considered to add disassembly strategies for maintenance. The disassembly sequence 
and the reverse order of assembly sequence are not always same. Consequently, as-
sembly and disassembly sequence planning should be considered at the same time in 
product design as shown in Fig. 1.  

 

Fig. 1. Sequence planning by integrating assembly and disassembly (Modified from Kwak[13, 
p.6]) 
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3 A Product Design Framework for Assembly and Disassembly 

A novel product design framework is introduced to achieve the production efficiency 
from company’s perspective and to meet the customer’s need. From the company’s 
perspective, the assembly sequence is needed to produce the final product from the 
stage of the material and component. The assembly sequence is closely related to 
improve production efficiency in the beginning of product lifecycle [14, 15, 16].  

On the other hand, the customer satisfaction is related to how to maintain their end 
of life products. So, a disassembly sequence is required to dismantle a product to 
components for upgrade or maintenance of the product and then the components are 
reassembled to the product as shown in Fig. 1 [4, 10].  

As shown in Fig. 2, we propose a product design framework by integrating assem-
bly and disassembly planning. The proposed method is related to design for manufac-
turing (DFM) which is mind-set of decision makers in conceptual design stage in 
order to produce products more easily and economically [17].  

 

 

Fig. 2. The proposed product design framework for assembly and disassembly 

This proposed framework consists of four steps as shown in Fig. 2. To meet legis-
lative requirements and customer needs, detailed design information is represented by 
graphs in step 1 and adjacency matrix in step 2 according to conventional assembly 
and disassembly sequence. In step 3, black box model is applied to understand func-
tional structure of a product. In step 4, decision makers find factors to improve 
assemblability and disassemblability. Additionally, design structure matrix (DSM) is 
used to determine modular structure for enhancing selective disassembly in step 4. 

Step 1. Graph representation for assembly and disassembly sequence 
The conceptual design according to customer needs and government regulation for envi-
ronment is translated to graph representation for assembly and disassembly sequence 
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planning. The each graph contains assembly and disassembly sequence from experts’ 
knowledge. In the graph, each node represents component and arcs link between nodes 
with direction and precedence. After developing the graph for assembly sequence, the 
graph for disassembly is followed reverse order of the assembly sequence.  

Table 1. Assembly type, graph, and matrix information (Source: Demoly et al. [14, p.40]) 

 

Step 2. Develop the adjacency matrix for assembly and disassembly 
As an adjacency matrix contains directional nature and dependency relationships 
among parts, the graph representation in step 1 can be translated to the adjacent ma-
trix. The each adjacent matrix contains assembly and disassembly sequence respec-
tively. For disassembly, the adjacent matrix for disassembly is developed based on the 
transpose of the DSM for assembly. It means that the direction of arcs in the graph is 
changed to the opposite direction. These matrices will be helpful to save these infor-
mation on the products in the company’s database and then utilize the information to 
determine optimal sequence planning by using simulation tools and/or computational 
algorithms. 

In steps 1 and 2, the graph and adjacency matrix are developed based on infor-
mation in Table 1 [14]. 
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In the adjacency matrix, , if there are dependency relationship between compo-
nents i and j, the value in  is equal to one and it means that component j is assem-
bled after assembling component i. When there are no physical contact but is prece-
dence relationships, the value of  is λ. If there are no relationships, the value in  
is equal to zero.  

 



252 S. Kim et al. 

There are four assembly types in Table 1: an interconnected serial type that part 1 
passes through parts 2 and 3, a serial type, a constrained serial type that part 2 is as-
sembled before part 3 in spite of no relationship, and a parallel type. Therefore, after 
steps 1 and 2, decision makers can decide assembly types from characteristics of the 
graph and adjacency matrix.  

Step 3. Black box diagram for identifying functional priority 
When designing a product with assembly and disassembly sequence planning, design-
ers should understand the functional structure of the product. Therefore, a black box 
diagram is applied to represent functional structure of a product in the proposed 
method. The diagram provides a way to understand comprehensive material, energy, 
and signal flows together with function of modules or parts. Since this step supports a 
product information in detail, decision makers would make a plan for how to enhance 
assemblability and disassemblability with keeping function of the product.  Also, it 
would be helpful for a decision maker to decide the functional priority of components 
while detaching parts.  

Step 4. Determine factors to overcome gaps between assembly and disassembly  
sequences 
In this step, decision makers need to determine and improve how to disassemble and 
assemble a product for maintenance. Assembly and disassembly sequence are related 
to the functional structure in step 3 as well as physical interrelationship among com-
ponents. Therefore, design structure matrix is applied to support design for assembly 
and disassembly sequence by considering the relationship among components. If a 
company considers that disassembly order is the same as the reverse order of assem-
bly order, customers might spend heavy charges for disassembly and the reassembled 
product could not guarantee the quality of the product. Therefore, factors improving 
disassembly operations are determined in this step. Then, these factors are applied to 
improve assembly and disassembly structures for verification.   

4 Case Study 

To demonstrate the effectiveness of the proposed method, a case study carried out 
with two coffee makers, Philips HD7450 [18] and HD7458 [19] in Table 2. These 
coffee makers in the same manufacturer have simple functions to brew coffee for 
home use. There are four main parts for the coffee maker like a water reservoir (upper 
casing), heater, decanter and filter. The parts are mainly performed to achieve a main 
function of the coffee maker. The main function is to brew coffee with consistent 
steam supplement. Three sub-functions, which is water/coffee capacity, heating water, 
and the durability related to product life, are needed to achieve the main function for 
the coffee maker. 
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Table 2. Specifications of two coffee makers 

Model HD7450 (Philips) HD7458 (Philips) 

 

 
Price S$49 S$89 

Specification 
220V, 50Hz, 650W 
4~6 cups  

220V, 50Hz, 1000W 
10~15 cups  

Step 1. Graph representation for assembly and disassembly 
In this case study, it is difficult to know exact assembly order of their company by 
product dissection. Accordingly, we assume that the assembly sequence is the reverse 
order when reassembling component by component of coffee makers. Assembly and 
disassembly sequence structure graph are determined in Fig. 3. The dash arrows in the 
graph give precedence relationships among non-connected components. The starting 
point of the dash arrow has high precedence to operate. Since these two coffeemakers 
have different design but have the same functional and physical structure, the graphs 
are the same in the coffee makers.  

Step 2. Develop the adjacency matrix for assembly and disassembly 
Based on the graph representations, the adjacency matrices are developed as shown in 
Fig. 4. These adjacency matrices are not organized, so that it is hard to determine 
assembly types without graph. Accordingly, these matrices would be organized by 
using the product architecture in Step 4.  

   
(a)             (b) 

Fig. 3. Sequence graph of the coffee maker for (a) assembly and (b) disassembly 
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Fig. 4. The adjacency matrix for (a) assembly and (b) disassembly 

Step 3. Black box diagram for identifying functional priority 
Steps 1 and 2 are focused on assembly and disassembly sequence based on product 
architecture. However, to improve these sequence structure, decision makers should 
understand function of each component or module of the coffee makers. The diagram is 
utilized to describe functional structure of these coffee makes in Fig. 5. This diagram 
shows five main components with their functions as well as flow of material, energy, 
and signal. For example, if we check water flow, the cold water in a water reservoir pass 
through a heater. In the heater, the cold water is changed to steam and then mixed with 
coffee in filter. Finally, coffee is brewed and then stored in a decanter.  

Decision makers can easily understand which parts are disassembled for mainte-
nance or upgrade. Also, decision makers can make plans to reduce probability to in-
curring damage during disassembly and reassembly. 

 

 

Fig. 5. Black box diagram of the coffee maker 

    
      (a)          (b) 

Assembly  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1 Decanter 0 -1
2 Switch 0 -1 λ
3 Heater 1 0 1 -1 1 1
4 Lid of the maker 0 -λ -1 1
5 Filter basket 0 -1 1
6 Steam pipe λ 0 -1
7 Filter 0 λ -1
8 Water reservior 1 1 0 -1
9 Casing for heater -λ 0 1 -1

10 Bottom cover 1 -λ -1 0 -λ -λ
11 Silicon ring -1 0 1
12 Hot plate 1 -1 0
13 Heater holder pin -1 λ 0
14 Silicon tube -1 λ 0
15 Stem sprout -1 1 0
16 Filter case -1 1 0
17 Bottom casing 1 1 0

Disassembly  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1 Decanter 0 1
2 Switch 0 1 -λ
3 Heater -1 0 -1 1 -1 -1
4 Lid of the maker 0 λ 1 -1
5 Filter basket 0 1 -1
6 Steam pipe -λ 0 1
7 Filter 0 -λ 1
8 Water reservior -1 -1 0 1
9 Casing for heater λ 0 -1 1

10 Bottom cover -1 λ 1 0 λ λ
11 Silicon ring 1 0 -1
12 Hot plate -1 1 0
13 Heater holder pin 1 -λ 0
14 Silicon tube 1 -λ 0
15 Stem sprout 1 -1 0
16 Filter case 1 -1 0
17 Bottom casing -1 -1 0
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Step 4. Determine factors to overcome gaps between assembly and disassembly  
sequences 
To overcome gaps between assembly and disassembly sequence structures, it is need-
ed to understand the product architecture of the coffee makers. As the adjacency  
matrices for assembly and disassembly includes information on the assembly and 
disassembly order, information on product architecture is needed to develop the or-
ders. Therefore, design structure matrix (DSM) is applied to represent interrelation-
ships among components in detail and modularize the components. Consequently, we 
consider that the first factor to overcome the gaps is disassembility with modulariza-
tion. In the case study, based on DSM in Fig. 6, three modules are generated by DSM 
clustering algorithm by Thebeau [20]. In Fig. 7, the first module is related to filter 
parts. The second module is for heater parts and the third module includes compo-
nents in the upper casing part of the coffee maker, such as a steam pipe, silicon tube, 
water reservoir, stream sprout, and lid of the coffee maker. The modularization that is 
clustering components into chunks is to make high internal coupling within modules 
and less coupling between modules. Therefore, the assembly and disassembly se-
quence structures are changed by using the modules as shown in Fig. 8. The structure 
with modules would improve selective disassembility by changing series structure of 
components to parallel structure of modules. For example, when removing the water 
reservoir based on existing disassembly graph in Fig. 3, the water reservoir can be 
removed after detaching casing for the heater and filter parts. However, the water 
reservoir can be disassembled selectively without detaching the casing for the heater 
and filter by considering modular product structure.   

 

 

Fig. 6. Product architecture representation based on DSM 

 
Fig. 7. The adjacency matrix with modules for (a) assembly (b) disassembly  

 

DSM 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1 Bottom cover 0 1
2 Silicon ring 0 1 1 1
3 Hot plate 1 0 1 1 1 1
4 Casing for heater 1 1 1 0 1 1 1
5 Heater 1 1 0 1 1 1 1 1
6 Switch 1 0 1
7 Heater holder pin 1 1 0
8 Steam pipe 0 1
9 Silicon tube 1 1 0 1 1 1

10 Water reservoir 1 1 0 1 1 1 1
11 Steam sprout 1 1 0 1 1 1
12 Filter basket 1 0 1 1 1
13 Filter 1 0 1
14 Filter case 1 1 0
15 Lid of coffee maker 1 1 1 0 1
16 Decanter 1 1 1 0 1
17 Bottom Casing 1 1 1 1 1 1 1 1 0

    

Assembly  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1 Decanter 0 -1
2 Filter basket 0 1 -1
3 Filter case -1 0 1
4 Filter -1 0 λ
5 Casing for heater -λ 0 1 -1
6 Silicon ring -1 0 1
7 Hot plate -1 0 1
8 Heater -1 0 1 1 1 1
9 Heater holder pin -1 0 λ

10 Switch -1 0 λ
11 Silicon tube -1 0 λ
12 Water reservior 0 1 1 -1
13 Steam pipe -1 0 λ
14 Lid of the maker -1 -λ 0 1
15 Stem sprout 1 -1 0
16 Bottom casing 1 1 0
17 Bottom cover 1 -1 -λ -λ -λ 0

Disassembly  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1 Decanter 0 1
2 Filter basket 0 -1 1
3 Filter case 1 0 -1
4 Filter 1 0 -λ
5 Casing for heater λ 0 -1 1
6 Silicon ring 1 0 -1
7 Hot plate 1 0 -1
8 Heater 1 0 -1 -1 -1 -1
9 Heater holder pin 1 0 -λ

10 Switch 1 0 -λ
11 Silicon tube 1 0 -λ
12 Water reservior 0 -1 -1 1
13 Steam pipe 1 0 -λ
14 Lid of the maker 1 λ 0 -1
15 Stem sprout -1 1 0
16 Bottom casing -1 -1 0
17 Bottom cover -1 1 λ λ λ 0
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Fig. 8. Sequence structure based on modules for (a) assembly and (b) disassembly 

The second factor is interfaces between modules and components. The interfaces 
between parts and/or modules play pivotal roles in product quality after reassembly. 
In the HD7450 coffee maker, many screws are used to combine components, com-
pared to the HD7458 coffee maker. In the HD7458, unlike the HD7450 with screws, 
snap fits are used to combine the water reservoir and bottom casing. Also, snap fits 
with a steel stick are used to fix the casing for the heater to the bottom casing. The 
snap fit have a role to minimize the number of parts like screw fasteners and improve 
efficiency of assembly and reassembly operations. However, it spends more time to 
disassemble than time to disassemble parts fastened by screws. After recursive as-
sembly and disassembly of two coffee makers, the parts in HD7458 are still strongly 
mated, while the parts fastened by screws in the HD7450 is not strongly assembled 
because of abrasion in plastic parts and screw heads.   

5 Closing Remarks and Future Work 

During assembly and disassembly sequence planning, most of literatures focus on 
minimum time and cost. In this paper, the proposed framework aims to design assem-
bly sequence structure integrated with disassembly sequence structure simultaneously. 
Therefore, in the case study, two factors which are modularization of components and 
interface design are identified to consider simultaneous design for assembly and dis-
assembly. We figured out that the modularization of components can improve selec-
tive disassembly and the interface design would help for customer to enhance mating 
quality of the reassembled product. Analyzing assembly/disassembly interface can 
link to components inventory tracking system for efficient supply and delivery. 

Based on the proposed sequence structures, a possible further research issues is to 
develop method for choosing and evaluating inventory management policy for multi-
ple components assembly /disassembly manufacture system in supply chain.  
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a Multi-objective Evolutionary Algorithm 
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Abstract. In this paper, we propose a method for detecting communities from 
signed social networks with both positive and negative weights by modeling the 
problem as a multi-objective problem. In the experiments, both real world and 
synthetic signed networks whose size ranges from 100 to 1200 nodes are used to 
validate the performance of the new algorithm. A comparison is also made 
between the new algorithm and an effective existing algorithm, namely FEC. 
The experimental results show that our algorithm obtains a good performance on 
both real world and synthetic data, and outperforms FEC clearly. 

Keywords: Signed social networks, Community detection problems, 
Multi-objective evolutionary algorithms. 

1 Introduction 

The original community detection problems (CDPs)[1] are only designed for networks 
with positive links. But in social networks, there exist positive links as well as negative 
links. The positive links may denote friendship, trust, and like between two individuals, 
while the negative ones may represent hostility, mistrust, and dislike. The networks 
with both positive and negative relationships are named as signed social networks[2] or 
signed networks (SNs). Although many community detection methods have been 
proposed, most of them can only handle networks without negative links, namely 
unsigned networks[3-6, 12]. 

For SNs, communities are defined not only by the density of links but also by the 
signs of links. That is, within communities, the links should be positive and dense, and 
between communities, the links should be negative or positive and sparse. But this 
problem is by no means straightforward since it is natural to have some negative links 
within groups and, at the same time, some positive links between groups. Also, nodes 
connected by positive links do not belong to the same community, either. Thus, more 
robust community partitions should properly disregard and retain some positive and 
negative links so as to identify more natural communities[7]. There are also a few 
studies focusing on CDPs from SNs[13, 14, 26]. 

With the intrinsic properties of detecting communities from SNs in mind, we first 
model this problem as a multi-object problem (MOP). Evolutionary algorithms (EAs) 
are the most popular method for solving MOPs[8-11]. Therefore, we propose a 
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multi-objective evolutionary algorithm (MOEA) for this problem, namely MOEA-SN. 
In the experiments, both real world and synthetic networks with different properties are 
used to test the performance of MOEA-SN, and a comparison is also made between 
MOEA-SN and FEC[7]. The results show that MOEA-SN obtains a good performance 
and clearly outperforms FEC. 

The rest of this paper is organized as follows. Section 2 formally describes the CDPs 
from SNs and the objective functions we designed. The details of MOEA-SN are given 
in Section 3. Section 4 presents the experiments. Finally, Section 5 concludes the work 
by highlighting the contributions. 

2 Objective Functions 

Given a signed network G=(V, E, w), where V={v1, ν2, ..., νn} is the set of nodes, 

E⊆V×V={(vi, vj) | νi, νj∈V and i≠j} is the set of edges, and wij is the weight of the edge 

between nodes vi and vj which can be larger than 0 (positive relationship) or smaller than 

0 (negative relationship). Let C={C1, C2, ..., Cm} be a set of communities in G; that is, 

Ci⊂V for i=1, 2, …, m. The problem of CD from SNs can be accurately expressed 

through the following conditions, 

( ) ( ) ( )
( ) ( ) ( ) ( )
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0,  ,  

ij i j i l j l

ij i j i l j k
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(1) 

The modularity Q proposed by Newman and Girvan[15] is a well known measure 

that can evaluate the goodness of a partition based on the comparison between the graph 

at hand and a null model, which is a class of random graphs with the same expected 

degree sequence of the original graph. Let eij be the fraction of edges in the network 

connecting vertices from community i to those of community j, then 

( )2

1 1
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ij i
i j

Q e a
= =
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where 
1

m

i ij
j

a e
=

=∑ . 

If a network has n nodes, the weight of edges can be represented by an n×n 

adjacency matrix W, which can reflect the structure information of networks. However, 

it is difficult to extract structure information which can be used for community detection 

from the original adjacency matrix directly. Thus, we divide the adjacency matrix into 

two independent submatrices, namely W+ and W-, by separating the positive and 

negative links. In W+, 
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Then, the positive and negative strengths of node i are given by 
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Since the original Q is designed for unsigned networks, to deal with negative links, 
we separated evaluate the community structure represented by each submatrix, 
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is the Kronecker delta function, which takes the value 1 if nodes i and j belong to the 
same community, and 0 otherwise. In fact, Q+ takes into account the deviation of actual 
positive weights against a null case random network, and Q- is its counterpart for 
negative weights[16]. 

Since we should maximize Q+ and minimize Q－, we change Q－ to 

( )
1 1
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n n
i j

ij i j
i j

w w
Q w C C

w w
δ

− −
− −

− −
= =

⎛ ⎞
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⎝ ⎠
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Thus, we have two objectives to maximize, which contradict with each other. Therefore, 
we can treat the CDP from SNs as a MOP. 
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3 MOEA-SN 

3.1 Initialization 

We use a traditional encoding method for community detection, namely symbol 
encoding [5, 17, 18]. An n-dimensional vector is used as the chromosomes and n is the 
number of vertices. In a chromosome, each gene represents the corresponding vertex, 
and the value of the gene is the label of community to which this vertex belongs. Thus, 
each chromosome corresponds to a partition of the network. 

In general, we can initialize the first population at random, but it can not reflect some 
remarkable densely connected groups of nodes and the algorithm can not convergence to 
global optima quickly. Thus, we employ the initialization strategy called individual 
generation via label propagation (IGLP) proposed in [19]. In IGLP, every node is 
initialized with a unique label and at every step each node adopts the label that most of 
its neighbors currently have. In this iterative process, densely connected groups of nodes 
form a consensus on a unique label to form communities. Given a network with n nodes, 
let C1, C2, ..., Cm be the communities found. Cx(t) is the x-th community in the t-th 
iteration. The initialization algorithm is described in Algorithm 1. 

Algorithm 1. Initialization. 

1. Initialize the labels of all nodes; that is, for each node x, Cx(0)←x; 

2. t←1; 

3. Sort all nodes in a random order labeled as X; 

4. For each x∈ X, let ( )1 ( 1)
( ) ( ),   ( )  ( -1),  ( -1)

im m ikx x x xi xC t f C t C t C t C t
+

= , , ,  , where f 

returns the label occurring with the highest frequency among neighbors and ties are 

broken uniformly randomly; 

5. If every node has a label that the maximum number of their neighbors has, then stop 

the algorithm; otherwise, t←t+1 and go to step 3. 

3.2 Evolutionary Operators 

There exists a problem in the representation [20]; that is, different chromosomes may 
correspond to the same network partition. For instance, given a graph of 5 nodes, {3, 1, 
2, 3, 1} and {2, 3, 1, 2, 3} denote the same partition {{1, 4}, {2, 5}, 3}. In this case, the 
popular one-point, two-point, or multiple-point crossover operators used in the EA 
community may not work effectively. Therefore, the one-way crossover operator 
introduced in [6] is employed. In the one-way crossover operator, two chromosomes are 
chosen to be parent, and one of them is treat as a source chromosome and the other as a 
destination chromosome. We chose a community label randomly in the source 
chromosome as a destination label, and mark the vertices that belong to this community 
in the source chromosome as chosen vertices whose values of genes in destination 
chromosome will be changed. Then, replace the community labels of chosen vertices in 
the destination chromosome by the labels of chosen vertices in the source chromosome. 
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The mutation operator with a local search (LMA) [21] is employed. The main idea of 
LMA comes from the definition of Q, 
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Q f f A
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= = −⎜ ⎟
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∑ ∑                  (11) 

where E is number of edges, r(i) is the label of the community that node vi belongs to, 
and ki is the degree of node vi. In (11), the function f can be understood in this way: from 
the local viewpoint of any vertex, f is the fraction of edges inside communities minus the 
expected value of the fraction of edges if edges fall at random without regard to the 
community structure. So f of every vertex can evaluate the quality of network 
community from the local aspect. 

Since the modularity we use is not the original one, here we make some 
improvement to make the definition of f function be suitable for SNs. 
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From the definition of f we know that if the maximum value of f is found then the 
maximum value of Q can be found at the same time. Therefore, we search in neighbors 
of the mutate vertex i, and calculate the values of f(i) if the community label of the 
mutate vertex is changed into its neighbors’ community label. Search for the maximum 
value of all the f(i) values and change the community label of the mutate vertex into the 
corresponding neighbor’s community label. Algorithm 2 describes the mutation 
operator, where R is the chromosome and pm is the mutation rate. 

Algorithm 2. Mutation operator with a local search (LMA).  

1. for i=1:n 

2.   if rand() < pm then 

3.     σ (i) ← the set of neighbors of node vi; 

4.     L ← the set of community labels of nodes in σ (i); 
5.     max←-∞; 

6.     for each r∈L 

7.        Calculate fi according to (12) when node vi is in community r; 

8.        if fi >max then 

9.            max←fi; 

10.            Replace the community label of vi by r; 

11.        end if; 

12.     end for; 

13.   end if; 

14. end for; 
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3.3 Implementation of MOEA-SN 

MOEA-SN borrows the main framework of NSGA-II, which is summarized in 
Algorithm 3. N is the population size,  pm is the mutation rate, pc is the crossover rate, 
and max_g is the maximum number of generations. MOEA-SN works as follows: the 
first part is the initialization with IGLP. The second part is non-domination sorting of the 
parent population. The third part is performing evolutionary operators such as selection, 
crossover, and mutation. The last part is non-domination sorting of both parent 
population and child population and chose the next generation by the crowding distance. 

Algorithm 3. MOEA-SN 

1. Initialize the population with IGLP, and get the parent population Pt, t←1; 

2. F←fast-non-dominated-sort(Pt); //non-domination sorting of the parent population 

3. Pt←select(Pt); // generate the next generation 

4. Qt←crossover(Pt, pc); 

5. Qt←mutation(Qt, pm); 

6. Rt←Pt∪Qt; 

7. F←fast-non-dominated-sort(Rt); 

8. Pt+1←∅ and i←1; // chose the next generation by the crowding distance 

9. while |Pt+1|+|Fi|≤N 

10.   crowding-distance-assignment(Fi); 

11.   Pt+1←Pt+1∪Fi; 

12.   i←i+1; 

13. end while; 

14. sort(Fi n); //Sort individuals in the ith layer according to the crowding distance 

15. Pt+1←Pt+1∪Fi[1:(N-|Pt+1|)]; 

16. t←t+1; 

17. if t≤max_g, go to step 2; otherwise stop. 

4 Experiments 

In this section, various networks are used to validate the performance of MOEA-SN, and 
a comparison is also made between MOEA-SN and FEC [7]. The crossover and mutate 
rates are set to 0.8 and 0.2, respectively. The maximum number of generations is set to 
50, and the population size is set to 200. To evaluate the performance of these 
algorithms, the Normalized Mutual Information (NMI) metric[22] is adopted to estimate 
the similarity between the true partitions and the detected ones. Although the 
multi-objective algorithm can find a Pareto front which includes a set of solutions, we 
only need the best solution. Therefore, we choose the individual with maximum (Q++Q
－) in the last generation as the final result. 
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4.1 Experiments on Two Illustrative Networks 

The two illustrative networks come from [7]. As shown in Fig.1, solid lines denote 
positive links, and dashed lines denote negative links. The network shown in Fig.1(a) 
can be divided into three groups, namely (6, 7, 22, 23, 24, 25, 13, 14, 15, 16, 4, 5), (8, 9, 
26, 27, 17, 18), and (20, 21, 10, 11, 12, 1, 2, 3, 19, 28). In the three-way partition, the 
weights of links within groups are all positive, and the weights of links between groups 
are all negative. There also exists a reasonable two-way partition, namely (6, 7, 22, 23, 
24, 25, 13, 14, 15, 16, 4, 5) and (8, 9, 26, 27, 17, 18, 20, 21, 10, 11, 12, 1, 2, 3, 19, 28). 
The network shown in Fig.1(b) has the same three-way partition as that of Fig.1(a) but 
there is no two-way partition that can bipartition it. 
 

           

(a)                                       (b) 

  Fig. 1. Two illustrative networks 

The communities found by our algorithm are shown in Fig. 2. As can be seen, our 
algorithm found 2 communities for the network in Fig.1(a) (see Fig.2(a)), but sometimes 
it can found 3 communities like Fig.2(b). As for the network in Fig.1(b), three 
communities have been found like Fig.2(b), which are (20, 19, 21, 3, 28, 10, 2, 1, 11, 
12), (4, 5, 16, 6, 15, 7, 14, 22, 13, 23, 25, 24), and (8, 26, 17, 9, 18, 27). For these two 
networks, NMI achieves the maximum value of 1. 

 

           

(a)                                   (b) 

Fig. 2. The communities found by MOEA-SN for the two illustrative networks, where squares, 
circles, and diamonds stand for nodes in different communities. 
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4.2 Experiments on Real World Networks 

Fig.3 shows the relation network of 10 parties of the Slovene Parliamentary in 1994[23], 
which was established by a group of experts on Parliament activities. The weights of 
links in this network were estimated by the average distance between each pair of parties 
on the scale from -3 to 3, where {-3, -2, -1} mean that the parties are “very dissimilar”, 
“quite dissimilar”, and “dissimilar”, respectively. 0 means that parties are neither 
dissimilar nor similar (somewhere in between). {+3, +2, +1} mean that parties are “very 
similar”, “quite similar”, and “similar”, respectively. The experimental results of 
MOEA-SN are shown in Fig.4. As we can see, our algorithm find two communities, 
which are identical to the results given by Kropivnik and Mrvar [23]. The maximum 
value of NMI found by MOEA-SN is 1. 
 

         
(a)                                 (b) 

Fig. 3. (a)The Slovene Parliamentary Party network, (b)the corresponding adjacency matrix 

 

Fig. 4. The communities found by MOEA-SN for the Slovene Parliamentary Party network 

The Gahuku-Gama Subtribes network as shown in Fig.5 was created based on 
Read’s study on the cultures of highland New Guinea[24] (obtained from 
http://mrvar.fdv.uni-lj.si/sola/info4/andrej/ prpart5.htm). It describes the political 
alliances and oppositions among 16 Gahuku-Gama subtribes, which were distributed in 
a particular area and were engaged in warfare with one another in 1954. The positive and 
negative links of the network correspond to political arrangements respectively. The 
communities found by MOEA-SN for this network are shown in Fig.6, and the 
maximum value of NMI is 1. The three communities found were identical to the 
three-way partition reported by Doreian and Mrvar[2]. 
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(a)                                  (b) 

Fig. 5. (a) The Gahuku-Gama Subtribes network, (b) the corresponding adjacency matrix 

 

Fig. 6. The communities found by MOEA-SN for the Gahuku-Gama Subtribes network 

4.3 Experiments on Synthetic Networks 

To further investigate the performance of MOEA-SN, we generate synthetic networks 
with different properties using the method in [13]. The network is generated based on 
the BA model[25]. At first, 5 fully-coupled nodes are generated, then, at each time a new 
node which connects to 4 existing nodes is added. In this network generator, there is a 
parameter p, which is used to adjust the ratio of inter-community edges to 
inner-community edges. If p=0, there are no inter-community edges. If p=1, inner- and 
inter-community edges have the same number. Thus, p controls the cohesiveness of the 
communities inside the generated SNs. That is, the higher the value of p is, the more 
ambiguous the community structure is. 

To generate balanced SNs, all inner-community edges are set to positive and 
inter-community edges are set to negative. Since it is easy to detect communities in  
balanced SNs, we generate unbalanced SNs based balanced ones as follows. In the 
generated balanced SNs, a fraction of edges, determined by the parameter q, is randomly 
selected, and then signs of these edges are flipped. In fact, q is used to adjust the noise 
level. Being the same with p, the larger the values of q are, the more ambiguous the 
community structure is. In the following experiments, synthetic SNs with 5 different 
sizes are generated. The number of nodes ranges from 100 to 1200, p ranges from 0.1 to 
1, and q ranges from 0 to 0.2. Their community structures are given in Table 1. 
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Table 1. The community structure of synthetic SNs 

Number of nodes 100 300 600 900 1200 

Number of nodes in community 1 30 50 100 200 300 

Number of nodes in community 2 30 100 200 300 400 

Number of nodes in community 3 40 150 300 400 500 

Table 2. The comparison between MOEA-SN and FEC on synthetic SNs 

#Nodes 

p=0.1 

q=0 q=0.05 q=0.1 q=0.15 q=0.2 

MOEA- 

SN 
FEC 

MOEA- 

SN 
FEC 

MOEA- 

SN 
FEC 

MOEA- 

SN 
FEC 

MOEA- 

SN 
FEC 

100 1 1 0.9257 0.9789 0.9214 1 0.8306 0.8424 0.7391 0.8426 

300 1 1 0.8540 0.9902 0.8544 0.9346 0.6628 0.4936 0.5763 0.5336 

600 1 1 0.8751 0.4360 0.8178 0.4312 0.6641 0.4172 0.5406 0.3928 

900 1 1 0.9511 0.4204 0.8566 0.4115 0.6835 0.4037 0.5770 0.3823 

1200 1 1 0.9636 0.9868 0.8465 0.4001 0.6938 0.3896 0.5810 0.3748 

#Nodes 

p=0.5 

q=0 q=0.05 q=0.1 q=0.15 q=0.2 

MOEA- 

SN 
FEC 

MOEA- 

SN 
FEC 

MOEA- 

SN 
FEC 

MOEA- 

SN 
FEC 

MOEA- 

SN 
FEC 

100 1 1 1 0.9040 0.9534 0.6555 0.9487 0.5495 0.9171 0.6347 

300 1 1 1 0.4429 0.9340 0.7123 0.6628 0.5022 0.5763 0.3373 

600 1 1 0.9806 0.8755 0.8635 0.4385 0.7171 0.4410 0.5560 0.3068 

900 1 1 1 0.5092 0.9042 0.5935 0.8046 0.4274 0.5968 0.3143 

1200 1 1 0.9897 0.4946 0.8722 0.4156 0.6938 0.4439 0.5810 0.3190 

#Nodes 

p=1 

q=0 q=0.05 q=0.1 q=0.15 q=0.2 

MOEA-SN FEC MOEA-SN FEC MOEA-SN FEC MOEA-SN FEC MOEA-SN FEC 

100 1 1 1 0.7685 1 1 0.8197 0.5336 0.8240 0.5699 

300 1 1 0.9469 0.7663 0.8705 0.5455 0.6951 0.5758 0.6986 0.4889 

600 1 1 0.9624 0.7884 0.8354 0.5453 0.6557 0.4393 0.4183 0.3846 

900 1 1 0.9226 0.7141 0.8610 0.5883 0.6932 0.4295 0.5034 0.3655 

1200 1 0.7993 0.9905 0.5842 0.9336 0.4733 0.7142 0.4091 0.5084 0.3286 
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The performance of MOEA-SN on these synthetic SNs is reported in Table 2, which 
is also compared with that of FEC, an effective existing algorithm for SNs. As can be 
seen, NMI of MOEA-SN reaches 1 for all balanced networks (q=0). NMI of FEC also 
reaches 1 except for the network with p=1 and 1200 nodes. Thus, both MOEA-SN and 
FEC can effectively detect communities in balanced SNs. When q increases, 
communities are more mixed and harder to be detected, therefore, both the performance 
of MOEA-SN and FEC decreases. However, the performance of MOEA-SN is always 
much better than that of FEC when p=0.5 and 1. When p=0.1, FEC outperforms 
MOEA-SN on a couple of networks, but MOEA-SN still outperforms FEC on most of 
networks. 

5 Conclusions 

In this paper, we studied CDPs in SNs from the viewpoint of multi-objective problems. 
The proposed method MOEA-SN adopts a popular multi-objective evolution algorithm 
NSGA-II’s framework. The performance of MOEA-SN is validated on both real world 
networks and synthetic networks with different properties. The experimental results 
showed that MOEA-SN can find accurate community structures for both real world 
network and various synthetic networks, and outperforms an effective existing 
algorithm, FEC. For unbalanced signed networks with high noises, both the 
performance of MOEA-SN and FEC decreases. Therefore, in the future work, we will 
improve the performance of MOEA-SN on networks with high noises. 
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Abstract. In this paper, a new evolutionary algorithm, namely organizational 
evolutionary algorithm for multimode resource-constrained project scheduling 
problems (OEA-MRCPSPs), is proposed. In OEA-MRCPSPs, the population is 
composed of organizations, and the number of organizations is adjusted by the 
splitting operator and annexing operator. In the evolutionary process of 
OEA-MRCPSPs, the global and local searches are combined efficiently. In the 
experiments, the performance of OEA-MRCPSPs is validated on benchmarks. 
The results show that OEA-MRCPSPs obtains a good performance in terms of 
both optimal solutions found and average deviations from optimal solutions or 
critical path lower bounds. The comparison results show that OEA-MRCPSPs 
outperforms six other existing algorithms. 

Keywords: Organization, Evolutionary algorithm, Multimode,  
Resource-constrained project scheduling. 

1 Introduction 

The multimode resource-constrained project scheduling problem (MRCPSP) is an 
extension of the RCPSP [1]. The most important difference between them is that there 
are several execution modes for each activity in the MRCPSP and each execution mode 
may need different types of and amounts of resources. Researchers tried to solve it with 
different kinds of methods. Jozefowska et al. [2] and Bouleimen et al. [3] proposed the 
algorithms based on simulated annealing. Slowiński et al. [4] proposed a single-pass 
approach, a multi-pass approach as well as a simulated annealing algorithm. A biased 
random sampling approach was proposed by Drexl and Grünewald [5]. A local search 
strategy was proposed by Kolisch and Drexl [6]. Hartmann et al. used genetic algo-
rithms to the MRCPSP [7, 8]. Sprecher et al. [9] proposed an exact algorithm based on 
the branch-and-branch strategy. A new mathematical formulation for the MRCPSP is 
proposed by Maniezzo and Mingozzi and two new lower bounds were derived [10]. 
Boctor presented heuristics to solve the MRCPSP without the nonrenewable resources 
[11-13]. Tseng et al. proposed a two-phase genetic local search algorithm in [1]. 

In our previous work, we proposed an organizational coevolutionary algorithm for 
classification [14], which achieved a higher predictive accuracy and lower computational 
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cost, and an organizational evolutionary algorithm (OEA) for numerical optimization 
problems [15], which showed a good performance in terms of both the solution quality 
and the computational cost. In [16], we also applied OEA to general floorplanning 
problems, which can obtain high quality solutions for various and large-scale problems. 
All our previous work shows that OEA has a huge potential in solving complex problems. 
Therefore, in this paper, we apply the OEA to solve MRCPSPs, and the algorithm is 
named as OEA-MRCPSPs. The performance of OEA-MRCPSPs is tested upon the 
benchmark problem sets J10, J12, J14, J16, J18, J20, and J30, and the results show that 
OEA-MRCPSPs obtains a good performance not only in the optimal solutions found but 
also in the average deviations from optimal solutions or critical path lower bounds. 

The remaining parts of this paper are organized as follows. Section 2 describes the 
formal definition of MRCPSPs. Section 3 presents the details of the OEA-MRCPSPs. 
Experiments on benchmark problems are shown in Section 4. Finally, Section 5 pre-
sents the conclusion of the work in this paper. 

2 Problem Definition 

In MRCPSPs, the activities of a project are marked by 1, 2, …, n. For an arbitrary 

activity i, its execution modes are represented by a set EMi={1, 2, …, Mi}, and a mode 

means a group of different kinds and quantities of resources, and it costs a related 

duration. If activity i executes in mode mi, then it needs 
i

RR
im kr  units of renewable re-

source k, and 
i

NR
im kr  units of nonrenewable resource k, 

iimd  is the related duration. 

As indicated above, there are two kinds of constraints in the MRCPSP, one is the 

precedence constraint, and the other is the resource constraint. The precedence con-

straint can be described by a graph in Figure 1, where each node represents an activity, 

and if there is an arrow from node i to j, it means that activity i is the immediate pre-

decessor of activity j, similarly, activity j is called the immediate successor of activity i. 

An activity can not be arranged before all of its 

immediate predecessors have been completed. 

Image resource k belongs to renewable resources, 

and its gross is a constant RR
kQ , which means no 

matter at which moment, the total amount of 

resource k is equal to RR
kQ , while if k is a non-

renewable resource and its gross is a constant 
NR
kQ , which means in the overall process, the 

total amount of resource k is stationary. 
The objective of MRCPSPs is to optimize the start time and the execution mode for 

each activity so that the makespan of the whole project is minimized. At the same time, 

 

Fig. 1. An instance of the MRCPSP 
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the precedence and resource constraints must be satisfied. In Figure 1, there are two 
dummy activities called fictitious initial activity and fictitious finish activity that do not 
need any resources and their durations are zeros. Suppose each activity has two exe-
cution modes except the dummy activities, and there are one type of renewable re-
sources and one type of nonrenewable resources. The data above node i mean the 
duration, the renewable resource cost, and the nonrenewable resource cost for activity i 
when it is executed under mode 1. Similarly, the data below node i mean the duration, 
the renewable resource cost, and the nonrenewable resource cost for activity i when it is 
executed under mode 2. 

3 Organizational Evolutionary Algorithm for MRCPSPs 

3.1 Organizations for MRCPSPs 

In OEA-MRCPSPs, an organization is composed by members and a member is a 
candidate solution for the problem need to be solved. 

Definition 1: A member M consists of two components, namely the activity compo-

nent and the execution mode component, which are labeled as M〈A〉 and M〈O〉, re-

spectively. M〈A〉 is a permutation of all activities, and all activities in this permutation 

are arranged according to the precedence constraints, 

M〈A〉={π1, π2, …, πn}                             (1) 

where (π1, π2, …, πn) is a permutation of (1, 2, …, n), and for πi, i=1, 2, …, n-1, no 
immediate predecessors of πi is in {πi+1, πi+2, …, πn}. M〈O〉 is the set of execution 
modes for each activity, 

M〈O〉={o1, o2, …, on}                             (2) 

where 
iio EMπ∈ , i=1, 2, …, n, and stands for the execution mode of activity πi.     ñ 

In order to reduce the search space, the preprocessing procedure in [17] is used. After 
the preprocessing, the execution modes that violate renewable resource constrains are 
already removed, and the activity component in a member strictly obeys the prece-
dence constraints. Therefore, a member is an infeasible solution only if it violates the 
nonrenewable resource constraints. In this paper, we use the fitness function proposed 
in [8] to evaluate the quality of a member, which is defined as follows, 

( )
( )                                     If  is feasible

_ _ _ ( )
Others              

_ _ ( )

mak

f max fea pop mak mak

min project CC SFT

⎧
⎪= +⎨
⎪− +⎩

M M

M M

M

           (3) 
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where mak(M) indicates the makespan of M. max_fea_pop_mak expresses the maxi-
mum makespan among all feasible solutions in current population, which should be 
updated in every generation. min_project_CC is the critical path using the minimum 
durations of activities, which is smaller than the makespan of any infeasible scheduling. 
SFT(M) represents the amount of the nonrenewable resources that exceeds the capaci-
ties. For an infeasible solution, SFT(M) is undoubtedly larger than zero, and the length 
of critical path is smaller than any of the makespans of feasible solutions. Therefore, the 
makespans of infeasible solutions are greater than that of feasible ones. 

Based on the members, an organization is defined as follows, 
 
Definition 2: An organization org is a set of members, and the best member is called as 
the leader of org, which is labeled as Leaderorg. That is, org and Leaderorg satisfy the 
following conditions, 

org={M1, M2, …, M|org|}  and  org≠∅                        (4) 

Leaderorg∈org  and  f(Leaderorg)≤f(Mi), i=1, 2, …, |org|       (5) 

where |org| denotes the number of members in org. The fitness value of an organization 
is equal to that of its leader. When two organizations are compared, one organization is 
better than another when its leader is better than another one’s leader. 

3.2 Evolutionary Operators for Members 

There are three types of operators which can be conducted on members directly, 
namely crossover, mutation, and local search operators. 

3.2.1   Crossover Operators 
Two crossover operators, labeled as Crossover1 and Crossover2, are employed here, 
which are also used in [8] and [17]. Both of them are based on two-point crossover 
operations, operate on two parent members Mp1 and Mp2, and generate two child 
members Mc1 and Mc2. 

In Crossover1, two cut-points r1 and r2 are randomly drawn first. Then, the first r1 
elements of Mc1〈A〉 are inherited from the first r1 elements of Mp1〈A〉. The following 
r2-r1 elements of Mc1〈A〉 are inherited from the first r2-r1 elements of Mp2〈A〉 which do 
not appear in the first section of Mc1〈A〉. The remaining elements of Mc1〈A〉 are inher-
ited from the remaining elements of Mp1〈A〉 which do not appear in the first two sec-
tions of Mc1〈A〉. All elements of Mc1〈A〉 inherited from the parents must keep the order 
as they appear in Mp1〈A〉 or Mp2〈A〉. The mode assignment Mc1〈O〉 is inherited from the 
mode assignment of Mp1〈O〉 or Mp2〈O〉 along with the corresponding activity. Mc2 is 
constructed in the same way with the roles of Mp1 or Mp2 being exchanged. 

In Crossover2, Mc1〈A〉 and Mc2〈A〉 are constructed in the same way as in Crossover2, 
but Mc1〈O〉 and Mc2〈O〉 are constructed differently. To construct the mode assignment 
of offspring, we first randomly draw a sequence of 0s and 1s. Then for each activity, if 
the corresponding element in the sequence is 1, then the mode of the corresponding 
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element in Mc1〈O〉 is equal to that in Mp1〈O〉 and that in Mc2〈O〉 is equal to that in 
Mp2〈O〉; otherwise, that in Mc1〈O〉 is equal to that in Mp2〈O〉 and that in Mc2〈O〉 is equal 
to that in Mp1〈O〉. 

3.2.2   Mutation Operators 
Two mutation operators, Mutation1 and Mutation2, which are similar to those in [1], are 
employed. Both Mutation1 and Mutation2 consist of two parts. One is to change the 
positions of activities; the other is to change the execution modes. In Mutation1, n1 
activities and n2 execution modes are randomly selected, where both n1 and n2 are 
smaller than one thirds of the total number of activities. First, each activity of the n1 
ones is randomly moved to another position without violating the precedence con-
strains. The corresponding execution mode is also moved to the destination position, 
too. Then, each execution mode of the n2 ones is randomly changed. 

Mutation2 works similarly to Mutation1. Instead of selecting activities and exe-
cution modes from all available ones, Mutation2 selects n1 activities and n2 execution 
modes from a critical path, since the makspan will not be reduced if the critical path is 
not changed, where both n1 and n2 here are not larger than the total number of activities 
in the critical path. Then, the following operations are the same to those in Mutation1. 

3.2.3   Local Search Operator 
In order to improve the search efficiency, a local search operator is designed based on 
Mutation1; that is, each one among the lmax best members in current population will 
perform T times Mutation1. Each time, if the new member generated by Mutation1 is 
better than the previous one, it is used to replace the previous one, and Mutation1 is 
performed again until the upper bound times T is reached. 

3.3 Evolutionary Operators for Organizations 

Three evolutionary operators which are performed on organizations directly are  
designed. 

3.3.1   Splitting Operator 
In OEA-MRCPSPs, if one organization is too large, it will affect the search efficiency. 
Therefore, an upper bound size, labeled as max_os (>1), is set to prevent an organiza-
tion being too large. When the size of an organization exceeds the upper bound or 
satisfies the other condition in (6), the organization will be split. 

(|org|>max_os) or ((|org|≤max_os) and (U(0, 1)<|org|/N0))            (6) 

where U(0, 1) is a uniformly distributed random number between 0 and 1, and N0 is the 
initial number of organizations. Then, randomly generate an integer M satisfying 
|org|/3<M<2×|org|/3, then divide the individuals randomly into two sub-organizations 
until one of them has M members, and the other one has |org|-M members. After the 
two child organizations are generated, their best members are selected to be their 
leaders, and the original organization is removed from the population. 
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3.3.2   Annexing Operator 

The annexing operator reflects the competition between two organizations. The or-

ganization with stronger strength will defeat the weak one and annex it to construct a 

larger organization. Suppose the annexing operator is performed on two parent or-

ganizations, orgp1 and orgp2, and ( ) ( )1 2p p
f f<org orgLeader Leader . Then, orgp2 will be 

annexed by orgp1 in the following way to generate a new organization orgnew. First, all 

members of orgp1 are moved to orgnew without any change. Then, If U(0, 1)<AS where 

AS is a predefined parameter in the range of (0, 1), Mutation1 is performed on 

1porgLeader  to generate |orgp2| new members for orgnew; otherwise, Mutation2 is used. 

Finally, orgnew is added to the population and orgp1 and orgp2 are removed. After the 

annexing operator, the two organizations become a larger organization and the leader 

of the new organization needs to be selected again. 

3.3.3   Cooperating Operator 

The cooperating operator reflects the cooperative relationship between two organiza-

tions. Suppose the cooperating operator is performed on two parent organizations, orgp1 

and orgp2. If U(0, 1)<CS where CS is a predefined parameter in the range of (0, 1), then 

Crossover1 is performed on 
1porgLeader  and 

2porgLeader ; otherwise, Crossover2 is 

used. After the cooperating operator, two new members are generated, and the two old 

leaders are replaced by the new members, as the fitness values of new members either 

better or worse than those of old leaders, it needs to select new leaders for the two 

organizations. 

3.4 Implementation of OEA-MRCPSPs 

In the OEA-MRCPSPs, a population is composed of organizations, and operators are 
first performed on organizations, while some of them are based on the crossover and 
mutation operators for members. In the process of initialization, for each member, the 
activity component and the mode component are generated simultaneously where the 
method in [4] is used to generate the activity component. Also, when an activity is 
arranged into the activity component, at the same time, its execution mode is randomly 
selected and placed into the mode component. In each generation, the size of each 
organization is first checked. If it satisfies (6), the organization will be split. Then two 
organizations are randomly selected from the population, the annexing operator or the 
cooperating operator will conduct on them with the same probability. After that, the 
local search operator is executed. The population evolves generation by generation. 
Finally, the member with the best fitness value is output as the result. The details are 
shown in Algorithm 1. 
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Algorithm 1. Organizational evolutionary algorithm for MRCPSPs. 

1. Conduct the preprocessing; 

2. Initialize the population with N0 organizations, and each has only one member; 

3. Calculate the fitness of each member and each organization; 

4. while (the termination criteria are not satisfied) do 

5. begin 

6.   For each organization, if it satisfies (6), then conduct the splitting operator on it; 

7.   Randomly select two organizations from the current population, and conduct the 

annexing operator or the cooperating operator on them with the same probability; 

8.   Update the fitness of each member and each organization in the current population; 

9.   Conduct the local search operator on the current population; 

10. end. 

4 Experiments 

4.1 Configuration Test 

In this section, benchmark problem sets J10, J12, J14, J16, J18, J20, and J30, totally 
3842 problem instances, from the PLPSIB [18] are used to test the performance of 
OEA-MRCPSPs. Table 1 lists the number of problem instances in each set. For J10, 
there are 10 non-dummy activities in each instance, for J12, there are 12 non-dummy 
activities in each instance, and so on. Each instance has two kinds of renewable re-
sources and two kinds of nonrenewable resources. The optimal solutions for the in-
stances in J10, J12, J14, J16, J18, and J20 are known, while in J30, the optimal solu-
tions of some instances have not been found. Table 2 shows the parameter setting in our 
experiments. 

The OEA-MRCPSPs is tested upon J10~J30 with the maximum schedules eval-
uated being set to 5000, 10000, 20000, and 50000. For each instance in J10 to J20, 
30 independent runs of OEA-MRCPSPs are conducted, while for each instance in 
J30, 10 independent runs are conducted. For J10 to J20, two indexes are mainly  
used to evaluate the performance of the algorithm, namely the percentage of the 
optimal solution found and the average deviation from the optimal solutions which is 
calculated according to (7). For J30, as parts of the optimal solutions are not known, 
the only index is the average deviation from the critical path lower bounds in per-
centage which is calculated by (8). Tables 3 and 4 report the performance of 
OEA-MRCPSPs. 
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Table 1. The number of feasible instances of each problem set 

Problem set J10 J12 J14 J16 J18 J20 J30 

Number of feasible instances 536 547 551 550 552 554 552 

Table 2. The parameters setting of the OEA-MRCPSPs 

Parameter N0 max_os AS CS lmax T 

Value 50 10 0.5 0.5 5 

5 for J10, J12, J14; 

10 for J16; 

50 for J18 to J30 

instance

best makespan
( -1)

optimal makespan
Average deviation=

number of feasible instances
i

i

i

∑
                   (7) 

instance

best makespan
( -1)

critical path lowerbound
Average deviation=

number of feasible instances
i

i

i

∑
            (8) 

Table 3. The percentage of optimal solutions found (%) for J10 to J20 

Problem set 
Maximum number of schedules evaluated 

5000 10000 20000 50000 

J10 97.61 99.00 99.54 99.85 

J12 95.17 97.99 99.08 99.79 

J14 84.39 90.97 95.26 97.99 

J16 79.76 87.44 92.96 96.70 

J18 75.44 82.97 88.90 93.96 

J20 66.76 75.24 82.71 90.39 

 
From Tables 3 and 4 we can see that with the increasing in the number of schedules 

evaluated, the performance of OES-MRCPSPs is getting better. Especially, when the 
number of schedules evaluated increases to 50000, the percentage of optimal solutions 
found is larger than 90% and the average deviation from optimal solutions is smaller 
than 0.4% for all instances in J10 to J20. 
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Table 4. The average deviation (%) from optimal solutions for J10 to J20 and average deviation 
(%) from critical-path lower bound for J30 

Problem set 
Maximum number of schedules evaluated 

5000 10000 20000 50000 

J10 0.131 0.052 0.024 0.008 

J12 0.250 0.118 0.043 0.010 

J14 0.738 0.398 0.200 0.083 

J16 0.910 0.523 0.275 0.160 

J18 1.223 0.787 0.508 0.283 

J20 1.652 1.083 0.681 0.343 

J30 17.159 16.029 15.165 14.423 

4.2 Comparison with Existing Methods 

From existing literatures on MRCPSPs, we find that most of them show the perfor-
mance by calculating the average deviation from optimal solutions or the critical path 
lower bounds under the maximum schedules evaluated being a fixed number, while 
majority of these set the maximum schedules to 5000 or 6000, and they did not give the 
performance under larger schedules such as 20000 and 50000. Therefore, Table 5 
compares the performance of OEA-MRCPSPs with that of other methods for J10 to J20 
under 5000 schedules. From the results we can see that the OEA-MRCPSPs outper-
forms all the other algorithms for J10 to J20. 

Table 6 shows the comparison of average deviation from optimal solutions and 
percentage of optimal solutions found for J10 between OEA-MRCPSPs and other 
methods under 6000 schedules. It can be seen clearly that the OEA-MRCPSPs also 
outperforms the other algorithms under this condition. This indicates that the 
OEA-MRCPSPs obtains a high search efficiency although the number of schedules 
evaluated is kept in a low level. 

Tables 7, 8, and 9 compare the performance of OEA-MRCPSPs and two other 
methods with the maximum schedules evaluated fixed to 5000, 10000, 20000, and 
50000. From these three tables we can see that the OEA-MRCPSPs performs better 
than the two other methods in most of the conditions. 

Table 5. Comparison in terms of average deviation (%) from optimal solutions between 
OEA-MRCPSPs and other methods under 5000 schedules 

Method 
Problem set 

J10 J12 J14 J16 J18 J20 

OEA-MRCPSPs 0.13 0.25 0.74 0.91 1.22 1.65 

Two-phase GLS [1] 0.33 0.52 0.92 1.09 1.30 1.71 

Alcaraz et al. [8] 0.24 0.73 1.00 1.12 1.43 1.91 

Jozefowska et al. [2] 1.16 1.73 2.6 4.07 5.52 6.74 
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Table 6. OEA-MRCPSPs v.s. other methods for J10 under 6000 schedules 

Method 
J10 

Average deviation (%) Optimal solution found (%) 

OEA-MRCPSPs 0.10 98.2 

Hartmann [9] 0.10 98.1 

Alcaraz et al. [8] 0.18 96.5 

Two-phase GLS [1] 0.28 95.8 

Kolisch and Drexl [6] 0.50 91.8 

Ozdamar [19] 0.86 88.1 

Table 7. The comparison in terms of optimal solutions found (%) for J10 to J20 between 
OEA-MRCPSPs and two other methods 

Problem set Method 
Maximum number of schedules being evaluated 

5000 10000 20000 50000 

J10 

OEA-MRCPSPs 97.61 99.00 99.54 99.85 

Two-phase GLS [1] 95.16 98.24 99.48 99.94 

Jozefowska et al. [2] 85.60 93.70 96.60 97.20 

J12 

OEA-MRCPSPs 95.17 97.99 99.08 99.79 

Two-phase GLS [1] 90.57 95.24 98.05 99.44 

Jozefowska et al. [2] 80.30 91.60 96.70 97.60 

J14 

OEA-MRCPSPs 84.39 90.97 95.26 97.99 

Two-phase GLS [1] 82.03 89.35 94.07 97.18 

Jozefowska et al. [2] 66.40 79.70 89.10 95.10 

J16 

OEA-MRCPSPs 79.76 87.44 92.96 96.70 

Two-phase GLS [1] 77.39 86.07 91.89 95.61 

Jozefowska et al. [2] 54.70 68.50 81.80 95.50 

J18 

OEA-MRCPSPs 75.44 82.97 88.90 93.96 

Two-phase GLS [1] 73.38 82.19 88.42 93.21 

Jozefowska et al. [2] 43.50 60.10 71.90 87.70 

J20 

OEA-MRCPSPs 66.76 75.24 82.71 90.39 

Two-phase GLS [1] 66.66 75.93 83.56 89.83 

Jozefowska et al. [2] 35.70 51.10 62.60 81.00 
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Table 8. The comparison in terms of average deviation (%) from optimal solutions for J10 to J20 
between OEA-MRCPSPs and two other methods 

Problem set Method 
Maximum number of schedules being evaluated 

5000 10000 20000 50000 

J10 

OEA-MRCPSPs 0.131 0.052 0.024 0.008 

Two-phase GLS [1] 0.330 0.106 0.026 0.003 

Jozefowska et al. [2] 1.160 0.470 0.270 0.230 

J12 

OEA-MRCPSPs 0.250 0.118 0.043 0.010 

Two-phase GLS [1] 0.524 0.258 0.094 0.025 

Jozefowska et al. [2] 1.730 0.740 0.420 0.370 

J14 

OEA-MRCPSPs 0.738 0.398 0.200 0.083 

Two-phase GLS [1] 0.917 0.492 0.253 0.114 

Jozefowska et al. [2] 2.600 1.430 0.590 0.240 

J16 

OEA-MRCPSPs 0.910 0.523 0.275 0.160 

Two-phase GLS [1] 1.087 0.624 0.342 0.171 

Jozefowska et al. [2] 4.070 2.300 1.060 0.280 

J18 

OEA-MRCPSPs 1.223 0.787 0.508 0.283 

Two-phase GLS [1] 1.301 0.784 0.472 0.261 

Jozefowska et al. [2] 5.520 3.310 1.790 0.560 

J20 

OEA-MRCPSPs 1.652 1.083 0.681 0.343 

Two-phase GLS [1] 1.713 1.084 0.678 0.386 

Jozefowska et al. [2] 6.740 4.330 2.540 0.800 

Table 9. The comparison in terms of average deviation (%) from critical path lower bounds for 
J30 between OEA-MRCPSPs and the two phase GLS [1] 

Problem set Methods 
Maximum schedules that being evaluated 

5000 10000 20000 50000 

J30 
OEA-MRCPSPs 17.159 16.029 15.165 14.423 

Two-phase GLS [1] 18.332 16.786 16.193 15.683 

5 Conclusion 

The OEA-MRCPSPs, a new organizational evolutionary algorithm for solving project 
scheduling problems with multiple modes is proposed in this paper. In the 
OEA-MRCPSPs, the population is composed by organizations and organizations are 



282 L. Wang and J. Liu 

composed by members, where each member is composed by two components, namely 
the activity component and the execution mode component. Based on such a kind of 
representation for members, the splitting operator, the annexing operator, and the 
cooperating operator are designed to realize the global search, and the local search 
operator is designed to realize the local search. 

We have tested the OEA-MRCPSPs upon benchmark problem sets J10, J12, J14, 
J16, J18, J20, and J30 with the maximum schedules evaluated setting to 5000, 10000, 
20000, and 50000, respectively. The experimental results show that when the number 
of maximum schedules evaluated increases, the percentages of optimal solution found 
increase obviously and the average deviations from optimal solutions (for J10 to J20) or 
critical path lower bounds (for J30) decrease obviously, which illustrates that the good 
performance of OEA-MRCPSPs. In the comparison with six other existing methods, 
the OEA-MRCPSPs obtains a good ranking, and outperforms all the other algorithms. 
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Abstract. Since the late 1990s the sales of processors targeted for embedded sys-
tems has exceeded sales for the PC market. Some embedded systems tightly link
the computing resources to the physical world. Such systems are called cyber-
physical systems. Autonomous cyber-physical systems often have safety-critical
missions, which means they must be fault tolerant. Unfortunately fault recovery
options are limited; adapting the physical system behavior may be the only viable
option. Consequently, autonomous cyber-physical systems are a class of adaptive
systems. The evolvable hardware field has developed a number of techniques that
should prove to be useful for designing cyber-physical systems although work
along those lines has only recently begun. In this paper we provide an overview
of cyber-physical systems and then describe how two evolvable hardware tech-
niques can be used to adapt the physical system behavior in real-time. The goal
is to introduce cyber-physical systems to the evolvable hardware community and
encourage those researchers to begin working in this emerging field.

Keywords: adaptive systems, cyber-physical systems, evolvable hardware,
metamorphic system.

1 Introduction

Nature has successfully used evolution to find solutions to difficult problems. It should
therefore come as no surprise that researchers would attempt to use Neo-Darwinistic
methods to solve hardware design problems. For more than 20 years the evolvable and
adaptive hardware (EAH) field has investigated how evolutionary algorithms such as
genetic algorithms or evolution strategies can evolve hardware solutions [1]. The con-
cept is quite straightforward. Candidate hardware solutions are encoded as individuals
in a population. The fitness of an individual tells how well the design operates and the
better the performance, the higher the fitness. Fitness is determined either extrinsically
with simulators or intrinsically by constructing the design and then conducting physical
tests. Highly fit individuals are then subjected to reproduction operators that create new
solutions for evaluation whereas poorly fit individuals die out. The population contin-
ues this evolutionary process until an acceptable solution is found. Other biologically
inspired algorithms (BIAs) and agent-based approaches are also beginning to surface in
EAH research.
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EAH problems fall into two categories: original design and adaption. In original de-
sign problems the objective is to evolve a hardware configuration that satisfies a design
specification. Configurations that meet all specifications have maximal fitness. In origi-
nal design problems fitness can be found either intrinsically or extrinsically. Moreover,
there is usually few (if any) time constraints so the evolutionary process can run as
long as needed to produce an acceptable hardware configuration. Conversely, in adap-
tion problems a system already exists but suddenly no longer performs correctly due to
internal faults and/or a changed operational environment. Online EAH methods must
reconfigure the system to restore proper behavior. Extrinsic fitness evaluation is imprac-
tical unless the exact nature of the fault is known a priori. Fault recovery also often has
deadlines so the running time of an evolutionary algorithm may be limited.

The overwhelming majority of prior EAH research has focused on original design
problems [2]. Nevertheless, the real promise and ultimate payoff for EAH methods
lies in adaption—particularly adapting behavior in autonomous systems. Autonomous
systems often operate in harsh environments for extended time periods. In most cases
these systems cannot depend on human support to keep them operational. Consequently,
autonomous systems can survive only if they are aware and responsive. They must
be aware of their surroundings and be able to react in time to counter any threats or
performance losses due to internal faults. Adapting behavior in response to changing
circumstances is essential to survival.

The interest in adaption has dramatically increased with the recent, rapid growth of
cyber-physical systems. A cyber-physical system (CPS) tightly integrates computing
resources, communications and physical systems. A significant percentage of cyber-
physical systems are autonomous, which means the need for new tools and methods for
designing adaptive systems is intensifying. New methods for online adaption of cyber-
physical systems is also of increasing interest. We believe EAH techniques can play a
prominent role in these areas.

In this paper we provide a basic introduction to cyber-physical systems and discuss
the disciplines involved in designing such systems. Two EAH-based methods for adapt-
ing behavior in cyber-physical systems are described. We begin with a CPS overview in
Section 2. This overview will be followed with a description of issues related on online
adaption of CPS behavior in Section 3. Section 4 presents two EAH techniques that
could be used for CPS behavioral adaption. Finally in Section 5 some issues related to
EAH support for CPS design will be mentioned.

2 CPS Overview

We begin with the definition of an embedded system. Definitions vary, but essentially
it is an information processing system where the end user is not aware a computer is
present. Examples include photocopiers, microwave ovens, engine control in automo-
biles and price scanners in markets and department stores. More formally,

Definition: (embedded system)
An information processing system embedded into an enclosing product [3].
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The above definition implies a link between computing resources and physical sys-
tems. We will make that connection stronger shortly. But first it is interesting to compare
embedded systems against general purpose computing systems such as in a conven-
tional laptop computer. This comparison is shown in the following table:

Embedded Sys. General Purpose Computer

clock speed 10-100 MHz > 2 GHz
memory KBytes GBytes

number of tasks 1-5 ∞
constraints size, weight, power none

focus correctness performance

Clearly embedded systems run much slower and have fewer resources. This is not a
limiting factor, however, because embedded system computers are asked to only do a
small number of dedicated tasks. The interesting difference is the focus. In general pur-
pose computing performance, such as speed or virtually unlimited memory are major
selling factors. Conversely, in embedded systems correctness is most important. Em-
bedded systems often perform safety-critical operations where incorrect behavior can
have dire consequences.

Embedded systems are ubiquitous. Applications include automobiles, commercial
and military aircraft, weapon systems, medical equipment, smart power grids and trans-
portation systems. They are becoming increasingly complex often including multiple
processors, sophisticated communication networks and elaborate sensor and actuator
systems. Sales of low-end microcontrollers suited for embedded applications exceed
that of PC microprocessor sales and have done so for nearly 15 years.

So what exactly is a “cyber-physical system”? Is it just another term for an embedded
system? The short answer is no. The term CPS came into popular use as early as 2006 in
large part via the efforts of Helen Gill at the U.S. National Science Foundation. A CPS
is not a traditional embedded system or sensor net. The term CPS emphasizes the fact
that computer resources (the cyber portion) are tightly integrated with a physical sys-
tem (the physical portion). Cyber capabilities could be incorporated into every physical
component. A CPS could have elaborate networks and may be reconfigurable. Control
loops can be continuous or discrete. Cyber-physical systems exist at all scales from
hand-held devices to power grids spanning large geographical areas. The commonly
accepted definition of a CPS is as follows:

Definition: (cyber-physical system)
A cyber-physical system is the integration of computation and physical processes [4].

Figure 1 shows the abstract architecture of a CPS. Using the term “cyber-physical”
emphasizes the strong link between the cyber and the physical worlds. In a CPS the cy-
ber portion affects the physical system and the physical system affects the cyber portion.
The integration of the cyber with the physical is extremely tight. In fact, this integra-
tion is so tight it may be impossible to identify whether the system behavior is due to
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Physical
System

sensors
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controllers

Cyber-Physical System

sensorss

networks
controllers

Information
Processing

Fig. 1. An abstract view of the CPS architecture. The information processing system typically
consists of one or more low-end microcontrollers. Sensors observe the physical system state while
controllers provide inputs that alter the physical system state. Networks interconnect the physical
and the cyber portions. The physical system can be electronic, mechanical or electromechanical.

computing or physical laws! For example, it may not be possible to tell if an unmanned
aerial vehicle maneuver was caused by computer commands or resulted from the natu-
ral governing dynamics of the vehicle’s airframe. A CPS is not the union of the cyber
with the physical but rather the intersection of the two.

Certain CPS properties appear quite frequently. The list below describes some of
those properties although the intended system function and operational environment
dictates which ones are relevant in a given application.

– dependability

Dependable systems are reliable, maintainable and available. Reliability means the
system has a low probability of failure. Maintainable systems are easy to repair. These
two properties make the system available, which means it is usable whenever needed.

– efficiency

Efficiency covers several diverse topics. Systems that operate under battery power
must be energy efficient. Limited memory requires small code sizes and judicious use
of data memory. Rugged enclosures needed for high shock and vibration environments
must still comply with size and weight constraints.

– safety

Some systems operate in proximity to other systems. Safe systems are completely
predictable and cannot behave in ways that might cause damage to itself, any system it
interfaces to or anything that operates in its neighborhood.
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digital control
real-time control

sensor networks

distributed control
CPS design domain

microcontrollers
flash memories
FPGAs
RTOS

Fig. 2. The design domain for cyber-physical systems is the intersection of a computing de-
sign space, a control design space and a communications design space.. The computing design
space contains microcontroller circuit designs, real-time operating systems (RTOS), FPGAs, flash
memory, ADC and DAC convertors—i.e., the tools, devices and methods typically used in embed-
ded system design work. Sensor networks and inter-processor bus or message-passing systems
are common in cyber-physical systems so networking design tools are needed. The control design
space involves both discrete and continuous control system design techniques, DSP algorithms,
real-time control techniques and so forth. Some cyber-physical systems are distributed, which
means distributed computer system and distributed control techniques may also be required.

– security

Systems may manipulate and/or store confidential data. Secure systems limit access
to authorized users. Any communication with other systems is properly authenticated
and messages are encrypted.

– real-time operation

Sometimes a system must perform all assigned tasks within specified timeframes.
This does not necessarily mean fast. Actually the term ”real-time” has nothing to do
with speed because even an agonizingly slow system could qualify as a real-time sys-
tem. The formal definition of a real-time system is as follows:

Definition: (real-time system (RTS))
A system that is both logically and temporally correct.
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Logic correctness means the system correctly executes all assigned functional tasks.
Temporal correctness means it executes those functions within any specified timing
constraints. Start times and completion deadlines are examples of timing constraints.

There are two RTS types. In a soft RTS failure to meet a temporal requirement is
an inconvenience. An example is missing one periodic sensor sample. (It could be es-
timated from the previous and the next sensor sample.) In a hard RTS failing to meet
a timing requirement could lead to injury, death or system destruction. An example is
an unmanned aerial vehicle that fails to maneuver around an obstacle in time. Many
cyber-physical systems are also hard real-time systems.

Embedded systems design efforts have usually focused only on the cyber portion.
This approach won’t work with CPS design because a CPS is a synergy between em-
bedded system hardware, communication networks, control theory and physical sys-
tems. Figure 2 shows the design domain for a CPS. Clearly the CPS design process
is multi-disciplinary, which means existing tools and techniques—other than perhaps
for the cyber portion—may not be adequate. For instance, CPS design requires special
modeling techniques [5], more sophisticated formal verification methods [6] and may
even require cyber-physical codesign tools [7].

3 CPS Adaption

Adaptive systems can change their behavior to restore lost performance or at least miti-
gate the loss. Autonomous adaptive systems must detect performance changes and then
automatically initiate corrective actions. In other words, they must be self-adaptive. Be-
fore discussing adaption in cyber-physical systems it is useful to explain why system
performance changes. There are two primary reasons: system faults or changes in the
operational environment.

Safety-critical cyber-physical systems—particularly autonomous ones—must be
fault tolerant. Unfortunately, many people do not fully understand what it takes to build
a fault tolerant system. Fault tolerant systems must perform two independent functions:
fault detection and isolation (FDI) and fault recovery (FR). FDI operations determine
that a fault has occurred and attempt to isolate the fault to a particular subsystem or
(hopefully) component within a subsystem. FR methods attempt to correct, mitigate, or
in the worst case contain the failure. It is important to realize that FDI and FR opera-
tions are usually real-time operations because they have deadlines—i.e., there is a finite
amount of time to detect, isolate and repair a system to prevent further damage.

Redundancy is the most widely used FR method. Redundancy can, in principle, re-
cover from any fault because the failed subsystem is replaced with an identical spare.
Unfortunately redundancy never works if the fault was caused by a changed opera-
tional environment. To fix ideas, consider the MOSFET switch circuit shown in Figure
3. Under normal operation the transistor is ON and delivers current to the load when
VGS > 0. This happens if Vin = VDD . The transistor turns OFF when VGS = 0 by
making Vin = 0. Thus under normal operation Vin assumes only two values: VDD to
turn the transistor ON and 0V to turn it OFF. Now suppose this MOSFET switch circuit
is in a space probe near the asteroid belt where it could be subjected to nuclear radia-
tion. When a MOSFET is exposed to radiation it now takes VGS < 0 to fully turn it off.
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Fig. 3. A MOSFET switch circuit

Thus replacing a failed MOSFET circuit with an exact duplicate won’t fix the problem
because it was the operational environment that caused the circuit failure.

In many cyber-physical systems size and weight restrictions simply won’t accommo-
date spare circuitry; redundancy as a FR method is not an option. An example of such a
system is an unmanned aerial vehicle. In such systems, the only viable FR option may
be to not repair the fault or not block the environment but instead directly force the
observed behavior to change. We call this forced behavioral change adaption.

What is the best way to do this adaption? The obvious answer is reconfiguration. The
basic idea behind reconfiguration is the faulty subsystem is re-organized in some way
to restore some functionality or, if that won’t work, at least isolate it from the rest of
the system. Reconfiguration may only partially restore lost performance but it has the
advantage of not taking up valuable space with spare hardware. The problem is what
happens if the fault is in the physical system? In most (virtually all?) cases the physical
system can’t be reconfigured. But there is something else that can be reconfigured.

Every CPS has a control strategy that dictates how the physical system should react
in the current operational environment. Controller circuitry executes the control strategy
by generating specific inputs to the physical system to produce a desired behavior. How-
ever, the physical system may not respond properly to those inputs if it becomes faulty
or the operational environment changes. The solution is to reconfigure the controller
itself. A reconfigured controller generates a new set of inputs specifically designed to
counteract the lost physical system performance.

It is important to realize the controller is implemented in the cyber portion of a CPS
and so it can always be reconfigured. For instance, FPGAs can easily be reprogrammed
to assume different functions. New firmware can be downloaded into a fuzzy logic
controller. The fact that the controller is in the cyber portion is key to understanding
how EAH techniques can support CPS adaption.
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4 EAH Adaption Support

In this section we describe two existing EAH techniques that appear in the literature.
Both techniques can be used for online modification to a CPS controller and their de-
scription will be in that context.

We assume adaption is needed due to a physical system fault arising from either a
component failure or an operational environment change. FDI can be achieved using
either a bottom-up failure and effects mode analysis (FMEA) or a top-down fault tree
analysis (FTA). In the FMEA each failure mode of each component is analyzed to deter-
mine how it impacts a subsystem. The subsystem effects are then propagated upwards
until the effect on system level performance is determined. In a FTA a catastrophic
system-level failure, called a mishap, is defined and then all subsystems are analyzed
to see if they could have produced that effect. The analysis proceeds downwards until
a particular component or set of components failure modes are identified as the root
cause.

From a practical standpoint the FTA is more efficient for several reasons. First, of
all the FMEA is far more involved because every failure mode for every component
must be analyzed. Second, some component failure modes are highly unlikely so their
analysis is not warranted. Conversely, the FTA concentrates only on the most disastrous
and likely system failures and targets the specific component failure modes that would
produce that specific mishap.

EAH techniques evolve controller designs using evolutionary algorithms. The fitness
of each one should be determined intrinsically and in a laboratory environment before
deploying the CPS. This is done for several reasons. Extrinsic evaluation requires sim-
ulation and it may be difficult to accurately incorporate a system failure into a model,
particularly if analytic models are used. Conversely, intrinsic evolution does not require
models; the fault is physically injected into the system so the performance effects can
be accurately observed and measured. It should also be remembered that evolutionary
algorithms conduct a stochastic search. Evolution is directionless, which means some
controller designs might produce undesirable physical system behaviors. Doing the evo-
lution in a laboratory environment means these undesirable behaviors can be monitored
and contained to prevent physical system damage.

4.1 Metamorphic Systems

The metamorphic system was introduced by Greenwood and Tyrrell in 2010 [8]. Figure
4 shows a block diagram. The substrate contains predesigned configurations. These
configurations define a unique controller configuration. For example, each configuration
could be a fuzzy logic controller rulebase. Or, each configuration could be a parameter
set for a linear quadratic regulator or PID controller. The substrate does not contain
duplicates. Since each configuration is different, each one defines a unique controller
with unique characteristics. Thus each controller configuration produces different CPS
behavior; switching controllers adapts the behavior.

The detection mechanism looks at the immediate (short-term) behavior while the
assessment module looks at trends (long-term) behaviors to predict if the behavior is
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Fig. 4. The metamorphic system block diagram. The substrate contains different controller de-
signs. The arrow from A to D indicates configuration A is replaced with configuration D. Note
that at some future time configuration D may be replaced by configuration A.

deteriorating albeit still acceptable. Both compare existing behavior against desired be-
havior. The decision module is the “brains” and does require some computing capa-
bility. Any deviation from the desired behavior causes an event trigger to be sent to
the decision module, which determines if a controller change is required. The detection
mechanism and assessment module thus provide a FDI capability. If a change is nec-
essary, the decision module tells the shifting mechanism which controller to bring on
line.

No assumption is made about the design method used to create the configurations
inside the substrate. The designs could come from conventional design formulas or be
reused from previous projects. They could even be evolved using evolutionary algo-
rithms1. The substrate could contain hardware devices if the controller configuration is
implemented entirely in hardware (e.g., in an ASIC). It will not contain any executable
code for a microprocessor. Most likely the substrate will contain firmware.

A metamorphic system is ideally suited for CPS adaption. Under laboratory condi-
tions specific faults could be physically injected into the physical system. A controller
that restores as much behavior as possible could then be intrinsically evolved. Each
evolved controller—one per injected fault—is then placed into the substrate and the
decision module is informed of which event triggers from the assessment module or de-
tection mechanisms should select which controller. After a controller has been evolved
for each injected fault the metamorphic system is ready for deployment as part of the
cyber portion of a CPS.

1 At this stage of the design process either extrinsic or intrinsic evolution could be used.
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Finally, it is worth mentioning that switching from one controller to another con-
troller can be done very quickly since it often entails only updating a memory pointer;
FR could realistically be done in microseconds. This should be fast enough to satisfy
virtually every FR deadline, which qualifies the metamorphic system as a real-time
system.

4.2 Multi-agent Systems

A multi-agent system (MAS) is composed of independent software entities called
agents. Each agent is typically assigned only a small number of tasks to accomplish.
Agents compare precepts—i.e., inputs from the physical world—with their internal
preferences and decide what actions to take. Recently Gallagher et al. [9] extended
this concept by described a “plug-and-learn concept” where agents negotiate with other
agents to establish individual preferences. Agents may also use communication with
other agents as part of their decision making process. A MAS can be defined at any
design level of abstraction.

In the context of cyber-physical systems a MAS acts as a controller. It consists of
agents that sense the operational environment and physical system state, share infor-
mation with other agents, and make decisions about what signals to send to actuators.
Collectively they cooperate to achieve a specified physical system behavior.

Toolkits are normally used to design a MAS. These toolkits provide support for nec-
essary design tasks such as agent creation, scheduling, simulation visualization and so
forth. The more popular ones, like REPAST [10] and MASON [11], are open sourced
and well documented. However, the design engineer is responsible for coding the indi-
vidual agent behavior.

Each agent is responsible for executing specific tasks. These tasks are often abstractly
expressed as IF-THEN-ELSE rules. This suggests a finite state machine (FSM) struc-
ture for encoding agent behavior. Changing the rules—equivalently, changing the FSM
structure—adapts the agent’s behavior. Since agents act as the CPS controller, the phys-
ical system behavior will also adapt. Evolutionary algorithms have a long history of
evolving FSM structures. In fact, this is the precisely one application proposed for evo-
lutionary programming almost 50 years ago [12].

MAS-based CPS adaption parallels that of the metamorphic system based adaption.
In a laboratory environment FSMs that encode agent behavior are intrinsically evolved
for every fault injected into the physical system. Thus each agent stores multiple poten-
tial behaviors, each corresponding to a unique controller configuration. The appropriate
controller can be brought online once FDI procedures—executed by other agents—
identify the specific fault. Alternatively one could evolve a hierarchal FSM that imple-
ments a subsumption architecture, which has been widely used in robot control [13].

Some agents can be assigned FDI tasks. They can communicate their findings to
other agents to ensure the appropriate FSM controller is brought online to adapt the
physical system’s behavior.

As in the metamorphic system switching between independent FSMs can be typi-
cally in microseconds so the MAS method of adaption should also be able to meet any
FR deadline.
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5 Final Remarks

In this paper we provided an overview of cyber-physical systems with an emphasis on
autonomous systems. These type of systems must be fault tolerant but unfortunately
FR methods are limited especially when the fault is in the physical system itself. In
such cases the only viable FR option is to adapt the behavior of the physical system by
modifying the controller implemented in the cyber portion of the CPS. We offered two
existing EAH methods to illustrate how to adapt the behavior of a CPS.

But not all cyber-physical systems are autonomous or even safety-critical. This means
not all cyber-physical systems need behavior adaption. Nevertheless, all cyber-physical
systems need some form of controller. It was previously mentioned that the predomi-
nant research coming from the EAH community involves original design, not adaption.
There is no reason why those EAH design tools and methods cannot be exploited for
CPS design and development. Indeed, the tight integration of the cyber with the physi-
cal makes the design of such systems—even those without some adaptive capabilities—
quite challenging. New tools and methods are needed that are tailored to CPS design
and test.

In this paper we described two EAH techniques that could be exploited for develop-
ing future cyber-physical systems but there are certainly others that can also be used.
For instance, some methods used for intrinsic evolution may provide insight into new
testing methods for cyber-physical systems. We believe cyber-physical systems is the
next generation of evolvable hardware research and we encourage the EAH community
to begin actively working in this emerging field.

Readers interested in learning more about cyber-physical systems should see two
recent textbooks on the topic [3,14]. At the present time both can be found online as
PDFs.
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Abstract. The purpose of this research is to seek the best (highest
performing) risk profiles of agents who successively choose among risky
prospects. An agent’s risk profile is his attitude to perceived risk, which
can vary from risk preferring to risk neutral (an expected-value decision
maker) to risk averse, or even a dual-risk attitude. We use the Genetic
Algorithm to search in the complex stochastic space of repeated lotter-
ies. We examine three families of utility (or value) functions: wealth-
independent CARA and wealth-dependent CRRA, in which an agent’s
risk profile is unchanging, and the Dual-Risk-Profile (DRP) functions
from Prospect Theory, in which the agent can be risk-averse (for gains)
or risk preferring (for losses). Statistical analysis of the simulation re-
sults suggests that the best (profit-maximizing) CRRA functions are
risk neutral, while the other functions remain slightly risk-averse. The
most profitable are slightly risk-averse DRP functions.

Keywords: decision making under risk, comparing utility functions,
Prospect Theory, Genetic Algorithms, risk aversion, risk neutrality.

1 Introduction

Informally, it is widely held that in an uncertain world, with the possibility of
the discontinuity of bankruptcy, the most prudent risk profile is risk aversion.1

Indeed, “Risk aversion is one of the most basic assumptions underlying economic
behavior” [2], perhaps because “a dollar that helps us avoid poverty is more
valuable than a dollar that helps us become very rich” [3]. But is risk aversion
the best risk profile? Even with bankruptcy as a possibility?

To answer this question, we use three kinds of utility function: the wealth-
independent exponential utility function, or Constant Absolute Risk Aversion
CARA; the Constant Relative Risk Aversion CRRA function, which is sensitive
to the agent’s level of wealth; and the DRP functions of Prospect Theory, where
an agent’s risk profile can vary depending on prospects of losing or gaining. We
run computer experiments in which each agent chooses among three lotteries,
and is then awarded with the outcome of the chosen lottery k.

1 An preliminary version of this paper was presented at the IEEE Computational
Intelligence for Finance Engineering & Economics 2014, London, March 29 [1].
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Repetition of these choices by many agents allows us to use a technique from
machine learning – the Genetic Algorithm or GA [4] – to search for the best
function from each utility family, where “best” means the highest average payoff
when choosing among lotteries.

Modelling the agent’s utility directly allows us to avoid the indirect inference
of Szpiro [2], who argues that the evolutionary learning technique of the GA
does two things: it allows wealth-maximizing agents to succeed even in highly
stochastic environments, and it allows the emergence of risk aversion. Indeed,
Szpiro argues that risk aversion is the best risk profile to adopt in such an
environment. We compare the cumulative winnings (fitnesses) of our agents to
see whether this is so.

2 Decisions under Risk and Risk Profiles

The von Neumann-Morgenstern formulation of the decision-maker’s attitude to
risk is based on the observation that individuals are not always expected-value
decision makers. That is, there are situations in which people apparently prefer
a lower certain outcome to the higher expected (or probability-weighted) out-
come of an uncertain prospect (where the possible outcomes and their possibly
subjective, or Bayesian, probabilities are known). An example is paying an in-
surance premium that is greater than the expected loss without insurance. On
the other hand, people will sometimes “gamble” by apparently preferring a lower
uncertain outcome to a higher sure thing: this is risk-preferring.

We can formalise this by observing that, by definition, the utility of a lottery
is its expected utility, or

U(L) =
∑

piU(xi), (1)

where each (discrete) outcome xi occurs with probability pi, and U(xi) is the
utility of outcome xi. It is useful to define the Certainty Equivalent x̃ (or C.E.),
which is a certain outcome which has the identical utility as the lottery:

U(x̃) = U(L) =
∑

piU(xi). (2)

We can use the C.E. to describe the decision-maker’s risk profile [5]. Define
the Expected Value x̄ of the Lottery as:

x̄ =
∑

pixi. (3)

When x̃ = x̄, then the decision-maker’s utility function exhibits risk neutral-
ity; when x̃ < x̄, then risk aversion; and when x̃ > x̄, then risk preferring.

2.1 Approximating the Certainty Equivalent

Expand utility U(.) about the expected value x̄.

U(x0) ≈ U(x̄) + (x0 − x̄)U ′(x̄) +
1

2
(x0 − x̄)2U ′′(x̄).
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The C. E. x̃ of a continuous lottery is obtained by integration over the prob-
ability density function (p.d.f.) fx(.):

U(x̃) =

∫

dx0U(x0)fx(x0).

∴ U(x̃) ≈ U(x̄) + 0 +
1

2
σ2U ′′(x̄), (4)

where σ2 is the variance. But, by expansion,

U(x̃) ≈ U(x̄) + (x̃− x̄)U ′(x̄). (5)

Therefore, from (4) and (5),

x̃− x̄ ≈ 1

2
σ2U

′′(x̄)
U ′(x̄)

.

∴ x̃ ≈ x̄+
1

2
σ2U

′′(x̄)
U ′(x̄)

. (6)

2.2 Risk Aversion

Risk aversion is not indicated by the slope of the utility curve: it’s the curvature
(U ′′/U ′): if the utility curve is locally –

– linear (say, at a point of inflection, where U ′′ = 0), then the decision maker
is locally risk neutral;

– concave (its slope is decreasing – Diminishing Marginal Utility), then the
decision maker is locally risk averse;

– convex (its slope is increasing), then the decision maker is locally risk pre-
ferring.

3 Utility Functions

We consider three types of utility function:

1. those which exhibit constant risk preference across all outcomes (so-called
wealth-independent utility functions, or Constant Absolute Risk Aversion
CARA functions);

2. those where the risk preference is a function of the wealth of the decision
maker (the Constant Relative Risk Aversion CRRA functions); and

3. those in which the risk profile is a function of the prospect of gaining (risk
averse) or losing (risk preferring): the DRP Value Functions from Prospect
Theory.
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3.1 CARA Utility Functions

If an increase of all outcomes in a lottery by an equal amount Δ increases the
C.E. of the lottery by Δ, then the decision maker exhibits wealth independence:

U(x̃+Δ) = U(L′) =
∑

piU(xi +Δ).

Acceptance of this property restricts possible utility functions to be linear (risk
neutral) or exponential – constant-absolute-risk-aversion (CARA) functions.

CARA utility functions charactise risk preference by a single number, the risk
aversion coefficient, γ. Since CARA utility functions are wealth-independent,
any aversion to bankruptcy is thus precluded, by definition. Whether a decision
maker exhibits a wealth-independent utility function is an empirical question.

When utility is linear in outcomes, the decision maker is risk-neutral, across
all outcomes, but such a simple constant-risk-profile utility function is of no
further interest. Instead, we consider the exponential CARA functions, where
utility U is given by

U(x) = 1− e−γx, (7)

where U(0) = 0 and U(∞) = 1, and where γ is the risk aversion coefficient :

γ = −U ′′(x)
U ′(x)

. (8)

From (6) and (8), for exponential utility,

x̃ ≈ x̄− 1

2
σ2γ,

which indicates that when γ = 0, then x̃ ≈ x̄ (risk neutrality), when γ > 0, then
x̃ < x̄ (risk averse), and when γ < 0, then x̃ > x̄ (risk preferring), with positive
variance.

3.2 CRRA Utility Functions

We want utility functions which are not wealth-independent, to see whether such
functions will result in risk-averse agents doing best.

The Arrow-Pratt measure of relative risk aversion (RRA) ρ is defined as

ρ(w) = −w
U ′′(w)
U ′(w)

= wγ. (9)

This introduces wealth w into the agent’s risk preferences, so that lower wealth
can be associated with higher risk aversion. The risk aversion coefficient γ is as
in (8).

The Constant Elasticity of Substitution (CES) utility function:

U(w) =
w1−ρ

1− ρ
, (10)

with positive wealth, w > 0, exhibits constant relative risk aversion CRRA, as
in (9).
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Risk Aversion with CES Utility. In the CRRA simulations, we use the
cumulative sum of the realisations of payoffs won (or lost, if negative) in previous
lotteries chosen by the agent plus the possible payoff in this lottery as the wealth
w in (10). Each agent codes for ρ.

From (6), the C.E. with CES utility is approximated by

x̃ ≈ x̄− 1

2

ρ

w
σ2.

Iff 1
2

ρ
wσ2 > 0 (or ρ/w > 0), then then C.E. x̃ < the expected mean x̄, and the

decision maker is risk averse.
With w > 0, ρ > 0 is equivalent to risk aversion. With w > 0 and ρ = 1,

the CES function becomes the (risk-averse) logarithmic utility function, U(w) ≈
log(w). With w > 0 and ρ < 0, it is equivalent to risk preferring.

3.3 The Dual-Risk-Profile DRP Function from Prospect Theory

From Prospect Theory [8], we model the DRP Value Function, which maps from
quantity X to value V with the following two-parameter equations (with β > 0
and δ > 0):

V (X) =
1− e−βX

1− e−100β
, 0 ≤ X ≤ 100, (11)

V (X) = −δ
1− eβX

1− e−100β
,−100 ≤ X < 0. (12)

The parameter β > 0 models the curvature of the function, and the parameter
δ > 0 the asymmetry associated with losses. The DRP function is not wealth
independent. This function (in Fig. 1, with δ = 1.75, for prizes between ±$100)
exhibits the S-shaped asymmetry postulated by Kahneman and Tversky [8].
It exhibits risk seeking (loss aversion) when X is negative with respect to the
reference point X = 0, and risk aversion when X is positive. We use here a linear
probability weighting function (hence no weighting for smaller probabilities). As
Fig. 1 suggests, as δ → 1 and β → 0, the value function asymptotes to a linear,
risk-neutral function (in this case with a slope of 1).

We use the GA to search the joint plane (β, δ) as the agents (each characterised
by a point in the (β, δ) plane) choose the lottery that has the greatest expected
value of the three. Each lottery has two known prizes in the interval of [−$100,
+$100] of known probabilities, pi. So the agent chooses the lottery k with the
highest expected value:

Uk =
2∑

i=1

pkiV (Xki, β, δ).

The GA jointly searches for points in (β, δ) that result in high payoffs after the
payoff of each chosen lottery is subsequently realised, based on the probabilities
of the possible outcomes.
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Fig. 1. A Prospect Theory (DRP) Value Function

4 The Simulations

Each lottery is randomly constructed: the two payoffs (“prizes”) are randomly
chosen in the interval between − and + MAP, (where the Maximum Absolute
Prize, MAP, is $100); and the probability is also chosen randomly. (Each lottery
has, of course, a single degree of freedom for probability). Each agent calculates
the expected utility of each of the three lotteries, using its utility or value function
(a function of its γ or ρ/w or (β, δ)), and chooses the lottery k with the highest
expected utility. Doing this, agents know the prizes and probabilities of all three
lotteries.

Then the actual (simulated) outcome of the chosen lottery k is randomly
realised, using its probability. The winnings of the agent (that is, the wealth of
the CRRA agent) is incremented accordingly. Each agent successively chooses
1000 lotteries.

Calculate the three expected utilities for lotteries X, Y, and Z, functions of γ
(or ρ and w, or (β, δ)):

U(X) = pxU(x1) + (1− px)U(x2)

U(Y ) = pyU(y1) + (1− py)U(y2)

U(Z) = pzU(z1) + (1− pz)U(z2)

Choose the lottery I with the highest expected utility or value. Win (or lose)
whichever prize (i1 or i2) is realised in that lottery, based in the lottery’s prob-
ability pi.
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4.1 Searching with the Genetic Algorithm

We use a population of 100 agents, each of which has an average winnings or a
cumulative level of wealth, based on its risk profile and the successive outcomes
of its choices among the lotteries. The GA’s mutation rate is controllable by the
simulator, on-screen.

We use an implementation [6] of the GA to search for the best risk profile.
That is, we select the best-performing agents to be the “parents” of the next
generation of agents, which is generated by “crossover” and “mutation” of the
chromosomes of the pairs of parents. Each of the new generation of agents chooses
the lottery k with highest expected utility a thousand times. Again, the best are
selected to be the parents of the next generation.

We use the GA simulation in this search as an empirical alternative to solving
for the best (highest performing) risk profile analytically. Note that Rabin [3]
asserts that “theory actually predicts virtual risk neutrality.” We return to this
in the Discussion below.

4.2 Simulations with Utility-Maximizing (or Value-Maximizing)
Agents

Using NetLogo [7], we model each agent as a binary string which codes to its risk-
aversion coefficient/s, (γ for CARA agents, ρ for CRRA agents, and (β, δ) for
DRP agents) in the interval ±1.048576. The DRP agents search for 0 ≤ β < 0.21
and for δ in the interval ±10.48.

Each lottery is a two-prize lottery, where each prize is chosen from a uniform
distribution, between − and + MAP (Maximum Absolute Prize), where MAP
can be set up to $100 by the simulator, and the single probability is chosen
randomly from uniform [0,1].

Each agent chooses the lottery k with the highest expected utility from (7)
and (10), based on its value of γ (respectively, ρ and wealth w), or from (11)
and (12), based on its value of β and δ. Then a realised outcome is calculated
for that lottery, based on its probability.

Each agent faces 1000 lottery choices, and the cumulative winnings that
agent’s “fitness” for the GA. Because all agents face the same probabilistic lot-
teries, we can also compare the the three utility families based on their average
winnings or fitnesses. The processes are stochastic. For each model we perform
a number n of Monte Carlo simulation runs to obtain sufficient data to analyse
the results statistically.

4.3 The CARA Results

The on-line simulations2 show three things clearly:

1. The mean (black) fitness (cumulative winnings) grows quickly to a plateau
after 20 generations or so;

2 See http://www.agsm.edu.au/bobm/teaching/SimSS/NetLogo4-models/

RA-CARA-EU-3l2p.html for a Java aplet and the Netlogo code.

http://www.agsm.edu.au/bobm/teaching/SimSS/NetLogo4-models/RA-CARA-EU-3l2p.html
http://www.agsm.edu.au/bobm/teaching/SimSS/NetLogo4-models/RA-CARA-EU-3l2p.html
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2. the mean, maximum, and minimum risk-aversion coefficients γ converge to
close to zero (risk neutrality) over the same period, and

3. Any γ deviation from zero up (more risk-averse)or down (more risk-preferring)
leads to the minimum fitness in that generation collapsing from close to the
mean fitness.

These observations show that CARA agents perform best (in terms of their
lottery winnings) who are closest to risk neutral (γ = 0). Too risk averse, and
they forgo fair lotteries; too risk preferring and they choose too many risky
lotteries.

Eye-balling single output plots, however, is not sufficient to reach clear conclu-
sions about the best utility functions. We have preferred 55 independent Monte
Carlo runs using the GA to search for better CARA utility functions.

The correlation between γ and Fitness in these MC simulations (where Fitness
is the winnings averaged across 100 agents, each of which chooses the expected
“best” of three lotteries 1000 times per generation, for 200 generations) is 0.7148.
This suggests that the larger the value of γ, the higher the value of Fitness.
The p-value for γ against a null hypothesis of H0 : μγ = 0 is 0.0006, which
provides a very strong presumption against the null, that is, although it is close
to the risk-neutrality of γ = 0, the CARA function does not converge to exact
risk neutrality.3 The final means of γ in the 55 runs are significantly positive,
suggesting weak risk-aversion.

The wealth-independent CARA utility function precludes bankruptcy. What
of utility function that does not exclude this possibility?

4.4 The CRRA Results

We could, of course, put a floor on agent wealth, below which is oblivion, but
better to use a utility formulation that is not wealth independent and repeat the
search. We use the CES utility functions (10) that exhibits CRRA.

The results are surprising.4 We have performed 109 independent Monte Carlo
runs using the GA to search for better CRRA utility functions.

The correlation between ρ and Fitness is 0.0907. This suggests that ρ and
Fitness are not correlated. The p-value for ρ against a null hypothesis of H0 :
μρ = 0 is 0.2996, which provides no presumption against the null, that is, the
data suggest that the mean μρ = 0, or the CRRA function converges to risk
neutrality, despite our prior expectations for this function.

Remember: γ = ρ
w , so dividing the ρ values by the high w values attained

implies corresponding minute values of γ here.

3 For the detailed statistics of this and the other four analyses, see the Appendix in
the paper at http://www.agsm.edu.au/bobm/papers/singapore14.pdf.

4 See http://www.agsm.edu.au/bobm/teaching/SimSS/NetLogo4-models/

DRA-CRRA-EU-revCD-3l2p.html for a Java aplet and the NetLogo code.

http://www.agsm.edu.au/bobm/papers/singapore14.pdf
http://www.agsm.edu.au/bobm/teaching/SimSS/NetLogo4-models/DRA-CRRA-EU-revCD-3l2p.html
http://www.agsm.edu.au/bobm/teaching/SimSS/NetLogo4-models/DRA-CRRA-EU-revCD-3l2p.html
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Fig. 2. The Best Prospect Theory (DRP) Value Function

4.5 The Dual-Risk-Profile Results

We considered first the marginal results: holding β constant at zero, asking what
values of δ emerge as conditionally best, then, holding δ constant at unity, asking
what values of β emerge as conditionally best. That is, first considering a kinked
function, possibly linear, and then a symmetric DRP function, possibly linear.

We performed 55 independentMonte Carlo runs using the GA to search for bet-
ter δ, while holding β = 0. The correlation between δ and Fitness in these MC
simulations (where Fitness is the winnings averaged across the 100 agents, each of
which chooses the expected “best” of three lotteries 1000 times per generation, for
200 generations) is 0.5602. This suggests that the larger the value of δ, the higher
the value of Fitness. The p-value for δ against a null hypothesis, H0 : μδ = 1, is
effectively zero (< 0.00001), which provides a very strong presumption against the
null, that is, the data suggest that the mean μδ �= 1.

We then performed 50 independentMonte Carlo runs using the GA to search for
better β, while holding δ = 1. The correlation between β and Fitness in these MC
simulations is 0.0941. This suggests that β and Fitness are not correlated. The p-
value for β against a null hypothesis,H0 : μβ = 0 is 0.0012,which provides a strong
presumption against the null, that is, the data suggest that the mean μβ �= 0.

Then we undertook a search in the (β, δ) plane. We performed 54 independent
Monte Carlo runs using the GA to search for better β and δ jointly. Fig. 2
shows the result with the two variables’ final means across these runs, where
β = 0.007186 and δ = 1.2598: almost risk neutral (in which an expected-value
decision maker becomes an expected-outcome decision maker).5

5 See http://www.agsm.edu.au/bobm/teaching/SimSS/NetLogo4-models/

RA-PTh-EV-both.html for a Java aplet and the NetLogo code of a DRP Value Func-
tion model.

http://www.agsm.edu.au/bobm/teaching/SimSS/NetLogo4-models/RA-PTh-EV-both.html
http://www.agsm.edu.au/bobm/teaching/SimSS/NetLogo4-models/RA-PTh-EV-both.html
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The correlation between δ and β (which is −0.0015) suggests that there is
little if any trade-off between the two values in maximizing Fitness.6 This is not
surprising: from the two marginal explorations, we see that with fixed β = 0,
the best mean δ = 1.4658 (compared to 1.2598 when the search is in the (β, δ)
plane), while with fixed δ = 1, the best mean β = 0.003846 (compared with
0.007186 when the search is in the joint plane). That is, fixing δ constrains the
Fitness more than fixing β.

4.6 Comparing Models

This can be seen in another way. All five sets of Monte Carlo simulations are
searching the same space: given the known prizes (between $100 and $100) and
known probabilities, choose the expected “best” lottery. This means we can
compare the Fitnesses (dollar winnings) across the simulation runs. This is shown
in Table 1.

Table 1. Mean Fitnesses of the Five Models

Model Mean Fitness ($)
CARA 37,650
CRRA 29,403
DRP with β = 0 37,666
DRP with δ = 1 38,879
DRP joint β, δ 37,721

It is clear that CRRA, the only model whose “best” parameter reflects risk-
neutrality, performs worst at maximizing Fitness, while the best model is the
DRP model from Prospect Theory with symmetric (δ = 1) loss-averting and
gain-preferring (its utility is convex for losses and concave for gains). This is
strange: a constrained optimization outperforming an unconstrained optimisa-
tion, when the constrained value is available to the unconstrained. The GA
search of the joint model could/should find that Fitness is higher when δ ≈ 1
but hasn’t. This suggests that the runs be lengthened, perhaps because the joint
search in (β, δ) is hard. Indeed, from Table 1, the apex of the hill of optimal
fitness is quite flat. It is likely that this anomaly suggests that the GA optimi-
sations have been prematurely terminated; would longer runs change our risk
profile results? Further work will tell.

At any rate, Table 1 shows that CARA, DRP with β = 0, and DRP with
joint β, δ search are very close in terms of best Fitness.

6 Another formalization of Prospect Theory Value Functions is to model separate
curvature parameters for gains (X > 0) and losses (X < 0), but this does not really
capture the full asymmetry between gains and losses that our model includes. And
δ �= 1 implies a different slope (given β = 0) for losses.
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5 Discussion

Like the GA simulations of Szpiro [2], we find that the best-performing CARA
agents are risk-averse, not risk-neutral. Because of the indirect way in which
Szpiro modelled the risk profiles of his agents (unlike a referee’s suggestion,
footnote 3, Szpiro’s model “only distinguishes between risk-averse automata and
all others”), while our models allow any CARA risk profile to emerge, we argue
that our results are more general than Szpiro’s.

Rabin [3] suggests a reason why risk-neutral functions will not do better
than risk-averse functions, at least for small-stakes lotteries. He argues that von
Neumann-Morgenstern expected-utility theory is inappropriate for reconciling
actual human behaviour as revealed in risk attitudes over large stakes and small
stakes. If there is risk aversion for small stakes, then expected-utility theory pre-
dicts wildly unrealistic risk aversion when the decision maker is faced with large
stakes. Or risk aversion for large stakes must be accompanied by virtual risk
neutrality for small stakes.

But we do not appeal to empirical evidence or even to prior beliefs of what
sort of risk profile is best. Whereas there has been much research into reconciling
actual human decision making with theory (see [9]), we are interested in seeing
what is the best (i.e. most profitable) risk profile for agents faced with risky
choices.

We find that for wealth-independent CARA utility functions (exponential)
agents do not learn to become risk-neutral decision makers in order to maximise
their returns when choosing among risky propositions. But for wealth-dependent
CRRA utility functions (CES) our agents do learn to be risk neutral, despite the
possibility (even if small) of bankruptcy, or the loss of all accumulated wealth.

Rabin [3] argues that loss aversion [8], rather than risk aversion, is a better
(i.e. more realistic) explanation of how people actually behave when faced with
risky decisions. This is captured in our DRP Value Function.

An analytical study of Prospect Theory Value Functions [10] posits an adap-
tive process for decision-making under risk such that, despite people being seen
to be risk averse over gains and risk seekers over losses with respect to the cur-
rent reference point [8] – the so-called dual risk attitude, with utility convex for
losses and concave for gains – the agent eventually learns to make risk-neutral
choices. Their result appears consistent with our results for the CRRA model,
although the learning in their model is not that of the GA, but rather agents
observing how their choices result in systemic undershooting (or overshooting)
of their targets, which then results in more realistic targets and choices. Their
lotteries are symmetrical (for tractability), unlike ours. Our results suggest that
their results might generalise to asymmetric lotteries, such as ours, at least for
CRRA utility.

A simulation study [11] examines the survival dynamics of investors with dif-
ferent risk preferences in an agent-based, multi-asset, artificial stock market and
finds that investors’ survival is closely related to their risk preferences. Examin-
ing eight possible risk profiles, the paper finds that only CRRA investors with
relative risk aversion coefficients close to unity (log-utility agents) survive in
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the long run (up to 500 simulations). This does not appear consistent with our
results.

Our last finding is obtained by comparing the mean fitnesses (accumulated
winnings) of the five models. We find that a symmetric DRP model (with δ = 1)
does better than any of the other models, while the only model which learns to
be risk-neutral (the CRRA model) does worst.

6 Conclusion

Using a demonstrative agent-based model – which demonstrates principles, rather
than tracking historical phenomena – we have used the Genetic Algorithm to
search the complex, stochastic space of decision making under risk, in which
agents successively choose among three (asymmetric) lotteries with randomly
allocated probabilities and outcomes (two per lottery), in order to maximize
their expected utilities. The GA searches for the best-performing utility func-
tion, among CARA (or wealth-independent), CRRA (when wealth, and hence
bankruptcy, matters), or for the best-performing Value Function, which exhibits
the DRP of Prospect Theory, although we use the same parameter β to describe
the curvature of both risk averse (gains) and risk preferring (losses), which is a
restriction that could be relaxed with further study.

Consistent with our prior belief that a risk-averse agent does best in these cir-
cumstances, we find that only one of our three models – CRRA – converges to
risk neutrality. Our findings are therefore only partly consistent with analytical
work that proves that with symmetric lotteries, and agents with dual risk atti-
tude, risk-neutral decisions are the eventual outcome of agents adjusting their
aspirations and targets in response to the realisations of their choices. But the
other two models – CARA and the DRP from Prospect Theory – converge on
(slightly) risk-averse parameters, when we search using accumulated winnings
as the Fitness.

Comparing the mean accumulated winnings across our models, we find that
the best performing model is a symmetric DRP model. This might prove of use
to future simulators.

Simulations, of course, can not prove necessity, only sufficiency [12], so our
results for each of the three functions – CARA, CRRA, and DRP Value Functions
– are existence proofs only: the best (highest performing) functions, in choosing
among lotteries of known prizes and known probabilities, do not generally tend
to risk neutral (linear). The results suggest relaxing the assumption of known
probabilities might also be of interest. These results therefore tend to confirm
the common knowledge that a small amount of risk aversion is best in a risky
world.
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Abstract. The information that can be transformed in knowledge from data in 
challenging real-world problems follows the accelerated rate of the advance-
ment of technology in many different fields from biology to sociology. Com-
plex networks are a useful representation of many problems in these domains 
One of the most important and challenging problems in network analysis lies in 
detecting community structures.  This area of algorithmic research has attract-
ed great attention due to its possible application in many fields. In this study we 
propose the MA-Net, memetic algorithm to detect communities in network by 
optimizing modularity value which is fast and reliable in the sense that it con-
sistently produces sound solutions. Experiments using well-known real-world 
benchmark networks indicate that in comparison with other state-of-the-art al-
gorithms, MA-Net has an outstanding performance on detecting communities.  

Keywords: community detection, modularity, memetic algorithm. 

1 Introduction 

A variety of real-world complex systems in the fields of biology, sociology and phys-
ics can all be represented as complex networks. Patterns of connections or interactions 
between elements of a given system can be represented as a network, which in its 
simplest form, can mathematically be modelled as an undirected graph. In a graph 
representation, the components of the network are typically encoded as nodes and 
their interactions are represented as edges. For instance, chemical reactions between 
molecules and proteins in the cell [1-3], hyperlinks between webpages [4, 5], physical 
connection between neurons [6-8] in the brain, and even consumer behavior models 
[9] all can be represented as graphs. An underlying hypothesis of these studies is that 
the pattern of interactions and the structure of a graph greatly affect the behavior of 
the associated system.  

One of the important and challenging problems in graph analysis lies in finding 
groups hidden in a graph, which is generically called the community detection prob-
lem. While there is no universally agreed definition for a community [10], Girvan and 
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Newman [11] defined communities as groups of vertices, where the connections are 
dense within the group, but the connections are sparse between the groups (See 
Fig.1). With this definition, the community detection problem can be formalised as an 
optimization problem in undirected graphs, however, due to the huge number of pos-
sible ways for partitioning the set of vertices of a graph, even when the graph is small, 
the community detection problem, like many other clustering problems defined in 
graphs, naturally lead to formulations of the problems which give rise to NP-hard 
computational problems [12].  

 

Fig. 1. A small network with three communities that have highly intra-group interactions and 
sparse inter-group interactions 

In order to identify a good community structure in a network, many outstanding 
community detection algorithms have been proposed following different approaches 
during the last decade (see a recent comprehensive review in [13]). Optimization-
based algorithms are among the most popular methods and the modularity function 
that was introduced by Newman and Girvan [14] has played a great role in optimiza-
tion algorithms. Modularity is a quality measure that compares the number of edges in 
a detected community with the number of edges that are expected to be observed in a 
random graph. Therefore, higher levels of modularity indicate a greater difference 
between the detected partition and a random graph, thus modularity optimization acts 
as a proxy for detecting a better community structure. In this manner, the community 
detection problem can be considered as a combinatorial optimization problem with 
the objective function of maximizing the modularity. In a given graph = ( , ) 
with the adjacency matrix A, the modularity can be written as follows: 

  = ∑ − , (1) 

where,  is the total number of edges in the graph and the summation runs over the  
communities of the partition; and   stands for the number of edges inside the com-
munity . The summation of degrees of all vertices in the community is denoted by 

. Instead of running modularity equation over communities, it can be reformulated 
to run over all pairs of nodes. Modularity function can easily be modified to measure 
the quality of partitions in weighted graphs [15]. It has been proven that modularity 
optimization gives rise to decision problems which are NP-complete [16]. 
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Although some exact algorithms have also been proposed to solve the modularity 
optimization problem in small size networks by using column generation algorithms 
[17, 18], heuristic algorithms are always in need to find good solutions in a reasonable 
time, particularly in large-scale networks. Many different heuristic algorithms have 
been proposed for modularity optimization with different approaches, such as label 
propagation algorithms (LPA) [19] and agglomerative hierarchical clustering [20-24] 
that iteratively join pairs of nodes to increase the level of modularity. To enhance the 
performance of heuristic algorithms a variety of metaheuristic algorithms have been 
proposed to detect communities, for instance, simulated annealing [25, 26], conforma-
tional space annealing [27], genetic algorithm [28-30] and memetic algorithm  
[31-34]. To reduce the running time of the algorithm for large-scale networks some 
parallel metaheuristics have been proposed [35-37].  

While modularity is the most popular objective function for community detection, 
there are some proven limitations in detecting communities by optimizing modularity 
[38, 39]. For instance, modularity optimization has a tendency to merge small clusters 
even when their individual size is small in comparison with the whole network. 
Moreover, the number of local maxima increases dramatically when the size of the 
network grows, thus it is easy to get trapped in a local optimal solution. Some various 
objective functions have been proposed to overcome modularity limitations. For in-
stance, modularity density [40], community score and community fitness [41]. In addi-
tion, a few multi-objective algorithms have been proposed to optimize more than a 
single objective function rather than only optimizing the modularity[42].  

In this study we develop a reliable memetic algorithm, MA-Net, to optimize modu-
larity and to detect community structure of the given network. We compare our re-
sults with state-of-the-art algorithms. As a future research direction, we aim to extend 
the proposed algorithm to a multi-objective optimization algorithm. 

2 Proposed Algorithm 

The proposed algorithm is designed in the framework of Memetic Algorithms (MA). 
We have taken this approach due to proven successful results and its effectiveness to 
address many NP-hard combinatorial optimization problems [43]. The modularity 
function can then be used to evaluate the quality of the communities. Thus, we have 
chosen it as an objective function for the first implementation of MA-Net, and to al-
low us to compare the performance of MA-Net against existing state-of-the-art algo-
rithms. Algorithm 1 shows the main framework of our proposed MA-Net. A graph is 
the main input of the algorithm. In MA-Net, to facilitate and speed up the computa-
tions we use the adjacency list which uses less memory compared to the adjacency 
matrix. We will describe the initialize_population procedure, genetic operators (mod-
ularity based recombination and mutation), local search strategy and up-
date_population procedure in the following sections. 
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2.1 Representation and Initialization 

To represent a partition of a given graph  with  nodes, we use string-coding rep-
resentation as = [ , , … , ]. Here,  is an integer number, shows the commu-
nity label, and refers to the community that node  belongs to. So by having k com-
munities in partition P,  can be any integer number between 1 and  (i.e. 1 ≤≤ ). Obviously, nodes having the same community label are considered in the 
same community. A simple example of string-coding representation is illustrated in 
Fig. 2.  

Fig. 2. Example of the solution representation structure. Left: a graph of 10 nodes and parti-
tioned in three communities shown by different colors. Right: the string coding represents this 
partition. 

The initialize_population procedure generates the initial population. We first as-
sign a random community label to each node. The random label is an integer number 
between 1 and the total number of nodes, therefore there is no previous assumption 

Algorithm 1. MA-Net framework 
Input:  
Graph = ( , ); 

:population size; 

:acceptable number of generation without improvement;  
: mutation probability 

Result:  ∗:  A partition of the graph vertices that aims to achieve maximum modularity:  
 

1: = , , … , ← _ ( , )  

2: repeat 
3:      ← _ _ ( ) 
4:      ← _ ( , ) 
5:      ← _ ℎ(  ) 
6:       ← _ ( ) 
7:      ∗ ← fittest member of  
8: until _ ( , )  
9: return ∗ 

 
 
node    1 2  3  4  5 6  7  8  9  10 

string  [1, 1, 1, 2, 1, 2, 3, 3, 3, 2 ] 
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for the number of the communities. Ours is an unsupervised algorithm and it aims at 
discovering the best number of communities for the graph to maximize modularity. 
These random solutions are of very low quality as even pairs unconnected nodes can 
be assigned to the same community. In the second step, to speed up the convergence 
of the algorithm, we improve the quality of the solution with another procedure. For 
each solution, we generate a random sequence { , , … , } of nodes then for each 
node  in the sequence, move the node to one of its neighbors’ community that 
results in the greatest improvement in the modularity score. We repeat this operation 
for all solutions of the initial population. To reduce the computational cost of the im-
provement procedure, we calculate ∆  by moving one node  into one of its neigh-
bors’ community [22]. The improvement procedure avoids unnecessary communities 
by considering only connected neighbors in moving of nodes. This heuristic im-
provement procedure is easy to implement and very effective to improve the quality 
of the initial population. 

2.2 Genetic Operators 

MA-Net explores the search space by two specially designed genetic operators: 
modularity-based recombination and an adaptive mutation operator. These operators 
play important roles, working together, in preventing the algorithm to getting trapped 
into a local optimal solution and exploring the configuration space. 

 
Modularity-Based Recombination Operator  
The recombination operator generates an offspring that inherits some characteristic 
from its two parents, therefore it plays an important role in the global search of the 
solution space [43]. Traditional recombination operators, including uniform crosso-
ver, one-point and two-point crossover can hardly convey community structure of the 
parents to the offspring and seem less suitable for this case. We propose a modularity-
based recombination operator which is an efficient operator specifically designed for 
the community detection problem by which descendants can inherit useful communi-
ties of their parents. The main idea of this operator is to take the communities as the 
genetic material and try to preserve the best communities of parents for the offspring. 
The modularity-based recombination procedure is described next.  

Firstly, two random members of the population are selected as parents. Since we 
can safely assume that all members of the population are of a relatively good quality 
(after the improvement step of the population initialization procedure), a randomly 
selection strategy could work well in maintaining the population diversity. Let  and 

 be the parents and  and   represent the number of communities in each parent, 
respectively. Then, we sort ( + ) communities in the list  according to their fit-
ness. According to the modularity function (equation 1), the solution fitness is the 
total sum of the modularity of all communities in the partition. Therefore, we have 
already computed the fitness of each community from the fitness of the solution. 
Next, we choose the fittest community from list  and form a same community in the 
offspring. Then for the second good community in , we try to form a similar com-
munity in the offspring with the nodes that are not assigned to any community before. 
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We repeat this procedure till all nodes in offspring solution have been assigned to a 
community.  

Fig. 3 illustrates the modularity-based crossover procedure applied to a small graph 
with 13 nodes. Two random partitions of the graph are selected as parents (Fig. 3 (a) 
and (b)). The underlined number close to each community shows the ranking of the 
community according to its modularity, for instance, a community with 5 nodes in 
parent (a) has the highest fitness and its rank is 1. Communities are transferred to the 
offspring according to their rank, so in first step nodes of the community rank 1 in 
parent (a), {1, 2, 3, 4, 5} are assigned in a same community in the offspring. The se-
cond priority is for nodes {9, 12, 13} in parent (b) that are not assigned to a communi-
ty in the offspring in previous step; they form the second community in the offspring. 
The third priority is for nodes {10, 11, 12, 13} in parent (a). But nodes 12 and 13 
were assigned before, so only nodes 10 and 11 are put in a community. The forth 
priority is for nodes {6, 7, 8} in parent (b) that can be exactly formed a same commu-
nity in the offspring. In this stage we can see that all nodes in the offspring are parti-
tioned. As shown in Fig. 3, the offspring has 4 communities that are inherited from 
parents. 

 

Fig. 3. A schematic illustration of the modularity-based crossover. (a) and (b) are two partition 
of a simple graph with 12 nodes that are selected as parents. (c) shows the offspring generated 
from parents by modularity-based crossover. 

The modularity-based recombination operator’s aim is that offsprings inherit  
the best structures observed in both originating solutions. While this recombination 
operator can increase the number of communities, we proposed a local search proce-

(c) 

(b) (a) 
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dure that can merge communities to improve the modularity. As stated, one of the 
weaknesses of some modularity optimization algorithms [20, 21]  is their tendency to 
merge the small communities and create huge communities with a large fraction of 
nodes, but after applying the modularity-based recombination operator the number of 
communities in offspring is generally more than the number of communities in par-
ents. Therefore, this operator leads the algorithm to explore small communities. 

Adaptive Mutation Operator  
In order to maintain the diversity of the population and to avoid useless explorations 
of the search space, we use the neighbour-based mutation strategy [44]. The mutation 
operator changes the community label of node  to the community label of one of its 
neighbours randomly. Considering only neighbours’ communities for changing the 
community label of each node helps the algorithm to explore search space more wise-
ly. Here we apply the adaptive mutation operator to the existing offspring and gener-
ate a new offspring. 

The mutation probability  indicates the likelihood of a mutation to be per-
formed for each node. Here, we proposed an adaptive mutation operator where   is 
modified by the ability of the algorithm to find a better solution. It means that muta-
tion probability is increasing when the algorithm could not improve the solution. The 
higher  , the more changes in the offspring and the broader exploration of the 
search space. 

One of the algorithm’s parameters is  that indicates the acceptable number of 
generations without improvement and we used this parameter as the termination 
criterion, so the algorithm is terminated when the number of generations without 
improvement in the best solution exceed the value . While the number of gen-
erations without improvement is increasing, the mutation probability will increase to 
expand the capacity of diversification of the algorithm by increasing the amount of 
changes in the mutated individual.  is an algorithm parameter and it will growth 
linearly to  according to how close the algorithm is to reaching its termination 
criteria. For instance, in experimental tests (Section 3)  is set to 0.05 and the ter-
mination criterion is set to 30 generations without improvement. Therefore in the first 
generation,  is 0.05 and when the algorithm is run for 15 generations without 

improvement, the mutation probability will increase to . ∗ ( .  +  ).   

2.3 Local Search 

In this study, we employ the vertex movement heuristic. Different implementations of 
vertex movement heuristics have been used in existing algorithms [22, 23, 45, 46]. In 
MA-Net, we use a vertex movement heuristic with a stochastic hill climbing strategy 
to exploit the neighborhood of each solution. In a given graph  with  nodes, we 
define the neighbour solution of a partition  = [ , , … , ] with  communities 
as a partition where a single node  is reassigned to another community. Therefore, 
a movement of a node from its own community to any other community generates a 
neighbour solution. The local search procedure works as follows: 
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Firstly, a random sequence of  nodes  = { , , … , } is generated. Then, for 
each node  in the sequence, the modularity gain ∆  of moving this node to the 
community of one of its random neighbour  (i.e. ( , ) ∈ )  is computed. If this 
movement improves the fitness of the partition, the node  obtains the community 
label of  . If the movement does not improve the fitness, another random neighbour 
of   is selected to compute ∆ . This process stops when node  is moved or we 
found that there is no movement for  that improves the fitness of the partition. The 
same procedure is repeated for all nodes in the random sequence . 

It should be noted that the stochastic hill climbing algorithm does not examine all 
the neighbours before deciding where to move the node. Therefore, the random 
neighbour selection strategy of the local search procedure helps to avoid getting stuck 
in local optima which is the limitation of deterministic hill climbing techniques. Due 
to the sensitivity of the local search procedure to the nodes sequence, we generate a 
random sequence each time to assure that we start the local search from different 
nodes. In addition, to speed up the local search procedure we compute a variation of 
the modularity ∆Q [34]  when moving a node into its neighbour community. 

2.4 Updating Strategy  

In MA-Net, we use an elitism strategy for the update_population procedure. It means 
that the population is updated for the next generation by replacing the new individual 
with the least fitted member. But if the new individual is worse than the least fitted 
member of the population, the population will not change. This strategy guarantees 
that the better solutions are always retained in the population and remain eligible to be 
selected as parents in the next generation.  

3 Experimental Results 

In this section we evaluate the proposed algorithm (MA-Net) on five well-known 
real-world networks. The proposed algorithm is implemented in Python 2.7 and the 
experiments are performed on a machine with Intel(R) Xeon(R) CPU E5-1620 at a 
clock speed of 3.60GHz (4 cores and 8 logical processors) and 16 GB of memory. 
After initial experiments and applying Wilcoxon singed-rank test [47] to set the pa-
rameters, we tuned the algorithm’s parameters as follows: population size, N , is set 
to 40, the mutation probability, , is set to 0.05 and the termination criterion is set to 
30 generations without improvement in the best solution. 

We choose five well-known benchmark networks to compare MA-Net perfor-
mance with the state-of-the-art algorithms: Zachary’s karate club network (Karate) 
[48], the bottlenose dolphin social network (Dolphin) [49], American political books 
(Polbook) [50], American college football network  (Football) [11] and  the jazz 
musicians network (Jazz) [51]. Some configurations data of these networks are shown 
in Table 1.  

We ran MA-Net a total of 50 times on each network and we report the average 
modularity, maximum modularity and the standard deviation of the modularity (runs 
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are independent of each other, that is, we do not use the results of the previous runs to 
guide the algorithm in the future runs). To evaluate the performance of the MA-Net, 
we compare the results given by MA-Net with those of five well-known existing algo-
rithms for modularity maximization: GN (a greedy heuristic algorithm) [11], CNM 
(an improved heuristic algorithm) [20], GATHB (a genetic algorithm) [28] and 
Meme-Net (a memetic algorithm) [32] and MA-COM (a memetic algorithm) [31]. 
The MA-Net results in Table 1 include maximum modularity (Q ), average modu-
larity (Q ) and the standard deviation of modularity (Q ) in 50 runs. 

Table 1. Benchmark networks configurations 

 
Network Nodes Edges 

Average 
degree 

1 Karate 34 78 4.59 
2 Dolphin  62 159 5.13 
3 Polbook 105 441 8.40 
4 Football  115 613 10.66 
5 Jazz 199 2742 27.70 

Table 2. The maximum, average and standard deviation of the modularity ( , , )  
obtatined by MA-Net in comprasion with the maximal modularity achived by GN, CNM, 
GATHB, Meme-Net and MA-COM 

       MA-Net 

 Network GN CNM GATHB Meme-Net MA-COM    

1 Karate 0.401 0.381 0.402 0.402 0.420 0.420 0.419 0.002 
2 Dolphin  0.519 0.515 0.522 0.518 0.529 0.529 0.523 0.004 
3 Polbook 0.510 0.502 0.518 0.523 0.527 0.527 0.526 0.002 
4 Football  0.599 0.565 0.551 0.604 0.605 0.605 0.601 0.003 
5 Jazz 0.439 0.439 0.445 0.438 0.445 0.445 0.445 0.000 

 
Firstly, the comparison between the maximum modularity in Table 2 shows that 

for all benchmark networks the maximum modularity ( ) obtained by MA-Net is 
superior to the maximum modularity achieved by GN, CNM, GATHB and Meme-Net 
and it is equal to MA-COM results. We need to highlight that the MA-COM has in-
deed obtained the best solution for community detection problem in these five net-
works. Thus considering  and the MA-COM results, this implies that MA-Net 
also finds the best partition with the highest modularity value in all studied networks. 

Moreover, comparing  with the best results of others shows that across all 
networks, even the average results obtained through 50 runs of MA-Net are better 
than the best results of GN, CNM and GATHB. Only for the Jazz network the best 
result of GATHB is same as average result of MA-Net. The comparison between the 
two memetic algorithms of MA-Net and Meme-Net, show that the average results of 
MA-Net (Q ) in four networks (Karate, Dolphin, Polbook and Jazz network) are 
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better than the maximal results of Meme-Net and only in the football network the 
 is less than Meme-Net result. 

Finally, to show the reliability of MA-Net in community detection, we reported the 
 that means the standard deviation of modularity values obtained after 50 runs of 

the algorithm in each network. Across all benchmark networks  obtained by 
MA-Net are very small and always less than 0.005. Surprisingly, in all trials MA-Net 
obtained the optimal solution for the Jazz network. Therefore the standard deviation 

  in Jazz network is equal to zero. 
To conclude, the experimental results demonstrate that although the proposed algo-

rithm is a memetic algorithm with a randomized behavior and no performance guar-
antee, in compares very well with state-of-the-art algorithms, it is highly reliable in 
finding good partitions and it is robust in handling different networks and detecting 
high quality community structures. 

4 Conclusion and Future Work 

Nowadays, the growth of complex systems research brings the need of novel sets of 
analytical methods aimed at understanding the underling properties and mechanisms 
by decomposing it in tightly coupled subsystems. One of the challenging problems in 
complex network analysis is detecting the community structure in large-scale net-
works. In this study, we proposed a novel approach to reveal community structure of 
the network. The proposed strategy is a memetic algorithm with problem-specific 
recombination and mutation operators. The experimental comparisons on real-world 
benchmark networks illustrate that our proposed MA-Net performs better than tradi-
tional algorithms on the same set of instances and is highly competitive with state-of-
the-art methods. In addition, our experiments have shown that the MA-Net approach 
can always discover good solutions for the community detection problem with a small 
deviation from the optimal solution for modularity optimization. Future work will aim 
at investigating the algorithm’s performance for larger networks and converting the 
single modularity optimization problem into a multi-objective problem, which can 
overcome the weakness of modularity in detecting small communities. 
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Abstract. Doing business on social media has become a common practice for 
many companies these days. While the contents shared on Twitter and 
Facebook offer plenty of opportunities to uncover business insights, it remains a 
challenge to sift through the huge amount of social media data and identify the 
potential social audience who is highly likely to be interested in a particular 
company. In this paper, we analyze the Twitter content of an account owner and 
its list of followers through various text mining methods, which include fuzzy 
keyword matching, statistical topic modeling and machine learning approaches. 
We use tweets of the account owner to segment the followers and identify a 
group of high-value social audience members. This enables the account owner 
to spend resources more effectively by sending offers to the right audience and 
hence maximize marketing efficiency and improve the return of investment.  

Keywords: Twitter, topic modelling, machine learning, audience segmentation. 

1 Introduction 

Social media has not only transformed the way we share our personal life, it has also 
transformed the way business is carried out. A recent study [1] found that nearly 80% 
of consumers would more likely be interested in a company due to its brand’s 
presence on social media. It is therefore not a surprise that 77% of the Fortune 500 
companies have active Twitter accounts and 70% of them maintain an active 
Facebook account to engage with their potential customers [2]. With more companies 
doing business on social media, how can one stand out from the increasingly crowded 
social space to find prospective customers from different audiences in social media?   

It is no longer feasible for a company to depend on gimmicks (such as incentive 
referrals) to boost the social media business as that may only provide short-term gain. 
While a company can adopt approaches like mass marketing to all the “fans” or 
contacts available, the return may not be justified by the effort and amount of money 
spent. Furthermore, there is a thin line between broadcasting a general message and 
spamming, so instead of attracting a greater audience, there is a high probability of 
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losing current customers. Hence, it makes sense to identify a target audience to 
maximize marketing efficiency and improve the return of investment. 

Traditionally, an understanding of customers is obtained through customer surveys 
so that information such as customer preferences can be known. This set of 
information can be merged with internal company data, for example, product 
purchase data or transactional data, so that segmentation of customers can be done to 
better understand the customers and manage offerings according to their interests. 
However, with the recent proliferation of social media activities, more and more 
companies are putting in efforts to ensure that their presence is felt in the crowded 
social space. Even though there is a rich source of customer information to be mined, 
the real-time nature and free-form expression of social media content poses a 
challenge in extracting commercially viable information from the vast amount of 
conversations. 

While there are many guidelines or tips on the Web about how to find a target 
audience on social media, most of these concentrate on searching specific keywords 
related to products or brands. However, while using this approach can retrieve lists of 
information using different keywords, it is not capable of determining the relationship 
among the keywords and providing a more comprehensive view on the subject matter 
without the help of domain experts. Furthermore, deciding which keywords to use 
may not be obvious to a non-expert and this may lead to inaccurate information 
extraction and hence a misunderstood market analysis. On top of this, there is a need 
to manually consolidate the list of social audience found and to ensure that contents 
shared by the audience match with the keywords. 

Prior work [3][4] has proposed various approaches such as translating both social 
networks and semantic information into Resource Description Framework (RDF) 
formats and using RDF methods for correlation, or making use of semantic tagging to 
correlate current social tagging approaches to make sense of social media data. These 
approaches, however, require additional efforts of translating and tagging of current 
social media data, which can be a daunting task considering the huge amount of data 
and the possible manual effort.  

In this paper, we investigate several different methods in order to make use of 
available resources to identify a group of high-value social audience members without 
utilizing a considerable amount of human annotation effort. These include text mining 
methods such as fuzzy keyword matching using Dice coefficient [5] of string 
similarity, statistical topic modeling with Twitter Latent Dirichlet Allocation (LDA) 
[6], and machine learning using the Support Vector Machine (SVM) [7]. The 
hypothesis is based on the idea that followers are interested in the content posted by 
an owner, and hence they choose and take action to follow the account owner. If that 
is the case, some of the tweets shared by the followers should be of similar nature to 
the account owner. In other words, tweets of the account owner (of a similar period of 
time) can be used to select or identify the group of followers who are interested in the 
content that the owner has been tweeting. Hence, these followers are more likely to 
comprise the target audience compared to others who are not sharing similar contents. 

In order to achieve this, we use a list of seed words (derived from the owner tweets 
using term frequency analysis) to generate a baseline using Direct Keyword Match. 
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This set of seed words is also used in Fuzzy Keyword Match and identification of 
suitable topic numbers from Twitter LDA. In contrast to how things are done in a 
traditional machine learning approach, tweets from the account owner are used to 
build the positive training data instead of tweets extracted from the list of followers. 
This eliminates the need to manually annotate the vast amount of tweets from the 
followers and it is more practical if the approach is to be adopted in a real-world 
application. 

The major contributions of this work are enumerated as follows: 

i. To the best of our knowledge, our work in this paper is the first attempt to 
identify the target audience from the list of followers of a Twitter owner’s 
tweets through various methods. It is assumed that those who have tweeted 
similar contents are more likely to be interested in the owner’s tweets, compared 
to others who have not been sharing similar contents. 

ii. From the result observation, it is likely that half or less followers are tweeting 
similar contents as the owner. This implies that it may not be sensible to try to 
engage every follower, as not everyone is interested in the content or topic 
shared. Instead, it makes sense to be selective and target specific groups of 
followers to maximize the use of allocated marketing expenses and reach out to 
potential customers in social media. 

2 Related Work 

As the aims of any business are to increase profit, build a long lasting brand name, 
and to grow its customer base or engage current customers, it is essential to 
understand the needs and behaviors of the customers. This understanding can be 
achieved through different means and at different levels of detail. Most companies 
define a set of segments that reflect the companies’ knowledge of the customers and 
their traits or behaviors. All other marketing activities, such as customer engagement 
activities, are targeted and measured according to this segmentation. 

However, the segmentation is typically restricted to customer relationship 
management (CRM) or transaction data obtained either through customer surveys or 
tracking of product purchases to understand the customer demand. Demographic 
variables, RFM (recency, frequency, monetary) and LTV (lifetime value) are the most 
common input variables used in the literature for customer segmentation and 
clustering [8, 9]. While CRM or organizational transaction data can be coupled with 
geographical data to obtain additional information, the segmentation remains limited 
to within an organization’s system and does not leverage on shared contents and 
activities on social media where customers tend to reveal about themselves – life 
events, personal and business preferences, perception of brands and more.  

There have been efforts in deriving or estimating demographics information [10, 
11] from available social media data, but this set of information may not be suitable to 
be used directly in targeted marketing, as temporal effects and types of products to be 
targeted are usually not considered. Besides that, demographic attributes such as age, 
gender and residence areas may not be updated and hence may result in a misled 
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conclusion. Recently, eBay has expressed that, due to viral campaigns and major 
social media activities, marketing and advertising strategies are evolving. Although 
targeting specific demographics through segmentation still has its value, eBay is 
focusing on “connecting people with the things they need and love, whoever they are” 
[12].  

Other research on predicting purchase behavior from social media has shown that 
using Facebook categories, such as likes and n-grams, is better than using 
demographic features shared on Facebook [13]. Due to the privacy policy of 
Facebook profiles, this work focuses on Twitter, where most of the contents and 
activities shared online are open and available. It would be interesting to see if other 
factors (such as the content shared on social media) can be used to derive alternative 
approaches to identify the target or high-value social audience for a company or a 
product. 

3 Methods 

The focus of this research is to establish an approach that makes use of contents and 
activities shared on social media platforms to profile and segment the social audience 
of a Twitter account owner. This account owner can be a business or a government 
body and the online social audience we are interested to profile or segment is the list 
of followers of the Twitter account. The architecture of our system is given in Fig. 1.  
 

 

Fig. 1. The system architecture 

The tweets from various parties - owners’, followers’, owners’ from other domains 
are cleaned and preprocessed before preparing for seed words generation and SVM 
training and testing datasets. The owners’ tweets are used as the positive training data 
while tweets of owners’ from other domains are extracted as the negative training 
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data. 10 fold cross-validation is applied on both the positive and negative training 
datasets for the SVM before the classification of followers’ tweets (or the testing data) 
is conducted. The seed words generated are used in both Fuzzy Keyword Match and 
Twitter LDA methods. A string similarity score derived from Dice coefficient is 
calculated through a fuzzy comparison with the seed words on the testing data. A list 
of topics is learnt from testing data using Twitter LDA and followers with relevant 
topic numbers are identified. Details of each component are described in the 
following sections. 

3.1 Data Collection 

We use the Twitter Search API [14] for our data collection. As the API is constantly 
evolving with different rate limiting settings, our data gathering is done through a 
scheduled program that requests a set of data for a given query. The subject or brand 
selected for this research is Samsung Singapore or “samsungsg” (its Twitter 
username). At the time of this work, there were 3,727 samsungsg followers. In order 
to analyze the contents or tweets of the account owner, the last 200 tweets by 
samsungsg have been extracted. The time of tweets ranges from 2 Nov 2012 to 3 Apr 
2013. For each of the followers, the API is used to extract their tweets, giving a total 
of 187,746 records, and 2,449 unique users having at least 5 tweets in their past 100 
tweets of the same period. We reasoned that those with fewer than 5 tweets were 
inactive in Twitter, as it implied that the user was tweeting an average of less than one 
tweet in a month (since the period was of 6 months). 

3.2 Data Cleaning and Preparation 

Tweets are known to be noisy and often mixed with linguistic variations. It is hence 
very important to clean up the tweet content prior to any content extraction: 

• Non-English tweets are removed using the Language Detection Library for Java 
[15]; 

• URLs, any Twitter’s username found in the content (which is in the format of 
@username) and hashtags (with the # symbol) are removed; 

• Each tweet is pre-processed to lower case. 

As tweets are usually informal and short (up to 140 characters), abbreviation and 
misspelling are often part of the content and hence the readily available Named Entity 
Recognition package may not be able to extract relevant entities properly. As such, 
we derive an approach called Entities Identification, which uses Part-of-Speech (POS) 
[16] tags to differentiate the type of words. All the single nouns are identified as 
possible entities. If the tag of the first fragment detected is ‘N’ or ‘J’ and the 
consecutive word(s) is of the ‘N’ type, these words will be extracted as phrases. This 
approach is then complemented by another process using the comprehensive stop 
words list used by search engines (http://www.webconfs.com/stop-words.php) in 
addition to a list of English’s common words (preposition, conjunction, determiners) 
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as well as Twitter’s common words (such as “rt”, “retweet” etc.) to identify any 
possible entity. In short, the original tweet is sliced into various fragments by using 
POS tags, stop words, common words and punctuations as separators or delimiters. 
For example, if the content is “Samsung is holding a galaxy contest!”, two fragments 
will be generated for the content as follows: (samsung) | (galaxy contest). 

3.3 Seed Words Generation 

All the tweets extracted from samsungsg are subjected to data cleaning and 
preparation mentioned in the previous section. Each tweet is now represented by the 
identified fragments or words and phrases. This set of data is further processed using 
term frequency analysis to obtain a list of seed words (which include “samsung”, 
“galaxy s iii”, “galaxy camera” etc.). The words in a phrase are joined by ‘_’ so that 
they can be identified as a single term but the ‘_’ is filtered in all the matching 
processes. These seed words are used to generate results for Direct Keyword Match, 
Fuzzy Keyword Match and identification of suitable topic numbers in the Twitter 
LDA method. 

3.4 Direct Keyword Match 

This is the most common method used to find the relevant or suitable social audience 
for a specific content or product. The list of seed words generated is used to match the 
tweets from the list of followers. As long as there is a direct word or phrase match 
with any of the seed words, the follower will be considered as a potential member of a 
high-value social audience, who is likely to be interested in the content shared by the 
account owner. The result of this approach is set as the baseline for the rest of the 
methods.  

3.5 Fuzzy Keyword Match 

It is not uncommon for Twitter users to use abbreviations or interjections or a 
different form of expression to represent similar terms. For example, “galaxy s iii” 
can be represented by “galaxy s 3”, which is understandable by a human but cannot 
be captured by the Direct Keyword Match baseline method. As such, a Fuzzy 
Keyword Match method using the seed words derived is implemented.  

The comparison here is based on a Dice coefficient string similarity score [5] using 
the following expression, 

 s = 2*nt /(nx+ny) (1) 

where nt is the number of characters found in both strings, nx is the number of 
characters in string x and ny is the number of characters in string y.  For example, to 
calculate the similarity between “process” and “proceed”: 

  

 x = process bigrams for x = {pr ro oc ce es ss} 
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 y = proceed bigrams for y = {pr ro oc ce ee ed} 
 
Both x and y have 6 bigrams each, of which 4 of them are the same. Hence, the 

Dice coefficient string similarity score is 2*4/(6+6) = 0.67.  
Similar to the Direct Keyword Match method, each of the tweets of every follower 

is compared with the seed words and the highest score of any match is maintained as 
the s score of the follower. 

3.6 Twitter LDA 

Recently, LDA [17], a renowned generative probabilistic model for topic discovery, 
has been used in various social media studies [6][18]. LDA uses an iterative process 
to build and refine a probabilistic model of documents, each containing a mixture of 
topics. However, standard LDA may not work well with Twitter as tweets are 
typically very short. If one aggregates all the tweets of a follower to increase the size 
of the documents, this may diminish the fact that each tweet is usually about a single 
topic. As such, we have adopted the implementation of Twitter LDA [6] for 
unsupervised topic discovery among all the followers. 

As the volume of the tweet set from all the followers is within 200,000, only a 
smaller number of topics (from 10-50, with an interval of 10) from Twitter LDA are 
used. These 5 different topic models were run for 100 iterations of Gibbs sampling, 
while the other model parameters or Dirichlet priors were kept constant: α = 0.5; βword 
= 0.01, βbackground = 0.01 and γ = 20. Suitable topics are chosen automatically via 
comparison with the list of seed words. The result or the list of audience identified by 
each topic model is a consolidation of 30 runs where a score is assigned to each 
follower using the following calculation: 

 t = nm/nr (2) 

where nm is the total number of matches and nr is the total number of runs. If a 
particular follower is found in 5 runs then the t score assigned is 5/30 = 0.17. 

3.7 The SVM 

The SVM is a supervised learning approach for two- or multi-class classification, and 
has been used successfully in text categorization [7]. It separates a given known set of 
{+1, -1} labeled training data via a hyperplane that is maximally distant from the 
positive and negative samples respectively. This optimally separating hyperplane in 
the feature space corresponds to a nonlinear decision boundary in the input space. 
More details of the SVM can be found in [19]. 

The positive dataset is generated using processed tweets from the account owner 
(i.e., samsungsg). The negative dataset is randomly generated from account owners of 
10 different domains (online shopping deals, food, celebrities, parents, education, 
music, shopping, politics, Singapore news, traffic), which are ilovedealssg, 
hungrygowhere, joannepeh, kiasuparents, MOEsg, mtvasia, tiongbahruplaza, tocsg 
(TheOnlineCitizen), SGnews and sgdrivers respectively. These domains have been 
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chosen as they are the main topics discovered from the list of tweets of all the 
followers using Twitter LDA. The respective account owners have been selected as 
they are the popular Twitter accounts in Singapore according to online Twitter 
analytic tools such as wefollow.com. 

LibSVM implementation of RapidMiner [20] is used in this study and the sigmoid 
kernel type is selected as it produces higher precision prediction than other kernels, 
such as RBF (Radial Basis Function) and polynomial.  

As the input of the SVM is through a matrix of feature vectors, the feature vectors 
used in this study are created using term frequency analysis from the content of the 
tweets after the data cleaning process specified in Section 3.2 and word stemming 
using Porter [21]. In order to capture the features from the tweets of the followers, 
three different approaches are used in extracting features for testing data construction 
in this study. The details are listed below. As a result, there are three matrices of 
feature vectors accounting for the three approaches respectively. Since the number of 
tweets shared by each follower is different, the three approaches for representing the 
followers’ tweets are: 

• Extract topical representation features of all the tweets from each follower using 
the top topical words from Twitter LDA;  

• Extract word representation features of all the tweets from each follower using 
term frequency; 

• Extract word representation features from each follower’s tweets and treat each set 
as individual testing data, where each tweet will be classified as either positive or 
negative. The final assignment of the v score is based on the following 
representation: 

 v = np/na (3) 

where np is the total number of tweets classified as positive and na is the average 
number of tweets shared by all the followers (71 tweets per follower for this study). If 
5 tweets of a particular follower are classified as positive, then the v score assigned is 
5/71 * normalized factor so that the score range is within [1, 0]. 

4 Experiments and Results 

The results obtained from the various methods were compared with a random 
annotated sample of the followers. The contents of a total of 300 followers (which 
were randomly sampled) were annotated manually as either a potential high-value 
social audience according to the content shared by the account owner or not a target 
audience. This set of data was used in the evaluation of the various methods described 
in Sections 3.4, 3.5, 3.6 and 3.7. 
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4.1 Numbers of High-Value Audience Identified 

Out of the 2,449 “active” followers (excluding those tweeted less than 5 tweets), the 
numbers of the followers who were tweeting similar contents measured by various 
methods are listed in Table 1. 

Table 1. Numbers of high-value audience identified by various methods 

Methods Audience 
Numbers 

% within active 
followers (2,449) 

% within all the 
followers (3,727) 

Direct Keyword Match 321 13% 9% 
Fuzzy Keyword Match 1115 46% 30% 
Twitter LDA 10 topics* 760 31% 20% 
Twitter LDA 20 topics* 582 24% 16% 
Twitter LDA 30 topics* 527 22% 14% 
Twitter LDA 40 topics* 414 17% 11% 
Twitter LDA 50 topics* 424 17% 11% 
SVM 736 30% 20% 

*The results are consolidated from 30 runs. 

4.2 Results of Twitter LDA 

As shown in Table 1, in general, the size of high-value audience decreases with the 
increase of the topic numbers. A further analysis was done and the group of audience 
members identified with topic numbers greater than 30 remained the same. Hence 
further result analysis has been carried out on topic models from 10, 20 and 30. 

Table 2 presents some sample topic groups and their topical words. The table 
shows that using seed words derived from the account owner can identify relevant 
contents from the list of followers.  

Table 2. Sample topic groups and their topical words (IDs are the topic group IDs) 

Models IDs Top topical words 
Twitter LDA 10 topics 3 google, android, apps, mobile, galaxy, tablet  
 4 samsung, galaxy, mobile,  phone, android, tv, 

camera, smartphone 
Twitter LDA 20 topics 8 galaxy, samsung, android, phone, mobile, apps, 

smartphone 
 17 samsung, galaxy, app, tablet 
 19 samsung, tv, led, mobile, smart, phone, laptop 
Twitter LDA 30 topics 3 samsung, galaxy 
 18 samsung, galaxy, android, google, app, phone, 

mobile, tablet, smartphone 
 25 samsung, tv, led, camera, lcd, smart, hd 
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4.3 Results of SVM 

The 10 fold cross-validation of the training data yields an accuracy of 88%, with class 
precision and recall as presented in Table 3. 

Table 3. SVM 10 fold cross-validation results 

 True samsungsg True others Class precision 
Predicted samsungsg 165 13 92.7% 
Predicted others 35 187 84.2% 
Class recall 82.5% 93.5%  

 
The results of the testing data from various approaches using the SVM as 

compared to the baseline method – Direct Keyword Match – are showed using 
Receiver Operator Characteristic (ROC) curves in Fig. 2. There are 3 approaches: 

 
1. SVM_LDA: all the tweets of each follower are represented as a single feature 

using top topical words from Twitter LDA. 
2. SVM_TF: all the tweets of each follower are represented by top frequency terms. 
3. SVM_Ind: a v score is generated through the classification of each tweet of the 

follower. 

 

Fig. 2. ROC curves based on testing data of various approaches using the SVM 

All the three approaches have performed better than the baseline Direct Keyword 
Match method, with the third approach (SVM_Ind), which classifies individual tweets 
instead of combining all the tweets in a single feature, having the higher sensitivity. 
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This is essential as it is more capable of identifying the true high-value social 
audience for the account owner. 

4.4 Comparison of Various Methods 

To compare the various methods, ROC curves, as shown in Fig. 3, are plotted on all 
the results. It is observed that Fuzzy Keyword Match has the best result (the largest 
area under the curve), followed by the Twitter LDA topic modeling methods.  
The SVM or machine learning method has a higher sensitivity as compared to the 
baseline method, Direct Keyword Match, but it has not performed as well as the other 
methods. 

 

Fig. 3. ROC curves of various methods 

5 Discussion 

It is interesting to observe from the results that, while most of the account owners 
may think that their followers would be truly interested in their contents, this may not 
be the case as shown in Table 1. It is likely that half or less than half of all the 
followers are actually tweeting similar contents to them.   

One possible reason Fuzzy Keyword Match has emerged as the top performer may 
be due to the account chosen. “samsungsg” being a technology and mobile company, 
tends to tweet contents with specific terms such as products or events. It is therefore 
likely that the target audience who are also interested in the similar content will be 
tweeting similar terms or text. For example, the s score (generated by the Fuzzy 
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Keyword Match method) is the highest for both Twitter users, follower1 and 
follower2, as shown in Table 4, and a detailed study on their tweets indeed showed 
that they have tweets related to Samsung. follower1 shared a lot of tweets on 
technology and mobile news, such as “A new galaxy is born, follow 

@SamsungMobile for updates on the Samsung S III.”, “Let the Smart 

TV experience begin | Samsung Smart TV”. While follower2 did share 
one tweet on “3 galaxy, 2 xp, 1 iphone, 1 mac and latest 1 wins 8, 
under 1 roof. That wld make me? Complicated. :)”, this user mainly 
tweeted about daily chores. This may explain why Twitter LDA methods did not 
generate a high score for follower2. While the Fuzzy Keyword Match method 
seems to perform well, this may not be the case for more generic accounts such as 
parents groups or current affairs as the contents shared can be rather diverse and 
conceptual. 

Even though the SVM would usually outperform most of the other methods in 
various text mining studies [7], it is not the case in this study. We analyzed the top 
few followers with high v scores assigned by the SVM and realized that, while most 
of these followers were indeed tweeting contents related to samsungsg and their 
scores were in-sync with scores from other methods, follower3 wasn’t. As can be 
seen in Table 4, follower3 was scored badly by all the other methods except for 
the SVM. A detailed investigation on the user’s tweets extracted only one relevant 
tweet – “Having fun playing CSR Racing for Android, why not join  
me for FREE?” as the rest were non-English contents. It is hence worth considering 
combining various methods in deriving a suitable score or index for identifying the 
high-value audience.  

In addition, as our main intention is to find an approach to identify the high-value 
audience without the need to manually annotate the vast amount of tweet contents, we 
have used tweets from the account owner (which logically should be tweeting 
contents that will attract followers of similar interest) as the training data instead of 
using the followers’ tweets. While identifying relevant tweets from the followers as 
the training dataset can be done through an unsupervised topic modeling method, we 
are interested to explore if the content of the owner account can be used for this 
purpose. Analyses using followers’ tweets will be studied in the future, which we 
expect would provide better results. 

Table 4. Interesting followers identified. The highest score of each user is bolded. The s score 
is generated by Fuzzy Keyword Match, TLDA10 t score is generated by Twitter LDA 10 
topics, TLDA20 t score is generated by Twitter LDA 20 topics, TLDA30 t score is generated 
by Twitter LDA 30 topics, and v score is generated by the SVM. 

Twitter name s score TLDA10  
t score 

TLDA20  
t score 

TLDA30  
t score 

v score 

follower1 1.0 1.0 1.0 1.0 0.18 
follower2 0.9 0.1 0.03 0.0 0.2 
follower3 0.35 0.2 0.13 0.03 1.0 
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The various scores generated, such as the s score from Fuzzy Keyword Match, can be 
used to segment followers into groups of high-value social audience members, which a 
company or organization can use to engage depending on the resources available. For 
example, if the company or organization only has a limited amount of budget to reach 
out to 100 followers, the top 100 scorers would have a higher possibility of being 
interested than a randomly generated list of 100. In fact, a preliminary result using an 
average value that is built from the combination of the various scores has shown to 
identify 86% of the 63 high-value audience members from the 300 randomly annotated 
users. In other words, the scores derived from the various methods have high potential 
to be customized for segmentation of followers for social media marketing and 
engagement.  

6 Conclusion and Future Work 

In this study, we have investigated the use of various text mining methods to identify 
the high-value social audience from a list of followers using the contents of a Twitter 
account owner, “samsungsg”. It is assumed that those who have tweeted similar 
contents are more likely to be interested in the owner’s tweets as compared to those 
who have not been sharing similar contents. 

Our results show that the Fuzzy Keyword Match method has produced the best 
performance in identifying the high-value social audience. It should be noted that 
achieving an accuracy of 100% for the application area of targeted marketing is 
unnecessary as any improvement of mass marketing is going to be beneficial for 
business companies. 

From the result observation, it is likely that half or less of the followers are sharing 
similar contents as the owner, hence it makes sense to segment or identify a group of 
social audience members who are the target audience for further engagement. Our 
approach in identifying this group of high-value audience members enables 
companies or organizations of any Twitter account owner to devise their marketing or 
engagement plan according to the segment or group of social audience members so as 
to maximize the use of allocated budgets and successfully reach out to customers in 
the crowded social media space. 

We have used “samsungsg” as a case study in this paper. For future work, we plan 
to extend it to include other account owners to verify if the observation is consistent 
across Twitter or if there are other features that can play a role in identifying the high-
value audience. Furthermore, tweets related to a product or a company are usually 
opinionated, and hence it is important to identify the context through semantic 
knowledge base enrichment [22], in order to provide additional analysis in terms of 
sentiment for high-value social audience profiling. We would also like to see if the 
use of biologically inspired natural language processing methods [23] such as the 
Extreme Learning Machine [24], which has gained increasing popularity recently, 
would achieve good results in unstructured text analysis. It will be of interest to 
explore this area and improve on the results. 
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Abstract. In this paper, we develop a family of methods to characterize
the behavior of new-generation Solid State Disks (SSDs). We first study
how writes are handled inside the SSD by varying request size of writes
and detecting the placement of requested pages. We further examine how
this SSD performs garbage collection and flushes write buffer. The result
shows that the clustered pages must be written and erased simultane-
ously, otherwise significant storage waste will arise if such clustered pages
are partially written.

We then conduct two case studies to analyze the storage efficiency
when an SSD is used for server storage and the cache layer of a hybrid
storage system. In the first case, we find that a moderate storage waste
exists, whereas in the second case, the number of written pages caused
by a write request can be as much as 4.2 times that of pages requested,
implying an extremely low storage efficiency. We further demonstrate
that most of such unnecessary writes can be avoided by simply delaying
the issuance of internal write requests, which are generated when a read
request cannot be serviced by the cache layer. We believe that this study
is helpful to understand the SSD performance behavior for data-intensive
applications in the big-data era.

Keywords: Storage, Solid State Disk, Hybrid storage system,
Algorithm.

1 Introduction

NAND-flash based Solid state disks (SSDs)1 have been incorporated into the
computer storage architecture over the past several years, and now have be-
come an important supplementary to traditional rotational hard disk drives
(HDDs). Compared with their rotational counterparts, SSDs have a much higher
read/write throughput, and due to the absence of moving mechanical compo-
nents, SSDs are able to sustain an order of magnitude less random access latency.

The layout of data in SSDs is much more complicated than in HDDs. The
storage space of an SSD can be partitioned into multiple domains, each contain-
ing a number of flash memory pages that share some specific resources [6]. Due

1 We restrict our discussion to flash based SSDs, as most SSDs in the market are of
this kind.
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to resource contention, an access requesting two pages within a same domain
might have a longer latency than that requesting two pages placed in different
domains. The difference in the internal structure and access latency between SSD
and HDD can also lead to the different way in which access requests are serviced.
We explore the service of access requests inside SSDs, as it can be used to reveal
how SSD realizes its specific internal structure and assist the incorporation of
SSD into storage systems.

In this paper, we develop a family of methods to characterize the behavior of a
representative SSD. First, we carry out an investigation on how write requests are
serviced inside this SSD. To this end, we issue multiple writes with varying request
size to the SSD, and then detect the placement of requested pages via comparing
the latencies among a set of carefully designed read requests. The result implies
there exist clustered pages which must be written simultaneously, and pages for
servicing write requests are chosen such that there are least number of partially
written clustered pages. Second, we study how garbage collection is performed by
overwriting the certain page of clustered pages that have been completely written
and then measuring the resulted page placement, and find that the constituting
pages of a clustered page must also be erased at same time. In addition, we extract
the length of flush periods, defined as the interval between two flushes of SSDwrite
buffer, using a method similar to that of investigating the service of write requests.
The difference is that the varying parameter is no longer the request size of writes,
but the interval between two consecutive write requests instead.

The characteristics of clustered pages that the four pages must be written
and erased simultaneously implies there will be a waste of storage if a clustered
page is partially written. In order to quantify storage efficiency, we conduct two
case studies in which the SSD is used for different purposes. In the first case, we
analyze the block access traces of ten server applications, and find that if the
same sequence of write requests are issued to the SSD, hundreds of thousands
of wasted pages, i.e., the unwritten pages of partially written clustered pages,
will be produced. In the second case, we use Flashcache [24] to deploy a hybrid
storage system with SSD serving as cache layer, and collect the traces of accesses
to the SSD cache for multiple IO access patterns. The result shows that due to
the long inter-arrival interval of internal write requests which are generated when
a read request cannot be serviced by cache layer, the wasted pages can be up
to 1.2 times more than those requested when reads account for the majority of
IOs, which in turn leads to a write amplification up to 4.2. We show that most
of such wasted pages can be eliminated by simply first delaying the issuance
of internal write requests and then flushing them simultaneously. We believe
that our findings can guide the design and implementation of data-intensive
applications on SSDs in the big data era.

The remainder of paper is organized as follows. Section 2 describes the back-
ground and related works. The methods of capturing SSD behavior and the
corresponding results are presented in Section 3 in detail. Two case studies are
presented in Section 4 to quantify SSD storage efficiency. We finally conclude
this work in Section 5.
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2 Background and Related Works

2.1 Solid State Disk

Data is accessed in page granularity in SSDs, and in this sense a flash memory
page can be viewed as a block of hard disks. The difference between them is that
flash pages do not support in-place update, and can be overwritten only after
being erased. The erase operation of SSDs, however, is not page-based, but in a
granularity of erase blocks. An erase block is comprised of a number (usually 64
or 128) of consecutive flash pages, and as a result, each time when a block is to
be erased, the valid pages in it should first be copied to the free pages of other
blocks, which leads to the notorious write amplification problem of SSDs.

To hide these behavioral differences, a flash translation layer (FTL) [7] [10] [14]
[17] is employed in SSDs. To support out-of-place update, FTL provides the map
of logical page number to physical page number, giving an illusion of in-place
update to the host. Another important function of FTL is to perform garbage
collection (GC). GC erases one or more blocks when there are no sufficient
free pages to service write requests or when device is idle, and generally the
blocks with least valid pages are selected for GC so that write amplification
is minimized. In addition, since each SSD block can only withstand a limited
number of erase cycles, FTL also implements wear-leveling to evenly spread the
writes to each block and hence extend SSD lifetime.

FTL is usually implemented as a firmware run by an SSD controller. SSD
controller translates incoming read/write requests into flash memory operations
and issues commands to flash memory through a flash controller. Besides the
SSD controller, there are three other major components inside an SSD. The host
interface logic connects device to the host via an interface connector such as
SATA. A RAM buffer is also commonly deployed in SSDs to improve access
performance by temporarily storing data accessed and buffering write requests.
Data is persistently stored in an array of flash memory packages which are con-
nected to the flash controller via multiple channels. Each flash memory package
is composed of multiple dies, and each die further contains multiple planes, each
with a number of flash blocks inside. The design issues of SSD architecture are
discussed in detail in [4] [8].

The four-level hierarchy of flash memory corresponds to four levels of paral-
lelism: channel-level, package-level, die-level and plane-level. Flash pages across
different channels, packages or dies can be operated independently, and can thus
support parallel operations over them natively. However, the plane-level paral-
lelism is not activated in general, unless there are multiple operations of same
type simultaneously accessing flash pages across different planes of the same
die, in which case the plane-level parallelism can be exploited through n-plane
command which enables n (typically 2 or 4) planes of a same die to work simulta-
neously. There have been many studies [11] [19] [23] toward effectively exploiting
the rich parallelism inside SSDs for better IO performance. Since the parallelism
of SSDs can be exploited effectively by sequential writes, some studies [15] [16]
[18] tailor up-level applications to make SSD writes as sequential as possible.
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2.2 The Extraction of SSD Parameters

Since SSD parameters can substantially affect the performance of device, it is
thus of practical meaning to extract them as it can guide the design of systems
and applications to exploit SSD performance more effectively.

While part of these parameters such as page size and block size are well
documented, there also exist some implicit parameters, e.g., parallel degree and
size of clustered page, hiding inside SSD internals. Chen et al. [6] probe the size
of chunks, which consist of pages that are continuously allocated within a single
domain, parallel degree and page mapping policy of several SSDs, and give a
detailed discussion on the influence of parallelism on SSD performance.

Another work of SSD parameter extraction is [12], which develops a set of
micro benchmarks to extract the size of clustered page/block and read/write
buffer, and modifies Linux block layer such that the incoming reads/writes are
aligned with the boundary of clustered pages and then split into pieces with the
same size of read/write buffer. Although the term “clustered page” is also used in
this work to represent an internal storage unit of SSD, it has a different meaning
from the counterpart used in our work. By its definition in [12], a clustered page
is actually composed of pages across different SSD domains, and hence closely
related to the degree of parallelism inside SSD. On the contrary, the clustered
page defined in our work consists of flash pages that are placed in the same
domain and must be written and erased simultaneously.

3 The Measurement of SSD Parameters

3.1 Experimental Enviorment

The experiment is conducted on an HP xw6600 workstation, which is equipped
with an Intel Quad Core Xeon(R) E5420 2.5GHz processor and 4GB main mem-
ory. For the OS, we use Ubuntu 12.04 with Kernel 3.2.0 and install it in in a
250GB Seagate 7200RPM hard disk. The device for measurement is a 128GB
SSD produced by a mainstream SSD manufacturer. It is built upon multi-level
cells (MLC) flash memories, and the 4KB random read and write latencies of
this device are 33 µs and 12.5 µs, respectively. To avoid the interference from
the OS (e.g., page cache and file system), we perform the measurement directly
on the raw block device. Following the previous study [6], we choose noop as the
IO scheduler for this SSD, leaving the optimization for access requests handled
by the device itself. For the sake of expression, this SSD will be referred to as
“SSD-A” in the following text.

3.2 Characterizing SSD Behaviors

We adopt the generalized model presented in [6] to profile SSD internals. As
described in this model, an SSD consists of multiple domains, each of which is a
set of flash memories that share some specific resources; the pages continuously
allocated within one domain comprise a chunk.
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Table 1. Description of the parameters and functions

name description

cycle length of variation cycles of stride read latency
dev size SSD device size
max offset max. offset in page unit
max rq size max. write size in page unit
pg size page size of SSD
range size of address space initialized
read buf size SSD read buffer size
rand pos(pos,

size)

randomly choose an address within [0, pos) aligned to size

SSD read(pos,

size)

read size bytes against pos

SSD write(spos,

epos, size)

sequentially fill range [spos, epos) with size-byte write requests,
during which OS page cache and SSD write buffer are both dis-
abled

single write(pos) write one page at pos with SSD write buffer enabled
stride read(pos,

offset)

read two pages with two concurrent threads, each for one page;
the 1st thread reads against pos, and the 2nd one skips offset
over the 1st one

Servicing Write Requests. We intend to investigate how flash pages get
written under different write patterns, thereby revealing how write requests are
serviced. To this end, we first initialize several disjoint address ranges of SSD-
A with writes of varying request sizes. We disable the page cache of operating
system and the write buffer of SSD-A so that each write requests will be directly
handled by flash memories. Since due to resource contention, the pages inside a
domain will experience a longer read latency compared with those across multiple
domains, we issue a set of read requests that are able to realize this difference in
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Fig. 1. The variation of page placement with the request size of writes
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Procedure 1. Measuring SSD page placement (I)

for i ← 1 to max rq size do
spos ← (i− 1)× range; epos ← i× range

rq size ← i× pg size

SSD write(spos, epos, rq size)

for j ← 1 to max offset do
latency ← 0; offset ← j × pg size

for k ← 0 to 1000 do
latency ← stride read(spos, offset) + latency

//polute SSD read buffer
SSD read(spos+max offset× pg size, read buf size);

end
print rq size, offset, latency/1000

end

end

read latency, and compare their service time to derive how pages are placed. The
whole process is shown in Procedure 1 in detail. The parameters and functions
used in this paper are summarized in Table 1.

In Procedure 1, we create two concurrent threads for each read. Each thread
reads only one page. The first thread reads against the start address of current
address range, and the second thread skips offset pages over the first one.
Figure 1 shows how latency of 2-thread read varies with offset in several address
ranges initialized with writes of different request size. Since the latency varies
periodically with offset, we only plot the first two cycles in Fig. 1.

From Fig. 1, we can make the following derivation regarding the service of
write requests inside SSD-A. For a write with a request size of n (n ≤ 32) pages,
numbered from 1 to n, �n/4� domains will be used to handle this request such that
domain i (0 < i < �n/4�) holds pages {2i−1, 2i, 2(i+�n/4�)−1, 2(i+�n/4�)}, and
domain �n/4� holds remainder pages. For instance, 2 domains will be involved
in the service of a write with request size of 7 pages; the first domain holds page
1, 2, 5 and 6, and the other domain stores page 3, 4 and 7. A write with larger
request size can be viewed as a composition of several sub-writes, each of which
requests 32 pages (the last sub-write can have a less request size), and will be
handled in the same way as these sub-writes.

The above result demonstrates that SSD-A tries to write as close as possible
to four pages for each domain when servicing write requests. It also implies for
each incoming write request, SSD-A places the requested pages in the domains
next to the last domain involved in the service of last write request, regardless of
how many pages were written in this domain. This implication is also validated
by the length of variation cycle of read latency. As shown in Fig. 1, the variation

cycle has a length of 128×n/4
�n/4� for the address range initialized with n-page writes.

A reasonable speculation following the way write requests are handled inside
SSD-A is that the certain four pages within same domain must be written simul-
taneously, and if only part of these four pages have been written, the other pages
can be programmed (written) only after the written ones have been erased.
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Procedure 2. Measuring SSD page placement (II)

len ← cycle× pg size //cycle is measured in Procedure 1
for i ← 0 to 4 do

SSD write(0, device size, 256× pg size)

rq size ← (i+ 1)× pg size

SSD write(0, range, rq size)

for j ← 1 to max offset do
latency ← 0; offset ← j × pg size

for k ← 0 to 50000 do
pos ← rand pos(range, len) + rand pos(len/4, rq size)

latency ← stride read(pos, offset) + latency

end
print rq size, offset, latency/50000

end

end

To verify the above speculation, we carry out another experiment in a similar
way to Procedure 1. We first sequentially fill the whole address space of SSD-A
with writes of a large request size so that the placement of pages is the same
as that shown in Fig. 1j-1l. Then, starting from address 0, we sequentially write
SSD-A with a request size of one page, during which the OS page cache and
on-device write buffer are disabled.

We use the same method as Procedure 1 to detect the placement of pages
within the address range filled in the second write phase. This time we allow
the first thread to read addresses other than the start position of address range,
i.e., address 0. Specifically, each time the first thread reads against an address
randomly selected from the address set {i× cycle× pg size+ j × rq size|0 ≤
i <

range
cycle×pg size , 0 ≤ j < 8}, where cycle is the cycle length measured in

Procedure 1 (32 in this case, as shown in Fig. 1a), and the meanings of other
variables can be found in Table 1. We do this because, as can be inferred from
Fig. 1, the latency of 2-thread reads keeps almost unchanged when the first
thread reads against different addresses of this set. The detailed implementation
is shown in Procedure 2.

We repeat this experiment for four times. Each time we choose a different
write size in the second write phase, and adjust the candidate address set for
the first read thread accordingly. The experiment result is shown in Fig. 2.

Comparing Fig. 2 with Fig. 1a - 1d, it is intuitive to observe that when write
request size of the second write phase is less than four pages, there will be a
substantial difference in page placement between the two scenarios with/without
the first write phase, and such difference disappears when the request size of
second-phase writes increases to four pages. Therefore, we can infer that pages
written in the second phases of the first three runs (corresponding to Fig. 2a,
2b and 2c, respectively) have been relocated and compacted to provide more
available flash pages, otherwise the corresponding page placement should keep
unchanged as writes of seconde phase are gradually serviced. This result also
confirms our speculation made above: the certain four pages within same domain
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Fig. 2. The variation of page placement with the size of write request and the avail-
ability of free space

must be programmed simultaneously; if only part of these four pages have been
written, the other pages are left unable to service write requests until the written
ones have been erased, leading to a waste in storage. For the sake of expression,
we call each such four pages a clustered page.

From the definition of clustered pages, it is not difficult to see that storage
waste will raise from the service of writes with a request size that is not a multiple
of four pages, since at least one involved clustered page will be partially written.
Such feature of clustered pages helps to understand our result regarding the
service of write requests. As we have mentioned, a write requesting n pages will
be handled such that page 2i−1, 2i, 2(i+�n/4�)−1 and 2(i+�n/4�) requested in
this write will be placed in the same domain and occupy a full clustered page. In
this way, for each write request, there is at most one clustered page, i.e., the last
one involved, that might will be partially written, and the storage waste is thus
minimized. In the mean time, the parallelism among domains can be effectively
exploited.

Garbage Collection. The SSD erase granularity has been studied in [12] based
on the assumption that after the whole SSD has been sequentially written, the
speed of following random writes with a request size equal to the size of erase
unit must be same as that of sequential writes, as there is no page relocation
in both cases. In this work, we are more interested in whether the blocks with
pages in same clustered pages must be erased simultaneously or not, for which
a more intuitive result can be obtained by carefully overwriting the clustered
pages that have been completely filled.

As shown in Procedure 3, we first sequentially fill the whole space of SSD-A
with writes of a request size of four pages so that each involved clustered page
is fully written and page placement inside SSD-A is same as in Fig. 2d. After
that, from address 0, we gradually overwrite the first page of clustered pages.
As write process progresses, garbage collection will be revoked to reclaim the
overwritten pages, and we are then able to answer the question concerned by
examining whether the non-overwritten pages have been relocated.

Figure 3b - 3d present the placement of non-overwritten pages after garbage
collection, and their counterpart before garbage collection is shown in Fig. 3a for
comparison purpose. It can be easily derived from Fig. 3 that the three pages of
clustered pages that did not get overwritten during the write process have been
relocated after garbage collection. We are thus able to conclude that the four
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Procedure 3. Measuring page placement after garbage collection

chunk size ← 4× pg size

SSD write(0, device size, chunk size)

for i ← 0 to range/chunk size do
single write(i× chunk size)

end
len ← cycle× pg size

for i ← 1 to 4 do
for j ← 0 to max offset do

latency ← 0; offset ← j × pg size

for k ← 0 to 50000 do
/* each time the first thread reads the (i+ 1)-th page of a clustered
page */
pos ← rand pos(range, len) + rand pos(len/4, chunk size) +
i× pg size

latency ← stride read(pos, offset) + latency

end
print i, j, latency/50000

end

end
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Fig. 3. Page placement inside clustered pges before/after garbage collection

pages of each clustered page must be erased simultaneously, and a write with a
request size of n pages thus actually leads to 4×�n/4� pages being written in the
sense that there is no difference between a written page and an unwritten one
within the same clustered page, both of which cannot be programmed until being
erased. As a result, the write amplification resulted from a write requesting n
pages is 4×�n/4� /n, and this number may be further increased by 1 in the case
where there are many partially written clustered pages that can be relocated
and compacted to generate a large number of free pages.

Flushing Write Buffer. The problem of partially written clustered pages can
be alleviated by the existence of write buffer in most SSDs. When a write request
arrives, the SSD first buffers it and later flushes all the buffered write requests
to the flash memory for persistent storage. As such, the number of pages written
each time is increased, reducing the ratio of partially written clustered pages.

The flush of write buffer will be triggered when the buffer is full, or af-
ter a certain time period, which we call flush period. The corresponding two
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parameters associated with SSD write buffer are thus the size of write buffer
and the length of flush period. As the measurement of the former parameter has
been conducted in [12], we are more interested in the latter parameter.

We have revealed how request size of writes affects page placement for the
case with write buffer disabled. Conversely, we can also infer from observed page
placement the request size of writes and the number of buffered pages for flush,
both of which are in principle the same. In this regard, we follow the same way
as we did in Procedure 1 with the exception that the parameter varying across
address ranges is no longer the request size of writes, which is kept constant
at 1 page, but the interval between two consecutive writes instead. In addition,
the write buffer is no longer disabled during the initialization phase. Due to
page limit and its similarity to Procedure 1, the detailed implementation is not
presented in this paper.
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Fig. 4. The variation of page placement with the interval between two consecutive
writes

Figure 4 gives the measured latency of two-thread reads for different inter-
arrival interval of write requests. For demonstration purpose, we only provide
in this figure the result for cases in which the buffered pages for each flush
occupy only one clustered page. Comparing Fig. 4 with Fig. 1, we can find that
Fig. 4h and 4c are, respectively, the same as Fig. 1a and 1b, which means the
numbers of buffered pages for flush in corresponding two cases are 1 and 2,
respectively, and the length of flush period is thus 10 milliseconds. Moreover, as
can be observed from Fig. 4, the read latency in each case exhibits a periodical
pattern with a cycle length reversely proportional to the inter-arrival interval. It
can be inferred from this observation that the flush of write buffer is performed
once every 10 milliseconds, rather than in 10 milliseconds after the arrival of the
earliest buffered write, in which case there would be two buffered pages for each
flush if the inter-arrival interval of writes is within the range (5ms, 10ms), and
Fig. 4d-4g thus must have the same cycle length as Fig. 4c.
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4 SSD Storage Efficiency

4.1 Server Storage

We first study the case in which SSD-A is used as storage device for server
applications. To this end, we download the HDD block access traces of two OLTP
applications (Financial 1 and Financial 2) [3] and eight other server applications
[1] [25]. Table 2 gives the general information of these block traces.

Table 2. Description of server traces

name no. WR records name no. WR records
Financial 1 4,099,354 Home 4 2,354,032
Financial 2 653,082 Online 4,211,728
Home 1 8,882,821 Web Mail 6,381,984
Home 2 4,901,076 Web Research 2,413,936
Home 3 908,835 Web Users 5,127,100

For each trace, we intend to investigate the storage efficiency when the same
sequence of writes are issued to SSD-A. To simplify the investigation, we assume
that two consecutive writes with an interval less than a certain threshold will
be flushed simultaneously; the threshold is chosen to be longer (20ms in our
investigation) than the time to access data in most modern HDDs so that two
consecutive writes with an interval longer than the threshold are likely to be
independent, and thus will be issued with the same interval in SSD case. Under
this assumption, the number of buffered pages for flush will be an over-estimation
to the real value as pages for flush are those that have been buffered over a time
period longer than the flush period.

Figure 5 presents the number of wasted pages, i.e., unwritten flash pages in
clustered pages, that will be incurred if the same sequence of writes of each
trace are issued to SSD-A. It can be seen from this figure that each trace will
generate hundreds of thousands of wasted pages, which means a moderate degree
of storage waste, as compared with the number of write records in Table 2.
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4.2 Hybrid SSD/HDD Storage System

Due to their superior access performance but relatively high cost, SSDs have
been extensively used as an additional cache layer on the top of HDDs to form
hybrid SSD/HDD storage systems with improved storage performance [9] [13]
[21] [22]. In such systems, if a read request cannot be serviced by cache layer,
it will generate a write request to the cache, and the inter-arrival interval of
such write requests, which we will call internal write requests in the sense that
they are issued inside the storage system, is thus no less than the service time of
read requests of hard disks, which can be as much as tens of milliseconds due to
high position delay [2]. As a result, if SSD-A is employed as the cache layer, the
internal write requests can lead to a significant waste of cache storage because
of their slow arrival rate and the existence of clustered pages inside cache.

We carry out several experiments to investigate the storage efficiency when
SSD-A is used as the cache layer of hybrid storage systems. The experimental
platform is Flashcache [24], a popular open source solution to hybrid SSD/HDD
systems, and the tool for I/O test is fio [5]. For experiment, we issue a set
of random reads and writes, each requesting one page, to storage system, and
explore the resulted storage waste. We run the experiment five times, each lasting
five minutes and with a varied fraction of reads. The page cache of operating
system and SSD write buffer are both enabled during the experiment.

0.0 x100

2.0 x104

4.0 x104

6.0 x104

8.0 x104

1.0 x105

10 20 30 40 50 60 70 80 90 100

no
. o

f u
nw

rit
te

n 
pa

ge
s

percentage of reads

(a) number of unwritten pages

 0

 0.5

 1

 1.5

 2

 2.5

10 20 30 40 50 60 70 80 90 100

ra
tio

 o
f u

nw
rit

te
n 

pa
ge

s

percentage of reads

(b) ratio of unwritten pages

Fig. 6. Storage waste in hybrid storage system

The result of storage efficiency is demonstrated in Fig. 6. Since the OS page
cache is enabled, writes are first handled in the memory and thus completed
much faster than reads. Consequently, there are roughly the same number of
reads and internal writes across all scenarios. In addition, writes buffered in
memory are issued to storage system in a batch mode, and thus incur little
partially written clustered pages. Therefore, wasted pages are mostly caused by
internal writes, and thus of roughly the same number across all scenarios, which
is verified in Fig. 6a.

Fig. 6b describes the ratio of unwritten pages to pages requested (including
those involved in internal write requests) in different scenarios. This figure also
shows there is a serious storage waste when reads account for a large fraction
of total IOs. For instance, in the scenario with all IOs being reads, each write
request leads to 2.2 wasted pages on average, implying a write amplification up
to 4.2, which will be achieved after page relocation.
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When OS page cache is enabled, the data read from storage device will be
stored in memory, i.e., page cache, so that future reads requesting the same data
can be satisfied without disk access. Therefore, for hybrid storage systems, the
issuance of internal write requests can be safely delayed without performance
loss, as long as there is a copy of the corresponding data in memory. Conse-
quently, we can suspend the issuance of internal write requests until there are
a certain number of such write requests accumulated, and then simultaneously
issue them to the cache layer to improve storage efficiency.
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Fig. 7. Storage waste in hybrid storage system with the isssue of internal write requests
delayed

We implement the above method in Flashcache [24]. In our implementation,
the issuance of delayed internal write requests takes place when a certain time
period has passed by after last issuance, or the number of delayed requests
exceeds a specific threshold. We repeat the above experiments and show the
corresponding results in Fig. 7. We can draw from this figure that there will
be little storage waste when the issuance of internal write requests is delayed:
in all cases, the number of wasted pages is no more than 0.5% that of pages
requested. In addition, it is worth noting that this method of reducing cache
writes is orthogonal to those presented in [21] which reduce the writes to cache
by neglecting the data that have been requested only a limited times.

Besides improving storage efficiency, there are some other advantages that can
arise from delaying the issuance of internal write requests. First, issuing multiple
writes requests at same time can effectively exploit the rich parallelism inside
SSD. In addition, read/write interference inside SSD, which has been reported
to be able to significantly hamper access performance of SSDs [6][20], can also
be alleviated as a result of reduced number of flushes of SSD write buffer.

5 Conclusion

In this paper, we carry out an extensive investigation on the behavior of new-
generation SSDs, and obtain two major findings. First, the investigation exposes
the existence of clustered pages, each of which consists of certain four flash
pages that must be programmed and reclaimed simultaneously. Second, pages
are placed inside the SSD such that the parallelism of the SSD can be effectively
exploited, on the premise that the number of partially written clustered pages,
which are the source of storage waste, is minimized.
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In order to quantify the impact of clustered pages on storage efficiency, we then
conduct two case studies, i.e., server storage and cache layer of a hybrid storage
system. For the latter case, we find that when most IOs are reads, the storage
efficiency is extremely low due to the long inter-arrival interval of internal write
requests which are generated when a read cannot be serviced by cache layer.
By delaying the issuance of such internal write requests, we can substantially
reduce the number of wasted pages, thereby enhancing the storage efficiency and
extending the lifetime of SSD.
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Abstract. Supply chains are becoming more complex and vulnerable. How to 
mitigate supply chain risks (SCRs) becomes a critical issue in supply chain 
management (SCM). This paper reviews the researches on SCR mitigation and 
identifies the current status and limitations. A new framework on SCR mitiga-
tion is proposed which intends to draw a clear roadmap for identifying, priori-
tizing and mapping SCRs to mitigation policies, evaluating and implementing 
related mitigation policies. Considering the complexities of SCR issues, the pa-
per also elaborates the application potential of complex systems (CS) approach-
es for SCR mitigation. 

Keywords: supply chain, risk mitigation, complex systems, mitigation policy. 

1 Introduction 

With the increasing scales and complexities of supply chains as a result of globaliza-
tion, outsourcing and lean initiatives, today’s supply chains become more vulnerable 
[1] [2] and  risk management has become a critical issue in SCM. 

A risk management project can be divided into the phases of risk identification, as-
sessment, mitigation, and monitoring [3, 4]. Among which, risk mitigation is the  
process of designing mitigation policies and algorithms to reduce related loss with 
minimum cost. It intends to design, select, prioritize and execute measures which 
reduce risk exposure with least cost [3, 5].  

The classical mitigation policies in SCR management (SCRM) are the policies on 
inventory, buffer capacity, dual sourcing, distribution and transportation alternatives 
arrangements etc. [6] [7]. The policies help companies to protect against recurrent, 
low-impact risks in supply chains but ignore high-impact, low-likelihood risks. Re-
cently, disruptions, both natural and man-made, have made organizations to rethink 
on SCRM as they may rely on their partners spanning several nations and continents 
with the globalization of supply chains. Disasters, such as floods and Tsunami in 
Asia, had big impacts on the economy of the regions where they occurred. However, 
these disasters also impact organizations in Europe and USA as their suppliers are in 
countries such as China, India or South East Asia [8].  
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Researchers and supply chain managers have proposed many policies & techniques 
on mitigating SCRs. However, an elusive question is how to design, select, match and 
apply the right mitigation policy and technique to deal with a particular risk and this is 
related to a number challenges.  

First, SCRs are evolving with new uncertainties and disruptions. The most danger-
ous risk may not be the one with high impact and probability which can be detected 
and identified with limited efforts, but the risks with low probability and detectability 
[9]. The traditional mitigation policies by adjusting inventory, capacity, sourcing poli-
cy, and logistics alternatives become not so valid in dealing the risks. The design of 
new mitigation policies and the selection of the right policies become challenging.  

Second, lacking of professional knowledge with the complexities of SCRs causes 
difficulties for companies to design and select the right mitigation policies. For exam-
ple, companies have never experienced risks such as the 2008 Financial Crisis and 
2011 Thailand Flood before. They lack of the knowledge on these risks and related 
propagations, not to mention selecting the right mitigation policies. 

Third, the capabilities on designing effective mitigation policies for handling com-
plex SCRs are still lacking. Traditional analytical approaches have been used to pro-
vide exact solutions on optimizing supply chain strategies and operations. However it 
is difficult to understand how a complex supply chain can work as a whole and what 
are the interplays of various factors and components in complex risk scenarios. In 
addition, the traditional approaches assume the structure and components of supply 
chains are fixed and actually this is not true and supply chains are dynamic all the 
time. To break the limitations, new approaches are needed to provide better choices 
on investigating the collective behaviours of supply chains and enables observing 
emergent behaviours in complex supply chain networks (SCNs) [10].  

This paper conducts a comprehensive literature review, proposes a new framework 
on SCR mitigation and elaborates on the potential of CS approaches for SCR mitiga-
tion. It is organized as follows: Section 2 reviews researches on SCR mitigation; Sec-
tion 3 proposes a new framework for SCR mitigation; Section 4 discusses on the po-
tential of CS approaches for SCR mitigation and Section 5 concludes the paper. 

2 Literature Review on SCR Mitigation  

SCR is about any threat of interruption to the operations of supply chains. SCRs can 
be classified as supply, demand, operational, disruption risks based on the sources of 
the risks [7, 11]. Many literatures have analysed and modelled these risks and some 
go further on the mitigation of the risks. 

2.1 Supply Risk and Mitigation Policies  

Supply risks are caused by multiple risk sources including supply yield-capacity un-
certainty [12], lead time uncertainty [12],  price uncertainty [6, 12, 13], commitment 
[6], shipment disruptions[9], lack of ownership [7] etc.  
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Resilience is considered as an important policy for dealing with supply risk. Tang 
[12] reviewed works on supply management and suggested using multi-supplier strat-
egy to handle supply risk and using flexible supply contract to improve resilience. 
Tang and Tomlin [6] proposed flexible contracts to mitigate supply risks and the in-
ability to change order quantity once submitted. The paper provided a stylized model 
for mitigating supply risk. Tang [13] suggested “flexible supply based” and “supply 
alliance network” as mitigation strategy for supply risk. Hua Lee,1993 [14] proposed 
mathematical model considering flexibility to deal with material shortage issues.   

Supply chain redesign is used as a mitigation policy. Blackhurst [15] discussed 
flexible and real time supply chain reconfiguration which takes effect once a disrup-
tion occurs. Agent-based P-Trans-Nets Models are used for task decomposition, dis-
tribution, and resource allocation. Blackhurst et al [16] proposed a 3-stage processes 
for SCRM: disruption discovery, disruption recovery and supply chain redesign. 

Redundancy has been applied in mitigating supply risk. ‘Redundancy’ approaches 
such as the using of safety stocks or multiple sourcing are suggested by Thun [17] 
who proposed empirical analysis models based on a survey of German automotive 
industry to conclude that redundancy policies are effective means to deal with sup-
plier quality and unreliability issues. Carvalho [18]  proposed alternative transport 
links as policy for mitigating supply delay. They presented a simulation study for a 
case of a Portuguese automotive supply chain. Kull et al [19] suggested network re-
configuration to mitigate supply risk. Their exploratory findings suggest that in-
creased inventory in a tiered supply chain can sometimes increase supply risk rather 
than decrease it.  

Other approaches have also been proposed. Jüttner et al [7] identified “Lack of 
Ownership” as a supply risk and suggested policies including vertical integration, 
buffer inventory and capacities, and contract requirements on suppliers. Oke et al [20] 
discussed collaborative planning with supplier to mitigate the risk of supplier shut-
down and resilience policies for mitigating the risk of losing key suppliers. 
Benyoucef, M. and M. Canbolat [21] quantified a comprehensive set of local and 
global sourcing risk factors. A process failure mode effects analysis is used to rank 
causes of failures, to calculate total risks in terms of dollars and to evaluate optimum 
risk mitigation strategies. Swink & Zsidisin [22] hypothesized that the relationship 
between focused commitment strategies to suppliers and buyer’s performance is non-
linear, taking the form of inverted u-shaped curves, with the exception of ‘quality’ 
which exhibits a positive linear relation. Sirivunnabood and Kumara [23] proposed a 
multiple agent based approach to evaluate mitigation policies for supply risks.  
Behdani et al. [24] suggested conceptual policies of excess inventory, alternative sup-
pliers and order reassignment for mitigating supplier disruption in a chemical supply 
chain by agent-based modelling.  

2.2 Demand Risk and Mitigation Policies  

Demand risks are caused by uncertainties in demand volume fluctuations, changes in 
preferences, cancellations of order, inflexibility and wrong order forecast. To mitigate 
this type of risk, different mitigation policies have been proposed. 
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Resilience has been identified as policy for handling demand risks. Doege et al 
[25] investigated risk management of power supply market and discussed on the 
hedging value of production flexibility. Tang & Tomlin [6] suggested that when sup-
ply is inflexible, one can use a pricing mechanism to influence customer demand so as 
to reduce demand risks. Swafford [26] discussed supply chain flexibility which covers 
procurement, distribution, manufacturing and product development functions and 
represents abilities to reduce supply chain lead times, ensure production capacity and 
provide product variety to improve customer responsiveness. Cucchiella and Gastaldi 
[27] proposed resilience as a mitigation policy for managing uncertainties in supply 
chains by utilizing real options theory to cover one or more risks inside the supply 
chain. Ben-Tal et al. [28] considered resource flexibility for handling demand uncer-
tainties. They proposed a methodology to generate a robust logistics plan that miti-
gated demand uncertainty in humanitarian relief supply chains. 

In addition, postponement has been used as a policy in face of increasing product va-
riety in demand. It is useful in handling demand variations in markets where a single 
product may have multiple derivatives due to different language, culture, government or 
technological requirements, and greatly reduces inventory carrying and transportation 
costs. Whang and Lee [29], Jüttner [7], Tang & Tomlin [6], and Tang [12] addressed 
postponement as a demand risk mitigation strategy. Yang and Yang [30] proposed post-
ponement policy and draw insights from NAT (normal accident theory) that addresses 
catastrophic accidents and apply them to supply chain disruptions.  

Supply chain redesign is used as policy for mitigating demand risks. Klibi [31] 
proposed ‘SCN design’ as a policy to protect against fluctuations in the prices of fin-
ished products, energy costs, labour costs and exchange rates. Klibi [32]  studies 
modelling approaches to design resilient supply networks with location–transportation 
problem under demand uncertainty and disruptions. They proposed several stochastic 
programming models incorporating alternative resilience formulations. Pearson and 
Masson [33] proposed an equilibrium model for handling demand variation and fore-
cast errors in a fashion SCN. The model can be used to examine contractual details as 
well as strategic and game theoretical concepts of a network and agent-based simula-
tion was used in their solution. Baghalian and Rezapour [34] used network redesign 
as mitigation policy and developed a stochastic mathematical model for designing  
multi-product SCNs under uncertainty. The resultant model incorporates the cut-set 
concept in reliability theory and robust optimization concept. Kumar [35] illustrates 
that the ability to react to risk factors offers potential solutions to robust supply chain 
design. Computational intelligence techniques such as genetic algorithms, particle 
swarm optimisation and artificial bee colony are applied in solution evaluation. 

Product substitution has been proposed as policy for mitigating demand risks. Tang 
[12] show a firm can increase product substitutability by selecting a specific combina-
tion of products with similar features. Rajaram and Tang [36] presented a single  
period stochastic model that sells two substitutable products. They showed that the 
optimal order quantity of each product and the retailer’s profit increase as product 
substitutability increases. Bitran and Dasu [37] presented models for determining the 
optimal production quantities when higher-grade chips can be used as substitutes for 
lower-grade chips. Pricing mechanism was used to entice customers to shift their 
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demand from one product to another, so the demand uncertainties can be mitigated 
([38]).  

Besides the above, other policies were proposed for mitigating demand risks. Tang 
[12] studied supply contracts to mitigate demand uncertainties. The strategies on sup-
ply contract include flexible prices ([39], [40]), buy back contract ([41]), revenue 
sharing contracts ([42]), and contracts with quantity flexibility (QF) and minimum 
order ([43]). Li and Marlin [44] proposed a robust Model Predictive Control (MPC) 
model for real-time supply chain optimization under uncertainties, which provides the 
solution of a constrained, bi-level stochastic optimization problem. Ben-Tal et al [45] 
proposed multi-echelon multi-period inventory control as an policy for handling de-
mand uncertainty.  

2.3 Operational Risk and Mitigation Policies 

Operational risks are caused by multiple risk sources, including uncertainty in product 
safety, machinery / equipment breakdowns, production capacity problems [6, 27], 
material delivery / processing delays [9] and lead time uncertainty  [15] etc. Different 
types of mitigation policies have been proposed in mitigating operational risks.  

Quality control is identified as a mitigation policy for operational risks. Six Sigma 
and regulatory compliance and analytical methods are discussed for operational risk 
control [46]. Sun et al.[47] presented a quality risk management model for a supplier–
assembler supply chain. They develop a P-chart solution model to find out the optimal 
due-date that minimizes the total cost.  

Resilience is also used as mitigation policy operational risk. Sheffi & Rice [9] ar-
gued that ‘conversion flexibility’, which involves the use of standard processes across 
facilities with interoperability, allows a firm to operate in another facility when one is 
disrupted or to replace sick or otherwise unavailable operators. Tang & Tomlin [6] 
and Thun & Hoenig [17] proposed flexible process strategies which allows the firm to 
produce multiple products to compete on product variety and cost. Cucchiella & 
Gastaldi [27] addressed risks such as insufficient production capacity and delays in 
receiving critical information and examine ‘real options’ in risk avoidance policies, 
such as deferring investment, outsourcing, scaling down and abandoning current op-
erations. They suggested that the real option theory allows increasing flexibility and 
enable the selection of possible options to protect the firm against operational risks. 

Supply chain redesign is used as mitigation policy for operational risks. Speier et 
al. [48] develops a framework to examine the threat of potential disruptions on supply 
chain processes and security. It focuses on supply chain design strategies to mitigate 
these risks by integrating three theoretical perspectives—normal accident theory, 
reliability theory, and situational crime prevention. In addition, Blackhurst & 
O’Grady [15] proposed P-Trans-net model to identify those nodes along the supply 
chain that contribute to the longest lead times and delays. Wang [49] discussed on 
node overload problem in scale-free network by simulation and he suggested use 
transhipment of workload in (supply chain) network.  
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2.4 Disruption Risk and Mitigation Policies 

Disruption risk is due to natural disasters (fire, earthquake, flood, rock fall, landslide, 
avalanche, etc.), weather (iciness, storm, heat) and political instability (strike, war, 
terrorist attacks, embargo, political labour conflicts, and industrial disputes).  

Resilience has been used as important policy for mitigating disruptions. Klibi [31] 
suggested flexibility such as ‘resource flexibility’ and ‘shortage response actions’ into 
SCN design for handling disruptions such as social and political risks and natural 
disasters. Braunscheidel and Suresh [50] studied disruption risk and suggested resili-
ence as the main mitigation policy with market orientation and learning orientation 
model based on structural equation modelling technique – partial least squares (PLS). 
Sawik [51] proposed a mixed integer programming model to determine resilient sup-
ply portfolios in case of disruptions. Ji and Zhu [52] developed supply chain disrup-
tion risk management strategies with the properties of efficiency and resilience ana-
lysed, and related with actual practice.  

Redundancy is used as mitigation policy for disruption risk. Schmitt [53] studied 
disruption risk in the production and distribution sections of a supply chain. Their 
strategies take the advantage of the networks and include satisfying demand from 
alternative locations in the network, procuring material or transportation from alterna-
tive sources or routes, and holding strategic inventory reserves in network. Schmitt 
[54] studied risks from both supply disruptions and demand uncertainty and compare 
their impacts and mitigating strategies. They analyse inventory placement and back-
up methodologies in a multi-echelon network and view their effect on reducing SCR.   

Supply chain redesign has been used as policy for mitigating disruption risks. Klibi 
[31] gave a review on design robust value-creating supply chain for tackling disrup-
tion risks and pointed out that most of SCN design literatures consider simplified 
static and deterministic models. Ratick et al [55] suggested a ‘geographical disper-
sion’ strategy to spread risks associated with single point of failure events, natural and 
anthropogenic events affecting the value stream or a node.  

In addition, Kleindorfer and Saad [56] underlines the importance of collaborative 
information sharing to manage disruption risk in supply chains under a cost-efficient 
manner. Zhao et al [57] investigated environment risk and suggested manufacturers to 
select mitigation strategies based on government rules. They proposed game theory 
model for environment risk reduction by using the concept of ‘tolerability of risk’. 
Zhu and Dou [58] also uses game theory to analyse the strategies selected by manu-
facturers to reduce life cycle environmental risk. They suggested subsidiaries and 
penalties as mitigation measures in their evolutionary game model. [59] investigates 
the methods for mitigating bankruptcy propagation through coordination and pro-
posed contract schemas as mitigation policies for a two-stage supply chain network. 

2.5 Summary  

As reviewed, the current works on SCR mitigation policies are mainly based on anal-
ysis of the features of risks and most of them focus on traditional issues of supply 
chain structure, supply contract, inventory policies, capacity buffers, and visibility 
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through IT and data analysis techniques. Traditional OR approaches are applied to 
design the mitigation policies and algorithms. However, we observed a few limita-
tions on current SCR mitigation research: 

1) Lack of consistent approach focusing on risk mitigation from risk identifica-
tion, ranking, matching, to the design, evaluation and implementation of mit-
igation policies.  

2) Lack of the approach on mapping/matching SCRs to mitigation policies.  
3) Quite some of the researches just proposed conceptual models and the mod-

els with algorithms are mainly based on traditional OR and simulation ap-
proaches that are with limitations in handling complex risk issues.  

4) Although there are a number of researches on mitigation policies and algo-
rithms, there is still a gap in evaluating and validating the mitigation policies 
/ algorithms before implementing them in practices. 

This research caters for the above issues and proposes a new SCR mitigation 
framework and then study on the potential of CS approaches for mitigating SCRs in 
complex supply chain scenarios.  

3 IRMEI Framework on SCR Mitigation 

3.1 A New Framework for SCR Mitigation - IRMEI 

As discussed, mitigation is the most critical process in SCRM since it reduces the loss 
of SCRs directly. While there are many researches on risk mitigation, a consistent 
framework focusing on the mitigation of complex SCRs is still lacking. An IRMEI 
(Identification, Ranking, Matching, Evaluation and Implementation) SCR mitigation 
framework is hence proposed (Figure 1). As shown in the Figure, 5 major steps are 
included in the framework.  
 

 

Fig. 1. IRMEI Framework of SCR Mitigation 

Step 1 –Identification: a supply chain is mapped and SCRs are identified with 
communication to the people interviewed. Risk analysis and propagation need to be 
investigated to identify critical risks and nodes in a SCN. 
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Step 2 - Ranking: SCRs are ranked and prioritized based on risk assessment ap-
proaches. Risks are ranked and prioritized based on their impacts (severity), probabil-
ity, detectability and other features.  

Step 3 – Matching: the selected SCRs are matched to the right mitigation policies. 
Mitigation policies should be designed and verified before adding them to a pool 
ofpolicies. This step should also include the work of designing, categorizing and pool-
ing of mitigation policies based on research review and industry case studies.  

Step 4 – Evaluation: to evaluate the effectiveness of mitigation policies. The eval-
uation of the policies is mainly based on the efficiency of the policies and the cost of 
implementation.  

Step 5 – Implementation: This is the step to realize the mitigation policy in a SC 
with setting the necessary parameters and make resources available for mitigation.  

3.2 SCR Identification  

Developing a supply chain map which clearly shows the products (components), 
nodes (partners) and connections (flows) can help to identify risks in a SCN. Given 
the complexity of supply chains, the mapping can have the perspective of focus and 
exclude non-critical entities. The processes of both developing and disseminating the 
map should lead to a common understanding of the SCN that would include what was 
deemed important to managing or monitoring the chain [60]. Available mapping ap-
proach such as Value Stream Mapping can add the risk hotspot to the map. The iden-
tification can involve various organization units and provides the opportunity for the 
managers to be involved in discussing the risks which need to be highlighted. The 
managers will also have the chance to tell why a risk is more critical than another.  

3.3 SCR Ranking  

Risk assessment is for prioritizing risks and allocating limited resources to mitigate 
critical risks. Some previous works are conducted in our research. Li et al [61] re-
views risk assessment approaches focusing on the advantages, limitations and applica-
tions of the Risk Matrix Approach (RMA). The research then proposed an extended 
risk matrix approach (ERMA) for the purpose of overcoming the limitations of tradi-
tional RMA and improving the applicability to RMA to SCRM. New dimensions of 
risk metrics - detectability and recoverability - are incorporated to capture SCR com-
plexities. A case study was conducted [61] to demonstrate how to use user data and 
rank SCRs by ERMA.  In addition, a new quantitative method for SCR measurement 
by Value at Risk (VaR) [62] has also been developed based on disruption recovery 
models. It uses time equivalent derived from the recovery modes as a main measure to 
calculate the VaR for disruptions.  

3.4 Matching SCRs to Mitigation Policies  

Mitigation policies can be categorized into major types based on the risk issues relat-
ed to Structure, Visibility, Resilience and Buffer etc. Structure issue refers to weak 
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and risky supply chain topology and SCN redesign is a strategy about changing SC 
structures. Visibility issue mainly refers to the risks due to the un-availability of nec-
essary information to aware the risks and the insight for sensing risks which are pro-
duced based on basic risk information. Buffer issue mainly refers to putting strategic 
redundancy in inventory and capacities in key locations of a supply chain for dealing 
with possible uncertainty and risks in future. Resilience issue is about improving flex-
ibility and agility of the supply chain with existing resources. With the growing com-
plexities of SCNs, resilience is considered as a more and more important strategy for 
SCR mitigation and CS approaches may play a more active role on investigating the 
resilience and survivability of SCNs.  
 

 

Fig. 2. Matching SCR to Mitigation Policies 

The matching of risks to mitigation policies should be based on the consequences 
of the risks and not the scenario ([7]). A risk may cause negative consequences on 
performances, such as on cost, resource, time and product quality etc., and the select-
ed mitigation policies should be applied to reduce the impacts. For example, if re-
sponsiveness is critical for a supply chain and the focus of risk mitigation should be 
mainly the impact to lead-time and the measure on reducing lead-time should be the 
main mitigation policies considered. 

Based on the consequences of the risks, Figure 2 shows examples on mitigation 
policy matching considering risk type, consequence, issues and SCR mapping to poli-
cies. In case 1 (Tang and Tomlin [6]), the main risk is the delay of order confirmation, 
and it may incur high cost on discarding products that may be outdated. The mitiga-
tion policy is to postpone the final customization until the demand is confirmed. This 
requires the resilience policy in product customization. In case 4, Tang [13] introduc-
es a case that air-traffic problem causes late delivery due to the problem in the airport. 
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The issue is a structure problem of the distribution network. So the mitigation policy 
can be multi-modal and alternative routes in the distribution network. 

3.5 Evaluation of Mitigation Policy 

Evaluation of the effectiveness of mitigation policies should go beyond economic 
losses and include also, but not restricted to, speed of recovery, extent of recovery and 
reduction in losses. One of the simplest and easily understood methods is to consider 
the cost-benefit ratio of the risk mitigation strategy. Rapid modeling and evaluation 
methods for assessing complex SCN scenario are needed in assessing mitigation poli-
cies. Methods employed may include CS approaches in resource gaps analysis in the 
wake of an event and comparing between the actual and estimated losses. Ni, Chen, & 
Chen [63] proposed an approach on evaluating the effectiveness of mitigation poli-
cies. It starts with plotting the assessment results on the same graph followed by se-
lecting an appropriate graphics based on the arithmetic operation of the evaluation. 
The graphical extensions (Figure 3) are useful as they maintain the ease of both un-
derstanding and performing assessment from RMA approach. This proposed approach 
could be used together with Value at Risk (VaR) to evaluate mitigation strategies.  

 

Fig. 3. Evaluation of risk mitigation policies  

4 The Potential of CS Approaches for SCR Mitigation 

CS focuses on how parts at a micro-level in a complex system affect emergent behav-
iour and overall outcome at the macro-level [64]. It is a bottom-up approach that at-
tempts to understand how changes at the micro level and in the number of individuals 
can have emergent behaviours at the macro level. The increasing interests in CS are 
driven predominantly by new trends, challenges and demands in practical systems, 
e.g. economics and supply chain systems, where industries have the interests on how 
to design, build and manage systems as they increase in scale and connectivity.  

Tang & Nurmaya [65] reviewed more than 200 papers on SCRM and identified 
that the trends on SCRM to be more on managing complexity, propagation, integra-
tion and networking with increasing scale and connectivity of the supply chains since 
2006. So, new technologies for SCRM based on system complexities are more needed 
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by industry for the purpose of preparing the supply chains for unforeseen crises and 
improving the flexibility and robustness of the supply chains. Li et al. [10] identified 
5 major CS technologies for SCRM based on an investigation of the ScienceDirect 
Database, include dynamic systems, agent-based modelling and simulation, network 
theory, game theory and evolutionary computation.  

Due to the limitation of traditional mathematical and simulation approaches in 
meeting the needs for modelling and analysing the complex supply chains and design-
ing sustainable and self-adaptive supply chains, researchers have begun to use CS 
approaches for SCRs mitigation and relief. Agent-based approaches are one of the 
most used CS technologies. Giannakis & Louis [66] and Behdani et al. [24] proposed 
multi-agent based decision support systems for risk management of manufacturing 
and chemical supply chains. Sirivunnabood & Kumara [23] used an agent-based sim-
ulation to evaluate risk mitigation strategies for supplier risks. There are also applica-
tions of other CS approaches on SCR mitigation. Kumar [35] applied genetic algo-
rithms, particle swarm optimisation and artificial bee colony in robust supply chain 
design and evaluation. Schmitt [53] used network theory approach. Zhao et al [57]  
and Zhu and Dou [58] proposed game theory model for risk mitigation.  

However, the researches on applying CS to SCRM are still on its starting stage. 
There are still a lot of potentials on applying it to SCR mitigation.  

First, how to make a supply chain resilient is a critical issue so that the SCN can 
adapt to uncertainties and disruptions with the available resources and acceptable 
costs. A potential to apply CS is to manage the increasing complexities in scale, con-
nectivity, range, system and risks in supply chains. Traditional SCR mitigation ap-
proaches should be enhanced to increase supply chain resilience through the man-
agement of multiple variables. 

Second, rapid modelling and evaluation of mitigation policies is a potential area for 
CS. Companies currently lack of technologies & tools for rapid modelling and evalua-
tion of mitigation policies in complex SCNs and hence cannot take immediate and 
effective measures to mitigate the disruptions. Near real-time technologies are needed 
and CS technologies with rapid inference and dependency analysis capabilities would 
be good candidates for this purpose. In addition, supply chain with different struc-
tures, parameters and policies will present different performance behaviours in facing 
disruptions and CS technologies could play an extensive role for evaluating the effec-
tiveness of the mitigation policies in these scenarios.  

Third, CS technologies are needed to quantify disruption impacts and mitigate the 
variations to hasten the recovery from disruptions, for example, technologies respond-
ing to “catastrophe” events and recovery based on catastrophe theory and multi-
objective optimization technologies. These technologies are also useful for contingen-
cy planning where leading companies deal with the SCRs by holding reserves. A 
challenge is how to mitigate risk by intelligently positioning and sizing the reserves 
without decreasing profits.  

Finally, the validation of CS models for SCR mitigation is important for the de-
ployment of the technologies. Although there is a growing awareness of SCRM by CS 
approaches and a number of conceptual models were proposed,  effective validation 
of the models for practical application are still lacking.    
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5 Conclusions  

The paper proposed a SCR mitigation framework based on a comprehensive review 
of SCR mitigation policies and studied the application potential of CS technologies to 
SCR mitigation.  

Firstly it elaborated the challenges in SCR mitigation and clarified the objective of 
the research. Secondly, literatures on researches of SCR mitigation approaches and 
policies were reviewed. Thirdly, based on the reviews, a new SCR mitigation frame-
work -IRMEI was proposed. Issues on risk identification, ranking, matching to miti-
gation policies, and the evaluation of mitigation policies were elaborated. Fourthly, 
the paper investigated the current states of CS technologies for SCR mitigation and 
identified the potentials of using CS technologies for SCR mitigation. 

In future work, CS technologies will be developed and applied to SCR mitigation 
policy design, evaluation and validation. Especially, CS approaches will be used to 
capture the dynamic and complex nature of SCNs for the purpose of designing effec-
tive techniques to improve the resilience of the supply chains.  
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Abstract. In real-life a particular system, operating under a given set of con-
ditions, may need to switch other set of conditions due to change in physical
condition or failure in its existing state. Niching techniques facilitates in such
situations by tracking multiple optima (solutions). When integrated with Evolu-
tionary Algorithms (EAs), they seek parallel convergence of population members
to find multiple solutions to a problem (landscape) without loss in optimality. In
this paper an effective new grouping strategy namely adaptive clustering and re-
clustering (ACaR) is proposed based on Fuzzy c-means clustering technique and
is integrated with a hybrid of crowding niching technique and a real-parameter
optimizing algorithm called Differential Evolution (DE). The performance of the
proposed ACaR-CDE algorithm has been evaluated on different niching bench-
mark problems with diverse characteristics ranging from simple objectives to
complex composite problems and compared with other published state-of-the-art
niching algorithms. From experimental observation, we observe that the proposed
strategy is apt in restraining solutions within its local environment, typically ap-
plicable to niching environment.

Keywords: Clustering, Differential Evolution, Fuzzy C-Means, niching.

1 Introduction

The generic term “niching“ [1] [2] refers to a method of finding and preserving multiple
stable niches, or favorable parts of the solution space possibly around multiple solutions
(global and local optima), so as to prevent convergence to a single solution [3]. niching
methods rely on population diversity since it is highly critical in multimodal landscapes
and multi-criteria cases [1]. Popular niching techniques includes crowding [6], speci-
ation [7], fitness sharing [8] [9] , clearing [10] and Restricted Tournament Selection
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[11]. For more details on niching and related applications interested readers can refer
to the survey by [12].

DE [5] has gained wide acceptance in the EA community owing to its simple yet
robust nature and has been applied to solve a plethora of real-life problems. This per-
formance can be attributed to the stochastic differential nature of mutation i.e. using
difference vector between randomly selected population samples. This leads to basin
transfer of individuals where members with higher fitness tend to attract other inferior
members, thereby inducing hill climbing behavior [13]. Thus an external implementa-
tion of similarity based grouping techniques is cardinal to restrict the distance between
offspring and the parents in niching algorithms.

A popular modification is Crowding DE (CDE) as proposed by Thomson et al. [14]
by which the offspring, as generated by DE, competes with the nearest member of
the population to preserve diversity and positional information within the population.
Though CDE is an improvement upon classical DE, it fails to adapt itself when the
fitness landscape has multiple global peaks, or involves high dimensionality. It is to
be noted CDE does nothing to restrict the internal stochastic nature of mutation in DE
thereby disrupting localization.

Motivated by these observation, we propose a Adaptive Clustering and Re-clustering
theory for improved selection of solution groups. The grouping of individuals not only
ensures close proximity (Euclidean distance) among each other, but also assures gener-
ation of off-springs within the domain of the parent pool. Selection of proper clustered
local environment for each solution is possible if an efficient grouping can be done. Our
analysis is based on an adaptive setting of the entire population. It‘s proper implemen-
tation requires determination of a grouping strategy in which each solution selects the
best group to which it may belong for maximum favorable neighbors. We have used
Fuzzy c-means algorithm [16] with decisive cluster selection by the solutions on ba-
sis of membership function and variable cluster size for neighbourhood determination.
This decisively restricts the population to a more efficient local search.

A robust clustering used in ACaR-CDE adaptively sets the required number of clus-
ters at each stage of the algorithm. The clustered populations are lent to efficient op-
timization using CDE for tracking multiple peaks. Later it has been experimentally
verified that ACaR-CDE is efficient in retaining diversity in population, maintaining an
adaptive cluster system, performing a restricted local search and is an efficient optimizer
for complex niching landscapes.

The remainder of the paper is organized as follows. Section 2 revisits various niching
techniques and their applications in evolutionary computation. In Section 3 classical
DE and CDE have been discussed. Section 4 introduces the proposed clustering and
re-clustering theory. In Section 5 the Experimental Setup is shown and the numerical
results are discussed in Section 6. Lastly Section 7 concludes the paper.

2 Clustered Neighborhood Based Crowding Differential Evolution

2.1 Previous Approaches of Neighborhood Selection and Comparison

Earlier techniques of locality selection focused on fixed parameters for restricting mu-
tation of parent vectors within its local environment. This confines the effectiveness of
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the algorithm to regulation of its parametric set. It is impossible to presume the nature
of an unknown function and such sets can seldom be effective as a black-box optimizer.
Since the neighbourhood of each solution being static, the algorithm cannot vary with
the progress of the search algorithm. Consequently poor efficiency results in varied
settings of data problems. The eventual purpose of niching to retain solutions in re-
stricted local search domains is thus compromised. For complex landscapes with high
dispersion metric (high concentration of local optima around global ones) it is difficult
to reach the optimum as peak density and its corresponding specifications like height,
width vary randomly over space. The individuals are in general attracted to positions in
the basin of wider optimum, inhibiting multimodal optimization. Hence the problem of
mutation over larger distance persists. The idea is depicted in Fig. 1.

Fig. 1. Advantage of clustered neighborhood selection over neighborhood

This scheme of generating mutant groups ensures that local environments are se-
lected for every individual adaptively in each stage by considering the current state of
other members in the population. To determine the membership of a solution in local
neighborhood of other, comparison with all members of the population is observed to
determine the current stage of optimization. For example let us assume a test solution
X whose clustered locality is to be considered. Let another solution Y is considered to
be in close proximity to X and thus in its neighborhood. This proximity is determined
by comparison with other solutions which are at relatively greater distance from X as
compared to Y. This comparative analysis is critical for optimization in multimodal sur-
faces with high dispersion metrics where adaptive setting of parameters ensure proper
locality selection.

2.2 Adaptive Clustered Neighborhoods

The population has to be grouped such that, at any instance it can have an adjustable
number of clusters with variable number of constituting solutions. In ACaR-CDE the
selection of a cluster for any individual is based on a comparative analysis with all
other solutions. The population is congregated with the optimum number of clusters
suited for distributed optimization which constitutes solutions best suited for it. Thus the
population can adaptively select clustered neighborhoods. The member of the clusters
can then independently mutate among themselves and operate within itself for tracking
multiple optima within its territory.

Fuzzy c-Means [16] is a data clustering technique in which each member has a def-
inite membership function to belong to a certain group or cluster and is preferred for
high dimensional search space. Each data point can belongs to multiple data clusters
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Fig. 2. (a): When distance between cluster centers � average data point distance from cluster
center, (b): When distance between cluster centers > 2*average data point distance from cluster
center, (c): When distance between cluster centers = 1

2
∗min of average data point distance from

cluster center, (d): When distance between cluster centers < 1
2
∗min of average data point distance

form cluster center.

but with a different degree of belonging or membership to each. A data point in close
proximity to a cluster-centroid will have a high degree of belonging to belong to that
cluster than a solution that is far away from that cluster-centroid. Thus selection of a
data point in data clusters follow a comparative analysis with rest of its members. Con-
sequently membership function for the data points are set for all clusters. The clustering
technique is implemented such that a data point gets selected into the cluster with which
it shares highest degree of membership. Maximum number of clusters NC is predefined
and adaptation over this cluster number is implemented.

Proper adaptation is effectuated via two strategies- a cluster survival by virtue of
maximum fuzzy membership function and a distance based cluster merging technique .
Initially data points are distributed in different regions of search space. In later stages of
the algorithm (that follows a niching techniques) data points are found to congregate as
groups in proximity to various basins of possible optimum. Some cluster centers defined
by fuzzy c-means may be redundant. That is the total number of clusters defined is more
than the number of optima located by the algorithm. The fuzzy membership function
defined for that cluster may not be maximum for any data point. In that case that cluster
is identified to be discarded and NC (number of clusters) is decreased by one. The next
stage of the algorithm proceeds with this reduced cluster number.

Another scenario that can arise in a niching landscape. A redundant cluster center
can have some data points belonging to it by membership criterion. In other words,
two cluster centers occupy the same position in the landscape and share data points that
would have actually been in a single cluster. The data points get distributed between two
cluster centers hampering the local search. The distance based cluster merging technique
helps in merging these two data clusters that should have constituted a single cluster. The
decision is made on a comparison of distance between two cluster centers and average
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distance of constituting data points from each cluster center. Fig 2 depicts the various
cases possible. Only when distance between two cluster centers is less than half of the
average distance between cluster center and constituting data points, the two clusters
are regarded redundant and hence merged. Fig 2(a) shows the ideal case when data
cluster center distance is much greater, Fig 2(b) shows when two clusters are close but
clusters are unique, Fig 2(c) shows the critical case where average data point distance
is half the cluster center distance. Populations can then be suitably merged as clear
from the picture. Fig 2(d) shows a more apt case for cluster merging. Thus though a
maximum number of possible clusters NCmax are declared at the start of the algorithm,
the number of clusters NC at any iteration may adapt to a value below the maximum
i.e. NC < NCmax.

By ACaR-CDE algorithm the data cluster number gradually decreases and adapts
to the number of possible global optima. Ideally actual cluster number at any instant
should be the number of optima actually present in the landscape. There are also some
additional advantage inherent to this algorithm. Clusters may have variable density of

Fig. 3. Solution distribution with increasing iteration for Himmelblau‘s function

Fig. 4. Decreasing cluster size with iterations for Himmelblau‘s Function
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points i.e. some clusters might be dense whereas some clusters may have very few
members. This adds to the adaptive nature of cluster. At the end of each generation the
solutions are de-clustered to belong in the data space independently. The beginning of
the next generation is marked by re-clustering of these data point set. This eliminates
any chance of solutions to diverge away from clusters and consequently hampering mu-
tation in CDE with larger distance between parents. A re-clustering strategy can ensure
maintenance of the local search process throughout the algorithm. The convergence
profile along with the varying cluster number are depicted for Himmelblau‘s Function
[3] [15] in Fig 3 and Fig 4. These clusters handle different cluster size and hence an
adaptive clustering is achieved that has suited this problem accurately.

Algorithm 1. Basic Structure Algorithm for ACaR-CDE
input :
i) Control parameters: Maximum cluster number (NCmax), Crowding Factor (CF = 1) [14], threshold level (ε).
ii) Objective function f(Xi), dimensionality (n), maximum FEs (maxFEs) and population size Np.
output: Final population X and functional value f(X).

1 begin
2 Initialize trial population ;
3 Evaluate the candidate solutions using f(X);
4 Set NC ←− NCmax;
5 while termination criteria is not met do
6 Form NC clusters using FCM algorithm;
7 Compute fuzzy membership set U of size NP × NC;
8 for i ∈ [1,Np] do
9 Find its maximum degree of membership among NC clusters and set its cluster identity to that

cluster;
10 end
11 for i ∈ [1,NC] do
12 if cluster i is empty || contains one data point only then
13 NC ←− NC − 1 ;
14 end
15 end
16 for k ∈ [1,NC] do
17 for i ∈ cluster k do
18 Generate an offspring ui using DE operators with parents selected from the cluster i.e.

r1, r2, r3 selected for generation of new offspring belong to cluster k;
19 Evaluate the fitness of the offspring;
20 Select the closest solution to the offspring in terms of Euclidean distance within the cluster;
21 Compare fitness of closest solution to that of the offspring and select ui if it is better;
22 end
23 end
24 X′ ←− X′ ∪ x′;
25 Evaluate x′;
26 De-cluster all data points to form Np population set;
27 end
28 end

2.3 Multimodal Cluster-Specific Optimization by CDE

The clusters thus formed, acts as the base population that are perturbed by Crowding DE
[14] for efficient local optimization. With change in population distribution population
is re-clustered and further optimized with CDE till termination criterion is satisfied. The
basic structure algorithm for ACaR-CDE is given in Algorithm 1.

2.4 Complexity Analysis

Fuzzy C-means clustering decisively clusters data based on Euclidean distance from the
cluster centroids. Thus the order of complexity [16] is O(n× c2 × d× i) where i is the
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number FCM over the entire dataset, n is the number of data points, c is the number to
be formed and d is the dimension of the problem.

Clustering in ACaR-CDE forms data groups which are further optimized by CDE
and the complexity of the problem stands out to be O(n2

maxd) where nmax denotes
the maximum cardinality of the clusters formed and nmax < n and usually it is less
than nmax/c where c is the number of clusters formed. Thus the total complexity of
ACaR-CDE is O(nc2di+n2

maxd).

3 Experimental Setup

3.1 Test Functions

For evaluating the performance of ACaR-CDE and other niching algorithms, two dif-
ferent tests are conducted. The problem formulation is adapted from [15], [17] and
[18]. Experiment 1 constitutes two sets of benchmark problems widely used for niching
problems. The benchmarks used for this test is shown in Table 1. Set1 comprises of 14
basic functions of varied nature while set 2 has 15 challenging composite functions.

Experiment two has different sets of benchmark problems with different mode of
performance evaluation. The test functions, as shown in Table 4, along with results,
experimental procedure, experimental objective and performance measure can be found
in details in [18].

Population Size, Maximum Number of Evaluations and Parameter Setting. The
required level of accuracy, the allowed maximum number of functional evaluations and
population size for function Set 1 are shown below in Table 3. Maximum number of

Table 1. Test Functions for Experiment One (CF: Composition Function)

Test Function Set 1 [15] Test Function Set 2 [15], [18]

Test Function name
No. of global

optima /
Dimension

Test Function name
No. of global

optima/
Dimension

E1-F1: Two-peak trap 1/1 E1-F15: CF 1 8/10
E1-F1: Central two-peak trap 1/1 E1-F16: CF 2 6/10
E1-F3: Five-uneven-peak trap 2/1 E1-F17: CF 3 6/10

E1-F4: Equal Maxima 5/1 E1-F18: CF 4 6/10
E1-F5: Decreasing Maxima 1/1 E1-F19: CF 5 6/10

E1-F6: Uneven Maxima 5/1 E1-F20: CF 6 6/10
E1-F7: Uneven Decreasing

Maxima
1/1 E1-F21: CF 7 6/10

E1-F8: Himmelblau‘s
function

4/2 E1-F22: CF 8 6/10

E1-F9: Six-hump camel back 2/2 E1-F23: CF 9 6/10
E1-F10: shekels foxholes 1/ 2 E1-F24: CF 10 6/10

E1-F11: 2D inverted Shubert
function

18/2 E1-F25: CF 11 8/10

E1-F12: 1D inverted Vincent
function

6/1 E1-F26: CF 12 8/10

E1-F13: 2D inverted Vincent
function

36/2 E1-F27: CF 13 10/10

E1-F14: 3D inverted Vincent
function

216/3 E1-F28: CF 14 10/10

E1-F29: CF 15 10/10
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clusters can be set at approximately NP /10 but as far as optimization for a certain
level of accuracy within a fixed number of functional evaluations is concerned, for best
results maximum number of clusters can be set as shown in Table 3. It can be tuned by
running algorithm once or twice by an approximate knowledge on number of peaks in
the landscape. DE parameters are set at:

Performance Measure. To compare the performance of different niching algorithms
on the above mentioned test functions for Experiment 1 three strategies of performance
evaluation are considered. Results are averaged over 25 independent runs:

1. Success Rate or percentage of runs in which an algorithm can detect all the global
peaks within the specified level of accuracy (ε) as given in Table 1. Detecting a peak
within a level of accuracy signifies Euclidean distance between each global peak and a
solution to be less than ε.

2. Average number of peaks found for each environment. Level of accuracy remains
as section (B.I).

3. Success Rate in detecting local optima. E1 − F1, E1 − F2, E1 − F3, E1 −
F5, E1 − F10 are considered for this experiment as in [15]. εand other conditions
same as in section (B.I).

4. Average number of peaks detected for simultaneous detection of local and global
peaks. Functions same as in section (B.III) and criterion same as section (B.II).

Table 2. Test Functions for Experiment Two [15]

Test Function name
Number of

Global peaks/
Dimension

Test Function name
Number of

Global peaks/
Dimension

E2-F1: Waves 10/2 E2-F8: Shubert 18/2
E2-F2: Six-hump camel

back
2/ 2 E2-F9: Ackley 1/2

E2-F3: Sphere 1/ 2
E2-

F10:Michalewicz
1/2

E2-F4: Shifted Rastrigin 1/ 2 E2-F11: Ursem F1 1/2
E2-F5: Rotated Hybrid
Composition Function

1/ 2 E2-F12: Ursem F3 1/2

E2-F6: Rescaled
Six-hump camel back

2/2 E2-F13: Ursem F4 1/2

E2-F7: Branin RCOS 3/2

Algorithms compared are NCDE [15], NSDE [15], NShDE [15], CDE [14], SDE [3],
ShDE [3], FERPSO [17], SPSO [18], r2pso [17], r3pso [17], r2pso-lhc [17], r3pso-lhc
[17], CMA-ES [18], SCMA-ES [19].

For the set of functions considered in Experiment 2, performance evaluation criterion
is based on peak accuracy and distance accuracy [3], [15], [18].

1. Peak accuracy: It is defined as the accuracy of an algorithm in simultaneous de-
tection of multiple peaks in terms of difference in fitness of peaks and closest fitness of
a solution for all peaks to be considered [15]. The measure can be erroneous if multiple
peaks are located close enough in the Euclidean space or they are of same fitness values.
It is given by:

peak accuracy =
∑NOP

i=1 |f(peaksi)− f(x)|, where NOP=number of peaks
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Table 3. Parameter Setting for Experiment 1

Function ε
Maximum

cluster number
Population

size
No. of function

evaluations
E1-F1 0.05 5 50 10000
E1-F2 0.05 5 50 10000
E1-F3 0.05 5 50 10000
E1-F4 10-6 5 50 10000
E1-F5 10-6 5 50 10000
E1-F6 10-6 5 50 10000
E1-F7 10-6 5 50 10000
E1-F8 0.0005 5 50 10000
E1-F9 10-6 5 50 10000

E1-F10 10-6 5 50 10000
E1-F11 0.05 30 250 100000
E1-F12 10-4 10 100 20000
E1-F13 10-3 40 500 200000
E1-F14 0.001 150 1000 400000

2. Distance accuracy: It is a more reliable measure of niching algorithms. It is given
by the sum of the distance of closest solutions to different peaks in the niching environ-
ment. It is calculated by:

distance accuracy =
∑NOP

i=1 ‖ peaksi − x) ‖
, where NOP=number of peaks

Algorithms compared are NCDE [15], NSDE [15], NShDE [15], CDE [14], SCMA-
ES [19],TSC [18], SCGA [7], DFS [9], TSC2 [18].

4 Experimental Results

4.1 Experiment 1

Results and Discussions: Test Function Set 1. Table 4 and 5 show the result for av-
erage number of peaks detected and success rates of contending algorithms for set 1
problems respectively. Ranks are denoted along with the results and the calculated to-
tal ranks have also been shown. Results indicate that algorithms NCDE, NShDE and
ACaR-CDE can most accurately detect maximum global peaks. NSDE suffers in cases
where there are numerous global optima in close proximity. All neighborhood based
schemes as well as ACaR-CDE have considerable success rate accuracy. NShDE en-
joys superiority in cases where there is significant number of global optima because of
its sharing scheme. ACaR-CDE in both the above tests has been ranked better than all
other state-of-the-arts including Neighborhood techniques. ACaR-CDE has best results
followed by NCDE. NShDE has equally good characteristics in these experiments on
2−D landscapes. NSDE on the other hand suffers in last two test functions with large
number of closely spaced optima mainly because species seeds remove redundant solu-
tions in close proximity marked by radius parameter. Evidently the results conclude that
CDE variants are best optimizers in 2-D space followed by SDE and ShDE variants.
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Table 4. Average number of peaks found and Rank for Experiment 1: Set 1

Fnc NCDE NShDE NSDE CDE ShDE SDE FER-
PSO

SPSO r2pso r3pso r2pso-
lhc

r3pso-
lhc

SCMA-
ES

ACaR-
CDE

E1-F1
1 1 1 1 1 1 0.72 0.48 0.76 0.84 0.56 0.6 1 1

4.5 4.5 4.5 4.5 4.5 4.5 11 14 10 9 13 12 4.5 4.5

E1-F2
1 1 1 1 1 1 1 0.44 0.88 0.96 0.44 0.56 1 1

5 5 5 5 5 5 5 13.5 11 10 13.5 12 5 5

E1-F3
2 2 2 2 2 1.96 0.8 0.24 0.48 0.6 0.48 0.6 2 2

4 4 4 4 4 8 9 14 12.5 10.5 12.5 10.5 4 4

E1-F4
5 5 5 3.84 3.28 4.72 4.84 4.88 4.92 4.88 5 4.92 0.04 5

3 3 3 12 13 11 10 8.5 6.5 8.5 3 6.5 14 3

E1-F5
1 1 1 0.72 0.44 1 1 1 1 1 1 1 1 1

6.5 6.5 6.5 13 14 6.5 6.5 6.5 6.5 6.5 6.5 6.5 6.5 6.5

E1-F6
5 5 5 3.96 3.28 4.6 5 4.92 4.88 4.72 4.92 4.88 0 5

3 3 3 12 13 11 3 6.5 8.5 10 6.5 8.5 14 3

E1-F7
1 1 1 0.6 0.4 1 1 1 1 1 1 1 0.96 1

6 6 6 13 14 6 6 6 6 6 6 6 12 6

E1-F8
4 3.92 4 0.32 0.16 3.72 3.68 0.84 2.92 2.76 3 3.12 3.44 4

2 4 2 13 14 5 5 12 10 11 9 8 7 2

E1-F9
2 2 2 0.04 0.04 2 1.96 0.08 1.44 1.56 1.56 1.48 2 2

3.5 3.5 3.5 13.5 13.5 3.5 7 12 11 8.5 8.5 10 3.5 3.5

E1-F10
1 0.96 1 0.52 0.96 0.32 1 0.56 0.88 0.76 0.72 0.6 0.04 1

2.5 5.5 2.5 12 5.5 13 2.5 11 7 8 9 10 14 2.5

E1-F11
18 18 18 17.7 16.56 12.4 17.4 8.52 15.2 15.6 15.1 16.2 2.16 18

2.5 2.5 2.5 5 7 12 6 13 10 9 11 8 14 2.5

E1-F12
5.8 5.88 5.84 5.56 5.6 4.88 5.6 5.52 5.16 5.36 5.28 1.52 6

3 2 4 7 5.5 13 9.5 5.5 8 12 9.5 11 14 1

E1-F13
35.9 35.96 30.6 33.8 35.92 22.8 23.6 25.7 21.8 22.2 22.5 23.1 1.4 33.96

3 1 6 5 2 10 8 7 13 12 11 9 14 4

E1-F14
179 198.9 84.28 152 197.8 50.6 68.6 70.1 40.6 45.4 42.2 43.3 0.04 185.4

4 1 6 5 2 9 8 7 13 10 12 11 14 3

Total
Rank

52.5 51.5 58.5 124.5 117 117 96.5 126.5 133 131 130 129 140.5 50.5

4.2 Results and Discussions: Test Function Set 2

Benchmark problems for set 2 are highly complex with higher dimension hybrid com-
posite functions and poses a challenge. Average number of peaks detected for these
complex benchmarks are shown in Table 6. Results establish the difference between
SOAs and our proposed algorithm. SOAs other than neighborhood variants fail consid-
erably in these cases. Except E1−CF3, results of ACaR-CDE mark that adaptive clus-
tering and re-clustering collectively restrict local mutation even when problem demands
parallel convergence. Unlike previous case, NSDE ranks second in these problem which
indicate that SDE variant was better suited for these 10−D cases.

However use of our clustering technique improvises CDE such that it even enjoys
superiority over SDE optimizers.On the other hand, NShDE fail in these complex opti-
mizing scenarios and results are far behind other Neighborhood techniques. NCDE also
fail to perform well mainly because restriction of mutation in these high dimensional
problems was not totally apt and narrow optima were missed. ACaR-CDE could locate
more optima as cluster formation ensured more exploitation in different domains and
narrow spaces were covered. As these problems even constitute more challenging peaks
and some optima were even narrower and located in remote scenarios they could not be
located under given accuracy. However relaxing accuracy limit we observed that some
optimum in some scenarios were discovered by the solutions. Other SOAs also fail to
locate these optima. As evident from the results again ACaR-CDE proves to be more
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Table 5. Success rate (in %) and Rank found for Experiment 1: Set 1

Fnc NCDE NShDE NSDE CDE ShDE SDE FER-
PSO

SPSO r2pso r3pso r2pso-
lhc

r3pso-
lhc

SCMA-
ES

ACaR-
CDE

E1-F1
100 100 100 100 100 100 72 48 76 84 56 60 100 100

4.5 4.5 4.5 4.5 4.5 4.5 11 14 10 9 13 12 4.5 4.5

E1-F2
100 100 100 100 100 100 100 44 88 96 44 56 100 100

5 5 5 5 5 5 5 13.5 11 10 13.5 10 5 5

E1-F3
100 100 100 100 100 96 20 4 8 8 4 8 100 100

4 4 4 4 4 8 9 13.5 11 11 13.5 11 4 4

E1-F4
100 100 100 28 4 72 84 88 92 88 100 92 0 100

3 3 3 12 13 11 10 8.5 6.5 8.5 3 6.5 14 3

E1-F5
100 100 100 72 44 100 100 100 100 100 100 100 100 100

6.5 6.5 6.5 13 14 6.5 6.5 6.5 6.5 6.5 6.5 6.5 6.5 6.5

E1-F6
100 100 100 28 8 60 100 92 88 72 92 92 0 100

3 3 3 12 13 11 3 7 9 10 7 7 14 3

E1-F7
100 100 100 60 40 100 100 100 100 100 100 100 96 100

6 6 6 13 14 6 6 6 6 6 6 6 12 6

E1-F8
100 92 100 0 0 72 72 0 28 24 28 24 44 100

2 4 2 13 13 5.5 5.5 13 8.5 10.5 8.5 10.5 7 2

E1-F9
100 100 100 0 0 100 96 0 56 60 56 52 100 100

3 3 3 13 13 3 7 13 9.5 8 9.5 11 3 3

E1-F10
100 96 100 52 96 32 100 56 88 76 72 60 4 100

2.5 5.2 2.5 12 5.5 13 2.5 11 7 8 9 10 14 2.5

E1-F11
100 100 100 72 28 0 52 0 4 4 4 20 0 100

2.5 2.5 2.5 5 7 13 6 13 10 10 01 8 13 2.5

E1-F12
84 88 84 56 68 48 60 72 68 56 52 48 0 100

3.5 2 3.5 9.5 6.5 12.5 8 5 6.5 9.5 11 12.5 14 1

E1-F13
88 96 24 8 92 0 0 0 0 0 0 0 0 24

3 1 4.5 6 2 10.5 10.5 10.5 10.5 10.5 10.5 10.5 10.5 4.5

E1-F14
0 0 0 0 0 0 0 0 0 0 0 0 0 0

7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5

Total
Rank

62.5 58 57.5 129.5 122 117 97.5 151 128.5 133 136 129 129 55

apt to handle complex landscapes as defined by this benchmark suite than NCDE and
CDE. It ranks best among all other state-of-the arts.

Fig. 5. Neighborhood test on test Functions E1-F11 and E1-CF3

4.3 Accuracy in Detecting Global as Well as Local Peaks

Results to compare the performance of ACaR-CDE with other state-of-the-arts for si-
multaneous detection of global as well as local peaks in multimodal landscapes are
tabulated in Table 7 and 8.
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Table 6. Average number of peaks found and Rank for Experiment 1: Set 2
Fnc NCDE NShDE NSDE CDE ShDE SDE FER-

PSO
SPSO r2pso r3pso r2pso-

lhc
r3pso-

lhc
SCMA-

ES
ACaR-
CDE

E1-CF1
5.18 3.7 6.7 0 0 1.79 1.08 0 0 0 0 0 2 6

3 4 1 11 11 6 7 11 11 11 11 11 5 2

E1-CF2
3.6 2.8 4 1.2 1.1 1.2 2 0 0 0 0 0 1.9 4

3 4 1.5 7.5 9 7.5 5 10 10 10 10 10 6 1.5

E1-CF3
5.8 4 6 0.7 1.11 1.5 2.5 0 0 0 0 0 2.7 4

2 3.5 1 8 7 6 5 11 11 11 11 11 4 3.5

E1-CF4
4.8 4.5 5.4 0 0 0 0 0 0 0 0 0 0.2 4.8

2.5 4 1 10 10 10 10 10 10 10 10 10 5 2.5

E1-CF5
5.2 3.6 5.9 1.1 1.3 1.3 2 0 0 0 0 0 1.9 4.78

2 3 1 8 7 6 4 11 11 11 11 11 5 3

E1-CF6
3 3 3 0 0 1.4 1.2 0 0 0 0 0 2.6 4

3 3 3 11 11 6 7 11 11 11 11 11 5 1

E1-CF7
1.80 1 1.9 0 0 1 0.5 0 0 0 0 0 1

3 4 2 11 11 4 6 11 11 11 11 11 11 4

E1-CF8
3 3 3 0 0 1.4 1.5 0 0 0 0 0 2.3 4

3 3 3 11 11 6 5 11 11 11 11 11 4 1

E1-CF9
3 3 3 0 0 1.8 1.5 0 0 0 0 0 1.7 4

3 3 3 11 11 5 7 11 11 11 11 11 6 1

E1-CF10
1.3 1 2 0 0 1.1 1.1 0 0 0 0 0 1.2 2

3 7 1.5 11 11 5.5 5.5 11 11 11 11 11 4 1.5

E1-CF11
2.8 2.2 4 0 0 1.3 0 0 0 0 0 0 0.7 6.5

3 4 2 10.5 10.5 5 10.5 10.5 10.5 10.5 10.5 10.5 6 1

E1-CF12
2.5 2 2.9 0 0 1.6 1.6 0 0 0 0 0 1.7 4

3 4 2 11 11 6.5 6.5 11 11 11 11 11 5 1

E1-CF13
2.3 1 3.8 0 0 0.9 0.3 0 0 0 0 0 1.4 4

3 5 2 11 11 6 7 11 11 11 11 11 4 1

E1-CF14
1 1 1 0 0 1 1 0 0 0 0 0 1 1

4 4 4 11 11 4 4 11 11 11 11 11 4 4

E1-CF15
3.8 2.4 4 0 0 1.6 1.2 0 0 0 0 0 2 5.8

3 4 2 11 11 6 7 11 11 11 11 11 5 1

Total
Rank

43.5 59.5 30 150 149.5 89.5 96.5 162.5 162.5 162.5 162.5 162.5 71 26

Table 7. Average Number of Peaks Found (Global And Local)

Func NCDE NShDE NSDE CDE ShDE SDE FER-
PSO

SPSO r2pso r3pso r2pso-
lhc

r3pso-
lhc

SCMA-
ES

ACaR-
CDE

E1-F1
2 2 2 2 2 1.84 1.48 1.44 1.72 1.48 1.48 1.52 2 2

4 4 4 4 4 8 12 14 9 12 12 10 4 4

E1-F2
2 2 2 2 1.84 1.68 1.88 1.72 1.36 1.24 1.52 1.76 2 2

3.5 3.5 3.5 3.5 8 11 7 10 13 14 12 9 3.5 3.5

E1-F3
5 5 3.76 4.44 3.6 3.04 0.64 3.08 0.8 0.4 3 2.16 2 5

2 2 5 4 6 8 13 7 12 14 9 10 10 2

E1-F5
5 5 4.76 4.28 3.12 1.52 1 5 1 1 4.52 2.8 0.48 5

2 2 5 7 8 10 12 1 12 12 6 9 14 2

E1-F10
25 25 25 12.5 24.96 1.32 5.16 24.9 24.4 24.3 24.8 24.6 0.88 25

2.5 2.5 2.5 11 5 13 12 6 9 10 7 8 13 2.5

Total
Rank

14 14 20 28.5 31 50 56 38 55 62 46 46 44.5 14

Table 8. Success Rate in Finding Both Global And Local Peaks

Fnc NCDE NShDE NSDE CDE ShDE SDE FER-
PSO

SPSO r2pso r3pso r2pso-
lhc

r3pso-
lhc

SCMA-
ES

ACaR-
CDE

E1-F1
100 100 100 100 100 84 64 44 72 56 48 52 100 100

4 4 4 4 4 8 10 14 9 11 13 12 4 4

E1-F2
100 100 100 100 84 68 88 72 56 32 52 76 100 100

3.5 3.5 3.5 3.5 8 11 7 10 12 14 13 9 3.5 3.5

E1-F3
100 100 40 44 12 4 0 0 0 0 8 0 0 100

2 2 5 4 6 9 12 12 12 12 7 12 12 2

E1-F5
100 100 76 48 4 0 0 100 0 0 64 4 0 100

2.5 2.5 5 7 8.5 12 12 2.5 12 12 6 8.5 12 2.5

E1-F10
100 100 100 0 96 0 0 92 60 52 84 76 0 100

2.5 2.5 2.5 12.5 5 12.5 12.5 6 9 10 7 8 13 2.5

Total
Rank

14.5 14.5 20 31 31.5 52.5 53.5 44.5 54 59 46 49.5 44 14.5
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4.4 Percentage of Neighborhood Mutation

The percentage of total offspring that are being restricted in the local environment of
each cluster is of utmost importance in Neighborhood based algorithms for niching
environments. A niching technique is more stable and efficient if more local mutations
are possible. The percentage of local mutation in ACaR-CDE is shown in Fig 5 and the
average distance between parent and offspring in every iteration is shown in Fig 6.

Fig. 6. Average parent-offspring distance test on test Functions E1-F11 and E1-CF3

Here it is evident that NShDE and NCDE perform equally well as an optimizer for
locating local and global optima. NSDE cannot attain 100% success rate in all instances
as a result of which optimizing for local peaks still remains a problem. Note that E1-F10
and E1-F5 constitutes 25 and 5 peaks respectively with equal height with no existence
of local optima. E1-F1 and E1-F2 has only one local optimum but spaced at good
distance apart. E1-F3 however has 5 optima of which 3 are local in a 1-D space. NSDE
however fails to restrict solutions to local optima under influence of global seeds that
are close enough. Overall comparison concludes ACaR-CDE to be the best optimizer
along with the NCDE, NShDE for this test instance.

The nearest peak of the parent is calculated and if the same happens to be the nearest
peak of the offspring they it is concluded that both are searching for the same optima.
Similar analysis is also carried out for NCDE [15] and CDE [14]. If parent and offspring
are within same niche it is considered to be a successful local mutation. The percent-
age of offspring with successful local mutation is noted and plotted. The plot shows
that ACaR-CDE has more successful local mutation within limited FEs than NCDE
and CDE. Significant difference is clearly visible for E1-F11 i.e. 18 peak Shubert func-
tion that needs to maintain stable niches and is a challenge to multimodal optimization.
Moreover average distance between parent and offspring produced per iteration is plot-
ted along with the same for NCDE and CDE.

Graph clearly depicts better performance of ACaR-CDE in terms of local mutation
within the neighborhood as compared to other schemes. It can be observed that ACaR-
CDE outputs do fluctuate with iteration. This is desired and causes due to adaptive
clustering. A solution that is initially away from all multimodal peaks keeps selecting
different clusters for mutation till it finds the best cluster suited for it and remains there
to track the optima within that locality.
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Table 9. Peak Accuracy

Func NCDE NShDE NSDE TSC2 CDE TSC NCMA-ES SCGA DFS ACaR-
CDE

E2-F1
0.10 0.14 6.72 1.84 1.59 7.7 8.89 18.59 20.93 2.03E-07

2 3 6 5 4 7 8 9 10 1

E2-F2
2.75E-04 0.14 5.14 2.91 3.3 6.18 3.9 6.37 7.27 2.05E-09

2 3 7 4 5 8 6 9 10 1

E2-F3
3.01E-33 6.85E-30 6.56E-47 1.81E-07 4.48E-04 4.90E-06 3.92E-06 2.86E-07 4.17E-06 1.13E-12

2 3 1 4 9 8 6 5 7 4

E2-F4
0 0.0028 0 1.63 0.11 1.73 0.19 0.01 0.02 0
2 4 2 9 7 10 8 5 6 2

E2-F5
51.10 179.56 10.92 369.93 134.64 934.45 1840 317.24 164.85 3.89E-06

3 6 2 8 4 9 10 7 5 1

E2-F6
1.95E-04 0.21 5.8 2.77 1.78 2.99 5.12 7.06 6.89 2.07E-08

2 3 8 5 4 6 7 10 9 1

E2-F7
1.70E-04 3.51E-04 1.58E-05 0.02 0.1 1.79 1.96 0.73 3.42E-04 6.25E-09

3 5 2 6 7 9 10 8 4 1

E2-F8
4.99 6.09 2.96 727.9 115.4 1628.46 52.6 1381.05 0.11 3.49E-02

4 5 3 7 8 10 6 9 2 1

E2-F9
9.73E-04 1.10E-03 7.60E-14 0.85 0.24 0.23 0.01 0.003 0.003 1.00E-03

2 3 1 10 9 8 7 5.5 5.5 4

E2-F10
4.39E-05 4.39E-05 0.02 0.009 0.006 0.01 0.07 0.48 0.37 3.82E-07

2.5 2.5 7 5 4 6 8 10 9 1

E2-F11
3.18E-05 3.18E-05 3.18E-05 0.1 0.002 0.005 0.64 0.76 0.92 1.03E-09

3 3 3 7 5 6 8 9 10 1

E2-F12
1.69E-04 4.26E-04 0.40 0.32 0.1 1.68 1.89 4.28 4.3 8.81E-11

2 3 7 5 4 7 8 9 10 1

E2-F13
1.37E-06 9.20E-04 1.37E-06 0.28 0.12 0.89 1.02 2.53 2.11 0

2.5 4 2.5 6 5 7 8 10 9 1
Total Rank 32 47.5 50.5 81 75 101 100 95.5 96.5 20

4.5 Peak Accuracy: Results and Discussions

Results on deviation of best located solution from all peaks is given in Table IX. ACaR-
CDE outmatches all other algorithms including Neighborhood techniques in peak ac-
curacy measurement. It clearly depicts that besides its explorative nature and efficient
handling of multiple peaks it is more exploitative in optimization than any other meth-
ods. The results prove that when fitness of the current best individual is a concern in
any optimization problem, ACaR-CDE is the best algorithm to opt for. Neighborhood

Table 10. Distance Accuracy

Fnc NCDE NShDE NSDE TSC2 CDE TSC NCMA-
ES

SCGA DFS ACaR-
CDE

E2-F1
0.02 0.037 1.55 0.79 0.41 3.26 3.87 11.56 11.52 4.78E-05

2 3 6 5 4 7 8 10 9 1

E2-F2
4.80E-03 0.10 2.23 2.09 1.99 6.18 3.19 7.02 6.22 1.05E-05

2 3 6 5 4 7 8 10 9 1

E2-F3
2.63E-17 6.36E-016 1.87E-24 9.32E-05 5.25E-03 9.08E-05 5.48E-04 1.65E-04 8.12E-04 1.07E-06

2 3 1 6 10 5 8 7 9 4

E2-F4
8.00E-05 7.72E-04 0 0.05 0.03 0.07 0.14 0.01 0.02 0

3 4 1.5 8 7 9 10 5 6 1.5

E2-F5
0.02 0.0304 6.30E-03 0.49 0.07 1.07 0.71 2.51 3.05 2.50E-03

3 4 2 6 5 8 7 9 10 1

E2-F6
3.30E-03 0.03 0.28 0.54 0.22 3.94 1.48 5.31 4.55 6.84E-06

2 4 5 6 3 8 7 10 9 1

E2-F7
0.01 0.02 1.80E-03 0.45 0.21 5.48 4.56 6.04 3.63 5.41E-05

3 4 2 6 5 9 8 10 7 1

E2-F8
0.16 0.18 0.03 33.2 3.12 59.2 31.0 22.1 88.2 2.12E-02

3 4 2 8 5 9 7 6 10 1

E2-F9
3.42E-04 3.76E-04 2.70E-14 0.21 0.05 0.06 2.96E-03 9.78E-04 8.18E-04 3.69E-04

2 4 1 10 8 9 7 6 5 3

E2-F10
1.00E-05 3.20E-05 0.05 0.02 0.01 0.03 0.15 0.92 0.72 9.06E-06

2 3 7 5 4 6 8 10 9 1

E2-F11
1.32E-06 6.80E-04 1.28E-09 0.21 9.00E-03 0.01 1.42 1.55 1.87 6.40E-08

3 4 1 7 5 6 8 9 10 2

E2-F12
6.81E-04 1.00E-03 0.43 0.34 0.12 1.77 1.99 4.32 4.29 2.38E-05

2 3 6 5 4 7 8 10 9 1

E2-F13
4.93E-10 6.93E-04 1.05E-16 0.95 0.36 7 5.42 7.68 7.36 0

3 4 2 6 5 8 7 10 9 1
Total Rank 32 45 40.5 88 69 108 101 112 91 19.5
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techniques deteriorate in performance maintenance because selection of proper neigh-
bors and subsequent optimization in some instances may lead to a slower optimiza-
tion. ACaR-CDE thus proves itself to be a robust optimizer. However if multiple peaks
have same functional values, peak accuracy may give faulty indication of multimodal-
ity though in many practical life solutions peak accuracy is the type of solution opted
for. To remove ambiguity we also include distance accuracy test that is more scientific
towards testing a niching technique.

4.6 Distance Accuracy: Results and Discussions

The results on distance accuracy of ACaR-CDE along with other algorithms are shown
in Table X. Like all other previous cases ACaR-CDE proves to be the best algorithm in
discovering all multimodal peaks in best accuracy level in terms of distance from the
peaks. The results indicate superiority of ACaR-CDE in getting the closest solutions to
multiple peaks in the environment, both global and local. Neighborhood techniques lag
far behind in distance accuracy results.NCDE is the sole algorithm that obtains solutions
close to that obtained by ACar-CDE. However incorporation of adaptive clustering and
re-clustering clearly justifies a better performance in optimization in multimodal fields.
NSDE though a strong optimizer, cannot perform well in terms of exploitation of known
solutions. The problem reflects more when functional landscape is complicated and may
be a concern in practical life landscapes.

5 Conclusion

In this paper an effective optimizer called ACaR-CDE with a unique grouping strategy
has been proposed. The effectiveness and feasibility of ACaR-CDE has been validated
on different niching benchmark problems with diverse characteristics from simple ob-
jectives to complex Composite Problems and compared with other state-of-the-art EAs.
ACaR-CDE has outperformed competitive algorithms in all cases as evident from the
calculated ranks in all test cases considered.
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19. Shir, O.M., Bäck, T.: Niching in Evolution Strategies. In: GECCO, New York (2005)



© Springer International Publishing Switzerland 2015 
H. Handa et al. (eds.), Proc. of the 18th Asia Pacific Symp. on Intell. & Evol. Systems – Vol. 1, 

389 

Proceedings in Adaptation, Learning and Optimization 1, DOI: 10.1007/978-3-319-13359-1_30 
 

A Network Connectivity Embedded Clustering Approach 
for Supply Chain Risk Assessment 

Xiao Feng Yin, Xiuju Fu, Loganathan Ponnambalam, and Rick Siow Mong Goh 

Computing Science Department, Institute of High Performance Computing,  
1 Fusionopolis Way, #16-16 Connexis North, Singapore 138632 
{yinxf,fuxj,ponnaml,gohsm}@ihpc.a-star.edu.sg 

Abstract. In recent years, increased attention has been shown to the supply 
chain risk management due to the occurrences of several high profile 
disruptions which had resulted in significant social, economic and political 
impact globally. However, there aren’t direct and easy ways of understanding 
the risk of an entire supply chain. In this paper, a network connectivity 
embedded k-means clustering approach has been proposed to determine at-risk 
clusters of nodes which share similar risk profiles and linkages with the focal 
company. The proposed approach uses a multiple dimensional feature vector to 
represent the risks that nodes are facing, their geographical locations, supply 
chain attributes and network connectivity attributes. The clustering approach is 
able to reduce the complexity of a large supply chain network to facilitate in-
depth targeted analysis and simulations. The effectiveness of the proposed 
approach has been illustrated by experiments that successfully identify the risk 
clusters and critical risk zones.  

Keywords: Supply Chain Risk Management, Supply chain risk clustering, k-
means clustering. 

1 Introduction  

The supply chain risk management has been shown an increasing global attention in 
recent years owning to huge impacts from occurrences of some high profile 
disruptions all over the world. Risks and disruptions including earthquakes, economic 
crises, strikes and terrorist attacks have repeatedly hit the supply chain and its 
operations. In addition, due to the globalization and constantly adoption of practices 
such as outsourcing, drop shipment and vendor management inventory, it is important 
for a company to keep track of happenings of potential risks in its entire supply chain 
network including disasters and social unrest around the regions of its key suppliers as 
they may have eventually an impact on the focal company itself. The appropriate 
management of constraints of the supply, manufacturing, and demand and relevant 
risks is essential for the sustainable development and business success of a company 
[1, 2, 3].  

The recent catastrophic events like flood in Thailand, earthquake in Japan 
demonstrated that the effects of the natural disruption not only realised at the place of 



390 X.F. Yin et al. 

its origination but also propagated to the other members of the supply chain. 
Therefore, the risk management and mitigation process should consider the whole 
supply chain network while more attentions shall be paid to the risk zones. Disaster-
related risks and disruptions normally are with low probability but low predictability. 
This leaves companies insufficiently time buffer to react which may cause widespread 
business disruptions [4] like: i) damaging facilities; ii) upending shipping schedules; 
iii) interfering with production; and iv) impairing the ability to meet customers’ 
expectations for high quality and timely services. 

Taking the 2010 volcanic eruption of Eyjafjallajökull in Iceland as an example, it 
caused enormous disruption to air travel across western and northern Europe over an 
initial period of six days in April 2010. Big global company such as Infineon’s DC in 
Europe (DCE) was also badly affected as delivery of products to customers is usually 
through air. DCE had to resort to land transportation by trucks to clear the backlogs 
while the customer service had to be compromised due to longer delivery time. 
Meanwhile, more security measures had to be deployed as goods stolen or lost is 
happening much more easily and frequently by land transportation than by air.  

2 Supply Chain Risk Clustering 

The empirical analysis in automotive industry conducted by Thun and Hoenig [5] 
revealed that the rising complexity and increasing uncertainties and dependencies 
among companies fostered supply chain risk and resulted in increased supply chain 
vulnerability and pooper visibility. Tang [1] had reviewed various quantitative models 
for managing supply chain risks. He concluded that those quantitative models were 
designed for managing operational risks primarily, not disruption risks, due to 
inaccurate measures of the probability of an occurrence of a major disruption and the 
potential impact of a disruption in a large supply chain network. There aren’t direct 
and easy ways of understanding the risk of an entire supply chain.  

The Thailand flood during 2011 resulted in a global shortage of hard disk supply 
due to the overly centralised hard disk manufacturers over the area that was badly 
affected. If such a risk cluster of a supply chain network can be identified earlier, 
precautions can be taken to source more suppliers from other regions or mitigation 
plans can be studied and prepared. In this paper, a supply chain risk clustering 
approach is proposed to handle supply chain risk management. The essence of the 
clustering problem is to develop a methodology for determining groups of “similar” 
nodes which can be treated as a basic unit for tactic and strategic analysis of supply 
chain network. The risk clustering is capable of reducing the complexity of a large 
supply chain network and identify topological risks in supply chain networks. It is to 
facilitate the evaluations of potential at-risk facilities and clusters hidden in supply 
chain networks that cannot be easily detected. Besides, targeted measurements, 
analysis and simulations can be designed and employed to a specific cluster of supply 
chain after the clusters have been determined. By doing so, better results and 
performances can be expected.  
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Clustering technology had been utilised in many researches to simplify the supply 
chain network and assist the decision making. Irfan et al. [6] proposed a k-means 
algorithm to find the cluster centres of different supply chain tiers, such as customers, 
retailers, distribution centres and manufacturers, to assist the business decisions. In 
order to simplify the supply chain and production network, Doring et al. [7] worked 
on a k-means clustering approach for grouping of state spaces of production network. 
Hu et.al. [8] applied neural network based fuzzy clustering to study the supply chain 
quality management while considering macro variables such as political influence and 
law and regulation and micro variables such as price  and quantity. In order to reduce 
the complexity of an extended supply chain network for planning and scheduling, Yin 
et al. [9] proposed a hybrid evolutionary approach to the clustering of supply chain by 
considering material flow and the total cost. Tabrizi and Razmi [10] applied fuzzy set 
theory to understand the extant uncertainties and risks during the phase of supply 
chain network design. 

There were few studies addressing the supply chain risk clustering. Hallikas et al. 
[11] explored the network risks, risk-management measures and supplier 
classification to achieve collaborative risk management and learning. A work had also 
been carried out by Reniers et al. [12] to understand the systemic risk that taken into 
consideration the safety and security index and the supply chain index of a typical 
supply chain cluster in chemical industry. It built upon an established cluster network. 
The holistic analysis that takes into consideration connectivity, geographical lactation 
and supply chain risk in supply chain risk management context to facilitate the 
evaluations of potential at-risk facilities and clusters and assess the overall risk that a 
company is facing is lacking. 

In the rest of the paper, a network connectivity embedded k-means clustering 
algorithm was depicted in Section 3, followed by the experiments and discussions in 
Section 4. The main conclusions reached in this work are then summarised in the last 
section, Section 5.  

3 A Network Connectivity Embedded k-Means Clustering  

3.1 Problem Description 

Given a supply chain network and a set of nodes of the network = { , , … , } 
where each node  is a multiple dimensional feature vector representing the supply 
chain and related attributes to be considered, the clustering algorithm needs to 
partition the n nodes into k clusters with centroids of clusters = { , , … , } so 
as to minimise the squared error as expressed in Eq 1. 

 argmin ∑ ∑ X − C,  (1) 

Where 
  cluster assignment of node , = 1,2, … ,  
  centroid of cluster j, = 1,2, … ,  
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Cluster assignment  can be established given the centroids of the clusters using 
Eq 2 as follows. 

 = −  (2) 

3.2 Mathematical Model - A Generic Model 

As mentioned in Section 3.1, node  is a multiple dimensional feature vector. It 
represents the risks of a node facing, the geographical location, supply chain attributes 
and network connectivity attributes. By considering the above supply chain and risk 
specific features, Eqs 3 and 4 can be derived to represent  and  respectively.  

 = { , , , } (3) 

 = { , , , } (4) 

Where 
 , , ,  feature vectors of node i representing geographical 

location, risks facing, supply chain attributes and network connectivity 
attributes, respectively 

 , , ,  centroids of cluster j representing geographical location, 
risks facing, supply chain attributes and network connectivity attributes, 
respectively. 

 
Eqs 1 and 2 are extended to incorporate different ways of evaluating centroids and 

squared errors for geographical location, risks facing, supply chain attributes and 
network connectivity attributes.  

 =  − + − + − + −   (5) 

Where 
 , , ,  weightages for geographical location, risks facing, supply 

chain attributes and network connectivity attributes, respectively 
 
The optimisation criteria and updating of centroids are given by Eqs 6 to 10  

respectively. ∑ ∑ − + − + − + −,   (6) 
 = ∑ ,  (7) 

 = ∑ ,  (8) 
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 = ∑ ,  (9) 

 = ∑ ,  (10) 

Where 
 n  number of nodes in cluster j 

4 Experiments and Discussions 

Two experiments are used to illustrate the effectiveness of the proposed algorithm. As 
shown in Figure 1, risks of a node facing consist of city risk and country risk; 
geographical location is represented latitude and longitude; supply chain attributes  
include tier information. Transactional information and relative importance level 
between nodes can also be included as part of the supply chain attributes. As for risk 
scores of a city and its country, they can be found from public domains. The 
Economist Intelligence Unit (http://viewswire.eiu.com/) provides updated and 
relatively reliable risk scores for some major cities and countries. Figure 2 illustrates 
how the connectivity of a network can be translated into multiple two dimensional 
matrix to be considered by k-means. By incorporating a scenario simulator which is 
able to define different sets of parameters, various supply chain clusters can be 
generated which emphases different concerned factors. It is able to form risk clusters 
of an entire supply chain which summarise the risks the supply chain of a company is 
exposing. It can also analyse the risk zones in respect to the geographical locations 
and raise alerts if critical facilities are all located in similar high risk zone.  

 

Fig. 1. Illustration of risks of a node facing, the geographical location, and supply chain  
attributes  
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Fig. 2. Illustration of network connectivity attributes 

4.1 Study 1: Risk Cluster Identification  

One of the purposes of the study is to find the high risk zone in respect to the risks 
nodes are exposing and the network connectivity. In the experiment, Thailand and its 
cities such as Bangkok and Chiang Mai are given high risk scores due to the past 
flooding issue and political unrest. Relatively high risk scores are configured for China 
and Vietnam owning to recent diplomatic and territorial disputes. As shown in Figure 3, 
the clustering algorithm partitioned the supply chain nodes into five categories that are 
identified in advance. The details in clusters of very high risk and high risk (Figure 4) 
show the interconnected nodes located in Thailand, Vietnam and China. This illustrates 
that the clustering algorithm can work on not only the risk scores but also network 
connectivity that is critical in the context of supply chain management.  

 
Fig. 3. Supply chain risk clustering 
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Fig. 4. High risk nodes 

4.2 Study 2: Critical Zone Cluster Identification 

In this experiment, parameters are tuned to emphasis more on the geographical 
locations besides the risk factors and the connectivity. The result is very similar as 
that from Study 1 except that the manufacturing plant in Bangkok has now been 
shifted into the very high risk cluster (Figure 5). It is due to the reason that Bangkok 
geographically is very close to other nodes in the very high risk cluster such as Ho 
Chi Minh and Chiang Mai. The change demonstrates that the geographical location 
plays a bigger role in this experiment. It is important to understand the risks a 
company is facing due to centralised suppliers and manufacturing facilities in 
different industrial sectors.  

 

Fig. 5. Critical nodes cluster 
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5 Conclusions  

In this study, a network connectivity embedded k-means clustering approach has been 
proposed. It is able to determine groups of “similar” nodes which can be used as a 
basis for tactic and strategic risk management of the entire supply chain. The 
following two scenarios have been demonstrated in the experiments. They are: i) Risk 
cluster identification that is able to identify nodes with high dependencies and high 
risk scores; and ii) Critical nodes located in similar geographic location that is prone 
to certain risk or disruption. 

Due to use the squared errors as the objective function, network/graph features 
such as network flows are difficult to be incorporated into k-means. Researches are 
still going on by the team to extend the model to a complete set of network features.  
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Abstract. Recently, the urgent necessity to develop an algorithm to re-
solve patrolling problems has become evident. This problem is modeled
using a graph structure and defined as the requirement that an agent
or multi-agents patrol each node in the graph at the shortest regular
intervals possible. To solve the problem, some central controlled algo-
rithms have been proposed. However, these algorithms require a cen-
tral control system, and therefore, their reliability strongly depends on
the reliability of the central control system. Thus, the algorithm has a
lower ability in severe environments, for example, in the case of com-
munication between an agent and the central control system. Instead
of a central controlled algorithm, some autonomous distributed algo-
rithms have been proposed. In this paper, we propose an autonomous
distributed algorithm, called pheromone and inverse degree-based Prob-
abilistic Vertex-Ant-Walk (pidPVAW), which is an improved version of
pheromone-based Probabilistic Vertex-Ant-Walk (pPVAW). pPVAW is
based on Probabilistic Vertex-Ant-Walk (PVAW). These algorithms use
a pheromone model corresponding to fixed points for agent communica-
tion and cooperative patrolling. The difference between pidPVAW and
pPVAW is that when an agent determines the neighbor node to which
it moves the next time, pidPVAW takes into consideration the degree
of each neighbor node, whereas pPVAW does not. This consideration is
useful for scale-free or tree-like graphs. It is considered that lower de-
gree nodes cannot easily be visited by agents when they use pPVAW. In
contrast, when agents use pidPVAW, they can visit these lower degree
nodes with ease. pidPVAW inherits some parts of the useful behavior
of pPVAW, such as that agents using pPVAW do not return to the last
visited node.

Keywords: patrolling problem, ant colony system, multi-agent systems.

1 Introduction

When security officers patrol a monitored area at midnight as part of their
task, for example, usually they visit certain fixed points at regular intervals
and check whether an intruder has entered the area. However, these officers can

c© Springer International Publishing Switzerland 2015 397
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Fig. 1. Flowchart of pPVAW and pidPVAW. The difference between pidPVAW and
pPVAW is only in the equation for calculating p(v).

be ambushed or pursued by malicious intruders, which would constitute a very
serious incident.

Consequently, security robots have been developed recently and used instead
of human security officers. However, their purpose is to check for emergencies
by walking along a fixed path, and therefore, they cannot change their behavior
if and when conditions change. When the conditions do change, the ability to
change the agents’ behavior is a particularly important property. Thus, these
robots are autonomous and have the ability to change their behavior by them-
selves. In addition, the introduction of a central control system to control the
robots could lead to unreliability, because the robots would then have to com-
municate with each other and exchange their information through the system.

Therefore, if the communication channels between the system and the robots
were disabled, the behavior of the robots would not be effective and they could
not accomplish their tasks. Thus, the robots should be able to work effectively
and communicate with each other to exchange information without a central
control system.
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Table 1. Comparison of algorithms

Items \Algorithm PVAW pPVAW pidPVAW

May return to last visited node Yes No No

Uses pheromone information No Yes Yes

Uses degree information No No Yes

In this paper, we design an autonomous, robust, and distributed algorithm to
deal with dynamic environments that use security robots in the place of security
officers, using pheromone information corresponding to fixed points that one of
the robots should visit at regular intervals in the monitored area. This approach
is also applicable to room-cleaning robots. In addition, we also take into account
the ease of visiting these fixed points in the monitored area.

The monitored area is expressed as a undirected graph G = (V,E), where V is
a set of nodes and E is a set of links between two nodes. A node in V corresponds
to a fixed point that the robots should visit. We use the degree of each node to
represent the ease of visiting the node. A node having less connectivity cannot
easily be visited by robots. We developed an algorithm pheromone-based Proba-
bilistic Vertex-Ant-Walk (pPVAW) [5]. We added the feature described above to
pPVAW and developed an algorithm called pheromone and inverse degree-based
Probabilistic Vertex-Ant-Walk (pidPVAW). This feature is effective for graphs
that have a biased degree distribution. In addition, on a grid graph, pidPVAW
can achieve at least the same level of performance as pPVAW. A comparison
of pidPVAW and pPVAW by means of computer simulations shows that the
performance of pidPVAW is better than that of pPVAW on scale-free graphs [2].

2 Problem Definition and Related Work

First, let us define the patrolling problem. Let G = (V,E) be an undirected
graph, where V is a set of nodes and E is a set of links. Nodes represent the
places that agents should visit at regular intervals. If (i, j) ∈ E, an agent is able
to move on the link from i to j using one unit of simulation time. A patrolling
problem is defined as the problem of enabling agents to visit all the nodes in
intervals that are as short as possible during the simulation time. In general, as
the number of agents increases, the visiting interval for all the nodes should be
shorter.

Architectures for multi-agent patrolling were discussed in [12]. Spanning-tree
based algorithms were proposed in [9] and [6]. Theoretical analyses were proposed
in [3] and [10]. In addition, various algorithms, such as graph partitioning [13],
reinforcement learning [14], and the ant colony system [11], were proposed under
static environments. Various approaches for a patrolling problem were discussed
in [1].

Elor et al. proposed Probabilistic Vertex-Ant-Walk (PVAW) [7][8]. In PVAW,
when an agent is deciding to which neighbor node it should move, it selects
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Fig. 2. Graph structure using simulations in Scenario 1

mainly the least visited neighbor node with probability 1 − p. Otherwise, with
probability p, it selects a neighbor node randomly. We developed an improved
version of PVAW, called pPVAW [5]. The difference between pPVAW and PVAW
is that a robot using pPVAW determines its selection of a next node in proportion
to the quantity of attractive pheromones with probability p , while a robot
using PVAW determines its selection of a next node randomly. In this paper, we
describe the development of and propose an algorithm, pidPVAW, which is based
on pPVAW. The selection of a next node by a robot using pidPVAW is inversely
proportional to the degree of the neighbor nodes, in addition to the quantity of
attractive pheromone, in order to visit nodes that have less connectivity.

2.1 pPVAW

pPVAW [5] is an improved version of the PVAW algorithm. PVAW is an algo-
rithm that conducts patrols on a graph. Let σ(v) be the last time when node v
was visited by an agent. When an agent is at node v, it determines to visit the
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Table 2. The distribution of degree of the graph shown in Fig. 3

Degree 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Number of Nodes 6677 1672 638 305 205 142 76 56 43 33 20 24 20 14 4 7 1 4

Degree 19 20 21 22 23 24 25 26 27 28 30 31 32 33 34 35 36 38

Number of Nodes 6 2 2 6 3 3 3 2 1 2 1 1 1 1 2 1 2 1

Degree 39 40 41 43 44 45 47 50 52 53 57 59 63 66 83 109 - -

Number of Nodes 2 1 1 1 2 1 1 1 2 1 1 1 1 1 1 1 - -

next node where the value of σ(v) is the lowest among the neighbor nodes of v
with probability 1 − p. In other words, it visits the node where the most time
has elapsed since its last visit with probability 1− p. However, it determines the
next node randomly with probability p. In addition, agents have internal vari-
ables PrevDiff and σmem to determine whether they move randomly. Thus,
the algorithm assumes that an agent at node w is able to acquire σ(v), v ∈ N(w),
where N(w) is a set of neighbor nodes of w.

We discovered by means of computer simulations that the performance of
pPVAW is better than or equal to that of PVAW. The assumption made in
pPVAW is identical to that made in PVAW; thus, agents in pPVAW have to
acquire the last time the neighbor nodes were visited from their current node.
Assuming that the agent is at node w, the probability that the agent moves to
v ∈ N(w) is given as

p(v) =

max
n∈N(w)

σ(n)− σ(v)

∑

m∈N(w)

(

max
n∈N(w)

σ(n)− σ(m)

) (1)

where N(w) is a set of neighbor nodes of w. A flowchart for pPVAW is shown in
Fig. 1, where x ∈ U(0, 1), where U(0, 1) is a uniform distribution on [0, 1]. The
difference between pPVAW and PVAW is that using PVAW the agent randomly
selects the next node with probability p, whereas using pPVAW the agent selects
a neighbor node that is proportional to p(v). The value maxn∈N(w) σ(n)− σ(m)
corresponds to the attractive pheromone for the agents.

2.2 pidPVAW

pidPVAW is an improved version of the pPVAW algorithm. In this algorithm,
we suppose that it may be difficult for agents to visit lower degree nodes, and
focus on this supposition. Thus, we also take into account the degree of each
neighbor node so that the lower degree nodes can be more easily visited using
pidPVAW than pPVAW. In a grid environment, this algorithm should be similar
to pPVAW. In a graph, for example, a scale-free graph, it is easy for agents
using pidPVAW to visit not only hub nodes but also leaf nodes. The difference
between pidPVAW and pPVAW is only in the equation of p(v). Now, we assume
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Fig. 3. Graph structure using simulations of Scenario 2. The average degree of all nodes
is 2, the diameter of the graph is 27, and the radius of the graph is 14.

that D(w) is the degree of w ∈ V , and the agent is at node w. The probability
of the agent moving to v ∈ N(w) is given as

p(v) =

1

D(v)

(

max
n∈N(w)

σ(n)− σ(v)

)

∑

m∈N(w)

(
1

D(m)

(

max
n∈N(w)

σ(n)− σ(m)

)) (2)

The equation of p(v) indicates that p(v) is inversely proportional to the degree
of the neighbor nodes. In a grid environment, in many cases, an agent using
pidPVAW shows behavior similar to that of an agent using pPVAW. When an
agent is going to determine which node among neighbor nodes to visit next, in
most cases, the degree of all the neighbor nodes is equal, and therefore, p(v)
obtained by pidPVAW is equal to p(v) obtained by pPVAW.

With the exception described above, when an agent situated at an edge node
in a grid environment determines which node it will visit next, it is easier for it
to select an edge node of the grid than the other nodes. In pidPVAW, we assume
that an agent can acquire additional information, e.g., the degree of neighbor
nodes, when it determines the next node to visit.
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Table 3. Simulation Settings Common to Both Scenarios

Item Setting Value

Simulation Time 1000000

The Number of Agents 2, 4, 6, 8, 10, respectively

Probability p 0.1

2.3 Features of Agents in These Algorithms

We assume that an agent requires one unit of simulation time when it moves
between adjacent nodes. From equations (1) and (2), p(v) = 0 for the last visited
node v, and therefore, one characteristic of a pPVAW or pidPVAW agent is that
it does not return to the last visited node. In particular, let us consider a ring
graph; the degree of all nodes in the ring graph is two. In pPVAW or pidPVAW,
an agent visits each node at regular intervals, whereas in PVAW, the agent may
return to the previously visited node with probability p. A comparison of the
three algorithms is shown in Table 1.

3 Simulation

3.1 Overview

We used two scenarios for the evaluation of the algorithms. The purpose of the
first scenario was to evaluate the algorithms’ adaptiveness to a sudden environ-
ment change. The purpose of the second scenario was to evaluate performance
on a graph that has a biased degree of distribution. In this simulation, we used
a scale-free graph. Some parts of the simulation for Scenarios 1 and 2 had the
same parameters settings, as shown in Table 3. For example, the simulation time
for each run was set to 1000000 units for both scenarios.

3.2 Scenario 1: Sudden Change on the Environment

The first scenario, Scenario 1, used the graph in Fig. 2. In this scenario, we
changed the parameter size from 10 to 100 in increments of 10 in Fig. 2. The
black node in Fig. 2 was alive and connected to its north and south node at
the beginning. When half of each simulation time had passed (i.e., after 500000
simulation time units had passed), the black node was no longer alive and was
disconnected from its north node and south node. Thus, a dead end emerged; it
is not easy to visit the nodes in this dead end. This scenario unveils whether an
algorithm is adaptive to a change in environment.

3.3 Scenario 2: Static Scale-Free Graph

The second scenario, Scenario 2, used the graph in Fig. 3. The graph is scale-
free. The distribution of degree of all nodes in Fig. 3 is shown in Table 2. In
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Fig. 4. Simulation result for Scenario 1 with size= 100, and p = 0.10. In the two
graphs in the first (top) row the setting agent = 2 was used and in the two graphs in
the second (bottom) row the setting agent = 10 was used. For each row, the graph at
the left shows s, the sum of the visiting interval for all nodes, and the graph at the
right shows m, the maximum visiting interval for all nodes.

this scenario, about 67% of all nodes had only one link and about 17% percent
of all nodes had only two links. This graph seems coarse, and therefore, it was
difficult for the agents in the graph to visit all the nodes. Scenario 2 ran under
a static environment. In other words, the graph structure did not change during
simulations in Scenario 2.

3.4 Evaluation Criteria

We used the average visiting interval time of all nodes as a statistical evaluation
criterion and the following values of s and m in equations (3) and (4) as our
evaluation criteria for dynamic behavior. t is the current time of each simulation,
and therefore, t− σ(v) represents the elapsed time since the last visit by agents.

s =
∑

v∈V

(t− σ(v)) (3)

m = max
v∈V

(t− σ(v)) (4)
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Table 4. Average node visiting interval obtained from Scenario 1. These statistics are
the averages over 10 simulations.

Agent=2 Agent=4 Agent=6

Algorithm pidPVAW pPVAW pidPVAW pPVAW pidPVAW pPVAW

size=10 1.10× 102 1.10× 102 5.49 × 101 5.49 × 101 3.69× 101 3.66× 101

size=20 4.20× 102 4.20× 102 2.12 × 102 2.10 × 102 1.40× 102 1.40× 102

size=30 9.30× 102 9.30× 102 4.65 × 102 4.65 × 102 3.10× 102 3.10× 102

size=40 1.64× 103 1.64× 103 8.20 × 102 8.20 × 102 5.47× 102 5.47× 102

size=50 2.55× 103 2.55× 103 1.27 × 103 1.27 × 103 8.50× 102 8.50× 102

size=60 3.65× 103 3.66× 103 1.83 × 103 1.83 × 103 1.22× 103 1.22× 103

size=70 4.96× 103 4.96× 103 2.48 × 103 2.48 × 103 1.66× 103 1.66× 103

size=80 6.46× 103 6.49× 103 3.24 × 103 3.23 × 103 2.16× 103 2.16× 103

size=90 8.17× 103 8.17× 103 4.09 × 103 4.09 × 103 2.73× 103 2.72× 103

size=100 1.00× 104 1.01× 104 5.04 × 103 5.04 × 103 3.36× 103 3.36× 103

Agent=8 Agent=10

Algorithm pidPVAW pPVAW pidPVAW pPVAW

size=10 2.74× 101 2.74× 101 2.19 × 101 2.19 × 101

size=20 1.05× 102 1.05× 102 8.40 × 101 8.40 × 101

size=30 2.33× 102 2.33× 102 1.86 × 102 1.86 × 102

size=40 4.10× 102 4.10× 102 3.28 × 102 3.28 × 102

size=50 6.38× 102 6.38× 102 5.10 × 102 5.10 × 102

size=60 9.15× 102 9.15× 102 7.32 × 102 7.32 × 102

size=70 1.24× 103 1.24× 103 9.94 × 102 9.94 × 102

size=80 1.62× 103 1.62× 103 1.30 × 103 1.30 × 103

size=90 2.05× 103 2.05× 103 1.64 × 103 1.64 × 103

size=100 2.52× 103 2.52× 103 2.02 × 103 2.02 × 103

4 Results

The average graphs obtained from 10 simulations for s and m are shown in Figs.
4, and 5, respectively. The statistical results obtained from 10 simulations are
shown in 5.

4.1 Scenario 1: Sudden Change on the Environment

In Scenario 1, the results s and m of pidPVAW obtained from Fig. 4 were similar
to those of pPVAW and the perspective of s and m did not vary between the two
algorithms throughout the simulations. In particular, the performance results,
shown in Table 4, showed no difference between the two algorithms while the
number of agents changed to 2, 4, 6, 8, and 10, respectively. The reason is that
the distribution of degree of the graph used in Scenario 1 is almost constant.
Scenario 1 used a graph that consists of two square grids and two corridors,
and therefore, all the nodes except those on the edges or corridors had four
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Table 5. Average node visiting interval obtained from Scenario 2. These statistics are
the averages over 10 simulations. The ratios are based on the visiting interval in the
case where the number of agents is 2.

Number of Agents pidPVAW Ratio of pidPVAW pPVAW Ratio of pPVAW

2 7.81 × 103 1 7.83 × 103 1

4 4.10 × 103 1.91 4.06 × 103 1.93

6 2.74 × 103 2.85 2.71 × 103 2.89

8 2.05 × 103 3.82 2.03 × 103 3.86

10 1.68 × 103 4.65 1.64 × 103 4.77

links. After half of the simulation time passed, the distribution of the degree of
nodes was almost the same, while the black node was removed. Therefore, the
difference in behavior between these two algorithm is considered to be small,
and pidPVAW can achieve a performance equivalent to that of pPVAW.

4.2 Scenario 2: Static Scale-Free Graph

In Scenario 2, the performance of pidPVAW obtained from Fig. 5 is better than
that of pPVAW. In both cases where the number of agents was 2 or 10, the
difference between pidPVAW and pPVAW in terms of the sum of elapsed time
since the last visit, s, and the maximum of elapsed time since the last visit, m,
is evident. In particular, in the case where the number of agents was 2, m of
pidPVAW varied around 12000 units. On the other hand, m of pPVAW varied
around 15000 units. Therefore, m of pidPVAW was about 20% less than that of
pPVAW. However, when the number of agents increased, the difference became
small. These results imply that agents using pidPVAW visit the nodes that have
less connectivity. The reason is that the distribution of the degree of the graph
used in Scenario 2 is biased.

When an agent determines the node to which it will move next, the nodes
having lower connectivity can easily be selected by the agents by taking the
degree of nodes into consideration. Agents using pPVAW can go to hub nodes
more easily than agents using pidPVAW. In other words, agents using pPVAW
can ignore leaf nodes more easily than agents using pidPVAW, and the average
visiting interval of pidPVAW is almost the same as that of pPVAW, as shown in
Table 5. The average visiting interval did not change while the number of agents
did.

As a result, pidPVAW achieves a better performance than pPVAW, as shown
in Fig. 5. In other words, pidPVAW is effective in an environment where the
distribution of the degree of nodes in the graph is biased. A pidPVAW agent
is apt to visit a lower degree node that has not been visited by an agent for a
long time. These results show that pidPVAW can be considered more robust to
graph topology than pPVAW.
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Fig. 5. Simulation result for Scenario 2. The graph had 10000 nodes; the degree dis-
tribution of all nodes is shown in Table 2. In the two graphs in the first (top) row the
setting agent = 2 was used and in the two graphs in the second (bottom) row the
setting agent = 10 was used. For each row, the graph at the left shows s, the sum of
the visiting interval for all nodes, and the graph at the right shows m, the maximum
visiting interval for all nodes.

5 Conclusions and Future Work

In this paper, we proposed a patrolling algorithm, pidPVAW, that takes into
consideration the degree of neighbor nodes. We confirmed that pidPVAW gives
a performance similar to that of pPVAW in the case of environmental changes
through computer simulations. In addition, we confirmed that pidPVAW pro-
vides a better performance in the case of biased distribution of the degree of
nodes in an environment. Thus, it is effective to take the degree of neighbor
nodes into consideration. As a result, if an agent can perceive the degree of the
neighbor nodes, this should be exploited for effective patrolling. Consequently,
pidPVAW, which takes the degree of neighbor nodes into consideration, is a more
stable algorithm for resolving patrolling problems than is pPVAW.

In the future, we shall investigate parameter settings and algorithm enhance-
ments for pidPVAW. In particular, we shall also involve the pheromone prop-
agation model [4] in order to visit the nodes that cannot easily be visited by
agents.



408 S. Doi

Acknowledgments. This work was supported by JSPS KAKENHI Grant
Number 26870806.

References

1. Almeida, A., Ramalho, G., Santana, H., Tedesco, P., Menezes, T., Corruble, V.,
Chevaleyre, Y.: Multi-agent patrolling with reinforcement learning. In: Proceedings
of 17th Brazilian Symposium on Artificial Intelligence, pp. 526–535 (2004)

2. Barabási, A.L., Albert, R., Jeong, H.: Scale-free characteristics of random net-
works: the topology of the world-wide web. Physica A: Statistical Mechanics and
its Applications 281(1), 69–77 (2000)

3. Chevaleyre, Y.: Theoretical analysis of the multi-agent patrolling problem. In: Pro-
ceedings of IEEE International Conference on Intelligent Agent Technology, pp.
302–308 (2004)

4. Chu, H.N., Glad, A., Simonin, O., Sempe, F., Drogoul, A., Charpillet, F.: Swarm
approaches for the patrolling problem, information propagation vs. pheromone
evaporation. In: Proceedings of the 19th IEEE International Conference on Tools
with Artificial Intelligence, ICTAI 2007, vol. 01, pp. 442–449 (2007)

5. Doi, S.: Proposal and evaluation of a pheromone-based algorithm for the patrolling
problem in dynamic environments. In: Proceedings of the 2013 IEEE Symposium
on Swarm Intelligence, IEEE SIS 2013, pp. 48–55 (2013)

6. Elmaliach, Y., Agmon, N., Kaminka, G.A.: Multi-robot area patrol under fre-
quency constraints. Annals of Mathematics and Artificial Intelligence 57(3), 293–
320 (2009)

7. Elor, Y., Bruckstein, A.M.: Autonomous multi-agent cycle based patrolling. Tech-
nion CIS Technical Reports CIS-2009-15 (2009)

8. Elor, Y., Bruckstein, A.M.: Autonomous multi-agent cycle based patrolling. In:
Dorigo, M., Birattari, M., Di Caro, G.A., Doursat, R., Engelbrecht, A.P., Floreano,
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Abstract. We examine the condition that brings the most efficient out-
come under the three-person network externality game. examine three
conditions: (1) a role 1 player decides one of the payoff structures (one
is the stag-hunt game and the other has the same payoff regardless of
player’s choice for role 1 player and the dominant strategy for role 0
players) in the first stage and in the second stage role 0 players play
the game given by the first stage decision, (2) in the first stage role 0
players play although they do not know the payoff structure, and in the
second staeg, a role 1 player observes the first stage decision and decides
the payoff structure, (3) cheap talk between role 0 players is introduced
into the condition (2). The condition that brings the most efficient out-
come is the condition (1): deciding the payoff structure first promotes
the probability of realization of the efficient outcome.

Keywords: three-person network externality game, experimental study
and equilibrium selection.

1 Introduction

A stag-hunt game is an example of network externality. A stag-hunt game has
two pure-strategy Nash equilibria: the risk dominant equilibrium and the payoff
dominant equilibrium. According to the prediction from Evolutionary game the-
ory, the risk dominant equilibrium is observed in the long run.(Young, 1998 [12]).
Although the payoff dominant equilibrium maximizes the social welfare, it is not
observed in the long run.

What realizes the payoff dominant strategy in the stag-hunt game? We intro-
duce the third person, whom we call a ”role 1 player” into this game. A role 1
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player decides the game structure: one is the stag-hunt game and the other is
very trivial game (the payoff level is the same regardless of choice). That is, the
game that the rest of two players (we call them a role 0 player) play depends on
the choice of a role 1 player. If a role 1 player chooses the stag-hunt game, two
role 0 players face with the situation where they offer the risk dominant strategy
or the risk dominant strategy.

Does the payoff dominant equilibrium realize in the above mentioned game? If
this equilibrium realize, what condition is required? We explore these questions
from economic experiments. Adding a role 1 player can make the realization
of the payoff dominant equilibrium difficult. However, doing so may make the
realization easy. As far as we know, there is no study on this issue.

In the real world, there is the situation wherein a third player select a payoff
structure from potential payoff structures and one of them is the stag-hunt. For
example, a firm choose the style of cooperate governance and employees work
under the cooperate governance. A kind of team production is stag-hunt. On
the otherhand, employees can endogeneously establish the cooperate governance
in a firm and the firm follow or confirm it. Another example is what happens
when establishing an unified standard on something. A commission as the third
player, proposes an unified standard on a technology. If a lot of firms which
utilize this technology follow this proposal, network externality emerges. On
the other hand, firms endogeneously develop the defacto standard and attain
network externality, In this case, the commission confirm this.

This paper is organized as follows: In Section 2, we provide the prior experi-
mental studies which investigate how to realize the payoff dominant equilibrium.
In Section 3, details of our experiment are introduced. Section 4 describes the
outcomes of our experiment. Section 5 discusses the experimental results. Sec-
tion 6 concludes the paper.

2 Prior Studies

2.1 Experimental Studies on Equilibrium Selection in Coordination
Games

Cooper et al.(1990) [3] investigate the experimental equilibrium selection criteria
in 3×3 coordination games and find that an equilibrium is realized but that the
equilibrium is not always Pareto efficient one. Moreover, they find dominated
strategies affect the equilibrium selection. Berninghaus and Ehrhart (2001) [1]
experimentally investigate the necessary information to realize the Pareto effi-
cient equilibrium in the weakest link game (n(≥ 3) person coordination game).
The realized equilibrium when a participant receives individual decision result
of each other participant in the same group and when a participant receives
the decision distribution of his or her group is more efficient than the realized
equilibrium when a participant receives the amount of the lowest donation.
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2.2 Experimental Studies on Human Behavior under Network
Externality

Chacravarty(2003) [4] conduct a series of experiments to the network externality
model of Katz and Shapiro(1986) [7] and observe the different results from the-
oretical prediction. Mak and Zwick (2010) [8] conduct the experiment on public
good game with network externality. They find that the higher the total amount
of donation to the public good is, the higher the probability of realizing the
Pareto efficient equilibrium is. Shichijo et al.(2008) [11] establish the theory on
the way to familiarize the good with network externality and check this by the
laboratory experiments. They find that cheap talk and costly signal improve the
coordination problem.

2.3 Experimental Studies on the Effect of Cheap Talk

Let us introduce the brief survey on cheap talk experiments, where players’
messages have no direct payoff implications (Crawford, 1998 [5]). Palfrey and
Rosenthal (1991) [9] utilize the three-person public good game experiment in
which the cost of donation to the public good is private information and in-
vesitigate whether participants behave according to the theoretical prediction
and whether cheap talk increases the gained payoff of participants. They find
that cheap talk does not improve the gained payoff of participants. Charness
and Grosskopf (2004) [2] experimentally investigate when cheap talk promotes
participants to the strategy which brings Pareto efficient equilibrium. They find
that when a participant receives the information on the choice of othre play-
ers, cheap talk promotes him or her to choose the strategy which brings Pareto
efficient equilibrium.

Devetag and Ortmann (2007) [10] survey how to decrease the coordination
failure in coordination games. According to their survey, decreasing the payoff
of secure action, increasing the number of rounds, conducting experiments with
fixed matching, increasing the amount of information on the decision result,
and introducing pre-play communication (costly or costless) realize the efficient
outcome more easily.

3 Experimental Settings

We had conducted a series of experiments in Hiroshima City University and
Kansai Univeerisy from November, 2011 to July 2013. A session lasts about 90
minutes.

Let us explain the common settings in the treatments A, AwithCT, and C.
These are also common knowledge among participants. 2/3 of the participants
are assigned as ”Role 0” and the rest of them are assigned as ”Role 1” at the
beginning of the session. The assigned role remains unchanged throughout the
session. A group consists of three participants: two Role 0 players and one Role
1 player. The anonymity of a paricipant is kept.
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Table 1. The payoff matrix when a role 1 player chooses L

The strategy of a role 0 player (column player)

X Y

The strategy of a role 0 player (row) row columun role 1 row columun role 1

X 200 200 200 80 160 120

Y 160 80 120 160 160 120

Table 2. The payoff matrix when a role 0 player chooses R

The strategy of a role 0 player (column player)

X Y

The strategy of a role 0 player (row) row columun role 1 row columun role 1

X 80 80 160 80 160 160

Y 160 80 160 160 160 160

In the treatment SH, all the participatns are assigned to the same role. The
anonymity of a paricipant is also kept. These are also common knowledge among
participants in the treatment SH.

A session has 20 rounds. Group is randomly made in each round. The
payoff structure is common knowledge. At the end of each round, the deci-
sion results of a group is informed of the group member as Charness and
Grosskopf (2004) —citecharnessbrit2004. These are the common settings among
all the treatments.

The experimental payoff of 1 is equal to JPY 1. The sum of the experimental
payoff is paid at the end of session. Average reward is 2,500 JPY.

In the treatment A, role 0 players simultaneously and independently choose
X or Y in the first stage. A role 1 player observes the decision results of role 0
players and chooses L or R in the second stage. We can interpret the decision
procedure in this treatmet as meaning that the payoff structure is determined
by a role 1 player (if he or she chooses L (R), the payoff matrix in the table 1 (2)
realizes). Therefore, role 0 players make decision before the payoff structure is
determined.
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Table 3. The payoff matrix in the treatment SH

Pair’s strategy

X Y
Your strategy Your payoff Pair’s payoff Your payoff pair’s payoff

X 200 200 80 160

Y 160 80 160 160

In the treatment C, in the first stage, a role 1 player chooses L or R and
the payoff strucuture is determined (tables 1 or 2). In the second stage, role
0 players observe which the payoff structure is determined, and simultaneously
and independently choose X or Y.

In the treatment AwithCT, most of the procedure is the same as the treatment
A. Only the difference is introduction of cheap talk. Cheap talk is done before
the first stage. In the cheap talk stage, one of role 0 players (randomly chosen)
send message to the other role 0 players. The content of the message is ”what I
will choose when I make decision”.

In the treatment SH, there are two role 0 players. They play the game in the
table 3 simultaneously and independently. The payoff structure is the stag hunt
game and the two player version of the table 1.

3.1 Predictions

Let us explain the equilibrium in each treatment. In the treatment A, there are
two sub-game perfect Nash equilibrium: the payoff dominant equilibrium wherein
role 0 players chooses X and a role 1 player chooses L and the other equilibrium
wherein role 0 players chooses Y and role 1 player chooses R. Considering that
the risk dominant equilibrium is often observed in the evolutionary game theory,
role 0 players often choose Y in the first stage. Thus, we predict the second
equilibrium realizes more often than the first.

Prediction I. The risk dominant equilibrium realizes more often than the payoff
dominant equilibrium in the treatment A.

In the treatment C, there are two sub-game perfect Nash equilibrium: the
payoff dominant equilibrium wherein role 0 players chooses X and a role 1 player
chooses L and the other equilibrium wherein role 0 players chooses Y and role
1 player chooses R. A role 1 player who believes that role 0 players choose X
with p ≥ 1/2 chooses L in the first stage and the equilibrium is payoff dominant.
Otherwise, a role 1 player chooses R in the first stage and the equilibrium is risk
dominant.

Prediction II. In the treatment C, if a role 1 palyer chooses X, then role 0
players choose X.
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If this prediction is supported, we observe the payoff dominant equilibrium
more than the risk dominant equilibrium.

The equilibrium prediction in the treatment AwithCT is the same as those in
the treatment A.

Prediction III. (Y, Y, R) realizes more often than (X, X, L) in the treatment
AwithCT.

In the treatment SH, there are two pure strategy Nash equilibirum: the payoff
dominant equilibrium (L, L) and the risk dominant equilibrium (R, R). Because
our experimental setting is similar to the evolutionary game theory, the latter
equilibrium will realize in the long run.

Prediction IV. (Y, Y) realizes more often than (X, X) in the treatment SH.

Which facilitates the realization of the payoff dominant equilibrium, treat-
ments A or C? If the treatment X (A or C) facilitates the realization more, is
the share of the equilibrium higher than that in the treatment SH? Although we
do not have any referential predictions, these questions are important because
we clarify what kind of decision order improves social welfare (the sum of payoffs
among three players). All these questions

4 Experimental Results

Table 4 indicates the profile of the participants. The parcentage of female par-
ticipants seems to be large.

Let us examine four predictions in the section 3.1. The tables 5 and 6 support
Predictions I, III, and IV. On Prediciton II, these tables suggest that a role 1
player believes that role 0 players choose X with the probability more than 1/2.

We now explore what kind of game settings leads the payoff dominant equilib-
rium. In table 5, the percentage of offering the payoff dominant strategy in each
role is significantly lower in treatment A than in the treatment C (t−test and

Table 4. Profile of participants

a role 0 1

univ treatment F M F M

Hiroshima City Univ.

A 10 5 2 1

AwithCT 9 6 3 0

C 8 2 4 5

SH 12 6

Kansai Univ.

A 18 9 12 6

AwithCT 5 5 13 4

C 5 4 7 2

SH 11 9
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Table 5. The percentage of offering the payoff dominant strategy

Role 0 Role 1

treatment mean sd N mean sd N

A 0.294 0.456 840 0.136 0.343 420
AwithCT 0.255 0.436 600 0.113 0.318 300

C 0.777 0.417 480 0.838 0.370 240
C (when choosing L in the fist stage) 0.925 0.013 402

SH 0.478 0.500 760

Table 6. The percentage of realizing the payoff dominant equilibrium

treatment mean sd N

A 0.129 0.335 420
AwithCT 0.110 0.313 300

C 0.713 0.453 240
SH 0.392 0.489 760

Kriscal Wallis test, 1% significance). Similarly, table 6 indicates that the payoff
dominant equilibrium realizes more in the treatment C than in the treatment
A (t−test and Kriscal Wallis test, 1% significance).

The percentage of offering the payoff dominant strategy in role 0 is signifi-
cantly lower in treatment SH than in the treatment C (t−test and Kriscal Wallis
test, 1% significance). Similarly, the payoff dominant equilibrium realizes more
in the treatment C than in the treatment SH (t−test and Kriscal Wallis test,
1% significance). These results suggest that the existence of a role 1 player leads
the payoff dominant equilibrium in the (second stage) stag hunt game.

The percentage of offering the payoff dominant strategy in role 0 is signif-
icantly higher in treatment SH than in the treatment A (t−test and Kriscal
Wallis test, 1% significance). Similarly, the payoff dominant equilibrium realizes
more in the treatment SH than in the treatment A (t−test and Kriscal Wallis
test, 1% significance).

The percentage of offering the payoff dominant strategy in role 0 is not signifi-
cantly higher in treatment AwithCT than in the treatment A (t−test and Kriscal
Wallis test). Similarly, the observation rate of the payoff dominant equilibrium
in the treatment AwithCT is not different from that in the treatment A (t−test
and Kriscal Wallis test). Thus, the effect of cheap talk is not significant.

4.1 Econometric Analysis

We now explain the econometric analysis on the experimental results. Table 7 in-
dicates that Treatment A dummy is negative and significant in models (2) and (3)
and that period×treatment A is negative and significant in all the models. Thus,
the results from simple statistical tests is supported by regression models.

Table 8 indicates that treatment ACT dummy is insignificant in all the models
and that period×treatment ACT dummy is negative and significant in models
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Table 7. Random effect logit regression: A vs. C. Strategy is 1 if a player chooses the
payoff dominant strategy. Otherwise, 0. Outcome is 1 if the payoff dominant equilibrium
is realized. Otherwise, 0.

(1) (2) (3)
strategy (role 0) strategy (role 1) outcome

period 0.071∗∗ 0.095∗∗∗ 0.070∗∗

(0.031) (0.036) (0.029)

treatment A dummy -0.606 -3.318∗∗∗ -1.781∗∗∗

(0.790) (1.125) (0.605)

period×treatment A -0.296∗∗ -0.232∗∗∗ -0.206∗∗∗

(0.150) (0.061) (0.061)

cons 1.151∗ 2.051∗ 0.506
(0.647) (1.053) (0.368)

lnsig2u
Constant 1.983 1.264 0.694

(.) (.) (.)

N 1320 660 660

robust standard errors clustered by session in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

(2) and (3). These results are different from simple statistical tests: introducing
cheap talk decreases the possibility of offering the risk dominant strategy in role
1 players and thus the realization of the efficient outcome decreases.

Table 9 indicates that treatment C dummy is significant and positive in both
models. This means that role 0 players offer the payoff dominant strategy more
in the treatment C (when role 1 player chooses L in the first stage) than in the
treatment SH and that the possibility of realizing the efficient outcome is higher
in the treatment C than in the treatment SH.

Table 10 indicates that no independent variables are significant when the
dependent variable is choice and that treatment A dummy × period is significant
and negative when the dependent variable is outcome. Thus, the possibility of
observing the efficient outcome decreases as period goes on in the treatment A.

In summary, we attain the following results from econometric analyses.

1. The efficient outcome is observed more in the treatment C than in the treat-
ment A.

2. The effect of cheap talk does not promote the payoff dominant strategy.
Therefore, the percentage of the efficient outcome is not different between
in the treatment A and in the treatment AwithCT.

3. The efficient outcome is observed more in the treatment C than in the treat-
ment SH.

4. The efficient outcome is observed less in the treatment A than in the treat-
ment SH as period goes on.
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Table 8. Random effect logit regression: A vs. AwithCT

(1) (2) (3)
choice (role 0) choice (role 1) outcome

period -0.227 -0.129∗∗∗ -0.134∗∗∗

(0.149) (0.043) (0.052)

treatmentACT Dummy 0.390 1.214 1.240
(0.725) (0.996) (0.987)

period×treatment ACT -0.089 -0.225∗∗∗ -0.215∗∗∗

(0.193) (0.050) (0.062)

Constant 0.544 -1.061∗∗ -1.222∗∗

(0.460) (0.453) (0.512)

lnsig2u
cons 2.060 0.181 0.466∗∗

(.) (0.211) (0.222)

N 1440 720 720

Robust standard errors clustered by session in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 9. Random effect logit regression: C vs. SH. Conditional choice means choice in
the second stage when a role 1 player choose L.

(1) (2)
conditional choice (role 0) outcome

period -0.025 0.110
(0.119) (0.070)

treatment C dummy 5.733∗ 4.864∗∗∗

(3.031) (1.774)

period×treatment C 0.135 -0.048
(0.149) (0.077)

Constant 0.435 -2.787∗

(0.651) (1.694)

lnsig2u
cons 3.143 2.325

(.) (.)

N 1162 1162

Robust standard errors clustered by session in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 10. A vs. SH

(1) (2)
choice (role 0) outcome

period -0.024 0.110
(0.115) (0.068)

treatmentA dummy 0.150 0.776
(0.780) (1.701)

period×treatmentA -0.217 -0.283∗∗

(0.204) (0.116)

Constant 0.314 -2.789∗

(0.614) (1.640)

lnsig2u
cons 2.702 2.328

(.) (.)

N 1600 1600

Robust standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

5 Discussion

Experimental results indicates that the setting in the treatment C is the best to
realize the payoff dominant equilibrium in the three person network externality
game experiments. For the realization of the payoff dominant equilibrium (X, X,
L), it is necessary that a role 1 player believes that each role 0 player chooses
X in the second stage after a role 1 player offer L in the first stage. For a role 1
player, doing so is risky because if role 0 players fail to coordinate, the payoff of
a role 1 player is at most the payoff of 120. If a role 1 player chooses R in the
first stage, he or she always attaines the payoff of 160.

Although theory indicates that choosing L has the risk of decrease of the payoff
in the treatment C, the experimental result shows 92% of the observations in
the second stage are the payoff dominant strategy if a role 1 player chooses L
in the first stage. The expected payoff of a role 1 player is 184, which is higher
than when choosing R in the first stage.

This result indicates two possibilities: First possibility is that role 1 players
beleive that role 0 players will choose X with high probability if he or she chooses
L in the first stage. Second is that role 1 players influence the decision makings
of role 0 players through his or her first stage decision. Choosing L is the message
to role 0 players that a role 1 player wants role 0 players to choose X because
all the players get the highest payoff. According to the second possibility, role 0
players exactly understand what role 1 player want to tell.

Introducing cheap talk into the treatment A does not encourage role 0 players
to offer the paoff dominant strategy. This is different from suvey in the Devetag
and Ortmann (2007) [10] and the results from Shichijo et al.(2008) [11] but is
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similar to the results in Palfrey and Rosenthal (1991) [9]. In our cheap talk
setting, a role 0 player tells his or her intention to the other role 0 player.
Telling the intention all other players will improve the performance of cheap
talk and increase the possibility of offering the payoff dominant starategy in the
treatment A.

Let us interpret our experimental results. Because a role 1 player decides the
payof structure, it is natural to call him or her a a choreographer in the sense of
Gintis (2010) [6]. Although our experiments focus on the three-person network
externality game, our experimental results suggest that when a choreographer
dettermines the payoff structure first, the efficient outcome realizes easily.

6 Conclusion

We conduct a series of experiments to clarify what promotes the realization of the
payoff dominant equilibrium in the three-person network externality games. We
experimentally find that when a role 1 player, who decides the payoff structure,
make decision in the first stage, the most efficient outcome arises the most easily.
This is due to the suggestion that the belief of a role 1 player that role 0 players
suceed to coordination in the second stage is high and that offering L is a kind of
signal that promotes role 0 players to choose the payoff dominant strategy. Our
experimental results suggest that the payoff structure should be settled first for
increasing the possibility of realizing the efficient outcome.

In our study, we do not conduct the treatment wherein two players play SH
but one of them offer X or Y in the first stage and the other player observes
the first stage decision and chooses X or Y. If the percentage of the efficient
outcome is lower in this treatment than in the treatment C, the importance of
a choreographer is confirmed. This will be our future study.
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Abstract. A tiling design is very significant for mathematical aspect.
There has been some studies on producing tiling designs using a com-
puter. Most of them, however, are difficult to support users’ creativity
because several or various output figure cannot be obtained for one in-
put. In this paper, we have proposed a system that can support users to
create tile figures for Escher like tiling designs. The system can create
several possible candidate figures from the input one, where repetition
of reproducing or varying partial shapes of the figure and evaluating or
redrawing the figure by users is executed by employing interactive ge-
netic algorithms. We demonstrate that our system can create various tile
figures, which are as close as possible to the input figure and reflected to
users’ preference.

Keywords: genetic algorithm, interactive evolutionary computation,
image processing, tiling, Escher, design support.

1 Introduction

A tiling of the plane is a collection of one or several types of figure shapes, or
tiles, that cover the plane without any gaps and overlaps. Designs using tilings
are ubiquitous around us, appearing in facade design of buildings, decoration of
clothes, accessories, and tablewares, etc. Tilings are composed of wide range of
shapes from regularly geometrical to more complicated. Because tilings are also
very interesting for mathematical aspects, there has been many discussions as
for properties and natures of tiling patterns. However, it is difficult to manually
construct complex tiling patterns due to tight restrictions of tilings, i.e., pre-
ciously adjusting edges of adjacent tiles while taking account of concavo-convex
shapes should be needed.

On the other hand, in solving the optimization problems that seem to be
difficult to define an objective, or fitness, function by a numerical formula, e.g.,
evaluation of individual preference, tastes and senses, etc., an alternative model
exploiting human evaluation has been adopted for evolutionary algorithms (EA),
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called interactive evolutionary computation (IEC)[9]. A genetic algorithm (GA),
which is one of the most general EAs, can also deal with large search spaces and
interactivity is the best way to take into account the user preference in solving
such kinds of optimization problems.

In this paper, we have developed a system that can create figure patterns
forEscher-like tiling pattens in cooperation with users[7]. In our system, interac-
tive GAs are employed to find a figure shape for tiling. Users cannot only choose
a possible candidate solution, or a candidate figure, out of ones presented by
the system, but also update the goal solution according to users’ preference by
redrawing the candidate figure. The system thus can create various shapes of
figures that completely satisfy restrictions for tilings while supporting divergent
thinking of users.

2 Overview

2.1 Tiling

M. C. Escher, the Dutch graphic artist, had left very interesting and ingenious art
forms based on the geometry of two- and three-dimensional spaces although he
had little mathematical background. The most popular are his created pictures
based on tilings, or tessellations, of the two-dimensional plane. These images
feature one or several kinds of figures, most of which are animal-like forms such
as birds, fish, and reptiles, that complement each other, thus forming a complete
coverage of the plane.

In order to automatically discover such tilings, Escherization problem has been
posed by [5], defined as follows:

Problems (“ESCHERIZATION”): Given a closed plane figure S (the ‘goal
shape’), find a new closed figure T such that:

1. T is as close as possible to S; and

2. copies of T fit together to form a tiling of the plane.

In other words, an Escher-like tiling is a collection of figures obtained as a
solution to the above problem.

We focus on only isohedral tilings, which are ones in which a single tile can
cover the entire plane through repeated application of rigid motions from the
tiling’s symmetry group. Isohedral tilings are classified into 93 types, each of
which is identified as IH01, IH02, . . ., IH93, called a ‘tiling pattern (TP)’ in this
paper.

Each TP has a separate polygon figure satisfying geometric constraints re-
quired for tilings. A rough contour of this polygon figure are changed by posi-
tions of vertices of the polygon. A point cloud in which some controllable points
are contained is put on edges between vertices and the more specific shape of the
figure is obtained by changing the position of some points in the point cloud.
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2.2 Interactive Genetic Algorithms

A genetic algorithm (GA) is one of the most popular evolutionary computation
algorithms, which is based on the principles of the evolution via natural selec-
tion, employing a population of individuals that undergo selection by variation
inducing operators including recombination, or crossover, and mutation[3]. In
GAs, a set, or a candidate solution, of elements in the state space is defined as
an individual, each of which is represented by a chromosome composed of genes
that corresponds to values for problem variables. A set of individuals is called
a population. Individuals are partially taken from the population and used to
reproduce a new population for the next generation. Reproductive success for
each individual varies with its own fitness value calculated by a fitness function
used to evaluate individuals, i.e., the more suitable individuals may probably
be reproduced as new individuals, or offsprings, by applying genetic operators.
These are repeated until a certain condition is satisfied, e.g., predefined number
of generations is attained, enabling to get an optimal or quasi-optimal solution.

Interactive GAs (IGAs) is defined as GAs that use human evaluation instead
of evaluation by a fitness function[9]. These are effectively used for the problems
where the definition of fitness functions is difficult or not known, e.g. visual
appeal or attractiveness including human knowledge, preference, or sensitiveness.
In IGAs, the individual is designed according to the problem as well as general
GAs, whereas the definition of a fitness function cannot be required. The genetic
operations are also applied to the selected individuals in the similar manner to
general GAs.

2.3 Related Work

Kaplan has proposed the method to solve Escherization problems based on sim-
ulated annealing (SA)[6]. This method attempts to obtain the optimal figure
T as close as possible to S by repeating 2 processes: evaluating the figure and
adjusting edge shapes of the figure. The latter provides a new candidate figure
with locally adjusted shapes. Even when the candidate figure has lower fitness
value than the previous one, the candidate may be accepted with probability
fixed by the temperature parameter of SA and updated for the next search step.
He has tried to get the optimal figure for all 93 isohedral tiling patterns and
demonstrated that the optimal figure can be comparatively easily obtained for
input figures with almost convex shapes

Koizumi and Sugihara have proposed the isohedral tiling design method using
matrix operations[8]. In this method, the Escherization problem is redefined as
an optimization problem and also reduced to calculating a maximum eigenvalue
of the symmetry matrix. They have demonstrated that the optimal figure can
be obtained for input figures with not only convex shapes but also more compli-
cated shapes. This method, however, can get only one figure for an input figure,
meaning that it is difficult to reflect users’ preference. Users may also require
repetition of putting control points on edge segments until they obtain a satisfied
figure.
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Fig. 1. An example of a chromosome representation, or a genotype and its correspond-
ing phenotype for IH07

3 The Creation Support Method for Escher-Like Tiling

3.1 Basic Principles

The proposed method can create tiling patterns for the isohedral tiling as close
as possible to a user input figure. An Escher-like tiling design can also produce
based on the obtained figure. Our developed system exploiting this method is
based on IGAs, aiming to not only reflect users’ preference but also support
users’ divergent thinking. Our principles of development of the system are as
follows:

i) Genetic operations: A solution derived from Koizumi’s method[8] is em-
ployed as one of individuals, or candidate solutions, in an initial population,
in which a superior individual is contained as a result. In order to make the
most use of this individual, individuals with a higher fitness value are prob-
ably selected as a parent for the crossover operation, where the individual
with the best fitness can survive in the population for the next generation.
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Displaying 
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Draw image

Fig. 2. The system procedure for the proposed system

ii) Iterated IGAs: In general IEC, users choose a promising candidate indi-
vidual out of several ones generated by the system. However, user preferred
figures may be not necessarily contained in the candidates. In our method,
users thus cannot only choose a candidate but also adjust and partially re-
draw the figure so that the figure corresponding to the candidate can be
closer to users’ preference.

3.2 Encoding

Each chromosome, or individual in GAs, is represented as a set of elements by
which local shapes of a figure are fixed. Fig. 1 gives an example of the chromo-
some representation of GAs and conversion from the genotype to the phenotype,
where the TP is IH07 which corresponds to the tiling by applying a rigid motion,
i.e., 120◦ rotation and translation. The genotype (Fig. 1 (a)) is composed of the
TP identifier, the set of inherent parameters of the TP (Fig. 1 (b)), and the
set of the relative coordinate data, i.e., angles and lengths of line segments, of
points allocated between vertices (Fig. 1 (c)). In the set of the relative coordinate
data of Fig. 1, if shapes of 3 edges, or AB, CD, and EF, can be defined, ones
of the remaining 3 edges, or BC, DE, and FA, can also be represented as well,
corresponding to “Edge 1” ∼ “Edge 3” in Fig. 1 (c), respectively. As for the
conversion from the genotype to the phenotype (Fig. 1 (d)), a contour is first
created by inherent parameters of the TP, i.e., the relative positions between
shape vertices of the figure are fixed. Then, each shape of 3 edges is created
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Fig. 3. An example of a contour extracted from the input figure

from the set of the relative coordinate data and applied to the corresponding
edges. The remaining 3 edges are applied likewise.

3.3 System Procedure

Fig. 2 gives the procedure of our developed system. Our system can produce
a figure as close as possible to an input figure by repeating creation of new
candidate figures and evaluation of ones. Even if GAs start the search process,
users can interrupt the process at any time to redraw the figure, enabling to
easily adopt users’ preference as a final output.
(1) Input an Initial Figure Image

Users first input a drawn figure image to the system. Then, the system acquires
vertex coordinates of a point sequence, or a set of points, from the contour
extracted from the input image[2]. A certain number, which is specified by users,
of candidate vertex coordinates is selected from the acquired points according
to basic shapes of the TP, as shown in Fig. 3.
(2) Generate the Initial Population

An initial population of individuals is generated: a candidate figure is auto-
matically created by Koizumi’s method[8] from vertex coordinates selected in
(1), being added to the initial population. By adding this candidate to the pop-
ulation, we expect that conversing to a superior solution closer to the input
image can be facilitated. The other candidates to be added to the population
are created based on the figure created by Koizumi’s method as well, in which
partial shapes of the user input image are randomly applied and arranged.
(3) Evaluate Fitness Values

The system evaluates similarity of the shape between the input figure and
figures each of which individual generated by GAs forms. Similarity is calculated
based on a turning function stated in Sec. 3.4, being defined as a fitness value
of each individual.
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Fig. 4. An example of calculating similarity between different polygons

(4) Apply Genetic Operators

Selection: The top-two individuals on fitness values are unconditionally left
for the next generation by elitist selection. The four individuals of the lowest
fitness values are made die out. To supplement decreasing number of individ-
uals, each individual selected by elitist selection is reproduced for the next
generation.

Crossover: Naive fitness proportionate selection, or roulette wheel selection, is
used for selecting potentially useful candidates for recombination except for
duplication of selected candidates for the elite. 2-point crossover is employed,
where the first, second, and third genes, each of which correspond to tiling
pattern ID and parameters, v0 and v1, respectively, defined as the Genotype
in Fig. 1, is excluded from the range of crossover.

Mutation: For each gene in all individuals except for elite two ones, whether
mutation occurs or not is determined according to mutation rate. Even when
a value of a parameter is modified by mutation, the value is replaced so that
the value can satisfy restrictions required for TPs.

(5) Presenting candidate figures to users
After repeating GA process for a certain number of generations, the system

present several possible candidate figures to users. Users can choose one of those
according to their own preference. Besides, when there is no candidates satisfying
their preference, users can also redraw the figure partially or entirely. Then, GAs
restart their main process for the figure renewedly updated as the target one.
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Fig. 5. An screenshot of the user interface of our system

3.4 Turning Function

When a figure closer to the one input or redrawed by users, the individual cor-
responding to the figure has a higher fitness value. It is thus necessary to com-
pare how similar shapes of two different contours are. To calculate a fitness
value of each candidate individual as a evaluation function, we adopt a turning
function[1] that is a cumulative measure of the angles through which a polygo-
nal curve turns. As shown in Fig. 4, the turning function ΘA(l) of a polygon A
gives the angle between the counter-clockwise tangent and the horizontal axis
as a function of distance, l, along the polygonal curve, where the distance l is
normalized (0 ≤ l < 1). Similarity between two polygons, A and B, is defined as

D =

∫ 1

0

{ΘA(l)− ΘB(l)}dl, (1)

where 0 ≤ l ≤ 1,

showing that two shapes are more similar when the value of D is closer to 0.

3.5 User Interface

Fig. 5 gives the user interface of our system, which is composed of the user draw
window (left) and the candidate presentation window (right): the former includes
the canvas to draw a figure and the palette tool to adjust the figure. Users can
draw the figure without any restrictions on the canvas and, if necessary, adjust
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Fig. 6. A chage of the fitness value of the best individual in GAs without user evaluation

the figure by applying some functions of the palette tool including selecting
drawn objects, controlling thickness of line segments to draw, and altering colors
of line segments.

When users choose a preferred figure out of candidate ones presented in the
presentation window, the figure is reflected to the canvas that enables users to
directly redraw and edit the figure.

4 Evaluation

4.1 Output Examples by Non-interactive GAs

To confirm ability of GAs without user evaluation, i.e., evaluating fitness values
by only similarity based on the turning function, we conduct the experiment for
the following settings: the number of individuals, or the population size, and the
upper limit of generations are fixed at 100 and 10,000, respectively. The number
of elite to retain for the next generation is 2. As for genetic operators, 2-point
crossover is employed and the mutation rate is set to 0.5%.

Fig. 6 gives the experimental result on the change of the fitness value of the
best individual as a function of the number of generations, where the average
value for 5 trials is plotted. As shown in Fig. 6, the fitness value is decreased in
accordance with increasing number of generations. Fig. 7 gives one of examples
generated by GAs without user evaluation, where (a), (b), (c), and (d) corre-
spond to the input figure, the figure generated by Koizumi’s method from the
input, the output figure generated by GAs, and the tiling image by embedding
the output, respectively. Compared with (b), the figure (c) may be closer to the
input figure (a) at the upper right side shape and the lower roughness shape.
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(a) Input image (b) Output by the previous method [8]

(c) Output by the proposed method (d) Tiled result of (c)

Fig. 7. An example of a tiling where a figure output by GAs without user evaluation
is used

4.2 Output Examples by Interactive GAs

Fig. 8 gives an example of the execution process of the proposed method, or
iterated IGAs, from the input to the output. A dog’s face like figure input as
a initial figure is gradually varied as progressing IGAs, finally turning into a
completely different shape, e.g., looking like a dog’s body shape, by changing
users’ preference.

Fig. 9 gives the examples of a tiling in the proposed method for the initial
input figure same as Fig. 8, where (a) and (b) correspond to the output figure
and its tiled image and (c) and (d) are the ones for another output figure,
respectively. As shown in Fig. 9, the proposed method can create distinct figure
shapes, whose copies can fit together to form a tiling, even if the same input
is given, enabling to produce various tiling images while supporting the way of
thinking of users.

Furthermore, the proposed method can create various and effective figure
patterns as shown in Fig. 10.
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User drawing

GA search

(1) Making initial population
(2) Automatic design by GA
(3) User redrawing

(1)

Input image

Output image

(3) (3) (3)

(2) (2) (2)

Fig. 8. An example of the execution process of the proposed system

(a) Output shape (b) Tiled image of (a) (c) Other output (d) Tiled image of (c)

Fig. 9. An example of a tiling in the proposed method

Fig. 10. Other examples of tiled images using figures obtained by the proposed method
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5 Conclusion

In this paper, we have developed the support system that can produce Escher-like
tiling images. Our system can create figures that can form a tiling of the plane
from arbitrary input figures in cooperation with users by employing iterated
IGAs, where various figures as close as possible to the target one can be provided
to users. Besides, unlike conventional IGAs, in evaluating each candidate figures
in our system, users cannot only choose a promising candidate out of system
presented ones, but also update the target by redrawing the figure. This should
be significant mechanism to reflect users’ preference since shapes users want may
be divergently changed due to strong restrictions on tilings.

We manually draw up a tiling image by using a figures obtained from our
system at this stage. Our future work should consist in automatically produc-
ing a tiling image while maintaining some information of the obtained figure.
Furthermore, because only two types of TPs can be treated in our system, it is
significant to extend our system by dealing with more types of TPs, leading to
more various patterns of tiling design production.
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Abstract. Outlier detection is very useful in many applications, such
as fraud detection and network intrusion. The angle-based outlier de-
tection (ABOD) method, proposed by Kriegel, plays an important role
in identifying outliers in high-dimensional spaces. However, ABOD only
considers the relationships between each point and its neighbors and
does not consider the relationships among these neighbors, causing the
method to identify incorrect outliers. In this paper, we provide a small
but consistent improvement by replacing the relationships between each
point and its neighbors with more stable relationships among neighbors.
Compared with other related methods, which work best in either high or
low-dimensional spaces, our method gives significant gains in both high
and low-dimensional spaces. Experimental results on both synthetic and
real-world datasets demonstrate the effectiveness of our method.

Keywords: Outlier detection, outlier factor, angle-based.

1 Introduction

Outlier detection is an important data mining task for many practical applica-
tions, such as fraud detection, public health, industrial damage detection, and
network intrusion. According to Hawkins [1], ”an outlier is an observation that
deviates so much from other observations as to arouse suspicion that it was
generated by a different mechanism.” This is different from noisy data, because
noise involves random errors or variance in a measured variable and should be
removed before outlier detection [2].

Unlike most other data mining tasks, such as clustering, classification, and
pattern analysis, which aim to find general patterns, outlier detection is gener-
ally used to identify observations that deviate significantly from the general data
distribution [3, 4]. This is reasonable since the observations are usually gener-
ated by certain mechanisms or statistical processes. The distinct deviations from
the main distribution are then assumed to originate from a different mechanism
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such as fraud. Furthermore, detecting outliers is more interesting than detecting
normal observations. For example, a liver disorder detection system might con-
sider normal observations to represent healthy patients and outlier observations
to denote patients with liver disorders.

Many areas of data mining, machine learning, and pattern recognition require
analysis of high-dimensional data. Outlier detection in such cases involves tough
challenges. Typically, distance-based discrimination is poor in a high-dimensional
space [3, 5]. Thus, distance-based criteria are unsuitable to varying degrees in
high-dimensional spaces. Furthermore, irrelevant or redundant attributes inter-
fere with outlier detection in high-dimensional spaces [4, 6–8, 5, 9].

Existing outlier detection methods can be categorized from several different
perspectives [2, 3, 10]. According to the underlying approach adopted by each
technique, existing approaches can be divided into three categories [3]: statistical
models (e.g., depth or deviation-based methods [11–14]), spatial proximity-based
models (e.g., distance [15–19] or density-based methods [20–23]), and complex
model adaptations of different models to a specific problem. For example, given
a univariate data set following a Gaussian distribution, Shewhart [24] used 3σ as
the threshold for identifying outliers, where σ is the standard deviation. While
most of these methods are distribution-based, standard deviation is highly sensi-
tive to outliers [11]. In general, density-based methods compare the local density
of each point with those of its immediate neighbors, with the various methods
differing most significantly in their density estimation strategies [20, 21].

However, some methods are infeasible for high-dimensional data owing to their
computational complexity [3]. Others that appear practical in a high-dimensional
space rely implicitly or explicitly on distances. Because of the poor discrimina-
tion of distance in high-dimensional space, the performance of these methods is
inadequate. Fortunately, the angle-based outlier detection (ABOD) method used
by Kriegel [3] plays an important role in identifying outliers in high-dimensional
spaces. A point is defined as an outlier if most other points are located in similar
directions. This can be quantified using the angle-based outlier factor (ABOF)
of the observation. If the ABOF value is small, the observation is identified as an
outlier; otherwise it is a normal point. Nevertheless, since ABOD only considers
the relationships between each point and its neighbors, and does not consider
the relationships among its neighbors, it can yield incorrect outliers. Refer to
Part 2.1 for details.

To solve the problems discussed above, we present a small but consistent
improvement by replacing the relationships between each point and its neigh-
bors with more stable relationships among the neighbors. Compared with re-
lated methods, which work better in either high- or low-dimensional spaces, our
method gives significant gains in both high- and low-dimensional spaces. Ex-
perimental results on both synthetic and real-world datasets demonstrate the
effectiveness of our method.

The remainder of this paper is organized as follows. Section 2 describes the
problem with ABOD and then presents our methods. In Section 3, experimental
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results on both synthetic and real-world datasets demonstrate the effectiveness
of our method. Finally, conclusions are drawn in Section 4.

2 The Model

2.1 The Problem with ABOD

Given data X = {x1,x2, · · · ,xn} ∈ Rm×n, each column vector xi denotes an
observation, m indicates the number of variables or features, and n indicates the
number of observations. Let xixj denote the difference vector xj −xi. For point
xi, ABOF(xi) is the variance across the angles between the difference vectors of
xi and its neighbors [3]. Formally,

ABOF(xi) = Var
xj,xk∈X

(
xixj • xixk

‖xixj‖2 · ‖xixk‖2
)

, (1)

where i, j, k ∈ {1, · · · , n} and i �= j, i �= k, j �= k, and • denotes the inner
product. The term within the parentheses can be rewritten as

1

‖xixj‖ ·
(

xixj

‖xixj‖ • xixk

‖xixk‖
)

· 1

‖xixk‖ = cos(θ) · 1

‖xixj‖‖xixk‖ , (2)

where θ denotes the angle between xixj and xixk. Clearly, (2) involves three
points {xi,xj ,xk}. It is important to represent the relationships among three
points {xi,xj ,xk}.

kx

ix
1

2 3

3
jx

2
jx

1
jx

Fig. 1. Assuming θ1 < θ2 < θ3 and ‖xix1
j‖ = ‖xix2

j‖ = ‖xix3
j‖

As a general rule, if cos(θ) dominates (2), then ABOD works better than
purely distance-based approaches. Denote by {θ1, θ2, θ3} three different angles

between xixk and xixt
j , t ∈ {1, 2, 3} (see Fig. 1). Assume that θ1 < θ2 < θ3 and

‖xix1
j‖ = ‖xix2

j‖ = ‖xix3
j‖. For different angles, it holds that

ABOF(xt
i) = Var

⎛

⎝
0 cos(θt)

‖xixt
j‖‖xixk‖

cos(θt)

‖xixt
j‖‖xixk‖

0

⎞

⎠ ,
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where xt
i corresponds to the angle θt. Clearly, the term cos(θt)

‖xixt
j‖‖xixk‖

determines

the value of ABOF(xt
i). The larger this entry, the greater the value of the ABOF.

Since cos(θ1) > cos(θ2) > cos(θ3) and ‖xix1
j‖ = ‖xix2

j‖ = ‖xix3
j‖, it follows that

cos(θ1)

‖xix1
j‖‖xixk‖

>
cos(θ2)

‖xix2
j‖‖xixk‖

>
cos(θ3)

‖xix3
j‖‖xixk‖

.

Therefore, ABOF(x1
i ) > ABOF(x2

i ) > ABOF(x3
i ). This illustrates that different

angles yield different ABOFs under the same relationships between xt
i and its

neighbors. The smaller the angle, the greater the value of the ABOF. {xi,x
t
j ,xk}

are most likely in the same direction when θt is small, and ABOD works well in
such cases.

However, it is not sufficient to only consider the relationships between xi

and its neighbors if cos(θ1) = cos(θ2) = cos(θ3). A simple case is presented to

kx

ix

jx

1
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3

4.9

5

5.1

5.2 2.25
2.3

2.35
2.4

2.45
2.5

3

3.05

3.1

3.15

3.2

3.25

3.3

x3

x1

x2

Fig. 2. The problem with ABOD. Assuming that θ1 = θ2 > θ3, then ‖xjxk‖ =
‖xixk‖ > ‖xixj‖ in the left diagram. X ∈ R3×3, and x3 is an outlier in the right
graph.

illustrate the problem with ABOD (see Fig. 2). Because it does not make sense
for ABOF(xk) = ABOF(xi) = ABOF(xj) if and only if θ1 = θ2 = θ3, we assume
that θ1 = θ2 > θ3 so that ‖xjxk‖ = ‖xixk‖ > ‖xixj‖ (see Fig. 2 (left)). This
means that xk is an outlier and therefore

ABOF(xk) < ABOF(xi) = ABOF(xj). (3)

For ABOD, it holds that

ABOF(xk) = Var

(
0 cos(θ3)

‖xkxj‖‖xkxi‖
cos(θ3)

‖xkxj‖‖xkxi‖ 0

)

,

ABOF(xi) = Var

(
0 cos(θ1)

‖xixk‖‖xixj‖
cos(θ1)

‖xixk‖‖xixj‖ 0

)

.



Angle-Based Outlier Detection Algorithm with More Stable Relationships 437

Similarly, the terms cos(θ3)
‖xkxj‖‖xkxi‖ and

cos(θ1)
‖xixk‖‖xixj‖ determine the sizes ofABOF(xk)

and ABOF(xi), respectively. The larger this entry, the greater the value of the
ABOF. Note that ‖xixj‖ = ‖xjxi‖. The ABOD method works well if

‖xkxi‖ >
cos(θ3)

cos(θ1)
‖xixj‖ =

cos(θ3)

cos(θ2)
‖xjxi‖. (4)

Since ‖xixk‖ = ‖xkxi‖ = ‖xkxj‖ = ‖xjxk‖, Eq. (4) implies

cos(θ3)

‖xkxj‖‖xkxi‖ <
cos(θ1)

‖xixk‖‖xixj‖ =
cos(θ2)

‖xjxk‖‖xjxi‖ ,

so that ABOF(xk) < ABOF(xi) = ABOF(xj). Hence, (3) holds. However, if

‖xixj‖ < ‖xkxi‖ <
cos(θ3)

cos(θ1)
‖xixj‖ =

cos(θ3)

cos(θ2)
‖xjxi‖, (5)

then ABOD identifies an incorrect outlier. Since it follows that

cos(θ3)

‖xkxi‖ >
cos(θ1)

‖xixj‖ =
cos(θ2)

‖xjxi‖ , (6)

by ‖xkxj‖ = ‖xixk‖ = ‖xjxk‖ we have

cos(θ3)

‖xkxi‖‖xkxj‖ >
cos(θ1)

‖xixj‖‖xixk‖ =
cos(θ2)

‖xjxi‖‖xjxk‖ ,

so that

ABOF(xk) > ABOF(xi) = ABOF(xj).

However, this contradicts (3). As mentioned previously, if the value of ABOF(xi)
is small, then xi is identified as an outlier. Thus, the outlier would be identified
as xi or xj rather than xk. For example, in Fig. 2 (right), x3 is considered to

be an outlier. Since ‖x3x1‖ = 0.3724 < cos(θ3)
cos(θ1)

‖x1x2‖ = 0.6913 and the ABOF

values of X are
⎧
⎨

⎩

ABOF(x1) = 4.2517,
ABOF(x2) = 4.2517,
ABOF(x3) = 14.6640.

This confirms that x1 or x2 is an outlier whereas x3 is not. This contradiction
shows that ABOD should not only consider the relationships between each point
and its neighbors, but should also use more stable relationships among neighbors.
Furthermore, it is unreasonable to measure the variance of the angles. In the
following section, an approach to overcome this problem is proposed.
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2.2 Proposed Method

Enhanced ABOD (EABOD) Model. In this part, we demonstrate a small
but consistent advantage of replacing the relationships between each point and
its neighbors with more stable relationships among neighbors. Based on the same
definition used in ABOD, the following definition of an outlier is then proposed:

Definition 1. Given data X, an outlier is a point with a small outlier factor.
The smaller the outlier factor, the more likely it is that the point is an outlier.

Define xixjk = xixj + xixk and βjk = ‖xixj‖ + ‖xixk‖, chosen to capture
more relationships between a pair of neighbors (xj and xk) of xi. We originally
intended to use ‖xixjk‖ to normalize the angles in (2). However, the triangle
inequality implies that

0 < ‖xixjk‖ ≤ βjk. (7)

To reduce the influence of distance on the outlier factor, the right side of Eq. (7)
is used. In accordance with Definition 1, the enhanced angle-based outlier factor
(EABOF) of xi is defined to be

EABOF(xi) = Var
xj,xk∈X

(
1

βjk
· xixj • xixk

‖xixj‖2 · ‖xixk‖2
)

, (8)

where i, j, k ∈ {1, · · · , n} and i �= j, i �= k. This is an enhanced version of ABOD
(EABOD). Equation (8) puts emphasis on the angles and greatly reduces the
role of distance, since the term within the parentheses can be rewritten as

1

βjk
· cos(θijk) ·

1

(‖xixj‖ · ‖xixk‖) , (9)

where θijk denotes the angle between xixj and xixk. In general, βjk > 1,
especially in high-dimensional spaces. It follows from βjk(‖xixj‖ · ‖xixk‖) >
‖xixj‖‖xixk‖ that

1

βjk(‖xixj‖ · ‖xixk‖) <
1

‖xixj‖‖xixk‖ . (10)

It is clear from Eq. (10) that the expression in (9) places more emphasis on
angles than that in (2).

Furthermore, by the inequality in (7), Eq. (8) takes into account more sta-
ble relationships between neighbors, which may overcome the problem with the
ABOD method (see Fig. 2). By Definition 1, there must be xi, xj and xk such
that

EABOF(xk) < EABOF(xi) = EABOF(xj). (11)
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From (8), it follows that

EABOF(xk) = Var(Mk), Mk =

(
1

2‖xkxj‖3

cos(θ3)
βji‖xkxj‖‖xkxi‖

cos(θ3)
βji‖xkxj‖‖xkxi‖

1
2‖xkxi‖3

)

,

EABOF(xi) = Var(Mi), Mi =

(
1

2‖xixj‖3

cos(θ1)
βjk‖xixj‖‖xixk‖

cos(θ1)
βjk‖xixj‖‖xixk‖

1
2‖xixk‖3

)

,

where βji = ‖xkxj‖ + ‖xkxi‖ and βjk = ‖xixj‖ + ‖xixk‖. Given ‖xixk‖ =
‖xjxk‖ > ‖xixj‖ and θ1 = θ2 > θ3, we have

1 > cos(θ3) > 0, and 2‖xkxi‖3 = 2‖xkxj‖3 = βji‖xkxj‖‖xkxi‖, (12)

1 > cos(θ1) > 0, and 2‖xixj‖3 < βjk‖xixj‖‖xixk‖. (13)

From the law of cosines and the triangular trilateral relation theorem, it follows
that

cos(θ1)

βjk‖xixj‖‖xixk‖ <
cos(θ3)

βji‖xkxj‖‖xkxi‖ <
1

2‖xkxj‖3 <
1

2‖xixj‖3 . (14)

The entries of Mk are in the interval A =
[

cos(θ3)
βji‖xkxj‖‖xkxi‖ ,

1
2‖xkxj‖3

]
, and the

entries of Mi are in the interval B =
[

cos(θ1)
βjk‖xixj‖‖xixk‖ ,

1
2‖xixj‖3

]
. From (14), we

see that A ⊆ B, so the variance of Mk is smaller than that of Mi. For the
example in Fig. 2 (left), the EABOFs of X are as follows:

⎧
⎨

⎩

EABOF(x1) = 7139.8,
EABOF(x2) = 7139.8,
EABOF(x3) = 0.2.

Thus x3 is an outlier by Definition 1. That is, we can solve this problem with
EABOD.

Variant of the EABOD Model. As opposed to 1
βjk

, in particular when

βjk < 1, cos(·) returns real values in the interval [−1, 1] for real arguments.
To emphasize the role of the angle in EABOFs, we propose an approximation
variant (acos(EABOD)) that uses the inverse cosine (acos(·)), which returns
values in the interval [0, π]. This is formulated as follows:

acos(EABOD(xi)) = Var
xj,xk∈X

(
1

βjk
acos

(
xixj • xixk

‖xixj‖2 · ‖xixk‖2
))

, (15)

where i, j, k ∈ {1, 2, · · · , n} and i �= j, i �= k.
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Algorithm 1. EABOD Algorithm

Input: X ∈ Rm×n

Output: The top-n outlier
Step 1: Calculate the angle-based outlier factors of X via (8) or (15)

The Equivalence between EABOD and ABOD. Because of the condition
j �= k in (1), EABOD does not equal ABOD even if βjk = 1 for all i, j, k ∈
{1, · · · , n}, i �= j, i �= k.

Remark 1. Given data X ∈ Rm×n, EABOD identifies with ABOD if and only if
βjk = 1 for all i, j, k ∈ {1, 2, · · · , n}, i �= j, i �= k, j �= k.

Remark 2. For each point xi ∈ X, i ∈ {1, 2, · · · , n} with n > 2, the number
of neighbors is n − 1 . From the calculations in (1) and (8), we find that the
outcome in Remark 1 occurs with probability at most Pmax = 1(

2
n(n−2)(n−1)

2

)
−1

.

For example, (n = 3, Pmax = 1
23−1 ) and (n = 4, Pmax = 1

212−1 ). Thus observing
Remark 1 is almost non-existent in the real world.

2.3 Algorithm

The whole EABOD algorithm is summarized in Algorithm 1. Several strategies
with which we have experimented are:

1. ABOD using (1),

2. EABOD using (8),

3. acos(EABOD) using (15), and

4. acos(ABOD) using the following (16):

acos(ABOF(xi)) = Var
xj ,xk∈X

(

acos

(
xixj • xixk

‖xixj‖2 · ‖xixk‖2
))

, (16)

where i, j, k ∈ {1, 2, · · · , n} and i �= j, i �= k, j �= k. We propose (16) to illus-
trate the effectiveness of acos(EABOD). The second and third strategies have
proven to yield better performance through theoretical analysis. We now present
experiments to illustrate the effectiveness of our method.

3 Experiments and Discussion

In this section, we evaluate the performances of both EABOD and acos(EABOD)
through a number of synthetic and real-world experiments. To verify the ef-
fectiveness of our methods, we compare them with other related angle-based
methods, namely ABOD and acos(ABOD).
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3.1 Effectiveness

Two simple metrics, precision (P) and recall (R), are used to evaluate the per-
formance of each algorithm at retrieving the most likely outlier [25]. Formally,
we define ⎧

⎨

⎩

a = Card{relevant records retrieved},
b = Card{relevant records not retrieved},
c = Card{irrelevant records retrieved}.

Then P = a
a+c ·100% and R = a

a+b ·100%. Both metrics are usually expressed as
percentages and are, in general, inversely related. In this paper, we only calculate
the precision and recall in the top-n retrieval steps; that is, after retrieving a
fixed number of instances ranked by the specific method.

3.2 Experiment on Synthetic Data

For the data X = {x1,x2,x3} (see Fig. 2 (right)), x3 is an outlier. Table 1 shows
the top-1 ranked outlier and the corresponding precision and recall values. Our
method correctly identifies the outlier in the first retrieval step. This has been
discussed in Sections 2.1 and 2.2.

Table 1. Top-1 ranked outlier, showing the precision and recall for each method on
the synthetic dataset (see Fig. 2 (right))

Method outlier P(R)(%)

ABOD x1 0/0

acos(ABOD) x1 0/0

EABOD x4 100/100

acos(EABOD) x4 100/100

3.3 Experiments on Real Data

There is meaning behind outlier detection ranking [3]. To demonstrate this, a
number of experiments on real-world datasets are provided.

Iris Dataset. The Iris datasets consists of 50 samples from each of three species
of iris: (1) Iris setosa, (2) Iris virginica, and (3) Iris versicolor, with four fea-
tures measured in millimeters from each sample: sepal length, sepal width, petal
length, and petal width [26, 27]. As shown in [28], the doubtful outliers in the
three classes, where we abbreviate xi to i, are as follows:

⎧
⎨

⎩

Outliers in class 1: 42.
Outliers in class 2: 58, 61, 94, 99.
Outliers in class 3: 107, 118, 132, 119.
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Table 2 shows the top-n ranked outliers and the corresponding precision and
recall values for each class. In the second class, acos(ABOD) and acos(EABOD)
detect all the outliers in the first n retrieval steps, while ABOD and EABOD
detect the normal instances x84 and x71 as outliers. Moreover, these four methods
identify all outliers in the first and third classes, respectively.

Table 2. Top-n ranked outliers and the corresponding precision and recall for each
method on the Iris dataset

Method class Top-n outlier P(R)(%)

ABOD
1 x42 100
2 x99, x61, x84, x71 50
3 x107, x118, x132, x119 100

acos(ABOD)
1 x42 100
2 x99, x61, x58, x94 100
3 x107, x118, x132, x119 100

EABOD
1 x42 100
2 x99, x61, x84, x71 50
3 x107, x118, x132, x119 100

acos(EABOD)
1 x42 100
2 x99, x61, x58, x94 100
3 x107, x118, x119, x132 100

AR Dataset. To demonstrate more clearly the meaning behind the outlier
detection ranking, we use the AR database, which contains 35 facial images from
five different individuals [29]. Figure 3 shows some of the images for the different
facial expressions (neutral, smile, anger, and scream) and illumination conditions
(left light on, right light on, both lights on). For each individual, images with
illumination conditions are considered to be outliers. Note that each image is
resized to 60× 43, which is represented by a point in 2580-dimensional space.

The top-15 outliers were retrieved to detect illuminated images for each indi-
vidual. Figure 4 shows the top-15 ranked outliers for each method (top to bottom:
EABOD, acos(EABOD), ABOD and acos(ABOD)). We see that ABOD identi-
fies two normal points (the 13th and 14th images in the third row) as outliers,
and acos(ABOD) only detects two outliers (the 11th and 13th images in the last
row). Table 3 shows the normal points retrieved, and the precision and recall in
the first 15 retrieval steps. Notice that EABOD and acos(EABOD) achieve the
best performance.

FEI Face Dataset. We also used a subset of the FEI face database [30, 31],
consisting of only frontal face images of 100 individuals. There are two frontal
images for each individual, one with a neutral (non-smiling) expression and the
other with a smiling expression. The 100 images with smiling expressions are
considered to be outliers. Figure 5 shows some images from the data used. Note
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Fig. 3. Some images from the AR database. The conditions (left to right) are (1)
neutral, (2) smile, (3) anger, (4) scream, (5) left light on, (6) right light on, (7) both
lights on.

Fig. 4. Top-15 ranked outliers by each method for the AR face dataset: (top to bottom)
EABOD, acos(EABOD), ABOD and acos(ABOD).

Table 3. The normal points retrieved, and the corresponding precision and recall in
the top-15 retrieving step for the AR dataset

Method Normal points P(R)(%)

ABOD 31, 32 86.67

acos(ABOD) too many 13.33

EABOD 100.00

acos(EABOD) 100.00

Fig. 5. Some frontal images from the FEI face dataset

Table 4. The precisions corresponding to Fig. 6

Method ABOD acos(ABOD) EABOD acos(EABOD)

P(R)(%) 90.00 0.00 95.00 95.00
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Fig. 6. Top-20-ranked outliers from each method for the FEI dataset: top to bottom:
EABOD, acos(EABOD), ABOD, acos(ABOD)

Table 5. The precision and recall for all the outliers for the FEI dataset

Method ABOD acos(ABOD) EABOD acos(EABOD)

P(R)(%) 74.00 74.00 80.00 84.00

that all these images were cropped to 162× 193 pixels, which is represented by
a point in 31266-dimensional space.

Figure 6 shows the top-20 ranked outliers from each method (top to bottom:
EABOD, acos(EABOD), ABOD, acos(ABOD)). The corresponding precision is
shown in Table 4. It is clear that our methods, EABOD and acos(EABOD),
achieve the best performance. There are two irrelevant images (the 11th and
20th images in the third row) retrieved by ABOD, while acos(ABOD) has the
worst performance. Table 5 shows the precision and recall for the outliers in the
first 100 retrieval steps. It would reach the same conclusion.

4 Conclusion

In this paper, we have proposed a small but consistent improvement to outlier
detection by replacing the relationships between each point and its neighbors
with more stable relationships among the neighbors. Compared with the well-
established angle-based method ABOD, which works well in high-dimensional
spaces, our method gives significant gains in both high and low-dimensional
spaces. Experiments on both synthetic and real-world datasets demonstrate the
effectiveness of our method.
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15. Hautamäki, V., Kärkkäinen, I., Fränti, P.: Outlier detection using k-nearest neigh-

bour graph. In: ICPR (3), pp. 430–433 (2004)
16. Knox, E.M., Ng, R.T.: Algorithms for mining distancebased outliers in large

datasets. In: Proceedings of the International Conference on Very Large Data
Bases, pp. 392–403. Citeseer (1998)

17. Knorr, E.M., Ng, R.T.: Finding intensional knowledge of distance-based outliers.
In: VLDB, vol. 99, pp. 211–222 (1999)

18. Knorr, E.M., Ng, R.T.: A unified approach for mining outliers. In: Proceedings of
the 1997 Conference of the Centre for Advanced Studies on Collaborative Research,
p. 11. IBM Press (1997)
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Abstract. This paper presents a novel opposition-based self-adaptive hybrid-
ized Differential Evolution algorithm termed as OSADE for solving continuous 
multi-objective optimization problems. OSADE is developed using a modified 
version of a self-adaptive Differential Evolution variant and hybridizing it with 
the Multi-objective Evolutionary Gradient Search (MO-EGS) to act as a form of 
local search. Through the use of a test suite of benchmark problems, a compara-
tive study of this newly developed algorithm and some state-of-the-art algo-
rithms, such as NSGA-II, Non-dominated Sorting Differential Evolution 
(NSDE), MOEA/D-SBX, MOEA/D-DE and MO-EGS, is being presented by 
employing the Inverted Generational Distance (IGD) and the Hausdorff Dis-
tance (HD) performance indicators. From the simulation results, it is seen that 
OSADE is able to achieve competitive, if not better, performance when  
compared to the other algorithms in this study. 

Keywords: Differential Evolution, evolutionary multi-objective optimization, 
self-adaptation, opposition-based learning, continuous multi-objective optimiza-
tion problems. 

1 Introduction 

Differential evolution (DE) [5] is an efficient and popular evolutionary algorithm 
known for its simplicity and ease of use, and it is also recognized as one of the most 
powerful stochastic real-parameter optimization algorithms in current use. The distin-
guishing difference between this state-of-the-art algorithm and the other evolutionary 
algorithms (EAs) is that DE involves the perturbation of the current generation indi-
viduals with the scaled differences of other randomly selected and distinct population 
members. Therefore, there is no separate probability distribution for generating new 
off-springs. As compared to most standard evolutionary algorithms, DE requires less-
er parameters, and has a faster convergence rate in most cases together with stronger 
global convergence ability and robustness. Despite the strengths witnessed in DE, it is 
inevitable that there are still certain drawbacks in this evolutionary algorithm when 
placed under certain problems, applications or environment. These drawbacks [6, 7] 



448 J.K. Chong and K.C. Tan 

include stagnation and premature convergence in multimodal problems due to DE 
being trapped in local optima. In order to overcome these weaknesses, several studies 
[8, 9] on the hybridization of DE with other evolutionary algorithms or local search 
have been proposed with promising results. The performance of DE is also highly 
attributed to the setting of its control parameters which are namely the mutation factor 
F, crossover probability CR and population size NP. As such, researchers introduced 
the use of self-adaptation in DE variants [10, 11] to dynamically update the parameter 
values throughout the evolution process without any preceding knowledge of the rela-
tionship between the parameter settings and the properties of the optimization prob-
lems given. This approach not only eliminates the need to fix the parameter values at 
the start of the optimization process, but also improves convergence performance over 
classic DE in terms of speed and reliability when compared over several benchmark 
problems.  

In this paper, a novel opposition-based self-adaptive hybridized DE variant termed 
as OSADE is proposed to overcome the drawbacks of DE highlighted above, and the 
proposed algorithm is applied on continuous unconstrained multi-objective (MO) 
optimization problems [1], [3], and is compared with some state-of-the-art algorithms. 

The rest of the paper is organized as follows. Section 2 describes the details of the 
proposed algorithm in this work. This is followed by Section 3 which presents the 
comparative studies with five state-of-the-art algorithms for the selected test bench-
mark problems. The paper is concluded in Section 4.  

2 The Proposed Algorithm: OSADE 

OSADE is a hybridization of a novel opposition-based self-adaptive non-dominated 
sorting differential evolution variant with the multi-objective evolutionary gradient 
search (MO-EGS). The proposed algorithm incorporates opposition-based learning 
into a self-adaptive mechanism for the DE control parameters (mutation factor and the 
crossover probability), and is then hybridized with MO-EGS which acts as a form of 
local search to enhance the exploitation abilities of the overall algorithm. In OSADE, 
it follows the mutation and crossover strategies from a frequently used DE variant 
known as the DE/rand/bin/1. As OSADE is designed to solve multi-objective optimi-
zation problems, hence there is no single best solution but rather a set of Pareto-
optimal solutions. As such, the non-dominated sorting, ranking and elitism techniques 
as found in NSGA-II [2] are incorporated into OSADE for the comparison of the 
quality of the solutions found so as to obtain the Pareto optimal solutions.  

In order to improve convergence and eliminate the need to determine optimized pa-
rameter values for differential evolution, the approach in the self-adaptive mechanism 
in [12] is being extended for this study. The approach traces its principles to a self-
adaptive mechanism found in evolutionary strategies whereby the mutation factor and 
the crossover probability of differential evolution are being encoded in every individ-
ual of the population. This means that there will be two additional variables in every 
individual, and they will also undergo the evolutionary process for their values to be 
adjusted appropriately in a self-adaptive manner for every generation. In order to 
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improve this self-adaptation method, a novel approach inspired by Opposition-Based 
Learning [13] is proposed in this study to enhance the optimization of the values of 
the DE parameters during the evolutionary process. As seen from several evolutionary 
optimization methods, the use of random guesses or estimates are frequently used 
when we are looking for a solution to a problem. At the same time, the evolutionary 
optimization methods will also work towards the search for the optimal solution and 
this incurs computational time which is related to the distance between the estimated 
solutions and the optimal one.  However, the guess might be far from the exact solu-
tion as it may be based on past experience or could be totally random. As such, in 
order to accelerate convergence towards the optimal solution, the opposite number of 
the estimated solution will be also checked as there will be 50% chance that the esti-
mated solution will be further from the optimal one compared to the opposite solution 
according to probability theory.  

The concept of the Opposite Number in Opposition-Based Learning is being  
employed in this study and its definition is as follows: = + −                                     (1) 

Where  ∈  [ , ]is a real number, and  represents the Opposite Number.  
The pseudo code of OSADE is shown in Algorithm 1. The initial candidate popula-

tion is randomly generated and evaluated before assigning fitness to the solutions. 
Binary tournament selection is then performed to choose promising solutions for re-
production. In the reproduction stage, the self-adaptive mechanism in [12] is being 
extended into a novel opposition-based self-adaptive differential evolution operator in 
this study for the generation of offspring. The key difference in the self-adaptive 
mechanism in OSADE is that opposition-based learning is being applied in the updat-
ing of the mutation factor. It is also to be mentioned that the adaption of DE parame-
ters in [12] utilizes simple averaging of the encoded parameter values from four dif-
ferent individuals. However in this study, weighted averaging is used instead. The 
current individual and three randomly selected individuals will be compared based on 
their Pareto ranks and/or niche counts to determine the best individual which will be 
awarded a highest weightage for its contribution to the averaging of the parameter 
values. Individuals with better Pareto ranks are preferred as they are nearer to the 
optimal Pareto front, and the selection of individuals with lower niche counts pro-
motes diversity [21]. Hence this approach allows fitter individuals to give higher con-
tribution towards the adaptation of the parameter values so as to achieve near-optimal 
DE parameter values. With this, the DE parameter values will be adapted accordingly 
within the lower and upper bounds. The Opposite Number of the mutation factor F 
will also be computed. Two different mutant vectors will be generated using the value 
of F and its Opposite Number, and they will be compared whereby the non-dominated 
one will be the offspring. If they are non-dominated to each other, one of them will be 
randomly selected. Through reproduction, N child solutions will be produced and 
archived. M solutions will be selected from archive to undergo local search (MO-EGS 
operator), and the solutions generated will be added to the archive. The updated ar-
chive will become the child population of the generation, and will be combined with 
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the parent population. Elitism is performed to select the parent population for the next 
generation. The process is iterated until the stopping criterion is met. 

3 Simulation Results and Discussions 

A total of 19 test benchmark problems from [14, 15] are chosen to test the optimiza-
tion performance of OSADE in terms of converging to the true Pareto front and the 
ability to maintain a diverse set of solutions. With these unconstrained test problems 
that may possess two or three objective functions, OSADE is compared against five 
other state-of-the-art algorithms which are namely NSGA-II-SBX [2], MOEA/D-SBX 
[18], NSDE [20], MOEA/D-DE [19] and MO-EGS. In Table 1, the parameter settings 
for the simulations are being presented. In order to draw a fair comparison of the op-
timization performance by the algorithms, the Inverted Generational Distance (IGD) 
[16] and the Hausdorff Distance (HD) [17] are being used as the performance metrics 
as they consider both proximity and diversity. For these two metrics, a lower value 
indicates better performance.  

The simulation results over 30 independent runs in terms of the measurement of 
the average IGD and HD values with their standard deviations are presented in Tables 
2 to 5. The parentheses beside the test problems indicate the number of objective 
functions (M) and decision variables (D) for the specific test instance. The best IGD 
and HD values will be in bold for every test instance. As observed from the results in 
the tables, OSADE achieved the best IGD and HD values in 8 out of the 10 UF prob-
lems. As for WFG problems, OSADE managed to achieve the best IGD and HD val-
ues in 4 out of 9 WFG problems. Due to space constraint, the evolutions plots and 
evolved Pareto front curves for only UF1 and WFG1 are being presented in this study. 
From the HD evolution plots in Fig. 1 and Fig. 2, it can be observed that OSADE is 
able to achieve faster convergence than the other algorithms compared for these se-
lected test problems. For UF1, OSADE takes about 100 generations to find the ap-
proximate Pareto front. As for WFG1, it is observed that the initial convergence is 
much faster than the other algorithms, but it may take more than 500 generations for 
full convergence. However, the convergence performance of OSADE for WFG1 is 
still superior over the other algorithms tested. As seen from the evolved Pareto front 
curves in Fig. 3 and Fig. 4, it is demonstrated that OSADE is able to achieve better 
proximity and spread over the other algorithms for both test problems.  

The promising results achieved by OSADE can be attributed to the use of the novel 
opposition-based self-adaptive mechanism for updating the DE parameters, especially 
for the mutation factor F. Through the use of this mechanism, the value of the muta-
tion factor can be dynamically adapted according to the evolutionary process, and 
with the help of opposition-based learning, there is also higher chance of the parame-
ter being set to near optimal values. Another contributing factor is the hybridization of 
the DE variant here with MO-EGS to act as local search. The DE variant is capable of 
strong global search to find promising solutions in the search space, and the incorpo-
ration of MO-EGS may potentially help in the exploitation of solutions as it uses  
the gradient information of the trajectory of solutions to determine the favourable 
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movements in the search space. In this way, a larger selection pressure can be induced 
which helps in the overall convergence of the solutions. As such, there can be a bal-
ance of exploration and exploitation of the search space by OSADE, and this aids in 
convergence while maintaining diversity of solutions. In order to solve UF problems 
well, algorithms need to be able to generate solution sets of higher diversity so as to 
explore the search space effectively, especially during the earlier stages of the search 
due to the presence of complicated Pareto Sets in these problems. It has also been 
indicated that algorithms such as the MOEA/D-SBX may not be suitable in dealing 
with the test instances in the UF test suite as the population in MOEA/D-SBX may 
lose diversity and the SBX operator in MOEAs have the shortcomings of producing 
inferior solutions [19]. As OSADE is inherently a DE variant, hence it also possesses 
strong exploratory capability that is able to produce a set of   diverse solutions, and 
this makes it suitable and effective for solving UF problems. For the case of WFG 
problems, these problems are mainly subjected to bias or shift transformations which 
results in most of the solutions for these problems to be located in certain section of 
the search space. As such, the use of local search operator in OSADE can also  
help in the determination of favourable search direction towards the optima, and this 
enhances the convergence ability of OSADE in handling WFG problems as well. 

 

Table 1. Parameter Settings 

Population Size, NP 100 or 300  (2 or 3 objectives) 

Number of Runs 30 

Stopping Criterion 500 generations x NP 

Distribution index in SBX, ηc 20 

Distribution index in polynomial mutation, ηm 20 

Mutation Rate, pm 1/(Decision Variables) 

Crossover Probability for DE operator, CR  0.8 

Mutation Factor for DE operator, F 0.5 

Probability that parents are selected from neighbourhood    

(for MOEA/D), δ 
0.9 

Maximal number of solutions updated, ηr (for MOEA/D) 2 

Neighbourhood size, T (for MOEA/D) 20 

Fitness assignment approach in MO-EGS Hypervolume performance  

indicator 

Parameter in MO-EGS progress vector, κ 10 

Number of trial solutions in MO-EGS, N 50 

Initial F and CR values for OSADE 0 

Lower / Upper Bounds of F and CR for OSADE 0.1 (lower)  / 0.9 (upper) 
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Algorithm 1: Pseudo Code for Proposed Algorithm OSADE 

Begin 
1: Initialization: At generation g=0, randomly generate NP initial population, Pop1 (g) 
2: Evaluation: Evaluate the fitness of every individual (Xi) in the initial population 
3: Do while (“Stopping criterion is not met”) 
4:  Fitness Assignment: Assign fitness to every individual in Pop1 (g) by Pareto 

Ranking and Crowding Distance. 
5: Selection: Select NP individuals using binary tournament selection. 
6: Reproduction: Use the novel opposition-based self-adaptive Differential Evo-

lution (DE) as described here: 
7: For i = 1: NP do 
8:  Select the indices r1, r2, r3 randomly under uniform distribution such 

that r1 ≠  r2 ≠ r3 ≠ i 
9:  Compare the current (i-th) individual and the individuals indexed by 

r1, r2, r3 in terms of their Pareto ranks and/or niche counts, and select 
the best individual. 

10: Retrieve the values of Fi,g, Fr1,g, Fr2,g, Fr3,g, and CRi,g, CRr1,g, CRr2,g, 
CRr3,g which are encoded in the above 4 selected individuals.  

11: Assign a weight factor of 0.4 to the best ranking individual and weight 
factors assigned to the subsequent ranked individuals will be decre-
mented by 0.1. 

12: Self-adaptation of the DE parameters: Calculate the values of Fi,g+1 
and CRi,g+1 using the following formulae:  

  
 

 
 whereby  ,  ,    represent the weight factors assigned to 

the different individuals as mentioned in Step 11. 
13: Calculate the updated F and CR for the next generation as follows: 

  , =    ( , )   , =    ( , ) 
 

whereby = 1/(8√2 ), D is the dimension of the problem, N (0, 1) 
denotes a random generated number under Gaussian distribution. 

14: Generate the Opposite Number of the mutation scale factor F accord-
ing to the below formula: 
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Algorithm 1: Pseudo Code for Proposed Algorithm OSADE (continued) 
15: Randomly select an integer from (1,D) to be jrand  
16: Create 2 Trial Vectors V1 and V2 as shown in next step. 
17:  for j = 1 to D do 
                                     if randj (0,1) CR or j = jrand then 
                                                V1i,j = Xr1,j + Fi,g+1 * (Xr2,j – Xr3,j) 
                                                      V2i,j = Xr1,j + F_oppi,g+1 * (Xr2,j – Xr3,j) 
                                         else 
                                                      V1i,j = Xi,j,     V2i,j = Xi,j 
                                                       
                                         end if 
  end for 
18:  Let the offspring be represented by Ui,g+1.  
19:  Compare the 2 Trial Vectors V1 and V2 as shown below: 

  if V1 dominates V2 
                                Ui,g+1 = V1,     Fi,g+1 = Fi,g+1,     CRi,g+1 = CRi,g+1 

else if V2 dominates V1                               
                                           Ui,g+1 = V2,     Fi,g+1 = F_oppi,g+1,     CRi,g+1 = CRi,g+1                  

else if V1 and V2 are non-dominated to each other 
                                 if rand(0,1) < 0.5 
                                                 Ui,g+1 = V1,  Fi,g+1 = Fi,g+1,  CRi,g+1 = CRi,g+1 
                                            else 
                                                 Ui,g+1 = V2,  Fi,g+1 = F_oppi,g+1,  CRi,g+1 = CRi,g+1 
                                            end if 
                              end if 
20: End For 
21: Evaluation: Calculate the objective values of all the child solutions. 
22: Archiving: Store all child solutions into a fixed-size archive tempPop. 
23: Select M individuals via binary tournament selection from tempPop for the 

local search 
24: Local Search: Perform the MO-EGS on the M individuals to generate off-

spring. Add the offspring to tempPop if they are not dominated by any of the 
archived members. If the predetermined archive size is reached, eliminate the 
most crowded archive member. 

25: Let the updated archive tempPop become the child population PopQ. 
26: Merge all the solutions in Pop1 (g) and PopQ into a combined population PopR. 

Perform fitness assignment for all solutions in PopR. 
27: Elitism: Select NP solutions with the lowest Pareto rank or with largest crowd-

ing distance from PopR to form a new parent population Pop1 (g+1).  
28:         g = g + 1 
29: End Do 
End 
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Table 2. Comparison of IGD values for UF problems 

Algorithm UF1(2,30) UF2(2,30) 
NSGAII-SBX 
MOEA/D-SBX 

0.1200±0.0245 
0.1257±0.0497 

0.0478±0.0102 
0.0574±0.0296 

NSDE 0.0523±0.0128 0.0450±0.0056 
MOEA/D-DE 

     MO-EGS 
0.0488±0.0289 
0.1588±0.0956 

0.0342±0.0236 
0.0510±0.0045 

OSADE 0.0404±0.0051 0.0204±0.0012 
Algorithm UF3(2,30) UF4(2,30) 
NSGAII-SBX 
MOEA/D-SBX 

0.2370±0.0403 
0.3092±0.0532 

0.0538±0.0022 
0.0566±0.0047 

NSDE 0.1387±0.0318 0.0730±0.0078 
MOEA/D-DE 

     MO-EGS 
0.0744±0.0377 
0.1748±0.0099 

0.0824±0.0078 
0.1495±0.0076 

OSADE 0.2087±0.0101 0.0408±0.0002 
Algorithm UF5(2,30) UF6(2,30) 
NSGAII-SBX 
MOEA/D-SBX 

0.3047±0.1036 
0.4359±0.0993 

0.1462±0.0465 
0.1744±0.0548 

NSDE 0.8773±0.1742 0.0442±0.0088 
MOEA/D-DE 

     MO-EGS 
0.6670±0.1384 
1.3705±0.2850 

0.0465±0.0291 
0.0698±0.0091 

OSADE 0.1494±0.0119 0.0240±0.0043 
Algorithm UF7(2,30) UF8(3,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.1683±0.1340 
0.3224±0.1380 
0.0329±0.0090 
0.0234±0.0063 
0.0723±0.0040 

0.2203±0.0047 
0.1607±0.0379 
0.1478±0.0143 
0.0937±0.0082 
0.1168±0.0173 

OSADE 0.0178±0.0020 0.1098±0.0028 
Algorithm UF9(3,30) UF10(3,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.1710±0.0423 
0.1220±0.0566 
0.1822±0.0671 
0.1058±0.0485 
0.1995±0.0622 

0.3274±0.0596 
0.3257±0.1810 
2.4853±0.2086 
0.6108±0.0047 
5.1364±0.7926 

OSADE 0.0805±0.0022 0.3197±0.0456 
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Table 3. Comparison of IGD values for WFG problems 

Algorithm WFG1(2,30) WFG2(2,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

1.3881±0.0889 
1.1814±0.1142 
1.2669±0.0118 
1.2308±0.0033 
1.2441±0.0048 

0.1017±0.0652 
0.1567±0.0374 
0.0306±0.0100 
0.0500±0.0064 
0.3351±0.0549 

OSADE 0.6882±0.0195 0.0339±0.0003 
Algorithm WFG3(2,30) WFG4(2,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0250±0.0014 
0.0299±0.0033 
0.0245±0.0011 
0.0292±0.0026 
0.1833±0.0392 

0.0184±0.0008 
0.0155±0.0005 
0.0994±0.0036 
0.0791±0.0103 
0.1585±0.0113 

OSADE 0.0338±0.0008 0.0304±0.0024 
Algorithm WFG5(2,30) WFG6(2,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0671±0.0010 
0.0665±0.0007 
0.0733±0.0011 
0.0673±0.0002 
0.0794±0.0102 

0.0482±0.0041 
0.0447±0.0070 
0.0819±0.0204 
0.0818±0.0182 
0.1110±0.0096 

OSADE 0.0608±0.0014 0.0354±0.0041 
Algorithm WFG7(2,30) WFG8(2,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0172±0.0007 
0.0141±0.0001 
0.0332±0.0018 
0.0180±0.0008 
0.1083±0.0117 

0.0802±0.0038 
0.0766±0.0054 
0.1272±0.0121 
0.1118±0.0112 
0.2172±0.0095 

OSADE 0.0159±0.0003 0.0705±0.0007 
Algorithm WFG9(2,30)  
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0200±0.0019 
0.0177±0.0013 
0.0335±0.0008 
0.0348±0.0194 
0.1594±0.0263 

 

OSADE 0.0194±0.0003  
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Table 4. Comparison of HD values for UF problems 

Algorithm UF1(2,30) UF2(2,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0461±0.0085 
0.0511±0.0214 
0.0244±0.0186 
0.0224±0.0154 
0.0599±0.0295 

0.0214±0.0062 
0.0303±0.0161 
0.0179±0.0026 
0.0170±0.0128 
0.0197±0.0018 

OSADE 0.0169±0.0025 0.0082±0.0005 
Algorithm UF3(2,30) UF4(2,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0897±0.0137 
0.1162±0.0198 
0.0471±0.0092 
0.0300±0.0138 
0.1107±0.0188 

0.0173±0.0009 
0.0187±0.0019 
0.0235±0.0024 
0.0264±0.0025 
0.0477±0.0025 

OSADE 0.0698±0.0035 0.0130±0.0001 
Algorithm UF5(2,30) UF6(2,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0261±0.0111 
0.0288±0.0093 
0.1310±0.0350 
0.0649±0.0228 
0.2439±0.0424 

0.0559±0.0181 
0.0681±0.0197 
0.0170±0.0043 
0.0232±0.0136 
0.0339±0.0041 

OSADE 0.0132±0.0001 0.0121±0.0002 
Algorithm UF7(2,30) UF8(3,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0712±0.0528 
0.1326±0.0514 
0.0183±0.0088 
0.0123±0.0043 
0.0278±0.0015 

0.1828±0.0076 
0.0793±0.0216 
0.0607±0.0198 
0.0967±0.0539 
0.0517±0.0079 

OSADE 0.0083±0.0012 0.0464±0.0011 
Algorithm UF9(3,30) UF10(3,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0756±0.0172 
0.0548±0.0290 
0.0706±0.0332 
0.1585±0.0534 
0.0434±0.0115 

0.2872±0.2685 
0.1326±0.0565 
0.8295±0.0696 
0.2138±0.0218 
1.8028±0.1555 

OSADE 0.0296±0.0005 0.5281±0.2944 
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Table 5. Comparison of HD Values for WFG problems 

Algorithm WFG1(2,30) WFG2(2,30) 
NSGAII-SBX 0.3344±0.0257 0.0454±0.0335 
MOEA/D-SBX 0.2740±0.0314 0.0663±0.0184 
NSDE 0.2836±0.0026 0.0076±0.0022 
MOEA/D-DE 0.2755±0.0007 0.0153±0.0021 
MO-EGS 0.2793±0.0012 0.0834±0.0179 
OSADE 0.1542±0.0044 0.0083±0.0001 
Algorithm WFG3(2,30) WFG4(2,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0062±0.0004 
0.0073±0.0009 
0.0062±0.0003 
0.0071±0.0006 
0.0416±0.0088 

0.0047±0.0003 
0.0039±0.0001 
0.0223±0.0008 
0.0185±0.0024 
0.0357±0.0026 

OSADE 0.0085±0.0002 0.0077±0.0006 
Algorithm WFG5(2,30) WFG6(2,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0152±0.0003 
0.0154±0.0002 
0.0168±0.0002 
0.0156±0.0004 
0.0183±0.0024 

0.0109±0.0009 
0.0101±0.0016 
0.0185±0.0045 
0.0184±0.0041 
0.0255±0.0024 

OSADE 0.0138±0.0003 0.0081±0.0009 
Algorithm WFG7(2,30) WFG8(2,30) 
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0046±0.0003 
0.0037±0.0001 
0.0077±0.0004 
0.0044±0.0002 
0.0246±0.0027 

0.0185±0.0009 
0.0177±0.0012 
0.0288±0.0027 
0.0254±0.0026 
0.0490±0.0023 

OSADE 0.0044±0.0001 0.0164±0.0002 
Algorithm WFG9(2,30)  
NSGAII-SBX 
MOEA/D-SBX 
NSDE 
MOEA/D-DE 
MO-EGS 

0.0053±0.0005 
0.0048±0.0002 
0.0081±0.0002 
0.0084±0.0084 
0.0366±0.0059 

 

OSADE 0.0053±0.0001  
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Fig. 1. Evolution of HD average values for UF1 over 30 independent runs 

 

Fig. 2. Evolution of HD average values for WFG1 over 30 independent runs 
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Fig. 3. Evolved Pareto front for UF1 

 

 
 

Fig.4. Evolved Pareto front for WFG1 
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4 Conclusions 

In view of the increasing complexity seen in several optimization problems today, 
there is a strong need to find ways to improve the efficiency and effectiveness of evo-
lutionary algorithms. This study introduces a novel opposition-based self-adaptive 
Differential Evolution algorithm (OSADE) that aims to overcome the weakness of the 
conventional Differential Evolution when tackling multi-objective optimization prob-
lems. The main contributions by OSADE can be summarized as follows: 1) Proposal 
of a novel opposition-based self-adaptive mechanism that not only eliminates the need 
to pre-define the DE parameters, and also dynamically find the optimal settings for 
the DE parameters; 2) Hybridization of a novel self-adaptive DE variant with the 
Multi-objective Evolutionary Gradient Search (MO-EGS) which acts as a form of 
local search so as to enhance the exploitation abilities of the overall proposed algo-
rithm. In this way, the strengths of both the novel opposition-based self-adaptive DE 
variant and local search can be complemented. Through the validation of OSADE 
using a group of carefully selected test benchmark problems for continuous multi-
objective optimization, we are able to observe overall better performance in terms of 
convergence and diversity over the other algorithms compared in this study. 

Acknowledgement. This work was supported by the Singapore Ministry of Education 
Academic Research Fund Tier 1. 
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Abstract. Networks increase interdependence, which creates challenges
for managing risks. This is especially apparent in areas such as finan-
cial institutions and enterprise risk management, where the actions of a
single agent (firm or bank) can impact all the other agents in intercon-
nected networks. In this paper, we use agent-based modeling (ABM) in
order to analyze how local defaults of supply chain participants propa-
gate through the dynamic supply chain network and interbank networks
and form avalanches of bankruptcy. We focus on the linkage dependence
among agents at the micro-level and estimate the impact on the macro
activities. Combining agent-based modeling with the network analysis
can shed light on understanding the primary role of banks in lending to
the wider real economy. Understanding the linkage dependency among
firms and banks can help in the design of regulatory paradigms that rein
in systemic risk while enhancing economic growth.

Keywords: agent-based economics, systemic risk, evolving credit net-
works, financial networks.

1 Introduction

Macro economy has created well defined approaches and several tools that seemed
to serve us for the last decades. However, recent economic fluctuations and finan-
cial crises emphasize the need of alternative frameworks and methodologies to be
able to replicate such phenomena in order to a deeper understanding the mecha-
nism of eco-nomic crisis and fluctuation. Financial markets are driven by the real
economy and in turn they also have a profound effect on it. Understanding the
feedback between these two sectors leads to a deeper understanding of the stabil-
ity, robustness and efficiency of the economic system [8]. Agent-based approaches
inMacroeconomics from bottom-up are getting more andmore attention recently.
Research on this line has been initiated by the series of their works Delli Gatti, et
al. [4,5]. Their model simulating the behavior of interacting heterogeneous agents
(firms and banks) is able to generate a large number of stylized facts. To jointly ac-
count for an ensemble of the facts regarding both micro-macro properties together
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with macro aggregates including GDP growth rates, output volatility, business cy-
cle phases, financial fragility, and bankruptcy cascades, agent-based approaches
are getting more and more attention recently.

Historically financial markets were driven by the real economy and in turn
they also had a profound effect on it. In recent decades, a massive transfer of
resources from the productive sector to the financial sector has been one of the
characteristics of global economic systems. This process is mainly responsible for
the growing financial instability. In production sectors, there has been dramatic
increase in the output volatility and uncertainty. Financial inter-linkages play an
important role in the emergence of financial instabilities. Recently many research
have focused on the role of linkages along the two dimensions of contagion and
liquidity and they suggest that regulators have to look at the interplay of network
topology, capital requirements, and market liquidity [9], [14]. In particular for
contagion, the position of institutions in the network matters and their impact
can be computed through stress tests even when there are no defaults in the
system [2].

For the data-driven study using empirical data, many scholars use a collection
of daily snapshots of the Italian interbank money market originally provided by
the Italian electronic Market for Inter-bank, referred to e-MID in the text [6],
[11], [18]. However, even central banks and regulators have only a dim view of
the interconnec-tions between banks at a moment in time, and thus the systemic
risk in the financial networks, and each bank’s contribution to this risk, are
poorly known. A natural starting point is to utilize complementary approach
to data-driven approach, basing their systemic risk measures on accessing and
interpreting data on balance sheets and trading. As understanding of the most
critical systemic attributes improves, this network description can be extended
to wider jurisdictions and can record more detail: complex transactions such as
credit risk derivatives, more complex institutional behavior such as internal risk
limit systems and responses to counterparty risk changes.

In this paper, we investigate the effect of credit linkages on the macroeconomic
activity by developing the network-based agent model. In particular, we study
the linkage dependence among agents (firms and banks) at the micro-level and
to estimate their impact on the macro activities such the GDP growth rate, the
size and growth rate distributions of agents. We propose the model refinement
strategy which validate through the some universal laws and properties based on
empirical studies revealing statistical properties of macro-economic time series.
The purpose of the network-based model of systemic risks is to build up the
dependence among agents (firms and banks) at the micro-level and to estimate
their impact on the macro stability.

Phase structure of hypothetical financial systems: the relation between ba-
sicnetwork parameters such as connectivity, homogeneity and uncertainty, and
macro-scopic systemic risk measures is non-linear, non-intuitive and difficult
to predict. Such emergent features will reflect profound properties of real world
financial networks that can be understood by first looking at deliberately simpli-
fied agent-based simulation models. Simulation studies of complex hypothetical
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financial networks that map out these types of features will lead to improved
understanding of the resilience of net-works, and perhaps ultimately to prag-
matic rules of thumb for network participants. This line of inquiry also links
systemic network theory strongly to other areas of network science, from which
we may draw additional ideas and intuition. We show that three stylized facts:
a fat-tailed size distribution of the firm sizes, a tent-shaped growth rate dis-
tribution, the scaling relation of the growth rate variance with firm size. We
then address the questions of validating and verifying simulations. We validate
with the widely acknowledged stylized facts which describe the firm (and bank)
growth rates of fat tails, tent distribution, volatility, etc., and recall that some
of these properties are directly linked to the way time is taken into account [19].
The growth of firm size, the distribution of firm sizes, the distribution of sizes of
the new firms in each year and find it to be well approximated by a log-normal.
We validate the simulation results in terms of such as (i) the distribution of the
logarithm of the growth rates, for a fixed growth period of one year, and for
companies with approximately the same size Sdisplays an exponential form.

In the second part of our work, we investigate the effect of credit linkages
on the firms activities to explain some key elements occurred during the recent
economic and financial crisis. From this perspective, the network theory is a
natural candidate for the analysis of interacting agent systems. The financial
sector can be regarded as a set of agents (banks and firms) who interact with
each other through financial transactions. These interactions are governed by
a set of rules and regulations, and take place on an interaction graph of all
connections between agents. The network of mutual credit relations between fi-
nancial institutions and firms plays a key role in the risk for con-tagious defaults.
In particular, we study the repercussions of inter-bank connectivity on agents’
performances, bankruptcy waves and business cycle fluctuations. Our findings
suggest that there are issues with the role that the bank system plays in the
real economy and in pursuing economic growth. Indeed, our model shows that
a heavily- interconnected inter-bank system increases financial fragility, leading
to economic crises and distress contagion.

2 Risks in a Connected Systems

There is empirical evidence that as the connectivity of a network increases,
there is an increase in the network performance, but at the same time, there is
an increase in the chance of risk contagion which is extremely large. If external
shocks at some agents are propagated to the other connected agents due to
failure, the domino effects often come with disastrous consequences. The network
is only as strong as its weakest link, and trade-offs are most often connected to
a function that models system performance management. The qualification of
risks lies in their connections. An interdependent risk to one system may present
an opportunity to other systems. Therefore a systemic risk impacts the integrity
of the whole system as well as its components.

In a networked world, the risks faced by any one agent depend not only on that
agents actions but also on those of others. The fact that the risk one actor faces is
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often determined in part by the activities of others gives a unique and complex
structure to the incentives that agents face as they attempt to reduce their
exposure to these inter-dependent risks. The concept of interdependent risks
refers to situations in which multiple agents act separately generate common
risk. Protective management can reduce the risk of a direct loss to each agent,
but there is still some chance of suffering damage from others actions. The fact
that the risk is often determined in part by the behavior of others imposes
independent risk structures on the incentives that agents face for reducing risk or
investing in risk mitigation measures. Kunreuther and Heal were initially led to
analyze such situations by focusing on the interdependence of security problems
[12]. An interdependent security setting is one in which each individual or firm
that is part of an interconnected system must decide independently whether
to adopt protective strategies that mitigate future losses. The analysis focused
on protection against discrete, low-probability events in a variety of protective
settings with somewhat different cost and benefit structures: airline security,
computer security, fire protection, and vaccination. Under some circumstances,
the interdependent security problem resembles the familiar prisoners dilemma in
which the only equilibrium is the decision by all agents not to invest in protection
even though everyone would be better off if they had decided to incur this cost.
In other words, a protective strategy that would benefit all agents if widely
adopted may not be worth its cost to any single agent and it is better off simply
taking a free ride on the others’ investments.

The financial crises triggered numerous studies on the systemic risks caused
by contagion effects via interconnections in the modern banking networks. Sys-
temic risks result in continuous large-scale defaults or systemic failure among
the networked banks and financial institutions [9], [14]. There is empirical evi-
dence that as the connectivity of a network increases, there is an increase in the
network performance, but at the same time, there is an increase in the chance
of risk contagion which is extremely large. The formulation of systemic risk can
greatly benefit from a complex network approach. Allen and Gale introduced
the use of network theories to enrich our understanding of financial systems and
studied how the financial system responds to contagion when financial institu-
tions are connected with different network topologies [1]. They how the banking
network topology affect the stability of both finance market and product market
by changing the density of connections among banks. While the risk of conta-
gion may be expected to be larger in a highly interconnected banking system,
we show that shocks may have complex effects on financial institutions as well
as the firms.

Many studies analyze the financial systems such as financial stability and
contagion using the network theory and other network analysis methods. In an
inter-bank market, banks facing liquidity shortages may borrow liquidity from
other banks that have liquidity surpluses. This system of liquidity swapping
provides the interbank market with enhanced liquidity sharing. Furthermore, it
also brings down the risk of contagion among the interconnected banks when
unexpected problems arise. Solvency or liquidity problems of a single bank can
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travel through the interbank linkages to other banks and become a causality of
systemic failure; this highlights the importance of interbank markets for financial
stability [15], [17]. A systemic risk is also defined as the risk of a phase tran-
sition from one equilibrium condition to another equilibrium. This transition is
characterized by self-reinforcing mechanisms that make it difficult to reverse.

3 Agent Based Modeling of Economic Risks

Our work is based on an existing agent-based model [4,5]. Here, we consider
multiple banks which can operate not only in the credit market but also in the
inter-bank market. In our model, firms may ask for loans from banks to increase
their production rate and profit. If contacted banks face liquidity shortage when
trying to cover the firms’ requirements, they may borrow from a surplus bank
in the inter-bank network. In this market, therefore, lender banks share with
borrowers bank the risk for the loan to the firm.We model the inter-bank network
as preference attachment.

In our model, bankruptcies are determined as financially fragile firms fail, that
is their net worth becomes negative. If one or more firms are not able to pay back
their debts to the bank, the bank’s balance sheet decreases and, consequently,
the firms’ bad debt, affecting the equity of banks, can also lead to bank failures.
As banks, in case of shortage of liquidity, may enter the interbank network, the
failure of borrower banks could lead to failures of lender banks. Agents’ bad
debt, thus, can bring about a cascade of bankruptcies among banks. The source
of the domino effect may be due to indirect interaction between bankrupt firms
and their lending banks through the credit market, on one side, and to direct
interaction between lender and borrower banks through the inter-bank network,
on the other side.

3.1 Firms Behavior

The goods market is implemented following the model of Delli Gatti et al. [5]
where output is supply-determined, that is firms sell all the output they opti-
mally decide to produce. In the model of Delli Gatti, there are two types of
firms: Downstream (D) firms that produce consumption goods using labor and
intermediate goods; Upstream (U) firms that produce intermediate goods on
demand from D firms.

The D firms demand both for labor Ni,t and for intermediate goods Qi,t

de-pending on their financial conditions, that is captured by net worth Ai,t.
Respectively, the demands of the i-th firm are given by

Ni,t = c1A
β
i,t (1)

Qi,t = c2A
β
i,t (2)

The consumption goods are sold at a stochastic price ui,t that is a random vari-
able extracted from a uniform distribution between (0, 1). The U firms produce
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intermediate goods employing only labor, so that for the j-th the demand is

Qj,t = c3Nj,t (3)

Many D firms can be linked to a single U firm but each D firm has only one
supplier for intermediate goods among the U firms. The price of intermediate
goods is

pj,t = 1 + rj,t = αA−α
j,t (4)

where rj,t is the interest on trade credit, which is assumed to be dependent only
on the financial condition of the U firm. In particular, if the j-th firm is not
performing well, it will give credit with a less favorable interest rate. While the
production of D firms is determined by their worth Ai,t, the production of U
firms is determined by the demand on the part of D firms

Qj,t = c2
∑

Aβ
i,t (5)

Analogously, the demand for labor will be

Nj,t = c1
∑

Aβ
i,t (6)

Each period a subset of firms enter in the credit market asking for credit.
The amount of credit requested by companies is related to their investment
expenditure, which is, therefore, dependent on interest rate and firm’s economic
situation. If the net worth of the firms is not sufficient to pay the wage bill, they
will demand credit to a bank. For each firm the credit demand is

Bt = c4Nt −At (7)

where the functional form of Nt changes if we are considering U firm or D firm.
We assume that many firms can be linked to a single bank but each firm has
only one supplier of loans. Without entering in the details, we point out that
the interest rate on loans is a decreasing function of the banks net worth and
penalizes financially fragile firms.

The profits of the D and U firm are evaluated from the difference between
their gains and the costs, and the profit of the j-th U firm at time t is given by

πj,t = (1 + rj,t)Qj,t − (1 + rj,t)Bj,t (8)

At each time step the net worth of each firm is updated according to

Aj,t+1 = Aj,t + πj,t −Dj,t (9)

Bankruptcy occurs if the net worth becomes negative. The bankrupt firm leaves
the market. Therefore Dj,t in Eq.(9) is the bad debt, that takes into account the
possibility that a borrower cannot pay back the loan because it goes bankrupt
(that is, Aj,t ≤ 0). In this framework the lenders are the U firms and the banks
and both U and D firms can be borrowers. The total number of agents (U and
D firms) is kept constant over time. Therefore when firms fail, they are replaced



Agent-Based Modeling of Economic Volatility and Risk Propagation 469

by new entrants which are on average smaller than incumbents. So, entrants’
size is drawn from a uniform distribution cen-tered around the mode of the size
distribution of incumbent firms.

3.2 Banks Behavior

The primary purpose of banks is to channel their funds towards loans to com-
panies. Consulted banks, analyzed their own credit risk and the firm’s risk, may
grant the requested loan, when they have enough supply of liquidity. The supply
of credit is a percentage of banks’ equity because financial institutions adopt a
system of risk management based upon an equity ratio. When consulted banks
do not have liquidity to lend, they can enter in the interbank system, in order
not to lose the opportunity of earning on investing firms.

Similar to firms, we have a constant population of competitive banks indexed
by j = 1, . . . , B. Each bank has a balance sheet structure defined as Sj,t =
Ej,t + Dj,t with Sj,t being the credit supply, Ej,t the equity and Dj,t. The
primary function of banks activity is to lend their funds through loans to firms,
as this is their way to make money via interest rates. Bank j offers its interest
rate to the borrower firm i:

rij,t = σA−β
j,t + θl−θ

i,t (10)

So the interest rate is decreasing with the borrower’s financial robustness. In
a sense, we adopt the principle according to which the interest rate charged by
banks incorpo-rates an external finance premium increasing with the leverage
and, therefore, inversely related to the borrower’s net worth.

When firm i needs loan, it contacts a number of randomly chosen banks. Credit
linkages between firms and banks are defined by some bipartite graph Contacted
banks, checked the investment risk and their amount of liquidity (Sj,t ≥ Li

d,t),
offer an interest rate in Eq.(10). After exploring the lending conditions of the
contacted banks, each firm asks the consulted banks for credit starting with
the one offering the lowest interest rate. If in the credit market, the contacted
financial institutions have not enough supply of liquidity to fully satisfy the firm’s
loan, then banks consider to use the inter-bank market. As in the credit market,
the requiring bank (borrower) asks the lacking fraction of the loan requested
by the firm from a number of randomly chosen banks (lenders). Among the
contacted banks, the banks satisfying the risk threshold in Eq.(8) and having
enough supply of liquidity offer the loan to the asking bank for an inter-bank
interest rate, which equals the credit market interest rate in Eq.(9). Among this
subset of offering banks, the borrower bank chooses the lender bank, starting
with the one offering the lowest interest rate.

At the end of each period t, after trading has taken place, financial institutions
update their profits. The bank’s profit depends on interests on credit market
(first term), on interests on inter-bank market (second term), which can be either
positive or negative depending on bank j net position (lender or borrower), on
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interests payed on deposits and equity (third term). Bank net worth evolves
according to:

Ej,t+1 = Ej,t − 1 + πj,t −Bi
j −Bk

j (11)

with the last two terms on the right side being firms and banks’ bad debts
respectively. Similar to firms, banks go bankrupt when their equity at time t
becomes negative, and the failed bank leaves the market.

The total number of banks is kept constant over time. Therefore when banks
fail, they are replaced by new entrants which are on average smaller than in-
cumbents.

3.3 Credit Network Formation

We define the network formation dynamics, how D firms look for the linkage
with U firm and how D and U firms look for a bank to ask their loans. In order
to establish the product supply linkages, the firms take the partner choice rule,
that is, they search for the minimum of the prices charged by a randomly selected
set of possible suppliers. It can change supplier only if a better partner is found.
Similarly in order to establish the credit linkages the frms take the partner choice
rule: they search for the minimum of the interest rate charged among the loan
offered banks. If contacted banks face liquidity shortage when trying to cover
the firms’ requirements, they may borrow from a surplus bank in the inter-bank
system. In this market, therefore, lender banks share with borrower banks the
risk for the loan to the firm.

3.4 Interbank Network Formation

We model the inter-bank network based on some connection rules: (i) random
connection (random graph as a bench mark), (ii) net-worth based connection,
an agent with higher net worth is selected as a partner, (iii) interest based
connection, an agent offering a lower interest is selected as a partner.

Bankruptcies are determined as financially fragile firms fail, that is their net
worth becomes negative. If one or more firms are not able to pay back their
debts to the bank, the bank’s balance sheet decreases and, consequently, the
firms’ bad debt, affecting the equity of banks, can also lead to bank failures.
As banks, in case of shortage of liquidity, may enter the interbank market, the
failure of borrower banks could lead to failures of lender banks. Agents’ bad
debt, thus, can bring about a cascade of bankruptcies among banks. The source
of the domino effect may be due to indirect interaction between bankrupt firms
and their lending banks through the credit market, on one side, and to direct
interaction between lender and borrower banks through the inter-bank system,
on the other side. Their findings suggest that there are issues with the role that
the bank system plays in the real economy and in pursuing economic growth.
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Indeed, their model shows that a heavily-interconnected inter-bank system in-
creases financial fragility, leading to economic crises and distress contagion. The
process of contagion gains momentum and spreads quickly to a large number of
banks once some critical banks fail.

3.5 Clearing Mechanism

We consider the closed economy and the total number of banks, U and D firms
are kept constant over time: bankrupt firms or banks are replaced one to one. In
a closed real and financial economy, and there is no sources or sinks of money,
except a new entrant with small net worth are only source money. In the case,
firms go bankruptcy, bad debt is absorbed by banks. The interbank market
is useful for the finance sector. When a bank cannot lend the loan to a firm,
it can get necessarily fund through the interbank market. The linkages among
banks are also effective for shock absorbing: if some bank goes bankruptcy, other
banks which have the credit linkage may partially absorb. This mechanism of
risk sharing or shock absorbing will bring positive effects on real economy.

In order to clarify the role of financial networks we investigate the clearing up
mechanism explicitly.

(Bailout mode 1) A bailout is financed by the central bank or collected from
the household and firms. This is the case where there is no interbank network
and no other bank pay for the debt of the other bank.

(Bailout mode 2) Each defaulting bank is bailed out, and the required fund is
col-lected from the other banks with linkage. This is the case where the interbank
network exists and other banks pay for the debt.

4 Simulations and Results

The model is studied numerically for different values of the parameter ρ, which
drives the inter-bank connectivity. We consider an economy consisting of N =
1000 firms and B = 50 banks and do simulation over the time period span of
T = 1000. Each firm is initially given the same amount of capital Ki,0 = 100,
net-worth Ai,0 = 65 and loan Li,0 = 35. We also set other parameters as follows:
τ = 4, Φ = 0.8, c = 1, λ = 0.3, α = 0.1, χ = 0.8, ψ = 0.1 and θ = 0.05.
The probability of attachment between firms and banks in the credit market is
x = 0.05. In this way the number of firm’s out-going links is less than three. The
reason being that in a highly connected random network synchronization could
be achieved via indirect links. The effects of direct contagion among financial
institutions are easier to be tested in a network where indirect synchronization
is less likely to arise. We repeat simulations 100 times with different random
seeds. We start by analyzing the effect of inter-bank linkages on the systemic
risk. Then we analyze the correlation between the financial and the real sector
of the economy.
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Fig. 1. How the size cumulative distributions in term of the net-worth of firms (Down-
stream firms, Upstream-firms, and Banks) at the time periods, 100, 200,300,400, and
500

4.1 Economic Growths (Firm and Bank Growth)

Given that the simulated aggregated output time series show an upward trend,
we extract the trend component. By developing simple interactive structures
among agents and feedback effects, we can reproduce the source of business fluc-
tuations: on one side, due to indirect interactions between bankrupt firms and
their lending banks through the credit market and, on the other side, due to
direct interactions between lender and borrower banks through the interbank
system. In particular, we analyzed the effect of inter-bank linkages on the GDP
expansion and contractions. Our model displays quite realistic features, start-
ing from the three-sector structure of the credit network. Also the bankruptcy
avalanches mechanism is realistic. Moreover, the model is able to reproduce the
main empirical facts about the statistical properties of firms. Fig.1 show the size
cumulative distributions in term of the net-worth of firms (Down-stream firms,
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Upstream-firms, and Banks) at the time periods, 100, 200,300,400, and 500. The
topics on economic growth processes have then attracted much interest. Recent
empirical studies suggest that the firm size distribution follows a power law dis-
tribution [19]. Regarding other empirical evidences, the results shown in Fig.1
shows reasonable agreement with the known data: the distribution of firm size
is a power law and the one of aggregate growth rates is a double exponential.

4.2 Contagion Effects on the Real Economy

In our model, bankruptcies are determined as financially fragile firms fail, that is
their net worth becomes negative. If one or more firms are not able to pay back
their debts to the bank, the bank’s balance sheet decreases and, consequently,
the firms’ bad debt, affecting the equity of banks, can also lead to bank failures.
As banks, in case of shortage of liquidity, may enter the interbank market, the
failure of borrower banks could lead to failures of lender banks. Agents’ bad
debt, thus, can bring about a cascade of bankruptcies among banks. The source
of the domino effect may be due to indirect interaction between bankrupt firms
and their lending banks through the credit market, on one side, and to direct
interaction between lender and borrower banks through the inter-bank system,
on the other side.

One of the goals of our work is the study of bankruptcy avalanches and their
connection with the dynamics of the credit networks. Fig. 2 shows some concep-
tual framework of default cascade on the credit network. Suppose that a random
price fluctuation causes the bankruptcy of some U firms. Consequently, the loans
they took will not be fulfilled and the worth of the lenders (banks and D firms)
will decrease. Eventually, this will result in a bankruptcy of some of them and,
more importantly, in an increase of the interest rates charged on their old and
new borrowers. This, in turn, will increase the probability of a bankruptcy of a
D firm, and so on. The credit network has a scale free structure and then the
default of a highly connected agent may provoke an avalanche of bankruptcy.

The question we address here is whether phenomena of collective bankruptcies
are related to the initial setting of parameters. Usually simulation starts with
homogeneous firms and banks. Early stage of the simulation (before 200 period)
many firms and banks default. However after that, especially banks and D-
firms grow as extremely heterogeneous agents and the size distribution obeys
power low, then a few banks and firms default occasionally. In order to answer
this mysterious observation, we inves-tigate the effects of inter-bank linkages on
contagion phase in the financial market. In particular, we focus on one of the most
extreme examples of systemic failure, namely bank bankruptcies. Fig.3 shows the
average number of failed banks over all times. Collective bankruptcies arise from
the complex nature of agent interaction. To better analyze this mystery, we
further need data-driven analysis of simulated data.
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Fig. 2. shows some conceptual framework of default cascade on the credit network

4.3 Economic Growths (Firm and Bank Growth)

We explicitly model the agents’ interaction as credit networks. In our model,
firms may ask for loans from banks to increase their production rate and profit.
If contacted banks face liquidity shortage when trying to cover the firms’ re-
quirements, they may borrow from a surplus bank in the inter-bank system. In
this market, therefore, lender banks share with borrowers bank the risk for the
loan to the firm. Some snapshot of the credit linkages among firms and banks
are shown in Fig.4 and the interbank network is shown in Fig.5 and they are
always evolving by changing the connectivity.

Addressing the question of how firms and banks form networks is not just of
theoretical interest, but also informs understanding of how effectively the finan-
cial sector performs its economic functions. Combining as agent-based modeling
and a financial network creation model can shed light on understanding the
primary role of banks in lending to the wider economy, how banks are likely to
interact, as well as the optimal design of new institutions such as central clearing
houses.
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Fig. 3. shows the average number of failed banks over all times. Collective bank-
ruptcies arise from the complex nature of agent interaction.

Fig. 4. Some snapshot of the evolving credit linkages among firms and banks
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4.4 Economic Growths (Firm and Bank Growth)

We are explicitly concerned with the potential of the inter-bank market to act
as a contagion mechanism for liquidity crises and to determine the effect of the
banks connectivity on macroeconomic outcomes such business cycle fluctuations
and bankruptcies.

Our findings suggest that there are issues with the role of the central bank
plays in the real economy and in pursuing economic growth. Indeed, our model
shows that the central bank plays a great role in heavily shocked economy by
clearing big debt. Without the central bank and it is the only the interbank
network to absorb a big shock, then financial fragility increased, and leading to
economic crises and distress contagion.

Fig. 5. The snapshot of the evolving interbank network

5 Conclusions

The main purpose of this paper is to study the contagious bank defaults, that
is, the bank defaults that influence other banks through interconnectivity of
the networked banking system, and not the defaults caused by the fundamen-
tal weakness of a given bank. Since failed banks are not able to honor their
commitments in the interbank market, other banks may probably be influenced
to default, which may affect more banks and cause further contagious defaults.
By modeling a three sector economy with goods, credit and interbank market,
we have been able to analyze the role of financial network on the agents perfor-
mance and macro dynamics in terms of the growth and stability. Our results also
support that the interaction among market participants (firms and banks) is a
key element to reproduce important stylized facts about bankruptcy waves and
business cycle fluctuations. In particular, we have shown that the existence the
strong linkages among banks generates larger bankruptcy cascades due to the
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larger systemic risk. When our inter-bank network reaches the phase transition,
the presence of many interconnected banks suggests that the credit network is
more susceptible to the domino effect. In this case, in fact, when failures occur,
many agents are potentially compromised. However, our model has shown that
the relationship between risk propagation and risk sharing cannot be clearly
defined. Our findings suggest that there are issues with the role that the bank
system plays in the real economy and in pursuing economic growth. Indeed, our
model shows that a heavily-interconnected inter-bank system increases finan-
cial fragility, leading to economic crises and distress contagion if the role of the
central bank is weak.
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Abstract. This paper proposes a cuckoo optimization algorithm (COA) method 
for solving optimal power flow (OPF) problem. The proposed method is in-
spired from the life of the family of cuckoo. In the proposed method, there are 
two main components including mature cuckoos and cuckoo’s eggs. During the 
survival competition, the survived cuckoo societies immigrate to a better envi-
ronment and restart the process. The cuckoo’s survival effort hopefully con-
verges to a state that there is only one cuckoo society with the same maximum 
profit values. The COA method has been tested on the IEEE 30, 57, and 118-
bus systems with three kinds of objective function and the obtained results have 
been compared to those from conventional particle swarm optimization (PSO) 
method. The result comparison has shown that the proposed method can obtain 
better optimal solution than the conventional PSO. Therefore, the proposed 
COA could be a useful method for implementation in solving the OPF problem. 

Keywords: Cuckoo habitat, cuckoo optimization algorithm, cuckoo style,  
optimal power flow. 

1 Introduction 

The objective of an optimal power flow (OPF) problem is to find the steady state oper-
ation point of generators in the system so as their total generation cost is minimized 
while satisfying various generator and system constraints such as generator’s real and 
reactive power, bus voltage, transformer tap, switchable capacitor bank, and transmis-
sion line capacity limits. In the OPF problem, the controllable variables usually deter-
mined are real power output of generators, voltage magnitude at generation buses, 
injected reactive power at compensation buses, and transformer tap settings. Tradition-
ally, mathematical programming techniques can effectively deal with the problem. 

                                                           
* Corresponding author. 
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However, due to the incorporation of FACTS devices to systems, valve point effects or 
multiple fuels to generators recently, the OPF problem becomes more complicated and 
the mathematical programming techniques are not a proper selection. Therefore, it 
requires more powerful search methods for a better implementation. Due to its im-
portance, the OPF problem has been widely studied in the world in [5], [6], [7], [8]. 

The OPF problem has been solved by several conventional methods such as gradient-
based method in [9]; linear programming (LP) in [10], [11]; non-linear programming 
(NLP) in [12], [13]; quadratic programming (QP) in [14], [15]; Newton-based methods 
in [16], [17], [18]; semidefinite programming in [19], and interior point method (IPM) in 
[20], [21], [22]. Generally, the conventional methods can find the optimal solution for an 
optimization problem with a very short time. However, the main drawback of these 
methods is that they are difficult to deal with non-convex optimization problems with 
non-differentiable objective. Moreover, these methods are also very difficult for dealing 
with large-scale problems due to large search space. Meta-heuristic search methods re-
cently developed have shown that they have capability to deal with this complicated 
problem. Several meta-heuristic search methods have been also widely applied for solv-
ing the OPF problem such as genetic algorithm (GA) in [23], [24], [25]; simulated an-
nealing (SA) in [26]; tabu search (TS) in [27]; evolutionary programming (EP) in [28], 
[29]; particle swarm optimization (PSO) in [30], and differential evolution (DE) in [31]. 
These meta-heuristic search methods can overcome the main drawback from the conven-
tional methods with the problem not required to be differentiable. However, the optimal 
solutions obtained by these methods for optimization problems are near optimum and 
quality of the solutions is not high when they deal with large-scale problems; that is the 
obtained solutions may be local optimums with long computational time.  

In this paper, a newly Cuckoo optimization algorithm (COA) is proposed for solv-
ing optimal power flow (OPF) problem. The proposed COA can quickly move to 
optimal solution. The proposed method has been tested on benchmark functions, the 
IEEE 30, 57 and 118-bus systems. The results from the proposed COA are also vali-
dated by comparing to those from the conventional method. 

2 Problem Formulation 

In the OPF problem, the considered variables include control variables and state varia-
bles. The control variables include real power injected at generation buses excluding 
the slack bus, voltage at generation buses, tap ratio of transformers, and reactive power 
injected by capacitor banks. The state variables include power generation at the slack 
bus, voltage at load buses, reactive power output of generators, and power flow in 
transmission lines. In addition, the OPF problem also includes equality constraints 
which are power flow equations and inequality constraints which are limits control 
variables and state variables.  

Generally, the OPF problem can be formulated as a constrained optimization as  
follows: 

 ( )  (1) 

where the fuel cost function ( ) of generating unit  can be expressed in one of 
the forms as follow: 
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• Quadratic Function: The fuel cost of each thermal generator is represented as a 
quadratic function of its power output.  

 =  +   +  (2) 

• Valve Point Effect: The effect of valve points in boilers of thermal generating 
units is represented by a sinusoidal component added to the quadratic function. 

 =  +   + +  ×  sin f  × , −  (3) 

• Multiple Fuels: A generator may have different fuels where each fuel is repre-
sented by a piecewise quadratic function as follow: 

 =  a + b  P + c P , fuel 1, P , ≤ P ≤ P   …a +  b  P + c P , fuel k, P ≤ P ≤ P  …a +  b  P + c P , fuel n, P ≤ P ≤ P ,   (4) 

We have to minimize one of three cost functions and satisfy equality and inequality 
constraints.  

 −  =  V cos − + cos − , = 1, … ,  (5) + −  

   =  V cos − + cos − , = 1, … ,  (6) 

The real power, reactive power, and voltage at generation buses should be within 
between their lower and upper bounds: 

 ,  ≤   ≤ ,  ; = 1, … ,  (7) 

 ,  ≤   ≤ ,  ; = 1, … ,  (8) 

 ,  ≤   ≤ ,  ; = 1, … ,  (9) 

The switchable Shunt capacitor banks and the tap setting of each transformer should 
be within their lower and upper limits: 

 ,  ≤   ≤ ,  ; = 1, … ,  (10) 

 ,  ≤   ≤ ,  ; = 1, … ,  (11) 

The voltage at load buses and power flow in transmission lines should not exceed 
their limits: 

  ,  ≤   ≤ ,  ; = 1, … ,  (12) 
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   ≤ ,  ; = 1, … ,  (13) 

  = max  { | | ,  } (14) 

So we have two vectors u and x representing control variables and state variables, 
respectively. 

 = { , … , , , … , , , … , , , … , }  (15) 

 = { , , … , , , … , , , … , }  (16) 

3 Proposed Cuckoo Optimization Algorithm 

COA is inspired by a special life style of cuckoo bird, there is no cuckoo bird give 
birth to live young. Mature cuckoos have to find a place to safely place their eggs and 
hatch the host bird nests. After that, the feed responsibility will belong to host bird. 
Some of chicks has come out or egg is laid in bad Habitat will be killed. There is only 
a number of cuckoo’s eggs have chance to grow up and become mature cuckoo. All 
mature cuckoos will move forward to the best Habitat. After some iteration, the cuckoo 
populations will converge in a Habitat with best profit values. 

Like other evolutionary algorithms, the proposed algorithm starts with an initial 
population of cuckoos. These initial cuckoos have some eggs to lay in some host birds’ 
nests. Some of these eggs which are more similar to the host bird’s eggs have the op-
portunity to grow up and become a mature cuckoo. Other eggs are detected by host 
birds and are killed. The grown eggs reveal the suitability of the nests in that area. The 
more eggs survive in an area, the more profit is gained in that area. So the Habitat in 
which more eggs survive will be the term that COA is going to optimize. 

3.1 Generating Initial Cuckoo Habitat 

In order to solve an optimization problem, it’s necessary that the values of problem 
variables be formed as an array. In GA and PSO terminologies this array is called 
“Chromosome” and “Particle Position”, respectively. But here in cuckoo optimiza-
tion algorithm (COA) it is called “Habitat”. In an Nvar dimensional optimization prob-
lem, a habitat is an array of 1× Nvar, representing current living Habitat of cuckoo. This 
array is defined as follows: 

 Habitat = [x1, x2, . . . , xNvar] (17) 

Each of the variable values (x1, x2, . . . , xNvar) is floating point number and a Habitat 
may represent for a vector of control variables in OPF problem. The profit of a habitat 
is obtained by evaluation of profit function  at a habitat of (x1, x2, . . . , xNvar).  

 Profit = (habitat) = (x1, x2, . . . , xNvar ) (18) 

As it is seen COA is an algorithm that maximizes a profit function. To use COA in 
cost minimization problems such as minimizing the fitness functions in OPF problem, 
one can easily maximize the following profit function 

 Profit = − Cost (habitat) = − (x1, x2, . . . , xNvar ) (19) 
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Fig. 1. Flowchart of cuckoo optimization algorithm 

3.2 Cuckoo’s Style for Eggs Laying 

In the first iteration of this optimization algorithm, a candidate habitat matrix of size 
NPop × NVar is generated. Then dedicated some random eggs to each cuckoo and calcu-
late its ELR (Eggs Laying Radius). The ELR is defined as: 

  ELR = α × N     ×(V V )(T    )  (20) 

where α is an integer to handle the maximum value of ELR and the Varhi and Varlow is 
the up and down limits of optimal variables. This ELR has purposes to determine and 
limit the searching space in each iteration.  

After defining ELR, let cuckoos lay eggs inside their corresponding ELR. Some 
eggs are recognized by host bird will be killed. The rest eggs hatch host bird nest and 



484 T. Nguyen Le Anh et al. 

chicks grow. The other exciting thing of cuckoos is only one egg in one nest have 
chance to grow up because cuckoo chick is bigger than host bird’s chick three times in 
body size and cuckoo chick eat all of food. After two days, other chick will be died.  
The egg laying of cuckoos may represent for the searching of new solution for OPF 
problem by change or adding a certain value to origin solution. 

3.3 Eliminating Cuckoos in Worst Habitats 

Due to the equilibrium in bird’s population, there is only a maximum number of cuck-
oos live in environment and its name is MaxNumofCuckoos. A priority list may be 
created by evaluate and sort the profit value of the habitat of each newly grown cuck-
oos. So, there are MaxNumofCuckoos cuckoos from the first of priority list alive, and 
other cuckoos will be killed. This work will decrease computational time because there 
are only a number of best solutions to be used in next iteration.   

3.4 Immigration of Cuckoos 

The habitat in which cuckoo has best condition to live and grow or having best profit 
value will be considered the goal point of other cuckoos. They will immigrate toward 
to the goal point to live but not exactly.  After a period of time, cuckoos grow up to 
mature cuckoos and restart the process. It has mean that cuckoo’s population will find 
the best place to live after many iterations. This work will help the OPF problem find 
the best solutions. The flowchart for the COA is given in Fig. 1. 

4 Implementation of Cuckoo Optimization Algorithm 

For implementation of the proposed COA to the OPF problem, each Habitat represents 
the control variables as follows:  

 
= { , … , , , … , , , … , ,, … , } ;    = 1, … ,      (21) 

where Hd is a Habitat of cuckoo, NH is number of cuckoo birds or number of habitat in 
cuckoo population. 

The fitness function to be minimized in COA for the problem is based on the prob-
lem objective function and dependent variables including real power generation at the 
slack bus, reactive power outputs at the generation buses, load bus voltages, and appar-
ent power flow in transmission lines. The fitness function is defined as follows: 

  = ( , ) + −  

 + − + − ,  (22) 
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where Kq, Kv, and Ks are penalty factors for reactive power generations, load bus volt-
ages, and power flow in transmission lines, respectively. The limits of the dependent 
variables or vector  in (14) are generally determined based on their calculated values 
as follows: 

 =     >    <           ℎ  (23) 

where  and  respectively represent the calculated value and limits of Qgi, Vli, 
or Sl. 

The overall procedure of the propose COA for solving OPF problem is address as 
following steps: 

Step 1: Set the controlling parameters for COA including: 

• NumCuckoos is the number of cuckoos in initial population, 
• MinNumberofEggs is Minimum number of eggs, 
• MaxNumberofEggs is Maximum number of eggs, 
• MaxIter is Maximum number of iterations, 
• Motioncoeff is the variable to control the forwarding to goal point process, 
• MaxNumofCuckoos is the maximum number of Cuckoos that can live at the 

same time, 
• RadiusCoeff is control parameter of egg laying, 
• npar is number of optimal variables. It is set equal to number of variables in-

cluded in vector , 
• varHi and varLow are two matrix sized [1 × npar]. They are set equal to upper 

and lower limits of vector Hd . They are  and  , respectively. 
• And penalty factors Kq, Kv, Ks for constraints.  

Step 2: Initialize population and determine initial position of habitats (Habitat of each 
cuckoo) by using the variables given in step 1. Each Habitat of cuckoos and a 
random goal point are created as follow: 

     ( ) = ( −  ) × 1 +  (24)  

 ( ) = ( − ) × 1 +  (25) 

where rand1 is random value in [0,1]. Habitat is a random matrix sized [1 × 
npar], and it representing living environment of each cuckoo. 

Step 3: Calculate the number of eggs for each cuckoo as follow: 

       

 = (MaxNumberofEggs - MinNumberofEggs )× rand2 + MinNumberofEggs (26) 

where rand2 is a random value in [0,1]. 
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Step 4: Calculate the egg laying radiuses ELR and the adding value for laying eggs to 
new Habitat and update the Habitat: 

 =                  ×( )×(    )     (27) 

To lay eggs, we produced some radius values less than maximum of egg lay-
ing radius.  

 = ×  (28) 
where  is a random matrix sized [ 1× Number of current eggs ], so 

 is a matrix has a number of egg rows and npar columns. 

 = (−1) ×  × cos( ) + × sin( )   (29) 

 ( ) = ( ) +              (30) 

where rand4 is a random value , it can be set to 1 or 2 only, and angles is a 
random line space represent for the flying angles of cuckoo. Each row of ma-

trix ( ) is a candidate for vector habitat Hd , then check for limit for each ( )and the egg laying process is done. 

Step 5: Kill cuckoo’s eggs in the same Habitat because only one egg can go to nest. If 

there are two or more ( ) belong to Habitat(1) equal. We just keep one of 
those and kill the others. 

Step 6: Solve power flow based on the newly obtained value of Habitat for each 

cuckoos. The rest of ( )) after step 5 will be used. Each ( ) is an input 
variable for an iteration of power flow problem. 

Step 7: Evaluate fitness function FT in (20) for each ( ). Sorting value of all fitness 

function as a priority list and store the relevant ( )
 .  

Step 8: Base on the priority list, keep a number of MaxNumofCuckoos ( ) and kill 
the others at the bottom of list. 

 Step 9: The ( ) at the first of list is the best solution for  in (19). It has the best 
cost and will be the new goal point for others going forward to its habitat. 
Their new Habitat is determined as: 

 ( ) =  ( )(  )  (31) 

  ( ) = ( ) − ( ) × × + ( ) (32) 

where  is random number in [0,1]. Then check for  ( ) limits. 

Step 10: Update new Habitats of population to  ( ), and store best cost , goal point.  

Step 11: Check for stopping critical. If Iter < IterMax, Iter = Iter + 1 and return to 
step 2. Otherwise, stop. 

The flowchart of COA implementation for solving the OPF problem is given in 
Fig. 2. 
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Fig. 2. Flowchart of COA for solving OPF problem 
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5 Numerical Results 

The COA method has been tested on benchmark functions and results were given in 
[1]. In this paper, the proposed COA has been tested in the IEEE 30, 57 and 118 bus 
systems, in which quadratic cost function is considered and some data for these sys-
tems from [3-4]. In all test cases, the upper and lower voltage limits are set to 1.10 
and 0.95 pu, respectively. The upper and lower limits of tap changer are set to 1.10 
and 0.9 pu, respectively. All penalty factors are set to 106. Moreover, the PSO method 
is also implemented for solving the OPF problem in this paper. The algorithms of the 
COA and PSO methods are coded in Matlab platform and run on a 2.1 GHz with 4 GB 
of RAM PC. 

For all the test systems, the number of cuckoo is set to 5, the maximum and mini-
mum number of eggs is set to 4 and 2, respectively. The radiusCoeff, motionCoeff 
factors and maximum number of cuckoos can live at the same time are different for the 
three systems depending on numerical value of optimization variables. For each sys-
tem, 50 independent runs are performed and the obtained results include minimum 
cost, average cost, maximum cost, CPU time and standard deviation. 

Table 1 shows the obtained results by the proposed COA and PSO for the IEEE 30-
bus system with different cost curves. The convergence characteristics of the proposed 
COA for the test systems with different fuel cost functions are given in Figures 3, 4, 
and 5. The obtained results by the proposed COA and PSO for the IEEE 57-bus and  
118-bus systems are given in Tables 2 and 3, respectively. The convergence character-
istics of COA for the systems are shown in Figures 6 and 7, respectively. 

Table 1. Result Statistics for the IEEE 30-Bus System with Different Fuel Cost Function 

 Method PSO COA 

Quadratic fuel 
cost function 

Min cost ($/h) 799.6711 799.4027 

Average cost ($/h) 803.8198 800.0103 

Max cost ($/h) 890.6728 801.1501 

Std. deviation ($/h) 13.6536 0.4201 

CPU time (s) 10.856 7.3788 

Valve point 
loading effect 

Min cost ($/h) 923.2104 917.3100 

Average cost ($/h) 963.7260 936.3251 

Max cost ($/h) 1041.6531 945.2486 

Std. deviation ($/h) 22.8178 11.6023 

CPU time (s) 16.0190 14.4709 

Piecewise fuel 
cost function 

Min cost ($/h) 651.3529 648.6967 

Average cost ($/h) 764.3423 665.1139 

Max cost ($/h) 864.3829 672.2527 

Std. deviation ($/h) 60.4999 11.0392 

CPU time (s) 16.203 10.2276 
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Table 2. Result Statistic for the IEEE 57-Bus System  

Method PSO COA 

Min cost ($/h) 42109.7231 41901.9977 

Average cost ($/h) 44688.4203 42176.3511 

Max cost ($/h) 49320.6668 43982.6423 

Std. deviation ($/h) 1786.3245 610.1708 

CPU time (s) 8.81 7.80 

Table 3. Result Statistic for the IEEE 118-Bus System  

Method PSO COA 

Min cost ($/h) 145520.0109 133110.4316 

Average cost ($/h) 158596.1725 138260.4028 

Max cost ($/h) 184686.8248 153110.4316 

Std. deviation ($/h) 9454.4231 4580.9556 

CPU time (s) 132.233 110.5267 

 
 

 

Fig. 3. Convergence characteristic with quadratic fuel function for the IEEE 30-bus system 

In the same testing conditions for the IEEE-30, 57, 118 bus systems, COA can ob-
tain better solution than PSO. COA is not only fulfill all constrains of OPF problem 
but also have result values smaller than PSO in both of minimum cost, maximum 
cost, average cost and standard deviation. The results show that COA has shorter time 
of running application and the convergence characteristic show that COA quickly 
move to the goal point. 

 



490 T. Nguyen Le Anh et al. 

 

Fig. 4. Convergence characteristic with valve point loading effect for the IEEE 30-bus  
system 

 

 

Fig. 5. Convergence characteristic with piecewise fuel cost function for the IEEE 30-bus 
system 
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Fig. 6. Convergence characteristic with quadratic fuel function for the IEEE 57-bus system 

 

Fig. 7. Convergence characteristic with quadratic fuel function for the IEEE 118-bus system 

6 Conclusion 

In this paper, the proposed COA has been effectively implemented for solving OPF 
problem. The proposed COA is a new nature inspired method which can efficiently 
solve optimization problems. The proposed method has been tested on the large-scale 
system including the IEEE 30-bus, 57-bus, and 118-bus systems. The obtained result 
show that COA can perform better than PSO and it can achieve better cost value of 
fitness function, sorter computational time of running application. Therefore, pro-
posed COA can be a favorable method for solving large-scale OPF problems. 
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Nomenclature 

ai, bi, ci fuel cost coefficients of generating unit i 
ei, fi fuel cost coefficients of generating unit i considering valve point effects 
aik, bik, cik fuel cost coefficients of generating unit i corresponding to fuel k 
Gij, Bij transfer conductance and susceptance between bus i and bus j, respectively 
Nb number of buses 
Nc number of switchable capacitors 
Nd number of load buses 
Ng number of generating units 
Nl number of transmission lines 
Nt number of transformer with tap changing 
ni number of fuels for unit i 
Pdi, Qdi real and reactive power demands at bus i, respectively 
Pgi, Qgi real and reactive power outputs of generating unit i, respectively 
Qci reactive power compensation source at bus i 
Sij, Sji apparent power flow from bus i to bus j and from bus j to bus i 
Sl maximum apparent power flow in transmission line l connecting between 

buses i and j 
Tk  tap-setting of transformer branch k 
Vgi, Vli voltage magnitude at generation bus i and load bus i, respectively 
Vi, i voltage magnitude and angle at bus i, respectively 
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Abstract. Many practical problems can be classified into constrained optimiza-
tion problems (COPs). ε constrained  differential evolution (εDE) algorithm is 
an effective method in dealing with the COPs. In this paper, ε constrained dif-
ferential evolution algorithm with a novel local search operator(εDE-LS) is  
proposed by utilizing the information of the feasible individuals. In this way, 
we can guide the infeasible individuals to move into the feasible region more 
effectively. The performance of the proposed εDE-LS is evaluated by the 22 
benchmark test functions. The experimental results empirically show that εDE-
LS is highly competitive comparing with some other state-of-the-art approaches 
in constrained optimization problems. 
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1 Introduction 

Differential evolution (DE) algorithm is an efficient evolutionary algorithm, which 
was firstly proposed by Storn and Price [1]. During the past decade, DE algorithm 
shows competitive performance in solving constrained optimization problems 
(COPs). In real world applications, a lot of optimization problems are subjected to 
constraints, which can be categorized into COPs. A general COPs can be stated as 
follows: 
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Where 1(x ,..., x )nx =  is generated within the range i i iL x U< <  . iL and iU  de-

note the lower and upper bound in each dimension. (x)jg  denotes the jth inequality 

constraint and (x)jh denotes the (j-q)th equality constraint. 
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The research on utilizing DE algorithm to solve COPs has attracted promising at-
tention in recent years. A variety of constraint handling techniques have emerged to 
deal with the COPs. The most common used one is the penalty function method. 
Huang et al. [ 2]proposed a co-evolutionary DE algorithm, in which a special adaptive 
penalty function was proposed to deal with the constraints. Although the penalty func-
tion method is simple and efficient, it is still a difficult task to set a proper penalty 
parameter for the method. 

The multiobjective technique is an efficient method in solving COPs. Wang et al. 
[3] introduced multiobjective technique based DE algorithm to solve COPs. An infea-
sible solution replacement mechanism based multiobjective approach is proposed, 
which mainly focus on guiding the population moving towards the promising and 
feasible region more efficiently. Gong et. al [4]proposed a multiobjective tenique 
based DE for COPs, in which multiobejctive technique based constraint handling 
technique was proposed. However, using the multiobjective technique to tackle the 
COPs is still difficult to design an effective framework in solving COPs. 

The methods by adding extra rules or operator in handling COPs also attract con-
siderable interest from the researchers. Storn [5] proposed a constraint adaptive meth-
od, which firstly make all the individuals as feasible ones by relaxing the constraints 
then decresing the relaxation till reach the original constraints. Lampinen et. al [6] 
presented three effective rules to handle the constraints, which include the feasible 
ones always better than the infeasible ones, the one with better fitness function value 
wins among the feasible ones and the one with less constraint violation wins among 
the infeasible ones. Among these researches, εDE method is a very effective one. εDE 
was proposed by Takahama et. al [7] in 2006, in which using ε constraint handling 
technique to deal with the constraints. The experimental results showed the εDE not 
only can find the feasible ones rapidly, but can achieve excellent success performance 
and rate as well.  In Takahama et. al [7], a local search based on the information of 
first-order derivative was proposed. However, it is usually difficult to calculate the 
first-order derivative. Also, the calculation of first-order derivative is time-cost. In 
this paper, a local search operator is proposed. It can avoid calculating first-order 
derivative of constraint functions, but is more effective. 

The proposed mutation operator mainly utilizing the information of the feasible 
and the infeasible individuals, which focus on guiding the infeasible individual move 
along the direction of the feasible individuals. In order to evaluate the performance of 
the proposed algorithm, twenty-two benchmark test function collected from the spe-
cial session on the constrained real-parameter optimization of the 2006 IEEE congress 
on evolutionary computation are adopted in this paper.  

This paper is organized as follows. We firstly will give a general introduction of 
DE algorithm and εDE as a foundation in Section 2. In Section 3, we will give a de-
tailed introduction of the proposed εDE-LS algorithm, in which the framework is 
included. The experimental results and the comparison will be presented in Section 4.  
Finally, conclusions will be given in Section 5. 
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2 DE and εDE Algorithm 

2.1 DE Algorithm 

DE algorithm is an efficient but simple EAs, which can be divided into four phase, 
that is, initialization, mutation, crossover and selection. 

During the initialization phase, the NP n-dimensional individuals 

( ),1 ,,..., , 1,...,g g g
i i i nx x x i NP= = are generated. g denotes the generation number.  

Then the mutation phase will be adopted to generate the mutation vectors. Several 
mutation operators have been proposed. The DE/rand/1/exp proposed by       will be 
utilized in this paper, where exp denotes the exponent crossover operator. The muta-
tion vector can be calculated as follows: 

 1 2 3*( )g g g g
i r r rv x F x x= + −  (2) 

Where F denotes the predefined scale parameter, r1, r2, and r3 are three mutually 
different generated indexes which should be different from index i within the range 
[1,NP]. Then a check will be made to make sure the generated g

iv are within the 

boundaries, which can be described as follows: 
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Where jL  and jU  denote the lower and upper bound in j-th dimension. 

The exponent crossover operator makes the trail vector contains a consecutive se-
quence of the component taken from the mutation vector.  The exponent crossover 
operator can be given as follows:   
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Where , [1,n]L k ∈  are both random indexes. <j> is j if j<n and j=j-n if j>n. 

During the selection phase, a better individual between the trail vector  g
iu  and 

target vector g
ix  will be chosen according to their fitness function value: 
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2.2 εDE Algorithm 

In the εDE algorithm, the constraint violation (x )g
iΦ  is defined as the sum of all 

constraints: 

 1 1

(x ) max{0,g (x )} (x )
q m

g g g
i j i j i

j j q

h
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Φ = +∑ ∑
 (6) 

After generating the new target vector through the DE algorithm. The ε level com-
parison is used in εDE algorithm to help decide which individual is better. The com-
parison can be given as follows: 
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Where f is the objective fitness function value, and the ε level is set as formula giv-
en below: 
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Where xθ  is the top -thθ  individual and we set =0.2*Nθ  in the paper. Tc is a 

predefined generation number. cp is the control parameter in ε level comparison and 
we set cp as 5 in the paper.  

3 The Proposed εDE-LS Algorithm 

Usually, in the COPs, the feasible region is continuous. The surrounding region of 
feasible individuals has more possibility to be feasible. So the feasible individuals can 
guide the infeasible ones move towards to the feasible region. Motivated by the inter-
action between the feasible and infeasible individuals, we design a novel local search 
operator “DE/current-to- feasible/2” to improve the performance of εDE algorithm. 
The “DE/current-to- feasible/2” is a transformation version of “DE/current-to-best/2” 
mutation strategy. It can be presented as follows: 

 
)( )(1 2_ _* *g g g g g g

i i feas r i feas r iv x a x x b x x= + − + −
 (9) 
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Where 1_feas r  and 2_feas r  are two random indexes chosen from the feasible 

individual set Q. So the number of feasible individuals must be more than 2. a and b 
are two random generated numbers within the range [0,1]. If any dimension in g

iv  

exceeds the boundary, then randomly chosen a feasible individual and makes the spe-
cific dimension in g

iv  equal to the related dimension in chosen feasible individual.  

So in εDE-LS, DE algorithm is used to generate offspring, and  ε constrained al-
gorithm is used to choose better individual survive into next generation. For those 
infeasible solutions, if the number of feasible individuals is less than 2, the local 
search phase is skipped. If the number of feasible individuals is more than 2, then for 
each infeasible individual, local search operator is used. Then the ε level comparison 
is adopted to choose a better one between the individual and offspring generated by 
local search operator.. The framework of the proposed εDE-LS algorithm can be giv-
en as follows: 

 
 

 

Fig. 1. The pesudocode of εDE-LS algorithm 
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4 Experimental Results 

4.1 Parameter Settings 

The twenty-two benchmark test functions are collected from Liang et. al [8] are 
adopted in evaluating the performance of the proposed algorithm. The detailed infor-
mation about the benchmark can be referred to Liang et. al [8].  The parameter set-
tings of the proposed algorithm are as follows: 

Table 1. Parameter setings of εDE-LS algorithm 

popsize 40,40,100* 
MaxFES 35 10× ,

45 10× ,
55 10×  

θ   0.2 

cT   0.2* MaxFES /popsize 

cp 5 
F [0.5,1.0] 
CR [0.9,1.0] 

*The popsize is 40, 40 and 100 with 
35 10× , 

45 10× , 
55 10×  finess evaluations (FES),respectively. 

4.2 Performance of εDE-LS Algorithm 

25 independent runs are conducted for the test benchmark functions with 35 10× , 
45 10× , 55 10× FES, respectively.The torlerance value δ  for the equality constraints 

is set as 0.0001. The best, median, worst, mean and standard deviation of the error 

value ( ( ) ( )*f x f x−  ), where *( )f x is the best objective fitness function value for 

each benchmark test function that ever known. c is the number of the violated con-
straints at the median solution : the three numbers refers to the constraints bigger than 
1, between 0.01 and 1.0 and between 0.0001and 0.01, respectively. v is mean value of 
the violations of all the constraints at the median solution. The number in parentheses 
after best, median and worst solutions is the number of violated constraints.  

Table 2. Function error values achieved when FES= 35 10× , FES= 45 10× and FES= 55 10×
for function G01-G05 

 G01 G02 G03 G04 G05 

5×103 Best 1.2042E+00 3.5286E-01 -2.4983E-01 8.2965E-01 5.1278E+03 

Median 2.6309E+00 3.9958E-01 9.6055E-01 3.3045E+00 5.2755E+03 

Worst 5.5134E+00 4.7644E-01 1.0005E+00 9.5916E+00 5.7907E+03 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,3,0 

v 0 0 0 0 2.1310E-02 

Mean 2.7307E+00 4.0586E-01 6.4434E-01 4.0203E+00 5.3362E+03 

Std 7.9984E-01 2.9802E-02 4.9011E-01 2.0836E+00 1.8425E+02 
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Table 2. (Continued) 
5×104 Best 1.4440E-07 4.1605E-04 2.1900E-06 -3.6380E-12 -1.8190E-12 

Median 6.8327E-07 1.1172E-02 8.9556E-02 -3.6380E-12 -9.0949E-13 

Worst 3.1932E-06 6.2807E-02 2.7449E-01 -3.6380E-12 4.5045E-06 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 

v 0 0 0 0 0 

Mean 9.9408E-07 1.8072E-02 1.0027E-01 -3.6380E-12 2.0085E-07 

Std 8.2529E-07 1.7363E-02 8.1116E-02 0.0000E+00 9.0155E-07 

5×105 Best 0.0000E+00 8.6703E-10 -2.8866E-15 -3.6380E-12 -1.8190E-12 

Median 0.0000E+00 9.3817E-09 -2.6645E-15 -3.6380E-12 -18190E-12 

Worst 0.0000E+00 3.7095E-08 -2.4425E-15 -3.6380E-12 -1.8190E-12 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 

v 0 0 0 0 0 

Mean 0.0000E+00 1.1279E-08 -2.6024E-15 -3.6380E-12 -1.8190E-12 

Std 0.0000E+00 9.4316E-09 1.6367E-16 0.0000E+00 0.0000E+00 

Table 3. Function error values achieved when FES= 35 10× , FES= 45 10× and FES= 55 10×
for function G06-G10 

 G06 G07 G08 G09 G10 

5×103 Best 6.9833E-04 1.5394E+01 4.1633E-17 3.1226E+00 1.2622E+03 

Median 4.1042E-03 2.1236E+01 5.5511E-17 5.5926E+00 2.1678E+03 

Worst 4.6504E-02 3.6400E+01 6.9389E-17 1.1330E+01 4.8200E+03 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 

v 0 0 0 0 0 

Mean 8.5336E-03 2.2857E+01 5.4401E-17 5.8105E+00 2.2786E+03 

Std 1.0454E-02 6.3786E+00 5.5511E-18 1.8589E+00 7.5188E+02 

5×104 Best -1.6371E-11 1.1864E-04 2.7756E-17 -1.1369E-13 1.1531E-02 

Median -1.6371E-11 2.8898E-04 4.1633E-17 1.1369E-13 5.5891E-02 

Worst -1.6371E-11 1.2395E-03 4.1633E-17 2.2737E-13 7.8631E+01 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 

v 0 0 0 0 0 

Mean -1.6371E-11 3.7846E-04 3.7192E-17 6.8212E-14 8.1563E+00 

Std 0.0000E+00 2.7710E-04 6.6071E-18 8.0389E-14 1.7592E+01 

5×105 Best -1.6371E-11 -1.4566E-13 2.7756E-17 -2.2737E-13 -7.2760E-12 

Median -1.6371E-11 2.8422E-14 2.7756E-17 -1.1369E-13 -4.5475E-12 

Worst -1.6371E-11 2.9488E-13 2.7756E-17 -1.1369E-13 1.4508E-08 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 

v 0 0 0 0 0 

Mean -1.6371E-11 -1.5632E-14 2.7756E-17 -1.5916E-13 2.0654E-09 

Std 0.0000E+00 1.0766E-13 0.0000E+00 5.6843E-14 4.3554E-09 
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Table 4. Function error values achieved when FES= 35 10× , FES= 45 10× and FES= 55 10×
for function G11-G15 

 G11 G12 G13 G14 G15 

5×103 Best 1.6943E-10 8.6228E-05 5.3633E-01 -4.7264E+01 2.2286E-03 

Median 8.1219E-05 7.5430E-03 9.7924E-01 -4.2850E+01 9.6215E+02 

Worst 6.9003E-02 4.2052E-01 1.9416E+00 -3.9904E+01 9.6535E+02 

c 0,0,0 0,0,0 0,3,0 0,3,0 0,0,1 

v 0 0 2.0749E-01 1.1952E-01 3.6741E-04 

Mean 7.7345E-03 5.0767E-06 9.9447E-01 -4.3113E+01 7.7047E+02 

Std 1.5332E-02 1.0478E-05 2.5999E-01 2.0303E+00 3.9265E+02 

5×104 Best 0.0000E+00 0.0000E+00 1.6771E-02 5.6943E-07 -1.1369E-13 

Median 0.0000E+00 0.0000E+00 5.2714E-01 4.1865E-06 -1.1369E-13 

Worst 0.0000E+00 0.0000E+00 9.2521E-01 2.1939E-04 -1.1369E-13 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 

v 0 0 0 0 0 

Mean 0.0000E+00 0.0000E+00 5.3646E-01 2.2823E-05 -1.1369E-13 

Std 0.0000E+00 0.0000E+00 3.0524E-01 5.2442E-05 0.0000E+00 

5×105 Best 0.0000E+00 0.0000E+00 -2.2204E-16 1.4211E-14 -1.1369E-13 

Median 0.0000E+00 0.0000E+00 -2.2204E-16 1.4211E-14 -1.1369E-13 

Worst 0.0000E+00 0.0000E+00 -1.9429E-16 2.1316E-14 -1.1369E-13 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 

v 0 0 0 0 0 

Mean 0.0000E+00 0.0000E+00 -2.1649E-16 1.7053E-14 -1.1369E-13 

Std 0.0000E+00 0.0000E+00 1.1331E-17 3.5527E-15 0.0000E+00 

Table 5. Function error values achieved when FES= 35 10× , FES= 45 10× and FES= 55 10×
for function G16-G19 and G21 

 G16 G17 G18 G19 G21 

5×103 Best 3.9394E-03 8.8160E+03 -2.6751E-01 5.3038E+01 4.0133E+02 

Median 9.6029E-03 8.9614E+03 5.1285E-01 1.0054E+02 6.7771E+02 

Worst 2.4616E-02 9.2010E+03 8.0098E-01 1.3151E+02 9.6477E+02 

c 0,0,0 0,4,0 0,0,0 0,0,0 0,3,1 

v 0 9.5126E-02 0 0 1.8268E-03 

Mean 1.1051E-02 8.9672E+03 4.9005E-01 9.6983E+01 6.7307E+02 

Std 5.3806E-03 1.0383E+02 1.8203E-01 2.4519E+01 1.5715E+02 

5×104 Best 3.7748E-15 7.7749E+00 3.3295E-06 1.2885E-02 2.7546E-05 

Median 3.2196E-14 8.3318E+01 1.8149E-05 3.2261E-02 4.5160E+00 

Worst 6.3349E-13 3.4429E+02 1.2721E-04 1.151E-01 1.3099E+02 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 

v 0 0 0 0 0 

Mean 1.0176E-13 7.5867E+01 2.8616E-05 3.6846E-02 5.0162E+01 

Std 1.5267E-13 6.6433E+01 2.9068E-05 2.1706E-02 5.7877E+01 
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Table 5. (Continued) 

5×105 Best 3.7748E-15 -5.8000E-03 1.7130E-11 1.5960E-08 0.0000E+00 

Median 3.7748E-15 -5.8000E-03 1.8764E-10 5.4233E-08 2.2989E-299(6) 

Worst 3.7748E-15 2.9749E+02 7.7298E-10 1.6040E-07 2.7393E-259(6) 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,6,0 

v 0 0 0 0 2.4686E-01 

Mean 3.7748E-15 3.9079E+01 1.9762E-10 6.4420E-08 1.1283E-260 

Std 0.0000E+00 6.5092E+01 1.8283E-10 3.2980E-08 0.0000E-00 

 

Table 6. Function error values achieved when FES= 35 10× , FES= 45 10× and FES= 55 10×
for function G23-G24 

 G23 G24 

5×103 Best -4.9639E+02 3.5212E-09 

Median -1.3372E+02 6.5883E-08 

Worst 2.3647E+02 4.0692E-07 

c 0,4,0 0,0,0 

v 1.1303E-01 0 

Mean -9.5647E+01 1.1387E-07 

Std 1.6961E+02 1.1752E-07 

5×104 Best 2.3201E-01 3.2863E-14 

Median 3.7585E+01 3.2863E-14 

Worst 3.1068E+02 3.2863E-14 

c 0,0,0 0,0,0 

v 0 0 

Mean 4.9361E+01 3.2863E-14 

Std 6.1611E+01 0.0000E+00 

5×105 Best 7.9471E-08 3.2863E-14 

Median 7.9992E-06 3.2863E-14 

Worst 4.6202E-02 3.2863E-14 

c 0,0,0 0,0,0 

v 0 0 

Mean 1.8593E-03 3.2863E-14 

Std 9.2381E-03 0.000E+00 

 
As shown in Table 2-6, in spite of the test functions G05, G13, G14, G15, G17, 

G21, G23,  for other 15 test benchmark functions, the proposed algorithm can obtain 
feasible solutions within 35 10×  FES. All the test benchmark functions can obtain 

feasible solutions within 45 10×  FES. Especially, to function G11 and G12, the best 

known solutions are obtained within 45 10×  FES. In 55 10×  FES,  9 out of 22 test 
benchmark functions (i.e. G03, G04, G05, G06, G07, G09, G10, G13, G15) can 
obtain a more precisely solutions than the best known solutions. In conclusion, the 
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solutions obtained by the proposed εDE-LS algorithm (except G21) are close to the 

best known solutions within 55 10× FES. 
In Table 7, we present the number of FES needed in each run for each test 

benchmark function when satisfying the success condition: 

( ) ( )* 1.0 04f x f x E− ≤ − and x is feasible solution. The best, median, worst, mean 

and std denote the least, median, most, mean and standard deviation FES when meets 
the success condition during the 25 independent runs. The feasible rate is the ratio 
between the feasible solutions and 25 achieved solutions within 55 10× FES. The 
success rate is the ratio between the number of success runs and 25 runs within 

55 10× FES. The success performance is the mean number of FES for successful runs 
multiplied by the total runs and divided by the number of successful runs. 

In Table 8, a comparison with  respect to other state-of-the-art algorithms in terms 
of the success performance. The related success performance of  other state-of-the-art 
algorithms is can be referred to Wang et al.[3]. 

Table 7. The success performance, feasible rate and success rate of the εDE-LS algorithm 

Pro.b Best Median Worst Mean Std Feasible 

Rate 

Success 

Rate 

Success 

performance 

G01 33360 37480 40680 37290 2012.9 100% 100% 37290 

G02 204100 273100 294000 256662 54591.1 100% 100% 256662 

G03 97800 102200 106300 101960 2288.4 100% 100% 101960 

G04 12440 14600 16040 14565 977.2 100% 100% 14565 

G05 16240 29360 43960 28365 8458.6 100% 100% 28365 

G06 23160 25200 27800 25426 1077.2 100% 100% 25426 

G07 202900 212700 222900 212300 5168.8 100% 100% 212300 

G08 320 7240 10080 7162 1745.0 100% 100% 7162 

G09 18840 19920 21520 20061 777.61 100% 100% 20061 

G10 243600 286900 384300 306412 53413.7 100% 100% 306412 

G11 5600 7200 7800 7102 504.4 100% 100% 7102 

G12 1120 2960 5040 3038 957.4 100% 100% 3038 

G13 82100 85400 87000 84812 1419.3 100% 100% 84812 

G14 32360 39720 47720 39766 4893.0 100% 100% 39766 

G15 9480 10400 11840 10435 653.7 100% 100% 10435 

G16 13920 20800 25080 19832 3037.2 100% 100% 19832 

G17 173800 326800 366500 257400 56434 100% 56% 459642 

G18 35520 44560 49680 43797 3947.7 100% 100% 43797 

G19 287900 314700 335300 314744 10950.7 100% 100% 314744 

G21 NA NA NA NA NA NA NA NA 

G23 384200 431300 499800 433073 33406.8 100% 92% 451117 

G24 2440 2960 3360 2963 221.5 100% 100% 2963 
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Table 8. εDE-LS with respect to MDE[9], MPDE[10], GDE[11], jDE-2[12], CMODE[3]  in 
terms of success performance 

Prob. 

 

Success performance 

εDE MDE MPDE GDE jDE-2 CMODE εDE-LS 

G01 5.9E+04 7.5E+04 4.3E+04 4.1E+04 5.0E+04 1.2E+05 3.7E+04 

G02 1.5E+05 6.0E+04 3.0E+05 1.5E+05 1.5E+05 1.9E+05 2.6E+05 

G03 8.9E+04 4.5E+04 2.5E+04 3.5E+06 NA 7.5E+04 1.0E+05 

G04 2.6E+04 4.2E+04 2.1E+04 1.5E+04 4.1E+04 7.3E+04 1.5E+04 

G05 9.7E+04 2.1E+04 2.2E+05 1.9E+05 4.5E+05 2.9E+04 2.8E+04 

G06 7.4E+03 5.2E+03 1.1E+04 6.5E+03 2.9E+04 3.5E+04 2.5E+04 

G07 7.4E+04 1.9E+05 5.7E+04 1.2E+05 1.3E+05 1.6E+05 2.1E+04 

G08 1.1E+03 9.2E+02 1.5E+03 1.5E+03 3.2E+03 5.9E+03 7.2E+03 

G09 2.3E+04 1.6E+04 2.1E+04 3.0E+04 5.5E+04 7.1E+04 2.0E+04 

G10 1.1E+05 1.6E+05 4.8E+04 8.3E+04 1.5E+05 1.8E+05 3.1E+05 

G11 1.6E+04 3.0E+03 2.3E+04 8.5E+03 5.4E+04 6.0E+03 7.1E+03 

G12 4.1E+03 1.3E+03 4.2E+03 3.1E+03 6.4E+03 5.0E+03 3.0E+03 

G13 3.5E+04 2.2E+04 7.4E+05 8.7E+05 NA 3.1E+04 8.5E+04 

G14 1.1E+05 2.9E+05 4.3E+04 2.3E+05 9.8E+04 1.1E+05 4.0E+04 

G15 8.4E+04 1.0E+04 2.0E+05 7.5E+04 2.4E+05 1.3E+04 1.0E+04 

G16 1.3E+04 8.7E+03 1.3E+04 1.3E+04 3.2E+04 2.9E+04 2.0E+04 

G17 9.9E+04 2.6E+04 7.3E+05 2.1E+06 1.1E+07 1.4E+05 4.6E+05 

G18 5.9E+04 1.0E+05 4.4E+04 4.8E+05 1.0E+05 1.1E+05 4.4E+04 

G19 3.5E+04 NA 1.2E+05 2.0E+05 2.0E+05 2.5E+05 3.2E+05 

G21 1.4E+05 1.1E+05 2.1E+05 5.8E+05 1.3E+05 1.3E+05 NA 

G23 2.0E+05 3.6E+05 2.1E+05 1.1E+06 3.6E+05 2.4E+05 4.5E+05 

G24 3.0E+03 1.8E+03 4.3E+03 3.1E+03 1.0E+04 2.2E+04 3.0E+03 
 
From Table 7-8, we can conclude that the performance of εDE-LS algorithm is 

highly competitive. 19 out of 22 test benchmark functions can achieve 100% success 
rate within 55 10× FES. εDE-LS algorithm achieves 100% feasible  In terms of suc-
cess performance, εDE-LS algorithm obtained the least FES in test benchmark func-
tion G01, G04, G07, G14, G15, G18, and G24 comparing with other six state-of-the-
art algorithms. As success performance indicate that the proposed εDE-LS requires 
less than 41 10× FES for 4 test benchmark functions, less than 45 10× FES for 14 test 

benchmark functions, less than 55.0 10× FES for 21 test benchmark functions to 
obtain the require accuracy. 

5 Conclusion 

This paper proposed the εDE-LS algorithm, in which a novel local search operator 
designed for COPs are introduced. The feasible and infeasible individuals can interact 
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with each other by applying the proposed mutation operator. By utilizing the novel 
mutation operator as the local search engine, we can guide the population moving 
towards the feasible region more effective. The effectiveness of the proposed εDE-LS 
algorithm is demonstrated by 22 test benchmark functions collected from IEEE 
CEC2006 special session on constrained real parameter optimization. The experi-
mental results suggest that εDE-LS algorithm is highly competitive in terms of  
accuracy and convergent speed. εDE-LS algorithm can successfully solve 21 test 
benchmark functions and can achieve 21 feasible optimal solutions consistently. The 
success performance of εDE-LS algorithm is highly competitive when compares with 
other state-of-the-art algorithms. As the effectiveness and efficiency of the proposed 
algorithm demonstrated above, we can conclude that the εDE-LS is highly competi-
tive one in dealing with COPs and should gain attention from researchers in the  
future. Besides, the performance of the εDE-LS can be further studied through using 
other indicators. In the future, more real world applications can be tested by the  
proposed εDE-LS algorithm. Moreover, as a part of the future direction, the perfor-
mance of εDE-LS may be further improved by discovering a more efficient mutation 
operator. 
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Abstract. A single-stage launch vehicle with hybrid rocket engine has
been conceptually designed by using design informatics, which has three
points of view, i.e., problem definition, optimization, and data mining.
The primary objective of the present design is that the down range and
the duration time in the lower thermosphere are sufficiently secured for
the aurora scientific observation, whereas the initial gross weight is held
down to the extent possible. The multidisciplinary design optimization
was performed by using a hybrid evolutionary computation. Data mining
was also implemented by using the stratum-type association analysis.
Consequently, the design information regarding the tradeoffs has been
revealed. Furthermore, the hierarchical dendrogram generated by using
the stratum-type association analysis indicates the structure of the de-
sign space in order to improve the objective functions. Thereupon, it has
been revealed the versatility of the synthetic system as design informatics
for real-world problems.

Keywords: Design informatics, Evolutionary computation, Data min-
ing, Stratum-type association analysis, Application to real-world prob-
lems, Single-stage launch vehicle for scientific observation, Hybrid rocket
engine using solid fuel and liquid oxidizer.

1 Introduction

Design informatics is essential for practical design problems. Although solving
design optimization problems is important under the consideration of many dis-
ciplines of engineering[1], the most significant part of the process is the extraction
of useful knowledge of the design space from results of optimization runs. The
results produced by multiobjective optimization (MOO) are not an individual
optimal solution but rather an entire set of optimal solutions due to tradeoffs.
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That is, the result of an MOO is not sufficient from the practical point of view
as designers need a conclusive shape and not the entire selection of possible op-
timal shapes. On the other hand, this set of optimal solutions produced by an
evolutionary MOO algorithm can be considered a hypothetical design database
for design space. Then, data mining techniques can be applied to this hypo-
thetical database in order to acquire not only useful design knowledge but also
the structurization and visualization of design space for the conception support
of basic design. This approach was suggested as design informatics[7]. The goal
of this approach is the conception support for designers in order to materialize
innovation. This methodology is constructed by the three essences as 1) prob-
lem definition, 2) efficient optimization, and 3) structurization and visualization
of design space by data mining. A design problem including objective function,
design variable, and constraint, is strictly defined in view of the background
physics for several months (problem definition is the most important process
for all designers because it directly gives effect on the quality of design space.
Since the garrulous objective-function/design-variable space including physics
and design information which is not inherently necessary to consider should be
performed unnecessary evolutionary exploration and mining, it is conceived to
be low-quality design space), then optimization is implemented in order to ac-
quire nondominated solutions (quasi-Pareto solutions) as hypothetical database.
Data mining is performed for this database in order to obtain design informa-
tion. Mining has the role of a postprocess for optimization. Mining result is the
significant observations for next design phase and also becomes the material to
redefine a design problem.

Intelligent and evolutionary systems including design informatics mentioned
above have the significance for not only the systems themselves but also their
applications to practical problems in order that science contributes toward the
real world. Results themselves do not possess versatility in application prob-
lems due to their particularity. The versatility of a system is indeed critical in
application problems because it is revealed that application range is expanded.
Furthermore, the application results indicate the guidance for the improvement
of systems. In the present study, a single-stage launch vehicle with hybrid rocket
engine using solid fuel and liquid oxidizer for the scientific observation of aurora
will be conceptually designed by using design informatics approach. The final
objective is that the advantage of re-ignition in the science mission for aurora
observation on hybrid rocket will be quantitatively revealed. As a first step, an
optimization problem on single-time ignition, which is the identical condition of
the current solid rocket, was defined so as to obtain the design information[5].
As a second step, the implication of solid fuels in the performance of hybrid
rocket was revealed because the regression rate is one of the key elements for the
performance of hybrid rocket[6]. Finally, the sequence using multi-time ignition,
which is the advantage of hybrid rocket, will be investigated in order to reveal
the ascendancy of hybrid rocket for aurora observation. This study corresponds
to the additional extraction of the design information for the above first step.
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This study is a milestone to observe the quantitative difference of performance
regarding ignition time.

2 Design Informatics

2.1 Optimization Method

Design informatics after the definition of detailed problem is constructed by
two phases as optimization and data mining. Evolutionary computation is used
for optimization. Although a surrogate model[17] like as the Kriging model[14],
which is a response surface model developed in the field of spatial statistics
and geostatistics, can be employed as optimization method, it will not be se-
lected because it is difficult to deal with a large number of design variables. In
addition, since the designers require to present many exact optimum solutions
for the decision of a compromise one, an evolutionary-based Pareto approach
as an efficient multi-thread algorithm, which the plural individuals are parallel
conducted, is employed instead of gradient-based methods. The optimizer used
in the present study is the hybrid evolutionary method between the differential
evolution (DE) and the genetic algorithm (GA)[4]. Moreover, global design infor-
mation is primarily essential in order to determine a compromise solution. The
view of hybridization is inspired by the evolutionary developmental biology[2].
When there is the evolution which the Darwinism cannot explain in the iden-
tical species, each individual might have a different evolutionary methodology.
When the practical evolution is imitated for the evolutionary computation, the
different evolutionary algorithms might ultimately be applied to each individual
in population. The making performance of next generation for each methodol-
ogy depends on not only their algorithms but also the quality of candidate of
parent in the archive of nondominated solutions. The present hybridization is
intended to improve the quality of candidate of parent by sharing the nondom-
inated solutions in the archive among each methodology. It was confirmed that
this methodology had the high performance regarding the convergence and di-
versity, as well as the strength for noise[4]. Note that noise imitates the error on
computational analyses and experiments and is described as the perturbation on
objective functions. It is an important factor when the optimization for practical
engineering problem is considered.

First, multiple individuals are generated randomly as an initial population.
Then, objective functions are evaluated for each individual. The population size
is equally divided into sub-populations between DE and GA (although sub-
population size can be changed at every generations on the optimizer, the deter-
mined initial sub-populations are fixed at all generations in the present study).
New individuals generated by each operation are combined in next generation.
The nondominated solutions in the combined population are archived in com-
mon. It is notable that only the archive data is in common between DE and
GA. The respective optimization methods are independently performed in the
present hybrid methodology.
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The present optimization methodology is a real-coded optimizer[19]. Although
GA is based on the real-coded NSGA-II (the elitist nondominated sorting ge-
netic algorithm)[9], it is made several improvements on in order to be progressed
with the diversity of solutions. Fonseca’s Pareto ranking[10] and the crowding
distance[9] are used for the fitness value of each individual. The stochastic uni-
versal sampling[3] is employed for parents selection. The crossover rate is 100%.
The principal component analysis blended crossover-α (PCABLX)[24] and the
confidence interval based crossover using L2 norm (CIX)[12] are used because
of the high performance for the convergence and the diversity as well as the
strength for noise[4]. The subpopulation size served by GA is equally divided for
these two crossovers. The mutation rate is set to be constant as the reciprocal
of the number of design variables. For alternation of generations, the Best-N
selection[9] is used. DE is used as the revised scheme[20] for multiobjective op-
timization from DE/rand/1/bin scheme. The scaling factor F is set to be 0.5.
The present optimizer has the function of range adaptation[22], which changes
the search region according to the statistics of better solutions, for all design
variables. In the present study, the range adaptation is implemented at every
20th generations.

2.2 Data-Mining Technique

The new data mining technique named as the stratum-type association analysis
[25] has been applied to analyzing nondominated solutions. The previous study[8]
employed the rough set theory in order to obtain the concrete rule regarding the
design principles of design variables. Since the rough set theory gives individual
rules based on the machine learning, it does not reveal the correlation knowl-
edge among them. The present methodology systematizes individual rules and
structurize design space using a hierarchical dendrogram so that methodology
obtains a bird’s-eye view of it in order to have useful knowledge. The feature of
the present methodology is a recursive clustering using association rules and a
multi-granular analysis. The results of the recursive clustering can be visualized
as a hierarchical dendrogram in which each node is a sub cluster of nondomi-
nated solutions. The present system is expected to extract design information
from microscopic to macroscopic view points due to the structurization of design
space.

Procedure of System. First, the present system discretizes continuous data
for logical analysis. Second, association rules are derived from discretized data
through logical analysis. Since designer would like to primarily acquire the design
knowledge regarding objective function because it corresponds to design require-
ment. The association rules regarding objective function will be extracted at an-
tecedent and consequent processes. The association rules are gradually integrated
into subsets regarding the degree of coincidence at antecedent and consequent
processes. Finally, the present methodology constructs a structured hierarchical
dendrogram by clustering subsets based on synthetic correlations. It is essential
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that the methodology generates the subsets of nondominated solutions using not
the similarity among them but the inherent characteristics in each nondominated
solution.

Clustering Method for Association Rules. A hierarchical dendrogram can
be simply generated through clustering the association rules with similarity and
a multi-granular analysis. Therefore, the present methodology can be optionally
selected regarding clustering manner. The methodology integrates the generated
rules into subsets using not similarity but the accordance with the coincidence of
the rules generated by the antecedent and consequent operations. A generated
hierarchical dendrogram is simply constructed by the inclusive correlation among
the subsets. Indeed, all elements which contain all extracted association rules are
selected. All combinations of these elements are generated without overlap. Then,
the subsets are generated in order to concentrate the elements. Thereupon, all
of the subsets have common characteristics. That is, all nodes of a hierarchical
dendrogram have one common characteristic at least. The characteristic in a
node is useful knowledge for designers.

3 Problem Definition

Single-stage rockets have been researched and developed for the scientific ob-
servations and the experiments of high-altitude zero-gravity condition, whereas
multi-stage rockets have been also studied for the orbit injection of payload.
The Institute of Space and Astronautical Science (ISAS), Japan Aerospace Ex-
ploration Agency (JAXA) has been operating K (Kappa), L (Lambda), and M
(Mu) series rockets as the representatives of solid rocket in order to contribute to
the space scientific research. A lower-cost and more efficient rocket is necessary
due to the retirement of M-V in 2008 and in order to promote space scientific re-
search. In fact, E (Epsilon) rocket began to be operated from September 2013. On
the other hand, the launch vehicle with hybrid rocket engine using solid fuel and
liquid oxidizer has been researched and developed as an innovative technology
in mainly Europe and United States[15,23]. The present study will investigate
the conceptual design in order to develop a next-generation single-stage launch
vehicle with hybrid rocket engine. Since the technologies of hybrid rocket engine
for single-stage and multi-stage are not independent, the solution of the fun-
damental physics regarding single-stage hybrid rocket is diverted to multi-stage
one. A hybrid rocket offers the several advantages as higher safety, lower cost,
and pollution free flight. The multi-time ignition is the especial ascendancy of
hybrid rocket engine[21]. On the other hand, the disadvantage of a hybrid rocket
engine is in its combustion. As a hybrid rocket engine has low regression rate
of solid fuel due to turbulent boundary layer combustion, the thrust of hybrid
rocket engine is less than that of pure solid and pure liquid engines which can
obtain premixed combustion[16]. In addition, as the mixture ratio between solid
fuel and liquid oxidizer is temporally fluctuated, thrust changes with time. Mul-
tidisciplinary design requirements should be considered in order to surmount the
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Table 1. Limitation of upper/lower values of each design variable

serial number design variable design space

dv1 initial mass flow of oxidizer 1.0 ≤ ṁoxi(0) [kg/sec] ≤ 30.0
dv2 fuel length 1.0 ≤ Lfuel [m] ≤ 10.0
dv3 initial radius of port 0.01 ≤ rport(0) [m] ≤ 0.30
dv4 combustion time 10.0 ≤ tburn [sec] ≤ 40.0
dv5 initial pressure in combustion chamber 3.0 ≤ Pcc(0) [MPa] ≤ 6.0
dv6 aperture ratio of nozzle 5.0 ≤ ε [-] ≤ 8.0
dv7 elevation at launch time 50.0 ≤ φ(0) [deg] ≤ 90.0

Fig. 1. Conceptual illustrations of hybrid rocket and its design variables regarding the
geometry. Aperture ratio of nozzle ε is described by using the radius at nozzle exit rex
and the radius at nozzle throat rth.

disadvantage of hybrid rocket engine. Moreover, exhaustive design information
will be obtained in order to additionally consider productive and market factors
for practical problems (it is difficult that optimization deals with them due to
the difficulty of the definition).

The conceptual design for a single-stage hybrid rocket[18], simply composed
of a payload chamber, an oxidizer tank, a combustion chamber, and a nozzle,
is considered in the present study shown in Fig. 1. A single-stage hybrid rocket
for aurora scientific observation will be focused because the rocket for more
efficient scientific observation is desired for successfully obtaining new scientific
knowledge on the aurora observation by ISAS in 2009. In addition, a single-
stage hybrid rocket problem fits for the resolution of the fundamental physics
regarding hybrid rocket engine and for the improvement of the present design
problem due to its simplification.

3.1 Objective Functions

Three objective functions are defined in the present study. First objective is the
maximization of the down range in the lower thermosphere (altitude of 90 to 150
[km]) Rd [km] (obj1). Second is the maximization of the duration time in the
lower thermosphere Td [sec] (obj2). It recently turns out that atmosphere has fu-
rious and intricate motion in the lower thermosphere due to the energy injection,
which leads aurora, from high altitude. The view of these objective functions are



Structurization of Design Space for Hybrid Rocket 515

to secure the horizontal distance and time for the competent observation of atmo-
spheric temperature and the wind for the elucidation of atmospheric dynamics
and the balance of thermal energy. Third objective is the minimization of the
initial gross weight of launch vehicle Mtot(0) [kg] (obj3), which is generally the
primary proposition for space transportation system.

3.2 Design Variables

Seven design variables are used as initial mass flow of oxidizer ṁoxi(0) [kg/sec]
(dv1), fuel length Lfuel [m] (dv2), initial radius of port rport(0) [m] (dv3), combus-
tion time tburn [sec] (dv4), initial pressure in combustion chamber Pcc(0) [MPa]
(dv5), aperture ratio of nozzle ε [-] (dv6), and elevation at launch time φ [deg]
(dv7). Note that there is no constraint except the limitations of upper/lower val-
ues of each design variable summarized in Table 1. These upper/lower values are
exhaustively covering the region of design space which is physically admitted.
When there is a sweet spot (the region that all objective functions proceed op-
timum directions) in the objective-function space, the exploration space would
intentionally become narrow due to the operation of range adaptation on the
evolutionary computation.

3.3 Evaluation Method

First of all, the mixture ratio between liquid oxidizer and solid fuel O/F (t) is
computed by the following equation.

O/F (t) =
ṁoxi(t)

ṁfuel(t)
.

ṁfuel(t) = 2πrport(t)Lfuelρfuelṙport(t),

rport(t) = rport(0) +

∫

ṙport(t)dt.

(1)

ṁoxi(t) and ṁfuel(t) are the mass flow of oxidizer [kg/sec] and the mass flow of
fuel [kg/sec] at time t, respectively. rport(t) is the radius of port [m] at t, Lfuel

describes fuel length, and ρfuel is the density of fuel [kg/m3]. ṙport(t) describes the
regression rate. After that, an analysis of chemical equilibrium is performed by
using NASA-CEA (chemical equilibrium with applications) [11], then trajectory,
thrust, aerodynamic, and structural analyses are respectively implemented. The
present rocket is assumed as a point mass. As the time step is set to be 0.5 [sec]
in the present study, it takes roughly 10 [sec] for the evaluation of an individual
using a general desktop computer.

A combustion chamber is filled with solid fuel with a single port at the center
to supply oxidizer. As the regression rate to the radial direction of the fuel
ṙport(t) [m/sec] generally governs the thrust power of hybrid rocket engine, it is
a significant parameter. The following experimental model[13,26] is used in the
present study.

ṙport(t) = afuel ×Gnfuel

oxi (t)

= afuel ×
(

ṁoxi(t)

πr2port(t)

)nfuel

,
(2)
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where, Goxi(t) is oxidizer mass flux [kg/m2/sec]. afuel [m/sec] and nfuel [-] are
the constant values experimentally determined by fuels. In the present study,
liquid oxygen as liquid oxidizer and polypropylene as thermoplastic resin for
solid fuel are used in order to adopt swirling flow for the supply mode of oxidizer.
Therefore, afuel and nfuel are respectively set to be 8.26×10−5 [m/sec] and 0.5500.

4 Results

4.1 Optimization Result

The population size is set to be 18 and evolutionary computation is performed
until 3,000 generations when the evolution is roughly converged. The plots of

(a)

(b) (c) (d)

Fig. 2. Plots of nondominated solutions derived by optimization, (a) plotted in three-
dimensional objective-function space (red) and their plots projected onto two dimen-
sions, (b) plots projected onto two dimension between down range Rd (obj1) and
duration time Td (obj2) (light green), (c) plots projected onto two dimension between
duration time Td (obj2) and initial gross weight Mtot(0) (obj3) (light blue), and (d)
plots projected onto two dimension between down range Rd (obj1) and initial gross
weight Mtot(0) (obj3) (blue).
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acquired nondominated solutions are shown in Fig. 2, which reveals that there
generates no multimodal and clean convex curved surface.

There is no tradeoff between the down range Rd and the duration time Td in
the lower thermosphere shown in Fig. 2(b). This figure also shows that there are
upper limits of roughly 250 [km] for Rd and of roughly 220 [sec] for Td. Therefore,
the projection plots onto two dimension between Rd and Td do not converge in
one point. In the present study, the initial mass flow of oxidizer ṁoxi(0) (dv1) has
the limitation of upper/lower values. Since the regression rate of fuel ṙport(t) as
an empirical model uses the mass flow of oxidizer ṁoxi(t), ṙport(t) has constraints.
As a result, the upper limits are generated for Rd and Td.

There is an incomplete tradeoff between Td and the initial gross weightMtot(0)
shown in Fig. 2(c). The convex nondominated surface to optimum direction with
incompleteness is generated due to the upper limit of Td. As the inclination
ΔMtot(0)/ΔTd is small on the convex curve, Td can be substantially improved
when trifling Mtot(0) would be sacrificed. In addition, Fig. 2(c) shows that the
minimum Mtot(0) to reach the upper limit of Td (roughly 220 [sec]) is approx-
imately 700 [kg]. And also, the minimum Mtot(0) to attain to the lower ther-
mosphere (altitude of 90 [km]) is approximately 350 [kg]. As these values are
better than those of the solid rockets which are operated at present for scientific
observation, it suggests that hybrid rocket has an advantage even when hybrid
rocket does not have a sequence of multi-time ignition.

There is a severe tradeoff between Rd and Mtot(0) shown in Fig. 2(d) (al-
though Rd strictly has the upper limit, it seems that the clean convex curve is
generated because the upper limit is on the edge of the nondominated surface).
This figure shows that the maximum Rd is roughly 130 [km] when the minimum
Mtot(0) to reach the upper limit of Td (roughly 700 [kg]) is adopted. Mtot(0)
should be absolutely increased in order to have more Rd (greater than 130 [km])
despite no increase of Td (remaining roughly 220 [sec]). This fact suggests that
the design strategies for the maximizations of Rd and Td are different.

4.2 Data-Mining Result

A discretization is necessary for rule generation. The hybrid discretization man-
ner between an equivalent distance and an equivalent frequency methods[25] is
utilized. The number of discretization is set to be 10 for the objective functions
and the design variables in the present study. The value of minimum support
depends on the generated association rule and the number of node. The present
minimum support is set to be 10% in order to reduce the number of elements be-
cause many nodes with the small influence are generated. As a result, 39 nodes
are generated with the minimum confidence of 90%. The hierarchical dendro-
grams which the first stratum has the association rule regarding the objective
functions are constructed for the minimization of all of the three objective func-
tions. Note that there are severe tradeoffs between the initial gross weight and
the other two objective functions, which was already revealed in the optimization
results shown in Fig. 2. And also, since the initial gross weight is the minimiza-
tion function while the other two objective functions are maximization functions,
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Fig. 3. Hierarchical dendrogram generated by the stratum-type association analysis
for the minimization of the initial gross weight Mtot(0). The present dendrogram is
constructed by 27 nodes. The two-line explanations show the rule (which is described
as ‘the variables’ = ‘its discretized region’) from the top line using “R:” and the cor-
respondent number of all nondominated solutions with the rule at the bottom using
“#:”. The variable numbers of 0 to 9 respectively denote obj1, obj2, obj3, dv1, dv2,
· · · , and dv7. Since all variables are discretized into 10 in the present study, the dis-
cretized region is described by using the number of 0 to 9. The top node is in the first
stratum and the bottom nodes are in the fourth stratum. The node with no informa-
tion denotes that its minimum support is less than the value set artificially (10% in
the present case).

Fig. 3 as the result for the minimization of the initial gross weight is shown as the
representative of the generated hierarchical dendrograms. The decoding manner
of each node in the present hierarchical dendrogram shown in Fig. 3 is explained
in the caption of Fig. 3.

The first stratum has 456 nondominated solutions (because the total number
of 999 is obtained for nondominated solutions by the optimization process, the
proportion of application is roughly 45.6%) which have the attribute with the
minimum-value node of Mtot(0). This result indicates that roughly half number
of the nondominated solutions has the small value of Mtot(0).

The second stratum has six nodes with two attributes. Since one attribute is
“2=0”, i.e., the minimum-value node of Mtot(0), the node indicates the tradeoff
information when the other attribute is the rule regarding the other objective
functions. In contrast, the node indicates the information regarding the effective
design variable to minimizeMtot(0) when the other attribute is the rule regarding
the design variables. The third node from the left has the rule for Rd with the
lowest values (the number of nondominated solutions is 220). This node reveals
the severe tradeoff because Rd for the 48% of the nondominated solutions is
in the discretized region for minimum value when Mtot(0) is minimized. The
second node from the left has the rule for Td with low values (the number
of nondominated solutions is 236). This node also reveals the severe tradeoff
because Td for 52% of the nondominated solutions is in the discretized region for
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minimum value when Mtot(0) is minimized. Furthermore, the first node from the
left has the rule for ṁoxi(0) (dv1) with low values (the number of nondominated
solutions is 218). The fourth node from the left is the rule for Lfuel (dv2) with
low values (the number of nondominated solutions is 171). These nodes reveal
that dv1 and dv2 are essential to restrain Mtot(0). In addition, dv1 and dv2 are
the significant design variables in order to also reduce the other two objective
functions. The first node from the right is the rule for rport(0) (dv3) with low
values (the number of nondominated solutions is 11 as a small number). rport(0)
(dv3) indirectly gives an effect because small rport(0) (dv3) gives an effect on
restraining the mass flow of oxidizer ṁoxi(t) although rport(0) (dv3) does not
have a direct effect.

The third stratum has 13 nodes with three attributes. 10 nodes of those consist
of two rules regarding the objective function and one rule regarding the design
variable. Since the knowledge of the second stratum shows the effective design
variable for the objective functions, the observation of these 10 nodes can be
omitted due to the comprehension into the design knowledge from the second
stratum. The crucial point in the third stratum is that merely one node exists
which has one rule regarding the objective function and two rules regarding the
design variables. This result reveals that the correlation between the objective
functions is strong and one design variable to depend on each objective function
can be narrowed.

The fourth stratum has seven nodes with four attributes. Since the knowledge
of the third stratum reveals that the present problem has severe tradeoffs, five
nodes have three rules regarding the objective function and one rule regarding
the design variable. The fourth node of the left merely has two rules regarding
the objective functions and two rules regarding the design variables. However,
since the indicated design variables are ṁoxi(0) (dv1) and rport(0) (dv3), the
knowledge from the second stratum can be similarly interpreted.

Although the stratum-type association analysis cannot instruct the optimum
and pessimum directions, the severeness of tradeoff can be quantitatively shown
by using the number of application. In addition, the magnitude of the influence of
the design variables on the objective functions can be quantitatively elucidated.
Moreover, since the nondominated solutions to apply to a node are generated,
the stratum-type association analysis is also useful for the selection of specific
nondominated solutions in order to perform the data mining for the significant
local region in the objective-function space.

5 Conclusions

The next-generation single-stage launch vehicle with the hybrid rocket engine of
solid fuel and liquid oxidizer in place of the present pure solid-fuel rockets has
been conceptually designed by using design informatics in order to contribute to
the development of the low cost launch vehicle system and efficient space scien-
tific observation. The objective functions as the design requirements in the design
problem is the maximization of the down range and the duration time in the lower
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thermosphere as well as the minimization of initial gross weight. The hybrid evolu-
tionary computation between the differential evolution and the genetic algorithm
is employed for the efficient exploration in the design space. The stratum-type as-
sociation analysis is used in order to structurize and visualize the design space. As
a result, the design information has been revealed regarding the tradeoffs among
the objective functions and the behavior of the design variables in the design space.
Furthermore, the hierarchical dendrogram indicates the structure of the design
space in order to improve the objective functions. Consequently, the design strat-
egy for the maximizations of down range and duration time is different because
the duration time can easily attain to the upper limit rather than the down range.
Moreover, the structurization generated by the stratum-type association analysis
indicates the concrete design strategy regarding the significant design variables
for the objective functions. The results show the quantitative data to compare the
performances of solid-fuel rocket in present and hybrid rocket with multi-time ig-
nition. Design informatics as the present intelligent and evolutionary system has
successfully structured the design space for the present engineering problem and
the present study has also revealed the expansion of the application range of de-
sign informatics in the real world.
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Abstract. Differential evolution has shown tremendous success in solving dif-
ferent complex optimization problems. However, the performance is highly de-
pendent on the selection of its parameters. Although many techniques have 
been introduced to adaptively (or self-adaptively) determine the parameters, the 
task is recognized as a tedious one. In this research, we investigate the use of 
evolutionary algorithms, such as covariance adaptation matrix evolution strate-
gy, differential evolution and genetic algorithm, to self-adaptively determine the 
possible values of both the amplification factor and crossover rate. The perfor-
mances of the algorithms are compared to each other, as well as to a standard 
differential algorithm, by solving a well-known set of benchmark problems. 
The experimental results show that such an approach can improve the perfor-
mance of differential evolution, however further investigation is required to find 
the appropriate evolutionary algorithm for evolving parameters. 

Keywords: differential evolution, covariance adaptation matrix evolution strat-
egy, genetic algorithm, self-adaptation. 

1 Introduction 

The evolutionary algorithms (EAs), such as genetic algorithms (GA) [1], differential 
evolution (DE) [2] and evolution strategies (ES) [3], are popular choice to many re-
searchers and practitioners for solving their complex optimization problems. Among 
EAs, DE has shown its superiority to many other algorithms in solving problems with 
different mathematical properties. However, it is well-known that DE parameters such 
as amplification factor ( ), crossover rate ( ) and population size ( ) play a vital 
role on its success, which led researchers to investigate this research topic, and pro-
pose different adaptive and self-adaptive mechanisms to avoid a trial-and-error ap-
proach in the selection of parameters. This directs us to the no-free launch theorem  
[4], which shows that one set of parameters may be well suited for a set of problems 
that may not work well for another problem, or another class, or range of problems.  

While solving an optimization problem, one of the interesting mechanisms to self-
adaptively determine the DE parameter values is using an evolution process that may 
involve DE or any other EAs. This mechanisms dates back to 2002 when Abbass [5] 
proposed a self-adaptive operator (crossover and mutation) for multi-objective  
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optimization problems, where  F was generated using a Gaussian distribution N(0, 1) 
and then updated using a DE algorithm. This technique has been modified in [6-9], in 
which DE variants with more than one difference vectors (DV) were used to evolve 
parameters, as well as  and  were initialized using N(0.5, 15). However, to the 
best of our knowledge, the use of other EAs to self-adaptively determine DE parame-
ters is rare.  

Other mechanisms, which do not depend on EAs, have also been proposed. Qin et 
al. [10] proposed a DE algorithm (SaDE). In it, F was approximated by a normal 
distribution N (0.5, 0.3), and truncated to the interval (0, 2]. The crossover probabili-
ties were randomly generated according to an independent normal distribution with 
mean Cr  and a standard deviation value of 0.1. The Cr  values remained fixed for 
five generations before the next re-generation. Cr  was initialized to 0.5, and  it was 
updated every 25 generations based on the recorded successful Cr values since the 
last Cr  update. Using fuzzy logic controllers, Liu and Lampinen [11] presented a 
fuzzy adaptive DE, whose inputs incorporated the relative function values and indi-
viduals of successive generations to adapt the parameters for mutation and crossover. 
Brest et al. [12] proposed a self-adaptation scheme for the DE control parameters, 
known as jDE.  The control parameters were adjusted by means of evolution of F and 
Cr.  In jDE, a set of F and Cr values was assigned to each individual in the popula-
tion, augmenting the dimensions of each vector.  Zhang et al. [13] introduced an 
adaptive DE algorithm with optional external memory (JADE). In it, at each genera-
tion, the crossover probability  of each individual x  was independently generat-
ed according to a normal distribution of mean μCr and standard deviation of 0.1. μCr 
was initialized at a value of 0.5 and updated. Similarly,  of each individual  was 
independently generated according to a Cauchy distribution with a location parameter 
μF and a scale parameter 0. The location parameter μF was initialized to 0.5 and sub-
sequently updated at the end of each generation. Das et al.[14] introduced two ver-
sions for adapting F in DE. In the first scheme,  was randomly chosen between 0.5 
and 1.0, while in the second scheme,  was initialized with a value of 1.0, and then 
linearly reduced to 0.1 during the evolution process.  Generally speaking, such tech-
niques may need adapting other parameters which may affect the performance of DE. 

In this paper, we have evolved two DE parameters (such as  and ) by using 
three different algorithms. They are: (1) DE (this variant is recognized as Var1); (2) 
covariance adaptation matrix evolution strategy  (CMA-ES)[15] (Var2); and (3) GA 
(Var3). That means, we are applying DE to solve the optimization problems, and 
within DE, we are using one of the above three algorithms to self-adaptively select 
DE parameters. The performances of these variants are compared to each other as 
well as to a DE with a single set of parameter values. From the results obtained, it is 
clear that the self-adaptive mechanism is better than a DE with a fixed set of parame-
ters. Among the three variants, Var2 is the best considering the best fitness values 
found, while based on the average fitness values, Var3 is the best. However, these two 
variants are computational expensive in comparison with Var1. 

The rest of this paper is organized as follows: section 2 presents and overview of 
DE. Section 3 discusses the self-adaptive mechanisms used in this paper, while  
section 4 presents the computational results. Finally, conclusions are elaborated in 
section 5. 
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2 Differential Evolution 

DE uses the concept of a larger population from a GA and self-adapting mutation 
from ES [2], and differs from traditional EAs mainly in its generation of new vectors 
which adds the weighted difference vector (DV) between two individuals to a third 
individual [16]. It performs well when the feasible patches are parallel to the axes [17] 
but converges prematurely when dealing with a multi-modal fitness function because 
it loses its diversity [18, 19].  

2.1 Mutation 

The simplest form of this operation is that a mutant vector is generated by multiplying 
an amplification factor, F, by the difference between two random vectors, with the 
result added to a third random vector (DE/rand/1) [20] as: 

 , = , + , − ,  (1) 

where  , ,   are random numbers (1,2, ..., PS ),  ≠ ≠ ≠ , x  a decision 
vector,  a positive control parameter for scaling the DV and t the current generation.  

This operation enables DE to explore the search space and maintain diversity and 
there are many strategies for it, such as DE/best/1 [20], DE/current-to-best/1[21]. For 
more details, readers are referred to [22]. 

2.2 Crossovers 

The DE family of algorithms usually depends on two crossover schemes, exponential 
and binomial, which are briefly discussed below. 

In an exponential crossover, firstly, an integer, l, is randomly chosen within the 
range [1, D] and acts as the point in the target vector from where the crossover or 
exchange of components with the donor vector starts. Another integer, L, chosen from 
interval [1, D] denotes the number of components the donor vector actually contrib-
utes to the target. After the generation of l and L, the trial vector is obtained as: 

 , ,  = , ,     = ‹ › , ‹ + 1› , … , ‹ + − 1›, ,                            ℎ  ∈ [1, ]  (2) 

where   =  1,2, … , , and the angular brackets, ‹ › , denote a modulo function with 
a modulus of  and starting index of .  

The binomial crossover is performed on each of the   variables whenever a ran-
domly chosen number (between 0 and 1) is less than or equal to the crossover rate, 

. In this case, the number of parameters inherited from the donor has a (nearly) 
binomial distribution as: 

 , = , ,  ( ≤    =  ), ,                                        ℎ  (3) 

where  ∈ [0,1]  and ∈ [1,2, … , ]  is a randomly chosen index which 
ensures that u ,  receives at least one component from , . 
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2.3 Selection 

An offspring will be selected if it is better than its parent. 

3 Self-adaptive DE Variants Based on EAs 

To start with, in this paper, Table 1 shows the general framework of DE used in this 
paper. 

Table 1. General framework of DE used in this paper 

STEP 1: At generation t = 1, generate an initial random population of size . The variables of each 
individual (z) must be within a range such as:  , =  , +  × ( , − , ) 

where , , ,  are the lower and upper bounds of the decision variable x , and rand is a 
random number,  ∈ [0,1].   

STEP 2: Generate initial values for  and  
STEP 3: Evolve  and  using an EA, as shown in  3.1,  3.2 and  3.3 
STEP 4:  Generate new offspring as follows: 

4.1 Generate the offspring vector , using DE/current-to-best/bin and the corresponding  
and  obtained in Step 3 such as 

, = , + . , − , + , − , ,  ( ≤    =  ), ,                                                                                                                  ℎ  

where  and  are random integer numbers ∈ [1, ] and both are not similar to  

4.2 Update  and , if required, see  3.1 
STEP 8: Stop if the termination criterion is met; else, set = + 1 and go to STEP 3.

 
In this paper, three variants are used to self-adaptively generate  and , as de-

scribed below. 

3.1 Var1: Adapting F and Cr Using DE 

Here,  and  are self-adaptively calculated using a simple DE algorithm, as fol-
lows: 

• At  = 1 , each individual in  is assigned with  and  , where =(0.5,0.1) and = (0.5,0.1). If the value is less than 0.01 or larger than 
1.0, it is reflected back to be between to 0.01 and 1, respectively. 

• Then, both parameters are calculated as follows: 

 = + × − ,       ( < )                                                    ℎ  (4) 

 = + × − ,  ( < )                                                    ℎ  (5) 

where ∈ [0,1] ∀ Γ = 1,2 … ,5 and = 0.75. If the value is less than 
0.01 or larger than 1, it is truncated to 0.1 and 1, respectively. 
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• If the new offspring is better than its parent, then  =  and = . 

3.2 Var2: Adapting F and Cr Using CMA-ES 

Here,  and  are self-adaptively calculated using CMA-ES, such that 

• At = 1,  is initialized as (0.5,0.1, ), where  is 2, ,  refers to 
, while ,  refers to . 

• A new population, which represents both  and , is generated using CMA-
ES: 

 : = + :  (6) 

where :  are independent realizations of a D-dimensional standard normal 
distribution with zero-mean and a covariance matrix equal to the identity  
matrix I. These base points are rotated and scaled by the eigenvectors  and 
the square root of the eigenvalues  of the covariance matrix . The , and 
the global step-size  are continuously updated after each generation t [15].  

• Then, both parameters are calculated as follows: 

 = , ,         ( < )                 ℎ  (7) 

 = , ,      ( < )             ℎ  (8) 

• Then , and all other CMA-ES’s parameters are updated as suggested in 
https://www.lri.fr/~hansen/cmaes.m. It is worthy to mention here that, to meas-
ure the quality of each , the objective function of the corresponding  is 
used instead. 

3.3 Var3: Adapting F and Cr Using GA 

Here, a multi-parent crossover GA (MPC-GA) [23] is used to evolve DE parameters. 

• At = 1, an initial population ( ) of  and  is initialized, where , : = (0.5,0.1). 
• Then an archive pool ( ) is filled with the best m individuals (based objec-

tive function of the corresponding .  
• Then a tournament selection procedure, with size , takes place, from which the 

best individual is chosen and saved in the selection pool. 
• for each three consecutive individuals in the selection pool, three offspring are 

generated as 

 = +  × ( − )        (9) 
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 = +  × ( − ) (10) 

 = +  × ( − ) (11) 

where = (0.7,0.1) [23]. 
• On each generated , a diversity operator is applied.  In it, for each individual 

a uniform random number ∈ [0, 1] is generated, if it is less than a predefined 
probability, = 0.1, then = .  

• Subsequently, set =  
• Then, both parameters are calculated as follows: 

 = , ,         ( < )                 ℎ  (12) 

 = , ,      ( < )             ℎ  (13) 

4 Experimental Results 

In this section, a comparison among all variants is elaborated by solving a set of prob-
lems presented in the CEC2014 competition on real-parameter optimization [24], 
which contains 30 test problems with 30 dimensions, with the following mathematical 
properties: F01-F03 are unimodal functions, F04-F16 are simple multimodal func-
tions, F17-F22 are hybrid functions, while F23-F30 are composition functions. 

To add to this, all variants were compared with a DE, as shown in equation 4, with 
fixed values of its parameters, such that =0.5, =0.5, while  was set to 100 
individuals for all variants and =0.75. All variants were run 51 times for each test 
problem, where the stopping criterion was to run for up to 10,000D FEs. The algo-
rithm was coded using Matlab R2012b, and was run on a PC with a 3.4 GHz Core I7 
processor with 16 GB RAM, and windows 7.  

To begin with, the best results obtained by all variants are shown in Table 2. From 
these results, it is clear that all variants were better than DE for F01, with the consid-
eration that Var1 performs in F01, while all variants were able to obtain the same 
values for F02 and F03. For the multi-modal test problems, Var2 was the best for 
most of the test problems. However, Var1 was superior to all other variants for F05 
and F13 and F15, while DE was the best in F14. In regards to the hybrid function, 
Var2 was the best for four test problems, while Var1 was the best for only F22 and 
Var3 performed best in F21. For the composition functions, Var2 performed best for 6 
test functions. DE and Var1 obtained the same best result in F26, while Var3 was the 
best in F29. 

Considering the average results obtained by all variants, see Table 3, it is noticed 
that Var3 was the best for the unimodal test functions, followed by Var1. However, 
Var2 was the worst variant for those test problems. For the multi-modal test functions, 
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Table 2. Best Results obtained by all variants 

Prob.  DE1 Var1 Var2 Var3 
F01 2.604E+05 1.276E+03 2.422E+03 6.483E+03 
F02 0.000E+00 0.000E+00 0.000E+00 0.000E+00 
F03 0.000E+00 0.000E+00 0.000E+00 0.000E+00 
F04 1.441E+01 1.012E-04 0.000E+00 0.000E+00 
F05 2.074E+01 2.000E+01 2.022E+01 2.042E+01 
F06 2.259E-04 4.765E-01 0.000E+00 9.643E-02 
F07 0.000E+00 0.000E+00 0.000E+00 0.000E+00 
F08 1.333E+01 0.000E+00 0.000E+00 1.417E+01 
F09 1.199E+02 3.283E+01 2.098E+01 3.310E+01 
F10 1.955E+02 9.155E+00 1.767E+00 4.642E+02 
F11 5.248E+03 1.942E+03 1.348E+03 2.148E+03 
F12 1.506E+00 2.782E-01 2.427E-01 4.764E-01 
F13 1.416E-01 1.407E-01 1.744E-01 1.578E-01 
F14 1.065E-01 1.286E-01 1.503E-01 1.842E-01 
F15 1.070E+01 3.422E+00 3.698E+00 5.246E+00 
F16 1.084E+01 1.065E+01 8.485E+00 1.025E+01 
F17 1.790E+04 8.806E+02 2.211E+02 6.994E+02 
F18 1.893E+02 4.807E+01 3.225E+01 4.820E+01 
F19 4.091E+00 5.492E+00 2.604E+00 4.365E+00 
F20 4.888E+01 4.376E+01 1.423E+01 1.540E+01 
F21 2.105E+03 3.068E+02 2.219E+02 1.471E+02 
F22 5.073E+01 2.544E+01 2.592E+01 3.123E+01 
F23 3.152E+02 3.152E+02 3.152E+02 3.152E+02 
F24 2.232E+02 2.235E+02 2.217E+02 2.233E+02 
F25 2.027E+02 2.033E+02 2.026E+02 2.027E+02 
F26 1.001E+02 1.001E+02 1.002E+02 1.001E+02 
F27 3.038E+02 3.745E+02 3.000E+02 3.004E+02 
F28 7.202E+02 7.169E+02 6.494E+02 7.500E+02 
F29 8.856E+02 5.318E+02 7.195E+02 4.822E+02 
F30 6.329E+02 9.568E+02 5.052E+02 7.080E+02 

 
Var1, Var2, Var3 and DE were able to obtain the best results for 6, 3, 3, 1 test func-
tion (s), respectively.  For the hybrid functions, Var2 was superior to all other  
variants for 5 test functions, while Var2 performed best for F22. Considering the 
composition functions, DE, Var1 and Var3 were able to obtain the same result in F23. 
Var1 and Var3 obtained the same result in F26, while DE was the best for 3 test func-
tions, while Var3 was the best for F28, F29 and F30. 

To continue our analysis, the average computational time for each variant were cal-
culated. The computational time was calculated as the average time consumed to 
reach the best known solutions with an error 1.0E-08, i.e. the stopping criteria is [f(x) − f(x∗) ≤ 1.0E − 08], where  f(x∗) is the best known solution. The summary 
results are shown in Table 4. From this table, Var1 was the best. 

Similarly, the average numbers of fitness evaluations to reach the above mentioned 
stopping criterion were recorded, see Table 5. From that table, it is found that Var3 
performed best. 
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Table 3. Average Results obtained by all variants 

Prob.  DE Var1 Var2 Var3 
F01 1.160E+06 6.398E+04 3.979E+06 3.865E+04 
F02 2.004E+03 0.000E+00 1.746E+07 0.000E+00 
F03 0.000E+00 0.000E+00 3.886E+02 0.000E+00 
F04 1.147E+02 1.719E+01 8.887E+01 1.578E+00 
F05 2.092E+01 2.000E+01 2.046E+01 2.056E+01 
F06 1.132E+00 1.593E+01 4.088E+00 2.292E+00 
F07 1.335E-02 1.090E-02 5.373E-01 5.987E-03 
F08 6.529E+01 1.615E-04 1.023E+01 2.000E+01 
F09 1.444E+02 5.552E+01 5.425E+01 6.272E+01 
F10 2.705E+03 1.272E+02 4.348E+02 7.950E+02 
F11 6.140E+03 2.782E+03 2.974E+03 3.499E+03 
F12 2.043E+00 4.404E-01 7.345E-01 7.981E-01 
F13 2.582E-01 2.625E-01 2.561E-01 2.535E-01 
F14 2.511E-01 2.310E-01 2.465E-01 2.546E-01 
F15 1.301E+01 7.306E+00 6.854E+00 6.903E+00 
F16 1.183E+01 1.130E+01 1.036E+01 1.103E+01 
F17 8.314E+04 1.810E+03 9.054E+03 1.403E+03 
F18 3.653E+02 1.323E+02 1.488E+02 1.265E+02 
F19 6.492E+00 1.149E+01 7.627E+00 6.340E+00 
F20 8.107E+01 1.743E+02 6.582E+01 2.909E+01 
F21 3.953E+03 8.281E+02 3.149E+03 3.964E+02 
F22 2.504E+02 1.941E+02 1.416E+02 1.499E+02 
F23 3.152E+02 3.152E+02 3.157E+02 3.152E+02 
F24 2.285E+02 2.339E+02 2.289E+02 2.290E+02 
F25 2.038E+02 2.088E+02 2.062E+02 2.048E+02 
F26 1.081E+02 1.042E+02 1.081E+02 1.042E+02 
F27 3.935E+02 4.464E+02 4.192E+02 4.021E+02 
F28 8.876E+02 9.502E+02 9.049E+02 8.631E+02 
F29 2.155E+05 3.839E+05 1.666E+05 8.067E+02 
F30 1.978E+03 2.388E+03 3.896E+03 1.786E+03 

Table 4. Computational time, in seconds, of each variant 

DE1 Var1 Var2 Var3 
18.35 14.58 24.81 20.59 

Table 5. Average number of fitness evaluations 

DE2 Var1 Var2 Var3 
289259 281778.3 287584 280234 

 
To study the statistical difference between any two stochastic algorithms, a non- 

parametric test, Wilcoxon Signed Rank Test [25], is chosen. As a null hypothesis, it is 
assumed that there is no significant difference between the best and/or mean values of 
two samples. Whereas the alternative hypothesis is that there is a significant differ-
ence in the best and/or mean fitness values of the two samples, with a significance 
level of 5%. Based on the test results, one of three signs (+, −, and ≈) is assigned for 
the comparison of any two algorithms (shown in the last column), where the “+” sign 
means the first algorithm is significantly better than the second, the “−”  sign means 
that the first algorithm is significantly worse, and the “≈ ” sign means that there is no 
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significant difference between the two algorithms. The results are shown in Table 6. 
From this table, considering the best results, it is found that all variants are statistical-
ly better than DE.  To add to this, Var2 is statistically better than all variants.  In 
regards to the average results, it is interesting to find that Var3 was statically better 
than all variants, while there were no significant differences among other variants. 

Table 6. The Wilcoxon non-parametric test among all variants, based on the best and averge 
fitness values obtained, where × means that no statisitcal test was applicable 

Variants Best fitness value Average fitness value 
DE Var1 Var2 Var3 DE Var1 Var2 Var3 

DE × − − − × ≈ ≈ − 
Var1 (DE & DE) + × − ≈ ≈ × ≈ − 
Var2 (DE & CMA-ES) + + × + ≈ ≈ × − 
Var3 (DE & GA) + ≈ − × + + + × 

 

Fig. 1. F values after 2, 100 and 500 generations. The 1st, 2nd and 3rd are of Var1, Var2 and 
Var3, respectively. 
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Fig. 2. Cr values after 2, 100 and 500 generations. The 1st, 2nd and 3rd are of Var1, Var2 and 
Var3, respectively. 

It is also important to investigate why DE average results are not consistent with 
the best results when using CMA-ES in adapting DE parameters (in Var2)? To do 
this, we plotted the F and Cr values after 2, 100 and 500 generations. We found that 
CMA ES used to convergence to a single value for each parameter, see Fig. 1 and  
Fig. 2, and this combination of parameters might not be the best during the entire 
evolutionary process. In contrast, both Var1 and Var3 maintained good diversity.  

5 Conclusions and Future Work 

There is no doubt that the success of DE depends on its parameters. However, the 
selection of its parameters is not a simple task. This motivated many researchers to 
investigate this direction. Although many techniques were proposed to self-adaptively 
adapt its parameters, using EAs to do this process have not been fully explored. Con-
sequently, in this paper, we compared the performance of DE when adapting its  
parameters using three different EAs (DE, CMA-ES and GA). From the results,  
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we found that adapting DE’s parameters using CMA-ES had the ability to obtain the 
best results, in terms of the best solutions obtained, in many occasion. However, its 
average results were inferior to the variant that considered GA. 

Although, DE, with a single combination of parameters, was good in several occa-
sions, there is a question how can we determine it? To add to this, it was interesting to 
find that using EAs to adapt DE’s parameters might save computational time; this is 
because it had the ability to quickly find the optimal solutions in many occasions. 

There are many open directions can be done in this direction. For instance, recent 
years have shown much interest in developing multi-operator DE algorithms. Doing 
the same trend and use multi-operator algorithms to evolve DE’s parameters may be a 
possible future work. To add to this, providing a detailed comparison to other adapta-
tion techniques is also important.  
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Abstract. Decomposition methodology has been well studied and widely  
applied to Large Scale Global Optimization (LSGO). Cooperative Coevolution 
(CC) is an effective decomposition strategy and has made remarkable achieve-
ments on tackling LSGO problems. In recent studies, the role of Individual-
based Local Search (ILS) has arose more and more attention, especially under 
the framework of Memetic Algorithms (MAs). In this paper, we investigate the 
validity and performance of incorporating Cooperative Coevolution strategy in-
to Individual-based Local Search. For this purpose, a Solis and Wets’ algorithm 
with Cooperative Coevolution (SWCC) is presented, and a comparison is made 
between SWCC and SW via experiments on the LSGO test suite issued in 
CEC’2013. Then, SWCC is embedded into Simulated Annealing algorithm 
(SA) and Memetic framework to investigate its effectiveness as local search op-
erator. Experiment results show the effectiveness of SWCC on fully-separable 
LSGO problems and poor performance on fully non-separable problems. 

Keywords: Cooperative Coevolution, Individual-based Local Search, Solis and 
Wets’ algorithm, Simulated Annealing algorithm, Memetic Algorithms. 

1 Introduction 

Many real-life problems in different fields can be formulated as continuous optimiza-
tion problems, and have been successfully solved with Evolutionary Algorithms 
(EAs) [1-4]. However, the performance of most of the available EAs deteriorates 
rapidly with the grown of dimensionality [5-6]. Various ideas have sprung up for 
solving high-dimensional problems, such as Parallel Computing, Decomposition, 
Screening, Mapping, Space Reduction and Visualization. Among which, decomposi-
tion methodology is most widely recognized as a promising one. 

Decomposition methodology is to divide an original problem into a set of inde-
pendent or coordinated sub-problems of smaller scale and has been well studied and 
widely applied to complex and large scale engineering problems [7-12]. Cooperative 
Coevolution (CC) is an implementation of divide-and-conquer idea, which has been 
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proven an effective decomposition framework for Large Scale Global Optimization 
(LSGO) problems [13-14]. The procedure of Cooperative Coevolution EAs (CCEAs) 
can be briefly divided into three steps: First, the high-dimensional search space is 
decomposed into several sub-spaces with lower dimensionality. Second, each sub-
space is searched with a certain EA separately. Third, the obtained results of each 
sub-space are integrated together [16]. Most of the effective CCEAs adopted the pop-
ulation-based EAs as the base algorithms [16-20] due to their prominent achievement 
in history.  

While the past experience on LSGO research imply us that the efficiency of getting 
better solutions, especially at the early stage of evolutionary optimization, is very 
important for the whole performance of the algorithm, the population-based strategy 
might play a non-positive role in improving the efficiency of the algorithm. In recent 
studies, Individual-based Local Search (ILS) methods, especially intense ILS, have 
shown promising ability on solving high-dimensional problems [21-23]. But, it is also 
shown that too quick convergence of ILS on LSGO problems, especially those with 
complex fitness landscapes, causes the algorithm fail to get high quality solutions.  

To the best of our knowledge, the idea of incorporating CC into ILS to improve its 
performance on LSGO problems has not been studied carefully. In this paper, the 
study of the influence of CC on ILS is the main topic, rather than proposing a new 
algorithm. For this purpose, Cooperative Coevolution strategy is introduced into Solis 
and Wets’ algorithm (SW), an effective ILS algorithm, to study the performance of 
the idea. The algorithm is named CC-based SW (SWCC). In SWCC, the decomposi-
tion strategy of multilevel CC (MLCC) [20] is adopted. The Average Fitness Incre-
ment (AFI) is selected as the performance evaluation method [15] and the decompos-
er is selected greedily. To investigate the performance of SWCC, it is compared with 
SW on test suite for algorithm competition on LSGO in CEC’2013 [31]. From the 
experiment results it is observed that, for most test functions, Cooperative Coevolu-
tion strategy has positive effect on the performance of ILS, especially for fully-
separable functions. To further study the effectiveness of SWCC, it is embedded into 
a Simulated Annealing algorithm (SA) and a Memetic Algorithm (MA) as local 
search operator. Experiment results show the effectiveness of SWCC on fully-
separable LSGO problems and poor performance on fully non-separable problems. 

The rest of this paper is organized as follows: In section 2, the Individual-based 
Cooperative Coevolution Local Search algorithm is described in details. Experimental 
results and analyses are shown in section 3. Finally, the paper is concluded in  
section 4. 

2 Individual-Based Cooperative Coevolution Local Search 
Algorithm 

In the beginning, we review some preliminaries of CC framework. Among the whole 
framework of CC, the step of problem decomposition is crucial significant [17]. In the 
initial research, two simple decomposition methods are proposed: the one-
dimensional based and splitting-in-half strategies [18-19]. The one-dimensional based 
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strategy decomposes the high-dimensional problem into sub-components with single 
dimension. Without considering the dependence of each dimensionality, it cannot 
solve non-separable problems effectively. The splitting-in-half strategy decomposes 
the high-dimensional problem into two equal components. If the dimensionality of the 
problem is very large, this strategy cannot achieve the goal of decomposition. The 
strategy of random grouping for problem decomposition is proposed in [16]. This 
method divides the high-dimensional problem into several groups randomly according 
to predefined group sizes. However, it is hard to select the optimal group size for 
different problems and search stages. As to this consideration, a multilevel CC 
framework (MLCC) is presented in [20]. In MLCC, several problem decomposers 
based on different group sizes are designed to form a decomposer pool and a decom-
poser is selected from the pool according to their performance records. In this paper, 
the decomposition strategy of MLCC is adopted.  

2.1 Cooperative Coevolution-Based Solis and Wets’ Algorithm 

Solis and Wets’ algorithm (SW) [24] is selected as the individual-based Local search 
method, whose performance has been verified in many large scale optimization algo-
rithm [22-23]. The classic SW is a randomized hill-climber with an adaptive and scal-
able step size. SW starts with a single pointx  and a deviation d is generated from a 
normal distribution, whose standard deviation is given by a parameter σ  and math-

ematical expectation is 0. If either dx +  or dx −  is better,  x  is replaced by 
the better point and a record of success is made. Otherwise x  remains the same and 
a record of failure is made. When the record of success exceeds the threshold 
(MaxSuccesses), σ is increased to obtain a larger step size and reset the record of 
success. Similarly, when the record of failure exceeds the threshold (MaxFailures), 
σ  is decreased to obtain a smaller step size and reset the record of failure. The pseu-
do of SW [24] is presented in Fig. 1.  

In this paper, CC strategy is incorporated into SW to form Cooperative Coevolu-
tion Solis and Wets’ algorithm (SWCC). In SWCC, a decomposer pool

{ }
t

ss ,,S
1

= and the corresponding local search intensity { }
t

ll ,,L
1

=  

is designed first. 
i

s means that the high-dimensional problem will be divided into 

several groups and each group has 
i

s dimensions. 
i
l is the number of fitness evolu-

tion for each group when the group size is 
i

s .Then, performance record

{ }
t

rrR ,,
1

= is initialized by calculating the Average Fitness Increment (AFI) 

[15] of each decomposer. AFI is the performance evaluation method and its definition 
is as follows [15]: 

 
FEs

Fitness

Δ
Δ=AFI  (1) 

 



538 C. Liu and B. Li 

In (1), FitnessΔ  is the fitness increment of the selected decomposer, and 
FEsΔ  is the consumption of the number of fitness evaluations. At the end of each 

search cycle, 
i
r is updated according to (1). In the next search cycle, the decomposer 

is selected greedily according to the performance record. The selected decomposer 
has the maximum AFI value. Thus, SWCC is able to select the optimal decomposer 
for different problems and search stages. The details of SWCC are presented in Fig. 2. 

2.2 Simulated Annealing Embedded with SWCC 

Simulated Annealing algorithm (SA) is a kind of heuristic random search algorithm 
based on Monte Carlo Simulation, which derived from the thermodynamics of the 
simulated annealing process [25]. SA not only accepts better solutions, but also ac-
cepts worse solutions stochastically according to Metropolis sample rule, which is the 
fundamental difference between SA and hill climbing algorithm. In this paper, 
SWCC, the method of generating new solutions, is embedded into SA (SA-SWCC), 
whose pseudo code is shown in Fig. 3. 

 

 

Fig. 1. Pseudo code of SW [24] 

 
 
 

SW 
Initialization: 

Set FEs=0, Max_FEs = 3e6, D, runs=25, Success=0, Failures=0 
Set maxSuccess=3, maxFailures=5, adjustSuccess=4, adjustFailures=0.75, deviation=5 
Initialize individual x and Calculate val(x) 

Optimization Procedure: 
while FEs< Max_FEs 

d=deviation.*randn(1,D);  
x1=x+d; x2=x-d;  
Calculate val(x1) and val(x2); FEs=FEs+2; 

   [val(x3), x3]=min(val(x1), val(x2)); 
   if val(x3)<val(x) 

  x=x3; val(x)=val(x3); Success++; Failures=0; 
   else  
        Failures++; Success=0; 
   end if 
   if Success>maxSuccess 
       deviation=deviation*adjustSuccess; Success=0; 
   end if  
   if Failures>maxFailures 
       deviation=deviation*adjustFailures;  Failures=0; 
   end if 
end while 
Return the best solution; 
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Fig. 2. Pseudo code of SWCC 

 

 
 

Fig. 3. Pseudo code of SA-SW/SWCC 
 

SWCC 
Initialization: 

Set Max_FEs = 3e6, D, decomposer pool S =[1 10 20 50], local search intensity L=[10 20 50 100] 
Set maxSuccess=3, maxFailures=5, adjustSuccess=4, adjustFailures=0.75, deviation=5 
Initialize average fitness increment AFI, individual x and Calculate val(x) 

Optimization Procedure: 
while FEs< Max_FEs 

        Select the decomposer with maximal AFI, group size sub_dim and sub_Max_FEs; 
sub_num=D/sun_dim; index=randperm(D); 

    for i=1:sub_num 
         Set sub_FEs=0, Success=0 and Failures=0; 
         while sub_FEs< sub_Max_FEs 
          v1=(i-1)*sub_dim+1; v2=i*sub_dim; 

Conduct the optimization procedure of SW in dimensions of index(v1:v2); 
         end while 
     end for 

Update the value of AFI ; 
end while 
Return the best solution; 

SA-SW/SWCC 
Initialization: 

Set Max_FEs = 3e6, D, decomposer pool S =[1 10 20 50], local search intensity L=[10 20 50 100] 
Set maxSuccess=3, maxFailures=5, adjustSuccess=4, adjustFailures=0.75, deviation=5  
Set initial temperature T=10000, inner loop lk, cooling ratio alpha=0.95 
Initialize average fitness increment AFI, individual x and Calculate val(x) 

Optimization Procedure: 
while FEs< Max_FEs 

for k=1:lk 
Conduct SW/SWCC to generate new solution x_new and calculate val(x_new); 

             val=val(x_new)-val(x); 
if  val<0 

x=x_new; val(x)=val(x_new); 
else 

p=exp(- val/T); 
if  rand<p     

x=x_new; val(x)=val(x_new); 
end if 

          end if 
    end for 

T=T*alpha; 
end while 
Return the best solution; 
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2.3 Memetic Algorithm Embedded with SWCC 

Memetic Algorithms (MAs) are a kind of population-based stochastic heuristics com-
posed of an evolutionary framework accompanied with a set of specific Local Search 
(LS) operators [26]. The earliest formal definition has been presented in [27]. In re-
cent decades, MAs have been used to solve various optimization problems and shown 
good performances, therefore have been becoming a popular idea for various engi-
neering optimization tasks [28-30]. In this paper, SWCC as the local search method, 
is embedded into MA (MA-SWCC). In MA-SWCC, the Differential Search Algo-
rithm (DSA) [32-33] is adopted as the global search operator and the best individual 
of its population is selected as the initial individual of SWCC. In each search cycle, 
SWCC is applied and the local search depth is a predetermined and empirical value. 
The pseudo of MA-SWCC is shown in Fig. 4. 
 

 

Fig. 4. Pseudo code of MA-SW/SWCC 

3 Experimental Studies 

For investigating the effectiveness of SWCC, the specific test-suite proposed in the 
special session on Large Scale Continuous Global Optimization in CEC’2013 is se-
lected. The test-suit has fifteen LSGO benchmark functions, which can be classified 
into four categories: Fully-separable Functions, Partially Additively Separable Func-
tions, Overlapping Functions and Fully Non-separable Functions. Detailed infor-
mation on the test-suit can be found in [31]. The dimension of each function is 1000  
 
 

MA-SW/SWCC  
Initialization: 

Set Max_FEs = 3e6, D, decomposer pool S = [1 10 20 50], local search intensity L= [10 20 50 100],  
Set NP=30, Max_FEs_SW=500 
Initialize average fitness increment AFI, population pop and Calculate val(pop)  

Optimization Procedure: 
while FEs< Max_FEs 

Apply DSA as the global search: 
          Generate the matrix of map and step size R= 1/gamrnd(1,0.5); 

Conduct mutation operator to generate new population stopover; 
          Select the better individuals greedily from pop and stopover to form the new population pop_new; 
          Select the best individual gbest as the initial individual of SWCC; 

while FEs_SW <= Max_FEs_SW 
Conduct the optimization procedure of SW/SWCC to update gbest; 

end while 
end while 
Return the best solution; 
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except F13, F14, whose dimensions are 905, the maximal Fitness Evaluation Size 
(FES) is set to 3×106. Each algorithm runs 25 times on each test function inde-
pendently, and the best, worst, median, mean and standard derivation are computed. 

3.1 Effectiveness of Incorporating CC into SW 

The parameters setting of SW is as follow: deviation d=5, the threshold of success 
record (MaxSuccesses) is 3 and the corresponding adjustment coefficient is 4, the 
threshold of failure record (MaxFailures) is 5 and the corresponding adjustment coef-
ficient is 0.75. As to MLCC, the pool of group sizes is set to {1, 10, 20, 50} and the 
corresponding Fitness Evaluation numbers (FEs) are set to {10, 20, 50, 100}. The 
above parameters are selected by experience [20], [23]. 

Table 1 contains the results of SW and SWCC on the consider test suit. From these 
results, we can make the following observation: For functions F1, F2, F3, F4, F7, F11, 
F13 and F14, SWCC performs better than SW. However, for functions F8 and F15, 
SWCC obtains the worse results. For the rest of the functions F5, F6, F9, F10 and 
F12, SWCC and SW achieve almost the same results. SWCC achieves the significant 
advantage on fully-separable Functions F1, F2 and F3, especially for F1, which indi-
cates that Cooperative Coevolution strategy is suitable to solve fully-separable prob-
lems. SWCC performs quite poor on Function F15, which is a fully non-separable 
function. It is common recognized that decomposition strategy would not work well 
on such class of problems. It can be observed that along with the decrease of the sepa-
rable degree of problems, that is fully-separable functions, functions with a separable 
subcomponent and fully non-separable function, the performance of both SW and 
SWCC deteriorates more and more. However, SWCC owns the larger extent.  

The convergence graphs of SW and SWCC are also presented. For each functions, 
a single convergence curve has been plotted using the average results of 25 independ-
ent executions. From the results, we can obviously observe that these graphs can be 
divided into four categories. To study the characteristics, the graphs of eight typical 
functions (F1, F2, F5, F7, F9, F10, F14 and F15) are provided in Fig. 5. For fully-
separable functions F1 and F2, the convergence curves of SWCC outperform than SW 
in the whole optimization procedure. However, for functions F10 and F15, the con-
vergence curves of SW and SWCC have the exactly opposite results. Therefore, it is 
not a good choice to improve the performance of local search with Cooperative Co-
evolution strategy for these kind of functions. For functions F7 and F14, the curves of 
SW achieve a bigger convergence ratio in the early stage and flatten out then. In con-
trast, SWCC continues to improve the result in the whole stage until reaching the 
maximum number of fitness evaluations and obtains the better solution finally. For 
functions F5 and F9, the curves of SWCC and SW are almost overlapping. Therefore, 
Cooperative Coevolution strategy almost has no influence on this category of  
functions. 
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Table 1. Results of SW and SWCC 

  F1 F2 F3 F4 F5 F6 F7 F8 

 Best 1.08e+07 3.88e+04 2.11e+01 4.17e+09 1.73e+07 9.96e+05 2.79e+06 2.01e+13 
 Median 1.23e+07 4.60e+04 2.13e+01 4.92e+09 2.24e+07 9.98e+05 2.92e+06 3.01e+13 
SW Worst 1.43e+07 5.16e+04 2.14e+01 5.98e+09 4.33e+07 1.03e+06 3.16e+06 4.59e+13 

 Mean 1.22e+07 4.58e+04 2.13e+01 4.90e+09 2.37e+07 1.00e+06 2.95e+06 3.14e+13 
 Std 7.73e+05 3.21e+03 7.26e-02 4.29e+08 5.87e+06 7.15e+03 1.08e+05 6.48e+12 

 Best 1.24e-22 4.03e+02 2.00e+01 1.07e+09 1.46e+07 9.96e+05 4.93e+04 5.44e+13 
 Median 1.01e-21 9.63e+02 2.00e+01 3.11e+09 2.42e+07 1.01e+06 7.00e+04 1.04e+14 

SWCC Worst 6.94e-21 1.37e+03 2.00e+01 7.90e+09 3.81e+07 1.06e+06 1.43e+05 2.35e+14 

 Mean 1.53e-21 9.50e+02 2.00e+01 3.32e+09 2.48e+07 1.02e+06 7.96e+04 1.13e+14 

 Std 1.54e-21 2.68e+02 0.00e+00 1.51e+09 5.23e+06 1.92e+04 3.28e+04 4.54e+13 

  F9 F10 F11 F12 F13 F14 F15  

 Best 1.42e+09 9.06e+07 5.90e+07 1.18e+03 7.53e+06 7.73e+07 1.88e+06  
 Median 1.75e+09 9.17e+07 7.56e+07 1.45e+03 9.97e+06 9.48e+07 2.34e+06  

SW Worst 2.31e+09 9.48e+07 1.19e+08 1.95e+03 1.26e+07 1.38e+08 2.96e+06  

 Mean 1.81e+09 9.20e+07 7.79e+07 1.46e+03 1.01e+07 9.79e+07 2.34e+06  

 Std 2.48e+08 1.33e+06 1.39e+07 2.00e+02 1.23e+06 1.30e+07 2.60e+05  

 Best 8.86e+08 9.20e+07 2.40e+06 7.22e+02 2.38e+06 9.14e+06 1.35e+10  
 Median 1.86e+09 9.38e+07 7.24e+06 1.12e+03 4.28e+06 1.30e+07 6.08e+10  

SWCC Worst 2.61e+09 9.54e+07 1.67e+07 1.94e+03 6.58e+06 2.21e+07 1.11e+12  

 Mean 1.84e+09 9.37e+07 8.07e+06 1.16e+03 4.58e+06 1.35e+07 2.47e+11  

 Std 4.00e+08 1.00e+06 3.16e+06 2.42e+02 1.15e+06 3.30e+06 3.20e+11  

Table 2. Results of SA-SW and SA-SWCC 

  F1 F2 F3 F4 F5 F6 F7 F8 

 Best 1.05e+07 7.61e+03 2.16e+01 4.01e+09 1.66e+07 9.96e+05 2.68e+06 2.28e+13 

 Median 1.22e+07 8.26e+03 2.16e+01 4.67e+09 2.43e+07 9.97e+05 2.88e+06 3.30e+13 

SA-SW Worst 1.37e+07 9.05e+03 2.16e+01 5.73e+09 3.68e+07 1.02e+06 3.06e+06 6.09e+13 

 Mean 1.22e+07 8.35e+03 2.16e+01 4.74e+09 2.44e+07 1.00e+06 2.87e+06 3.38e+13 

 Std 8.62e+05 4.00e+02 5.60e-03 4.85e+08 4.55e+06 6.45e+03 8.03e+04 8.54e+12 

 Best 2.00e+03 7.00e+01 2.03e+01 1.44e+09 1.48e+07 1.05e+06 3.88e+04 1.00e+14 

 Median 1.37e+04 8.94e+01 2.04e+01 2.28e+09 2.49e+07 1.06e+06 8.14e+04 1.84e+14 

SA-SWCC Worst 7.48e+04 4.25e+03 2.10e+01 7.38e+09 3.71e+07 1.06e+06 1.65e+05 3.47e+14 

 Mean 2.02e+04 2.55e+02 2.07e+01 2.67e+09 2.60e+07 1.06e+06 8.64e+04 2.02e+14 

 Std 1.77e+04 8.32e+02 3.37e-01 1.54e+09 7.13e+06 3.59e+03 3.15e+04 7.78e+13 

  F9 F10 F11 F12 F13 F14 F15  

 Best 1.23e+09 9.06e+07 6.13e+07 1.04e+03 8.85e+06 7.91e+07 1.81e+06  

 Median 1.84e+09 9.10e+07 8.38e+07 1.04e+03 1.01e+07 9.79e+07 2.34e+06  

SA-SW Worst 2.14e+09 9.44e+07 9.55e+07 1.56e+03 1.26e+07 1.19e+08 2.85e+06  

 Mean 1.78e+09 9.17e+07 7.74e+07 1.09e+03 1.03e+07 9.81e+07 2.33e+06  

 Std 3.00e+08 1.29e+06 1.37e+07 1.16e+02 1.09e+06 9.24e+06 2.59e+05  

 Best 1.35e+09 9.07e+07 2.81e+06 1.01e+03 2.30e+06 9.10e+06 2.28e+06  

 Median 1.92e+09 9.41e+07 7.89e+06 1.81e+03 4.59e+06 1.18e+07 4.24e+10  

SA-SWCC Worst 2.35e+09 9.50e+07 3.46e+07 3.03e+03 8.31e+06 1.80e+07 7.32e+11  

 Mean 1.88e+09 9.36e+07 9.49e+06 2.02e+03 4.47e+06 1.24e+07 1.49e+11  

 Std 2.83e+08 1.22e+06 6.75e+06 5.40e+02 1.40e+06 2.06e+06 1.91e+11  
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Fig. 5. The convergence graphs of SW and SWCC 
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3.2 Effectiveness of SWCC Embedded in SA 

For further studying the effectiveness of SWCC, it is embedded into Simulated An-
nealing algorithm (SA-SWCC). Meanwhile, SW is also embedded into SW (SA-SW) 
for comparison. The setting of main parameters is as follows: initial temperature 
T=10000, cooling ratio α=0.95, inner loop lk=1000. The results of SA-SW and SA-
SWCC are presented on Table 2. From the results, it can be observed that the compar-
ison between SA-SW and SA-SWCC achieves the similar characteristics with SW 
and SWCC, which shows the effectiveness of SWCC. 

3.3 Effectiveness of SWCC Embedded in MAs 

In this part, SWCC is selected as the local search method in the framework of 
Memetic algorithms (MA-SWCC). For analyzing the effect of MA-SWCC, SW is 
also used as the local search method in MAs (MA-SW). Differential Search Algo-
rithm (DSA) is the global search operator and the population size NP=30. In each 
search cycle, the best individual of the population of DSA is selected for local search 
operator, and the local search depth is 500. From Table 3, compared to MA-SW, MA-
SWCC obtains better results on fully-separable functions and worse results on fully 
non-separable function. For partially additively separable and overlapping functions, 
MA-SW and MA-SWCC have their particular merits. 

Table 3. Results of MA-SW and MA-SWCC 

  F1 F2 F3 F4 F5 F6 F7 F8 

 Best 2.17e+06 6.47e+03 2.06e+01 4.12e+09 3.59e+06 1.01e+06 1.27e+06 7.16e+12 

 Median 2.88e+06 7.26e+03 2.07e+01 4.74e+09 4.99e+06 1.04e+06 1.46e+06 1.77e+13 

MA-SW Worst 3.63e+06 8.24e+03 2.08e+01 5.89e+09 9.19e+06 1.06e+06 1.64e+06 2.87e+13 

 Mean 2.79e+06 7.27e+03 2.07e+01 4.86e+09 5.96e+06 1.03e+06 1.47e+06 1.78e+13 

 Std 3.64e+05 4.37e+02 3.42e-02 5.15e+08 1.96e+06 1.52e+04 1.13e+05 5.37e+12 

 Best 3.97e+02 3.10e+01 2.00e+01 2.11e+10 3.18e+06 1.05e+06 4.10e+05 2.67e+14 

 Median 5.36e+02 6.37e+03 2.00e+01 3.97e+10 5.43e+06 1.05e+06 1.31e+08 2.55e+15 

MA-SWCC Worst 5.77e+06 8.19e+03 2.06e+01 9.16e+10 8.93e+06 1.06e+06 8.37e+08 4.86e+15 

 Mean 3.31e+05 4.28e+03 2.02e+01 5.00e+10 5.61e+06 1.06e+06 2.39e+08 2.62e+15 

 Std 1.17e+06 3.60e+03 2.35e-01 2.27e+10 1.46e+06 3.36e+03 2.71e+08 1.29e+15 

  F9 F10 F11 F12 F13 F14 F15  

 Best 2.67e+08 9.08e+07 1.32e+08 1.10e+03 1.55e+07 1.05e+08 3.18e+06  

 Median 3.85e+08 9.25e+07 1.80e+08 1.22e+03 1.87e+07 1.33e+08 3.69e+06  

MA-SW Worst 7.07e+08 9.40e+07 2.20e+08 1.63e+03 2.28e+07 1.76e+08 4.84e+06  

 Mean 4.25e+08 9.23e+07 1.80e+08 1.26e+03 1.88e+07 1.37e+08 3.81e+06  

 Std 1.25e+08 8.11e+05 2.46e+07 1.45e+02 2.00e+06 1.73e+07 4.44e+05  

 Best 2.53e+08 9.20e+07 1.86e+08 1.04e+03 5.53e+08 9.48e+06 1.35e+07  

 Median 4.00e+08 9.30e+07 5.25e+10 1.10e+03 1.77e+09 7.31e+07 4.07e+07  

MA-SWCC Worst 6.20e+08 9.40e+07 3.62e+11 1.20e+03 4.79e+09 2.14e+08 5.48e+07  

 Mean 4.07e+08 9.32e+07 7.43e+10 1.10e+03 2.13e+09 8.05e+07 4.11e+07  

 Std 1.08e+08 5.39e+05 7.59e+10 4.93e+01 1.21e+09 6.93e+06 1.08e+07  
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4 Conclusions 

In this paper, Individual-based Cooperative Coevolution Local Search (ILS-CC) is 
investigated to study the effect of Cooperative Coevolution strategy on Individual-
based Local Search for solving LSGO problems. A CC-based Solis and Wets’ algo-
rithm (SWCC) is presented, and is embedded into a Simulated Annealing (SA) and a 
Memetic Algorithm (MA) to study the effect of ILS-CC comprehensively. The exper-
iment results show the effectiveness of SWCC on fully-separable LSGO problems 
and poor performance on fully non-separable problems.  
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Abstract. Action recognition in videos is an important and challeng-
ing problem in computer vision. One of the most crucial aspects of a
successful action recognition system is its feature extraction component.
Stacked, convolutional Independent Subspace Analysis (SC-ISA), has the
best result among unsupervised learning algorithms for action recogni-
tion in Hollywood 2 (53.3%) and Youtube (75.8%). However, its perfor-
mance still lags behind the current state-of-the-art, which uses computer
vision-based feature engineering extraction techniques, by about 10%. In
this paper, we improve SC-ISA’s results by incorporating motion infor-
mation into SC-ISA. By extracting blocks following motion trajectories
in videos, we are able to reduce noise and increase the number of train-
ing samples without degrading the network’s performance when training
and testing SC-ISA. We increase SC-ISA’s result by about 1%.

1 Introduction

Researchers in the field of action recognition in videos have made remarkable
progress recently. As observed from the dataset aspect of the problem, the field
has advanced rapidly from the limited, constrained datasets like the KTH dataset
[1] to the more realistic and more challenging ones, e.g. Hollywood 2 [2], to
large-scale, “in the wild” datasets such as HMDB 51 [3], UCF 101 [4], Sports-
1M dataset [5]. Conventional computer vision-based techniques are currently the
best methods [6], [7] to extract local, low level features for action recognition
systems.

Deep learning has been a great success in object detection, localization and
classification in images. In the supervised learning front, convolutional neural
networks (CNN) [8] are currently the state-of-the-art in these tasks [9], [10].
As for unsupervised learning, large-scale networks have also made remarkable
results such as the automatic emergence of human face and cat face detectors in
the famous Google network [11]. However, in the problem of action recognition
in videos, deep networks have not enjoyed such stunning progress. Unsupervised
deep networks [12], [13] currently lag behind the current state-of-the-art [7] in
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relatively small but challenging datasets such as Hollywood 2. Furthermore,
unsupervised networks have not been scaled up to tackle bigger datasets such
HMDB 51 and UCF 101. Until recently, supervised networks [5] were also far
behind the state-of-the-art [7]. This is really puzzling because deep networks
with all the sophisticated learning algorithms have not only succeeded in the
image domain but also they have made big improvements in speech recognition,
a temporal domain. One possible answer is that, deep networks have not been
able to incorporate motion information effectively into their network. In this
paper, we will explicitly include motion information in training and testing SC-
ISA network [12], which is also the current state-of-the-art for unsupervised
learning algorithms in action recognition.

2 Review of Related Works

2.1 A Common Action Recognition Framework

In this paper, we limit our scope to action recognition systems that deal with local
features because the local methods are the most dominant and the most accurate
algorithms in the field at themoment. For global features andmore comprehensive
surveys of action recognition, readers should refer to [14], [15] and [16].

A common framework in action recognition for local features is as followed.
First, features are extracted from training videos. Then, these features are quan-
tized in some dictionaries using clustering and feature encoding methods such
as k-means, Fisher vector [17] and VLAD [18]. After that, each video is encoded
into vectors using the resulted dictionaries. Finally, a classifier, e.g. SVM, is used
to train and test the videos.

2.2 Improved Trajectories

Wang et al. [6], [7], [19] explicitly reduce camera motion and use a dense op-
tical flow algorithm [20] to track densely sampled points. They then compute
Histograms of Oriented Gradients (HOG), Histograms of Optical Flow (HOF)
[21], HOG/HOF [22] and Motion Boundary Histogram (MBH) [23] descriptors
following the computed trajectories. They also introduce trajectory descriptor
as normalized trajectory displacement. Using these newly computed descriptors,
they achieve the best results in almost all datasets they test with, including chal-
lenging ones such as Hollywood 2 [2] (64.3%), Youtube [24] (85.4%) UCF-101
[4] (85.9%), HMDB51 [3] (57.2%).

2.3 Independent Subspace Analysis

Independent Subspace Analysis: Independent Subspace Analysis (ISA) is
an unsupervised learning algorithm that models complex cells in V1 [25], [26]. A
complex cell fires almost the same response to a grating regardless of the grating’s
phase. By putting linear features into groups (subspaces), features learned by ISA
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are able to display limited phase invariance as well as selectivity to frequency
and orientation. The combination of these features is what distinguishes ISA
from linear methods such as Independent Component Analysis (ICA) [27], [26]
in modeling cells in V1.

ISA originates from ICA. In ICA, an input vector z1, which, in our case, is
resulted from the whitening preprocessing of a 3-D video block as linear combi-
nation of basis vectors (features) bi:

z =

n∑

i=1

sibi (1)

or:
z = Bs (2)

where B is the matrix consisting of vectors bi as columns and si are the
coefficients, which are random variables. ICA learns bi and si such that si are
nongaussian and independent.

An interesting extension of ICA is multidimensional ICA 2 [28], [25], where si
are not all mutually independent. In fact, the model assumes si are uncorrelated
and have unit variance. The coefficients si are put into groups or subspaces as
followed:

z =
m∑

k=1

∑

i∈S(k)

sibi (3)

Here, input z is decomposed into the sum of m subspaces S(k), each of which
contains a number of the components bi. We assume that the total number of
features bi are equal to the dimension of the input vector z and the matrix B is
invertible. Therefore, given an input z, si can be computed as:

si = vT
i z (4)

where vi are the column vectors of the inverse matrix Vof matrix B. Vectors vi

are also called feature detectors.
Note that multidimensional ICA is still a linear model, thus it can not learn

invariance feature. In order to transform multidimensional ICA into a nonlinear
model that learns invariance feature, Hyvärinen et al. [25] uses the principle of
invariant feature subspace [29], which utilizes a linear subspace as an invariant
feature within the feature space. Given an input, the value of the invariant feature
is the norm projection of that input to the corresponding linear subspace:

ek =

√ ∑

i∈S(k)

s2i =

√ ∑

i∈S(k)

(vT
i z)

2 (5)

1 In this paper, we assume inputs are preprocessed by the same whitening preprocess-
ing step as in Le et al. [12]

2 Apparently, multidimensional ICA is called ISA or general ISA in Signal Processing
community nowadays
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Note that, the right hand side of the equation 5 is called L2-pooling. Here, ek
is the value of the invariant feature when the input is projected into subspace
Sk. ek is also called energy detector.

Given an input z, the sparseness of the square energy detectors e2k is:

m∑

k=1

h(e2k) =

m∑

k=1

h(
∑

i∈S(k)

s2i ) =

m∑

k=1

h(
∑

i∈S(k)

(vT
i z)

2) (6)

where h is a nonlinear function, which is suitable to measure the sparseness of
the distribution of e2k and m is the number of subspaces. In [26], h is chosen as
h(x) = −√

x.
For T inputs zj (j = 1, ..., T ), the sparseness is measured as:

Ssparse =

T∑

j=1

m∑

k=1

h(e2k) =

T∑

j=1

m∑

k=1

h(
∑

i∈S(k)

(vT
i zj)

2) (7)

Here, feature detectors vi can be learned by maximizing the sparseness Ssparse

with regards to vi subject to:

VVT = I (8)

where V is the matrix with columns as vi. The reason for V to be an orthogonal
matrix is as followed. As the result of whitening, E{zzT} = I. Therefore,

E{zzT} = E{BssTBT} = BE{ssT}BT = I (9)

As we assume si are uncorrelated and have unit variance, so BBT = I. Be-
cause V is the inverse of B, thus V is also an orthogonal matrix.

Stacked, Convolutional ISA (SC-ISA): Le et al. [12] uses convolution and
stacked layer idea [30] to scale up ISA into a hierarchical ISA network. In this
network, each layer implements the ISA algorithm. In the first layer, they train
ISA with inputs that have small spatial size. As for training of subsequent layers,
in order to compute input for the next layer, the learned weights of the previous
layer are copied over and convolved with input of larger spatial size. The outputs
of these convolution operations will be combined and then reduced in dimension
using PCA before they become the input for the next layer. The authors train
the first layer to converge first before training the second layer and so on. After
that, they concatenate the features learned from all layers, as previously done
in [30], to create local features for further processing stages.

With this hierarchical network, they obtained the state-of-the-art results of
unsupervised learning algorithms for challenging datasets such as Hollywood 2
[2] (53.5%), Youtube [24] (75.8%).
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3 Proposed Improvements to Increase Performance of
ISA

3.1 Trajectories

Le et al. [12] use dense sampling approach to extract blocks from videos for
training and testing. We note that the way Le et al. [12] extracts blocks from
input videos for training and testing might not take advantage of the dynamics of
motion in videos. They randomly extract sequences of patches that have the same
spatial coordinates in each frame. Such straight blocks usually do not capture
many types of motion correctly. Thus, the training inputs might contain a lot
of noise, which reduces the accuracy of the network learned by ISA. Inspired by
the trajectory approach [6], [7], we extract blocks following motion trajectories,
instead of following straight paths as in Le et al. [12].

3.2 Increase the Number of Training Inputs

We note that Le et al. [12] uses only 200 blocks per video to train, which we think
is probably too small to be representative of each training video. We hypothesize
that, because of too much noise from the way they extract training inputs,
more training samples will only degrade the performance of the system. Blocks
following motion trajectories might have less noise than straight blocks. Thus,
we might be able to use more trajectory blocks per video to train the system.

4 Experiments

4.1 Baseline Code and Dataset

Le et al.’s [12] release two versions of their source code. One version can be used
with low end systems where users do not have powerful NVIDIA graphics cards.
This version only makes use of one resolution version of video datasets. The
other version utilizes multiple resolution versions of video datasets to extract
more features, thus has better classification results. Due to the limited compu-
tational power available to us, we use the former version as the baseline code in
our experiments. Because of the same reason, we have to make some further re-
duction on the video dataset that we use by assuming that running on a smaller
but challenging subset of the Hollywood 2 dataset would reflect the performance
of our algorithm when running with the full dataset. The Hollywood 2 dataset
has 12 actions in total and we select a challenging subset of 5 actions, in which
even the baseline code has difficulties with. Working with a smaller, challenging
subset would help us to save time for running more experiments and at the same
time it is not likely to compromise the performance of our proposed changes.

In training and testing the baseline code and our modifications, we use the
same procedure used by Le et al.’s [12], which is listed in the subsection 2.1. In
vector quantization step, we run k-means 8 times and select the best results.
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Table 1. Baseline code’s result with the chosen subset of Hollywood 2 dataset using
half-resolution version

Action name Average Precision (AP)

HugPerson 43.0024%

Kiss 68.6265%

SitDown 72.2845%

SitUp 29.8177%

StandUp 76.3940%

Mean AP 58.0250%

The result for our chosen subset when running the baseline code is shown in
table 1. In comparison with the mean Average Precision (mAP) of about 50.5%3

when running the baseline code with the full Hollywood 2 dataset, it is obvious
that our chosen subset is quite challenging. Even though, the number of actions
is reduced by more than half, the mAP of the subset is only about 8% higher
than that of the full dataset.

4.2 Trajectories

Currently, we use the dense trajectory extraction approach in [6] to extract dense
trajectories from input videos. We modify the original source code to relax the
constraints of a valid trajectory so that we can have enough trajectories for each
input video and the trajectories are able to capture the motion dynamics of some
difficult actions. For each video, once we extract dense trajectories, we extract
blocks following the trajectories for training and testing. Figure 1 shows the
trajectories in two videos in the subset that we experiment with. Each trajectory
shown here, as a small green line or curve ended with a red point, is an optical
flow of one pixel tracked across a number of frames4.

Fig. 1. Motion trajectory

Figure 2 shows the performance of the baseline code and our trajectory mod-
ification running with various training samples (blocks) per video (BpV) using

3 As posted in the authors’ website: http://ai.stanford.edu/˜wzou/. We also obtain a
similar result (about 50.4%) when running the baseline code with the full Hollywood
2 dataset (half-resolution version).

4 (The default is 15 frames
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the half resolution version of the dataset. Note that, the trajectory modifica-
tion’s results outperforms the baseline code’s best results in all settings. The
baseline code’s mAP increases as the number of blocks per video increases up
to 600 BpV, then falls off rapidly as we adds more training blocks up to 1000
BpV. After that, the baseline code’s performance goes up slightly as the number
of blocks increases. In contrast, our trajectory modification’s mAP decreases as
we use more training blocks up to 600 BpV. After that, the performance of our
trajectory modification increases as more training blocks per video are employed.

Fig. 2. Comparison of performance of the baseline code and our trajectory modification

The best result of our modification, which is about 1% (mAP) better than
the best result of the baseline code, is obtained when training with the most
samples per video (1500 BpV). On the other hand, too many training blocks
per video reduces the performance of the baseline code significantly. As we only
experiment with one version of a fixed resolution of the dataset each time, we
expect the performance gain will increase when we train and test with many
versions of multiple resolutions at the same time.
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5 Discussion

Dense trajectory is a very powerful tool to capture motion inside a video. How-
ever, the strength of its coverage is also its weakness when applied to unsu-
pervised learning algorithms. While dense coverage ensures that the resulting
trajectories are unlikely to miss any motion in videos, it creates many irrelevant
trajectories, which are not only a great computational burden but also a source
of noise to train networks. We think that, for human activity datasets like Holly-
wood 2, a good algorithm for human detection and tracking will definitely help
with the removal of unnecessary trajectories, thus alleviate the above mentioned
problems. We plan to investigate this direction further in our future work.

As pointed out by Le et. al. [12], when applying ISA with video blocks, the
features learn to detect a moving edge and they are selective to the velocity
of motion. It means that the features learned by ISA are probably similar to
motion features like HOF, MBH. If it is indeed the case, ISA features combined
with form features such as HOG, SIFT might increase the performance of the
system. Recently, Zhou et al. [31] use a similar stacked, convolutional network
as the one described in the subsection 2.3 to implement temporal slowness [32],
[33], [34]. One interesting result from their paper is that they trained the net-
work with temporal slowness using a natural video dataset and from the trained
network, they are able to extract features from static images of different image
datasets. These features consistently improve the classification results for the
image datasets by 4% or 5%. Inspired by this, we plan to investigate the fea-
tures extracted when applying temporal slowness to tracked human sequences in
the videos of the Hollywood 2 dataset. We would like to see how these features
perform in isolation and in combination with SC-ISA’s features.

Given that there is a big gap in performance between unsupervised learn-
ing algorithms and the state-of-the-art feature engineering method [7] in action
recognition, one can reasonably question whether efforts to design better unsu-
pervised learning algorithms for this problem are worthwhile. We believe that
the answer is yes. Unsupervised algorithms can arguably be more adaptable
to different datasets than fixed engineering features. Furthermore, learning can
produce unexpected features, different or complementary to engineering features,
thus maintaining a healthy competition between these two approaches could be
much more beneficial for the progress of the field than focusing only on a single
approach. In addition, we would like to point out that even the state-of-the-
art combines different engineering features together. If unsupervised algorithms
like SC-ISA also combine with different features either from other unsupervised
algorithms or from feature engineering methods, the performance of the result-
ing systems will more likely increase and be comparable to the state-of-the-art.
Finally, brain-inspired algorithms can make use of the proven principles in the
human visual cortex, which is still the best general vision system at the moment.
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6 Conclusion

We incorporate motion information into SC-ISA by training and testing SC-
ISA using blocks following motion trajectories. We also show that, empirically,
SC-ISA’s performance degrades significantly when we train it with many more
straight blocks that that of [12]. Interestingly, when SC-ISA is trained with
more trajectory blocks, the performance decreases at first and then increases as
more training blocks are added. Even though we only experiment SC-ISA with
trajectory using one resolution version of a subset of the Hollywood 2 dataset,
we expect the performance gain (1% better than the baseline code) will increase
as we run with multiple resolution versions of the dataset. Unsupervised learning
algorithms like SC-ISA are very interesting because potentially they can make
use of the huge number of unlabeled videos available. However, we think that
good human detection, or object detection in general, and tracking algorithms
are needed in order to enable unsupervised learning algorithms to work with
such large-scale video datasets.
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Abstract. Associative memory is defined as the ability to map input
patterns to output patterns. Understanding how human brain performs
association between unrelated patterns and stores this knowledge is one
of the most important goals in computational intelligence. Although this
problem has been widely studied using conventional neural networks,
increasing biological findings suggest that spiking neural network can
be an alternative. The proposed model encodes different memories us-
ing different subsets of encoding neurons with temporal codes. A spike-
timing based learning algorithm and spike-timing-dependent plasticity
(STDP) are used to form associative memory. Simulation results show
that hetero-associative memory and auto-associative memory are achiev-
able by the synaptic modification of connections between input layer and
hidden layers, and recurrent connections of hidden layers, respectively.

Keywords: Spiking Neural Networks (SNNs), associative memory,
Spike-Timing-Dependent Plasticity (STDP), temporal codes.

1 Introduction

To understand how the human brain works is a fascinating challenge that re-
quires comprehensive scientific research in collaboration with multidisciplinary
fields such as biology, chemistry, computer science, engineering, mathematics,
psychology, etc. In order to explore the memory function in biological systems,
different parts of biological nervous system have been studied.

A few computational models focus on specific memory types or areas of the
brain. Working memory models are either based on specific network structures
(e.g. [1]) or neural dynamics at synaptic level (e.g. [2]). In short term mem-
ory networks, feedforward networks and feedback-based attractor networks are
commonly adopted to maintain patterns of neural activity simulating different
parts of the hippocampus (CA1 and CA3) [3, 4]. In addition, the theta/gamma
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oscillations and phase locked spikes are believed to play important roles in the
hippocampus, and have been applied to memory models [5, 6].

Another trend of research is to consider the brain as an inseparable system.
Inspired by the anatomical model of the brain and physiology studies on the
functional roles of hippocampus and cortex, hippocampal-cortical networks have
drawn great attention recently [7–9]. The hippocampal-cortical model consists
of sensory system (encoding), hippocampus (short-term memory), and cortex
(long-term memory). While various encoding schemes may be adopted by the
sensory system, different mechanisms are used to sustain the short-term memory,
and long-termmemory is usually stored in the form of synaptic plasticity through
a neocortical association process.

However, the organization principal of memory, which is intensively related
to the learning process happening all the time throughout the brain, is still un-
clear. Hebbian theory, which is also called assembly theory, attempted to explain
the associative learning process at the synaptic level. With the development of
large-scale ensemble recording techniques, network-level functional coding units,
named neural cliques, have been successfully identified in the hippocampus [10].
Since spike-timing dependent plasticity (STDP) can be understood as a special
form of Hebbian learning, a possibility is that STDP process and other spike-
timing based learning mechanisms are involved in the formation of neural cliques
and associative learning.

By simulating artificial neuron models, neural networks are inherently close to
the nature of biological nervous system and possible to mimic functions of bio-
logical neural systems. However, there is a continuing debate over which charac-
teristics of a spike train carry useful information for processing. The major bone
of contention in the debate is that whether to choose ‘rate codes’ or ‘temporal
codes’ for spiking neural network. It has been shown that visual pattern classi-
fication can be carried out in 100 milliseconds [13, 14]. In addition, it has been
proved that the mean fire rate fails to correctly describe the temporally varying
sensory information [15]. Unlike the rate code, the temporal code assumes that
the precise placement of the spikes in time carries significant information. The
spiking neural network, which is inherently compatible with temporal codes, is
believed to be more biologically plausible and computationally efficient than the
preview two generations of artificial neural networks (ANNs).

The aforementioned studies suggest that timing of spikes might be an essential
factor in neural representation of information, and spike timing may play an
important role during learning. However, insufficient attention has been paid to
temporal information carried by precisely timed spikes in most existing memory
models using spiking neural networks. In addition, increasing biological findings
support the proposal that memories are represented by invariant neural responses
in the brain. All these findings and results provide substantial motivations for
investigations of spiking neural networks in memory systems.

In this paper, we focus on developing associative memory models with tem-
poral codes. Section 2 describes the computational model in detail. Section 3
presents simulation results. Discussion and conclusion are provided in section 4.
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2 The Computational Model

2.1 Neuron Model and Network Architecture

Considering the computational efficiency and analyzability, all computational
units in this paper are modeled as spike response model (SRM). In addition,
all neurons in the proposed model are limited to fire only once. The membrane
potential of the spiking neuron is given by

v(t) = η(t− t̂) +
∑

i

∑
wiε(t− t̂, t− ti) (1)

where t̂ is the firing time of the last spike of the neuron, η defines the form
of the action potential and its after-potential, wi is the synaptic weight from
the ith input neuron to the post-synaptic neuron, ε describes the post-synaptic
potential (PSP) of an input pulse, and ti is the arrival time of the f th input
spike from ith input neuron.

As shown in Figure 1, the memory model is composed of three layers: Input
layer, Layer I and Layer II. In this paper, we focus on the first two layers (Input
layer and Layer I in the dashed box) and associative memory.

external
 stimuli

Input layer Layer IILayer I

Fig. 1. Model structure

2.2 The Spike-Timing Based Learning and NMDA Channels

Since we consider time as one coding dimension for neural representation, tem-
potron learning is employed in training neurons to recognize upwards stimulation
in the model [16]. When presented a pattern, each neuron needs to make a deci-
sion that whether the input stimulation contains certain features that have been
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learned. The postsynaptic neuron integrates postsynaptic potentials (PSPs) from
afferent presynaptic neurons. The connections from neurons that contribute to
the integrated postsynaptic membrane potential during the presentation will be
enhanced according to the tempotron learning rule as described by the following
equation.

Δwi = λd
∑

si<0

exp(si) (2)

where wi is the synaptic weight from afferent i to the postsynaptic neuron, λ is
the learning rate, d is the desired output label (either 0 or 1), and si = ti− tmax

is the delay between presynaptic firing (Si(t) = δ(t− ti), ti is the firing time of
ith afferent neuron) and the time when postsynaptic membrane potential v(t)
reaches its maximal value vmax. The tempotron learning rule is illustrated in
Figure 2.
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Fig. 2. Illustration of the tempotron learning rule. (A) Typical input pattern using
temporal population codes. (B) Membrane potential of the postsynaptic neuron. (inset)
The synaptic weight wi changes accordingly to the time difference between s and the
desired signal d.
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As shown in Figure 2, the maximum value of the membrane potential is
reached at tmax. The synaptic weight wi changes accordingly to the time differ-
ence between s and the desired signal d as shown in the inset. If d = 1, Δwi ≥ 0
(solid line), or if d = −1, Δwi < 0 (dashed line).

STDP is a well studied and widely accepted learning mechanism [17]. It is be-
lieved that both long-term potentiation (LTP) and long-term depression (LTD)
depend on the intracellular calcium transients [18]. In addition, the calcium
dependence of plasticity is related to the activation of postsynaptic NMDA re-
ceptors (NMDARs). Therefore, synaptic plasticity (LTP and LTD) relies on
the activation of postsynaptic NMDARs [19, 20]. Although the biophysical and
biochemical mechanisms that underpin STDP still need further investigations,
these suggest that STDP could be a NMDAR-dependent mechanism. It is as-
sumed that fast and slow NMDA channels dominate the synaptic transmission
as well as plasticity in Layer I and Layer II, respectively.

Since memory items are represented by firings of neurons, the repetitive firings
contribute to the enhancement of connections between activated neurons via
STDP learning. As feedback inhibition from interneurons temporally separate
spike volleys into individual gamma cycles, fast NMDA channel could contributes
to the formation of intra-clique connections (auto-associative memory) in Layer
I, and slow NMDA channel spanning over several gamma cycles enhances inter-
clique connections (episodic memory) in Layer II. Based on biophysical and
biochemical findings, the time course of the activation of NMDARs crucially
affects long term modification, which indicates that STDP learning may perform
differently with NMDA channel in different states. In order to incorporate the
effect of slow NMDA, STDP learning curve with a width of ±50ms as illustrated
in Figure 3.

3 Experiment Results

Each input pattern is represented by 100 spikes using temporal population codes,
and they are introduced to the network during troughs of the theta oscillation.
Fast NMDA channel maintains activated state around 10ms after the binding
of glutamate to postsynaptic cells, while slow NMDA with a slow deactivation
time constant dominates the STDP process in Layer II. The inter-layer synaptic
weights are updated by the tempotron learning rule, while intra-layer synaptic
plasticity are modified by STDP.

Driven by input synaptic currents from afferents, increasing number of pyra-
midal neurons in Layer I start to fire and form different neural cliques iteration by
iteration. When enough stimulation are generated by neural activities in Layer I,
similar phenomena emerge in Layer II. After dozens of iterations, neural cliques
response to specific patterns and repeat firing during the subsequent theta cycles
(Figure 4).

We can identify three groups of neurons firing as neural cliques by their volley
activities in Layer I and II, respectively (Figure 4C and 4D). Within each theta
cycle, neural cliques respond selectively and repetitively to the stimulation as
same order that input patterns are introduced to the network.
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Fig. 3. LTP induced by STDP learning for different memory items. (A) Firings within
each gamma cycle represent memory items 0-7. (B) Synaptic changes depend on the
relative time between firings.

Figure 5 reveals the mechanism underlying repetitive firing of pyramidal neu-
rons. The periodical firing, which functions as working memory in the model is
a result of interplay between ADP and theta oscillation. After generation of the
first spike by a particular neuron, its ADP starts to build up. When the slowly
ramping up ADP meets near-peak theta current, the pyramidal neuron fires
again in the following theta cycle. Meanwhile, inhibitory from interneurons pre-
vents neurons coding for other patterns from firing right after the volley spikes
generated by previous neural clique. As a result, spike volleys are temporally sep-
arated into individual gamma cycles (Figure 4C and 4D). When neurons initially
start to fire, the spike times are randomly distributed in gamma cycles. With
repetitive firings, synaptic weights between individual members of the same neu-
ral clique are strengthened with STDP learning, resulting in their synchronized
firing as shown in Figure 4C.

To examine lateral connectivity caused by fast NMDA mediated STDP, inter-
layer connections (Input layer to Layer I) and intra-layer connections (Layer I)
are examined as shown in Figure 6.

After several iterations, neurons in Layer I start to fire due to the enhancement
of connections from input layer to them (Figure 6, W21). Once more than one
neuron starts to respond to a certain input pattern, they wire together to form
neural cliques as shown in the second row (Figure 6, W22).

To further study the resulted neural cliques and their connectivities, we focus
on weight matrices representing synaptic connections of Layer I as shown in
Figure 7. Since fast NMDA channel stays activated for several milliseconds,
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Fig. 4. Neural activity propagates through the system. (A) Input patterns. Each pat-
tern consists of 100 neurons firing within an encoding window (gray strips). (B) Theta
rhythm provides a sub-threshold current injecting to pyramidal neurons. (C) and (D)
are the raster plots of the neural activities in Layer I and II.

only firings of neurons forming the same clique fall within this narrow time
window. Consequently, intra-clique connections are enhanced via STDP process
and salient as shown in Figure 7. Salient matrix elements at 1-50 on the x- and
y-axis represent the enhanced intra-clique connections (the weights have been
rearranged according to neural cliques for clear illustration). The highlighted
weight matrices show that each neural assembly forms a recurrent subnetwork
with auto-associative memory coded in the enhanced lateral connections.
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Fig. 5. Typical neural responses of pyramidal neurons in the same layer. (A), (C) and
(E) are membrane potentials of neurons coding for different stimulus. (B)(D)(F) Slow
built-up ADP of pyramidal neurons (blue) and inhibition from interneurons (red).
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Fig. 6. Evolution of the neural connectivity of the network. Synaptic change of inter-
layer connections between Input layer to Layer I (W21) is shown in the first row. The
generation of neural cliques in Layer I (W22) is shown in the second row. The activated
neurons are picked out and rearranged for clear illustration.

Intra-Clique Connections and Auto-Associative Memory. Our brain
has a remarkable ability of association, despite constant changes in real-world
circumstance. During perception along sensory pathways, information about
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Fig. 7. Weight matrices of lateral connections in Layer I. The amplitudes of synaptic
weights are normalized to the maximal value and proportional to gray-scale values.
Intra-neural clique connections are highlighted by colored boxes.

external stimulation is abstracted and encoded into reliable neural activities. Af-
ter training, both hetero-associative memory and auto-associative memory are
stored in the connections between neurons. Input patterns are hetero-associated
with neural responses in Layer I via synaptic weights between input layer
and Layer I, while auto-associative memory is represented by intra-clique
connections.

As neural activities can be observed as an explicit expression of stored mem-
ory, pattern completion may refer to the ability that a subset of neurons from
a particular neural clique are able to arouse the rest of that clique. The trained
network is expected to be competent for recalling stored neural activities upon
presentation of input patterns and retaining invariant responses in presence of
noises and even corruption of information. As information is distributed over
neurons with population coding scheme, the information loss caused by shift-
ing or removing spikes can be complemented with the aid of other contributing
neurons. In order to investigate this capability of reproducing neural activities,
time jitter and missing of spikes are considered in the following experiments.
Hence, a correlation-based measure of spike timing [21] is used to calculate the
distance between output pattern and target pattern to quantitatively evaluate
the performance.

C =
−→s1 · −→s2
|−→s1 ||−→s2 | (3)

where C is the correlation denoting closeness between two temporal coded pat-
terns (s1 and s2). They are convolved with a low pass Gaussian filter of a width
σ = 2ms.
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By shifting firing times of input spikes, variability of input patterns was sim-
ulated as shown in Figure 8A. The shifting intervals were randomly drawn from
a gaussian distribution with mean 0 and variance [0, 5] ms. The correlation
between reproduced neural responses and the desired patterns are presented in
Figure 8. Every simulation has been repeated for a total of 30 times to generate
the averaged performance. Figure 8B shows that the network reproduces reliable
neural patterns in the presence of shifting of input spikes up to 3 ms in both
Layer I and II. However, the performance dramatically drops to around 0.3 as
the shifting interval increases to 5 ms. Neural responses in Layer I are slightly
more robust than those in Layer II due to error accumulation during the upwards
information transmission.
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Fig. 8. (A) Illustration of shifted spatiotemporal patterns. Firing times of original
input spikes (black bars) are randomly shifted with random jitters (gray bars). (B)
Reliability of retrieved neural responses under different noise levels.

An additional experiment is conducted to further investigate the link between
intra-clique connections and auto-associative memory. Since neurons in the same
clique may provide supplementary stimulation to sustain an united activity, cor-
ruption of input patterns may not be a catastrophic error. All settings are the
same as the previous experiment, whereas one out of ten spikes is removed from
each training pattern. The experiment has been repeated for 20 times and the
mean value of the correlation between actual output and desired pattern is cal-
culated for each trial.

As shown in Figure 9, the result is consistent with our analysis that con-
nections within neural cliques are responsible for the completion of patterns in
Layer I. In addition, the ability of robustly reproducing patterns in presence of
noise are demonstrated by testing with shifted patterns as shown in Figure 8.

Knowledge stored in the synaptic weights from the input layer to Layer I
provides the capability of hetero-association by recognizing input patterns via
their specific features. Meanwhile, intra-clique connections contribute to the pat-
tern completion which is one of the most important features of auto-associative
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Fig. 9. (A) Illustration of neural cliques in Layer I coding for different input pat-
terns after learning. Colored circles, triangles and squares are excited neurons coding
for different patterns, while black dots are non-selective neurons. (B) Test results of
the associative memory based on the correlation between retrieved and corresponding
desired patterns in response to corrupted input patterns.

memory, in Layer I. Since corrupted patterns provide insufficient stimulation to
neurons in the next layer, some of the trained neurons that should have been acti-
vated may not be triggered. Fortunately, lateral inputs from excited neurons can
provide supplementary information to recall desired neural responses. Therefore,
associative memory, which can be understood as the ability to retrieve invari-
ant responses with partial information, relies on both the distributed storage of
knowledge in synaptic connectivity between layers and within Layer I.

4 Conclusion and Future Works

In this paper, a spiking neural network model was proposed to investigate the
formation of artificial cognitive memory in artificial intelligent systems. The sim-
ulation results show that the proposed model can store patterns in forms of both
hetero-associative memory and auto-associative memory with temporal popula-
tion codes. Since there is one more layer in this model (Layer II), investigation
on the formation of episodic memory is expected for future works.

Acknowledgment. This work was supported by the SingaporeMinistry of Edu-
cation Academic Research Fund Tier 1 under the project R-263-000-A12-112.
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Abstract. Constrained optimization problems have been a research focus in the 
field of intelligent optimization, and massive constraint handling methods have 
been put forward. ε-constrained method is a very effective method proposed in 
recent years. The key of ε-constrained method is controlling ε level. In previous 
studies, the ε level is controlled by an exponential decline control method. 
However, considering the method is not stable and efficient for some problem, 
a novel adaptive ε level control method is introduced in this paper. The pro-
posed adaptive ε level control method is combined with the basic differential 
evolutionary (DE) algorithm. The comparison between this new method and 
other ε level control methods demonstrates that the proposed novel adaptive ε 
level control method can avoid getting into local optimal in infeasible region at 
initial phase, improve the stability, and enhance the efficiency of algorithm. 

Keywords: ε-constrained method, constrained optimization problem, differen-
tial evolutionary algorithm. 

1 Introduction 

Constrained optimization problems widely exist in engineering application and scien-
tific research. Besides, constrained optimization has always been a research hot spot 
in intelligent optimization field. The difficulty of solving constrained optimization 
problems is how to handle the constraints. So for, many kinds of effective constraint 
handling methods have been proposed. According to Mezura-Montes and Coello’s 
review article [1], some classical constrain handling methods include penalty function 
(PF), stochastic ranking (SR), feasibility and dominance (FAD) rules, multi-
objectives concept, and ε-constrained method. 

PF method is one of the first constraint handling methods, in which the violation 
value of constraints is added to the objective function so that the constrained optimi-
zation problems are transformed to unconstrained optimization problems. This meth-
od is simple and intuitive, but setting the coefficient value of constraint penalty term 
is arduous. Different constrained problems need different specific penalty coefficient 
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values, thus it is prone to bring out excessive penalty or insufficient penalty problems. 
Recently years, some adaptive control methods have been adopted to overcome this 
shortcoming [2, 3]. 

SR, as a constraint handling method, combined with evolutionary strategie and was 
first proposed by Runarsson and Yao [4, 5].  SR adopts bubble sort method to rank 
the individuals in the population, and takes use of a user-defined probability to decide 
whether the sorting is conducted according to the objective function value or the con-
straint violation value. Zhang et al [6] combined SR with differential evolution (DE) 
algorithm. Several mutation solutions were generated in the mutation operation pro-
cess of DE, and SR was adopted to sort these mutation solutions. The main shortcom-
ing of SR is that not all optimization algorithms need sorting. The method proposed 
by Zhang et al [6] that forcibly constructed population would definitely increase solv-
ing cost of the constrained problems and decrease efficiency of the algorithm. 

FAD rules were first proposed by Deb in the genetic algorithm (GA) [7]. Three 
simple rules were utilized to compare two solutions: 1) when comparing two feasible 
solutions, the one with the better objective function value is chosen. 2) when compar-
ing a feasible and an infeasible solution, the feasible one is chosen. 3) when compar-
ing two infeasible solutions, the one with better constraints violation value is chosen. 
The advantage of this method is that it is easily combined with other algorithms and 
its results were proven to be effective in most cases. Thus this method was commonly 
used by researchers in recent years [8, 9]. However, there still exists a big shortcom-
ing that it easily gets into local optimum, because this method prefers to selecting 
feasible solutions, and at the same time the feasible region is very small for con-
strained problems, so the selecting pressure is very heavy and the final results are 
easily converged to local optimal [10]. 

Multi-objective concept is one of the most outstanding methods that obtains prom-
inent results. It considers the constraint violations as objectives, and solves the con-
strained problem by means of the technologies in multi-objective optimization area, 
pareto solutions for instance. Many researchers have done some outstanding work 
from this aspect [11, 12]. 
ε-constrained method was first proposed by Takahama and Sakai [13]. As a same 

with FAD rules, ε-constrained method is also used to compare two solutions. The 
difference is that ε level is set as threshold level when comparing two solutions. When 
the constraint violation values of both solutions are smaller than ε level, the one with 
better objective function value is selected. Otherwise, the one with smaller constraint 
violation value is selected. Takahama and Sakai combined this method with modified 
DE and local search methods [14, 15], and won the first place in the competition on 
evolutionary constrained real parameter single objective optimization in 2006 and 
2010 IEEE Congress on Evolutionary Computation (CEC).  

However, controlling ε level is a big problem. The effect of ε is to make sure that 
the search will be conducted in the infeasible region. If ε value is set too large, the 
efficiency of the algorithm will decrease, and it may fall into local optimal of infeasi-
ble region in some cases. Though ε will decrease to 0 in last phase, it still can hardly 
jump out of local optimum. If ε value is set too small, the exploration will be incom-
plete and can hardly find the global optimal. The common method to set ε level is to 
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define the initial ε value as the violation value of a certain individual in initial popula-
tion, and use an exponential decline method to change ε level with the increase of 
iterations [14, 16, 17]. Besides, Takahama adopted some other improved methods to 
control ε level, such as dynamic ε control method [18] that accelerates the decline of ε 
level by accelerating the iterations in exponential decline formula, truncated ε level 
method [19] that widens the solving scope of the ε-constrained method etc. 

 Our research about ε-constrained method in this paper is based on the following 
two theses. The first one is that the majority of ε-constrained method are combined 
with local search method or other improved optimization methods, whose results 
show the comprehensive performance of all methods. So we consider several kinds of 
ε-constrained methods combined with the simple DE algorithm to show the perfor-
mance of each ε-constrained method by objective comparison. The second one is that 
almost all ε-constrained methods at present take use of exponential decline method to 
control ε level. On one hand, the initial ε value is set as the violation value of a certain 
individual in the initial population. In most cases, the initial ε value is large and the ε 
value changes very little at the initial phase, which will induce low search efficiency 
and easily getting into local optimal in the infeasible region. On the other hand, ε 
value decreases severely at the last phase, which will lost the infeasible solutions that 
near the optimal solutions. Therefore, we will abandon this kind of exponential de-
cline ε level control method and introduce a novel adaptive ε level control method, in 
which the ε value will be determined according to the current population information. 

The rest of this paper is organized as follows: Section 2 introduces ε-constrained 
method and ε level control methods, including the adaptive ε level control method 
proposed by us. Section 3 presents the combination of ε-constrained method and DE 
algorithm. Section 4 shows the experimental results and their analyses. Section 5 
summarizes the conclusions of this paper. 

2 ε-Constrained Method 

This section will introduce ε-constrained method, including constrained optimization 
problems, ε level comparisons and 4 kinds of ε level control methods. 

2.1 Constrained Optimization Problems 
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Eq. (1) is the general form of constrained optimization problems. X is an n-

dimensional decision variable. f(X) is the objective function, and g(X) and h(X) are 
the inequality constraints and equality constraints, separately. The equality constraints 
are always transformed into Eq. (2) where δ is a very small positive value (usually 10-

4), called the allowance tolerance.  
In dealing with constrained problems, the constrained violation value is another 

important indicator. The value of constraint violation can be calculated by the follow-

ing Eq. (3). When the solution is feasible, the constrained violation value φ(X) is 

equal to 0. Otherwise, the constrained violation value φ（X）is larger than 0. 
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2.2 ε Level Comparisons 

The key of constraint handling technologies is to compare two solutions X1 and X2. In 
ε-constrained method, the comparisons are done according to the rules shown in Eq. 
(4). 
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If ε is equal to infinity, the comparison between the two solutions is decided by 
their function values f(X). If ε is equal to 0, the feasible solution is better than infeasi-
ble solution, and the solution with smaller constraint violation value is better than the 
one with larger constraint violation value. In this case, the ε-constrained method is the 
same with FAD rules. 

2.3 ε Level Control Methods 

The final effectiveness of ε-constrained method strongly depends on the control 
method of ε level. In this section, four kinds of ε level control methods are introduced. 
The first three kinds of ε level control methods are proposed by other researchers, 
while the last one is proposed by us. 

• Static control method 
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Static control method is the simplest method to control ε level [14, 16, 17], and is 
also the foundation of the following two control method -- dynamic control method 
and truncated control method. In Eq. (5), the initial value of ε is set as the constraint 
violation value of top θ-th individual in initial population. When the iteration is less 
than Tc, ε value is updated by an exponential decline way. When the iteration is more 
than Tc, ε value is equal to 0. The decline speed of ε value is decided by the parameter 
cp. 

• Dynamic control method 
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To increase the decline speed of ε value, Takahama and Sakai [18] utilized an im-
proved iteration t’（ t’ > t） to replace t, as shown in Eq. (6). During the searching 
process, if the decrease of constraint violation values fast enough, then the increase of 
t’ will accelerate. The update method of t’ is shown In Eq. (7). Where Xη is the worst 
η-th individual, ε-1(ε) is the inverse function of ε(t), as defined in Eq. (8). 

• Truncated control method 

On the basis of static control, Takahama and Sakai proposed a truncation mechanism 
to improve the usability of ε-constraint method [19]. In each iteration, after calculat-
ing the ε(t) in Eq. (5), the value of φmin, φmax, φ0 are also calculated and recorded. 
Where φmin and φmax are the minimum and maximum of constraint violation values in 
current population, separately, φ0 is the number of individuals whose constraint viola-
tion values are 0. If φ0 >ap*N (N is the total number of individuals), ε is set as 0. Oth-
erwise, ε(t) is truncated to [ap*φmin, ap*φmax]. The recommended ap value is 0.9. 

• Adaptive control method 
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Before determining ε value, we first calculate φ0 and φmax, just the same definitions 
as in truncated control method. If φ0 >ap1*N, ε is set as 0. However, the recommended 
ap1 is set as 0.1, not 0.9. In fact, it is more reasonable to set a small value of ε. Sup-
pose ap1 is set very small, when it comes to constrained problems that only contain 
inequality constraints with large feasible region, generating some feasible solution is 
more likely, thus ε value set as 0 can avoid searching the infeasible region. When it 
comes to constrained problems that contain equality constraints with small feasible 
region, few solutions that don’t violate the constraints will generate, and at the same 
time ε value can hardly fall to 0. Suppose ap1 is set too large, though in the case of 
large feasible region, it is still hardly to generate most of the feasible solutions, thus ε 
value can hardly be set as 0. 

When φ0 < ap1*N, then φmax should be taken into consideration. If φmax is very 
large, it shows that the current individuals are far away from feasible region. So it is 
very urgent to make the search approach the feasible region as soon as possible. To 
set ε value as 0 is the best choice to achieve this goal. However, using the exponential 
decline method to set ε value will make ε value keep at a large value for a long time, 
which will reduce the efficiency of algorithm, even make the algorithm converge at 
the local optimal in infeasible region. Therefore, we set ε value as 0 when φmax is larg-
er than a given threshold Th, where Th is recommended as 10. 

When φmax < Th and φ0 < ap1*N, it shows that all individuals are close to feasible 
region, so the ε value should be not to set as 0. We refers to the truncated control 
method and sets ε(t)= ap2*φmax. In this way, not only is ε value set not so large, but 
also make ε value decline slowly so that searching is conducted completely near the 
feasible region.  ap2 is recommended as 0.9 as well. 

3 ε-Constrained Method Based DE Algorithm 

DE was proposed by Storn and Price [20]. Due to its characters of simple, efficient 
and easily programming, it has been widely used in continuous optimization area. The 
basic steps of DE include initialization, mutation, crossover and selection. According 
to different mutation strategies, and crossover strategies, DE has many different vari-
ants, such as DE/best/1/bin and DE/rand/1/exp. The most important two parameters in 
DE are mutation factor F and crossover probability factor CR.  

In the previous literature about the combination of DE algorithm and ε-constrained 
method, the local search method or improved DE are always adopted, whose final 
results are much more perfect, but the nature of ε-constrained method itself can’t be 
reflected. So in this paper, we combine ε-constrained method with the simplest DE 
algorithm DE/rand/1/exp. Four kinds of ε-constrained methods explained in section 
2.3, namely static ε, dynamic ε, truncated ε and adaptive ε, are combined with DE. 
These combinations are denoted by static εDE, dynamic εDE, truncated εDE and 
adaptive εDE separately and will be compared with each other. The pseudo code is 
shown in figure 1 where u(0,1) is a uniform random number generator in [0, 1]. The 
pseudo code is almost the same as the one in [18] except that there is a boundary 
treatment in our algorithm. Obviously, the boundary treatment is necessary. Other-
wise, the search will be out of bounds for some problems. 
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Fig. 1. The pseudo code of εDE 

4 Numerical Experiment 

The benchmark function set proposed in the CEC2006 competition on evolutionary 
constrained real parameter single objective optimization [21] is used in this paper to 
test these four algorithms. Each algorithm runs 25 times independently. The parame-
ters of the four algorithms are listed in table 1 where “Common” means these param-
eters are commonly used in the four algorithms. 

Table 1. Parameter setting of the four algorithms 

Common N=40, Tmax=5000, F=0.7, CR=0.9, Tc=0.2Tmax 

static εDE =0.2N, cp=5 

dynamic εDE =0.2N, cp=5, =3 

truncated εDE =0.2N, cp=5, ap=0.9 

adaptive εDE Th=10, ap1=0.1, ap2=0.9 
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Table 2 and Table 3 show the results of these four algorithms on 24 standard con-
straint test functions. The best value, average value, worst value and standard devia-
tion (Std) value are recorded, and the number of constraints violation on minority 
solutions are also recorded in the brackets after best value or worst value. These four 
algorithms perform very well for the majority functions, and worse results are in bold. 

From the results, we can see that static εDE is the worst one. It obtains bad results on 
11 test functions, and performs unstable on G01，G08，G10，G15 and G16 functions, 
while the other three algorithms performs very well. For G01，G08，G18 and G23 
functions, some results fall into local optimal in feasible region. For G10，G15，G16 
and G17 functions, some results get into local optimal in infeasible region. For G20, 
G21 and G22 functions, all results fall into local optimal in infeasible region. 

The results of dynamic εDE on G03 and G13 functions are not so good, while the oth-
er three algorithms obtain the optimal value. It performs unstable on G17，G18 and G23 
functions, and some results fall into local optimal. What should be noticed is that it per-
forms better on G18 than other algorithms. Dynamic εDE is very difficult to solve G20, 
G21 and G22 functions. However, it finds few local optimal in feasible region on G21, 
which is better than static εDE and truncated εDE. Some results of truncated εDE on 
G17, G18 and G23 functions fall into local optimal in feasible region, and it also fall into 
local optimal in infeasible on G20, G21, and G22 functions without exception. However, 
truncated εDE performs better on stability than static εDE and dynamic εDE. 

Different from the above three algorithms, adaptive εDE proposed in this paper can 
obtain optimal value of G17 function in each run. For G21 function, adaptive εDE can 
avoid falling into local optimal in infeasible region, and obtain optimal value in most 
runs. For G23 function, adaptive εDE can avoid falling into local optimal in feasible 
region, and will obtain optimal value if given enough iterations. For G22 that none 
algorithm can obtain optimal value, the number of constraints violation of adaptive 
εDE is less than that of other algorithms. From the results, it can be seen that adaptive 
εDE will not fall into local optimal in infeasible region due to the initial ε value. Only 
on G18 and G20, adaptive εDE has no obvious improvements.  

Table 2. Results of four algorithms for G01 to G12 

function/ 
optimal 

criteria Algorithms 

static εDE dynamic εDE truncated εDE Adaptive εDE 

G01 
-15 

best -15 -15 -15 -15 

mean -14.92 -15 -15 -15 

worst -13 -15 -15 -15 

std 3.92E-01 0.0E+00 0.0E+00 0.0E+00 

G02 
-0.80361 

best -0.80361 -0.80361 -0.80361 -0.80361 

mean -0.80112 -0.80229 -0.80229 -0.80237 

worst -0.78526 -0.79260 -0.79260 -0.79260 

std 4.92E-03 3.58E-03 3.58E-03 3.37E-03 

G03 
-1.0005 

best -1.0005 -1.0005 -1.0005 -1.0005 

mean -1.0005 -0.95729 -1.0005 -1.0005 

worst -1.0005 -0.01342 -1.0005 -1.0005 

std 2.77E-16 1.93E-01 3.88E-14 4.59E-16 
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Table 2. (continued) 

G04 
-30665.5 

best -30665.5 -30665.5 -30665.5 -30665.5 

mean -30665.5 -30665.5 -30665.5 -30665.5 

worst -30665.5 -30665.5 -30665.5 -30665.5 

std 0.0E+00 0.0E+00 0.0E+00 0.0E+00 

G05 
5126.496 

best 5126.496 5126.496 5126.496 5126.496 

mean 5126.496 5126.496 5126.496 5126.496 

worst 5126.496 5126.496 5126.496 5126.496 

std 2.77E-12 2.77E-12 2.77E-12 1.95E-12 

G06 
-6961.81 

best -6961.81 -6961.81 -6961.81 -6961.81 

mean -6961.81 -6961.81 -6961.81 -6961.81 

worst -6961.81 -6961.81 -6961.81 -6961.81 

std 0. 0E+00 0.0E+00 0.0E+00 0.0E+00 

G07 
24.30620 

best 24.30620 24.30620 24.30620 24.30620 

mean 24.30620 24.30620 24.30620 24.30620 

worst 24.30620 24.30620 24.30620 24.30620 

std 4.59E-08 9.10E-09 2.41E-08 2.84E-09 

G08 
-0.09582 

best -0.09582 -0.09582 -0.09582 -0.09582 

mean -0.08485 -0.09582 -0.09582 -0.09582 

worst -0.02726 -0.09582 -0.09582 -0.09582 

std 2.51E-02 8.78E-18 1.07E-17 9.21E-18 

G09 
680.6300 

best 680.6300 680.6300 680.6300 680.6300 

mean 680.6300 680.6300 680.6300 680.6300 

worst 680.6300 680.6300 680.6300 680.6300 

std 3.23E-13 3.37E-13 3.27E-13 3.39E-13 

G10 
7049.248 

best 7049.248 7049.248 7049.248 7049.248 

mean 10597.42 7049.248 7049.248 7049.248 

worst 21000(2) 7049.248 7049.248 7049.248 

std 5.92E+03 3.73E-09 3.63E-10 1.09E-10 

G11 
0.7499 

best 0.7499 0.7499 0.7499 0.7499 

mean 0.7499 0.7499 0.7499 0.7499 

worst 0.7499 0.7499 0.7499 0.7499 

std 0.0E+00 0.0E+00 0.0E+00 0.0E+00 

G12 
-1.0000 

best -1 -1 -1 -1 

mean -1 -1 -1 -1 

worst -1 -1 -1 -1 

std 0.0E+00 0.00E+00 0.0E+00 0.0E+00 
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Table 3. Results of four algorithms for G13 to G24 

function/ 
optimal 

criteria Algorithms 

static εDE dynamic εDE truncated εDE Adaptive εDE 

G13 
0.053941514

best 0.053941514 0.053941514 0.053941514 0.053941514 

mean 0.053941514 0.115519289 0.053941514 0.053941514 

worst 0.053941514 0.438802608 0.053941514 0.053941514 

std 1.34E-17 1.41E-01 1.76E-17 2.06E-17 

G14 
-47.76488846

best -47.7648884 -47.7648884 -47.7648884 -47.7648884 

mean -47.7648884 -47.7648884 -47.7648884 -47.7648884 

worst -47.7648884 -47.7648884 -47.7648884 -47.7648884 

std 2.47E-09 1.42E-10 3.36E-09 3.98E-11 

G15 
961.7150223

best 961.7150223 961.7150223 961.7150223 961.7150223 

mean 964.2289677 961.7150223 961.7150223 961.7150223 

worst 967.9998857(2) 961.7150223 961.7150223 961.7150223 

std 3.08E+00 0.00E+00 0.00E+00 0.00E+00 

G16 
-1.905155259

best -1.90515525 -1.90515525 -1.90515525 -1.90515525 

mean -1.91080590 -1.90515525 -1.90515525 -1.90515525 

worst -2.0898279(1) -1.90515525 -1.90515525 -1.90515525 

std 3.66E-02 4.37E-16 0.00E+00 0.00E+00 

G17 
8853.533875

best 8919.889862 8853.533875 8853.533875 8853.533875 

mean 2555.787777 8860.28848 8859.95178 8853.533875 

worst 1.04E-17（2） 8939.240999 8934.636506 8853.533875 

std 4.10E+03 2.29E+01 2.18E+01 0.00E+00 

G18 
-0.866025404

best -0.86602540 -0.86602540 -0.86602540 -0.86602540 

Mean -0.79679049 -0.843099781 -0.81381773 -0.822102356 

Worst -0.50000000 -0.674972761 -0.50000000 -0.5 

Std 1.06E-01 6.21E-02 1.11E-01 1.19E-01 

G19 
32.65559295

Best 32.65559314 32.65559356 32.65559379 32.65559343 

Mean 32.65559553 32.65559576 32.6556117 32.65559625 

Worst 32.65560041 32.65560882 32.65574281 32.65561155 

Std 1.89E-06 3.05647E-06 2.88E-05 3.64E-06 

G20 
0.204979400

Best 0.205101(17) 0.20031(15) 0.2023(18) 0.2002(15) 
Mean 0.029963046 0.194864563 0.19499096 0.1946139 
Worst 8.69E-06(8) 0.18042(20) 0.18833(17) 0.189 (16) 

Std 8.42E-02 6.53E-03 4.78E-03 4.09E-03 
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Table 3. (continued) 

G21 
193.7245101

Best 3.03E-136(4) 324.7028419 6.97E-39(4) 193.7245101 

Mean 1.91E-120 12.98811367 3.70E-26 246.1158428 

Worst 1.38E-151(4) 2.31E-09(2) 2.48E-49(4) 324.7028419 

Std 8.73E-120 6.36E+01 1.81E-25 6.42E+01 

G22 
236.4309755

Best 1.54E-109(20) 1.23E-06(20) 1.18E-38(20) 15014.93(19) 

Mean 8.66E-94 547.5489231 2.35E-30 12589.95184 

Worst 3.32E-107(20) 2.23E-14(20) 1.72E-33(20) 18931.39(19) 

Std 3.83E-93 2.68E+03 8.00E-30 5.88E+03 

G23 
-400.0551000

Best -400.0550997 -400.0551 -400.0550999 -400.0550999 

Mean -329.2623667 -381.2655762 -348.988144 -398.9685932 

Worst -100.0461811 -100.0465997 -100.0459819 -374.7636378 

Std 1.16E+02 5.93E+01 1.09E+02 4.95E+00 

G24 
-5.508013272

Best -5.508013272 -5.508013272 -5.508013272 -5.508013272 

Mean -5.508013272 -5.508013272 -5.508013272 -5.508013272 

Worst -5.508013272 -5.508013272 -5.508013272 -5.508013272 

Std 0.0E+00 0.0E+00 0.0E+00 0.0E+00 

 
To illustrate the efficiency of proposed adaptive ε level control method in detail, 

we draw the convergence curves of each algorithm on G21 function as a delegate, 
as shown in Fig.2. The static εDE, dynamic εDE, and truncated εDE cannot obtain 
the optimal value of function G21, while adaptive εDE obtains the optimal value 
193.7245101. From the cure of ε value, it can been seen that the ε value in the first 
three pictures keeps at a large value (beyond 100)at the beginning phase for a long 
time, so as to the search is done in the infeasible region for a long time. What’s 
worse, even though ε value declines to 0 at last, the search still stay in the infeasi-
ble region and the final solution cannot jump out of the local optimal solution in 
infeasible region. The cure in the fourth picture shows that ε value setting as 0 at 
initial phase (cannot be shown directly in the cure) still search in the infeasible 
region. However, with the slowly declining of ε value, the searching drops out of 
infeasible region and enters into feasible region. Finally, the optimal solution is 
found. Therefore, our improvements about ε value controlling are successful and 
effective. 
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István Á. Harmati1, Ádám Bukovics2, and László T. Kóczy3,4
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Abstract. In this paper we give upper bounds on the change of the
weighted generalized mean aggregation operator via Minkowski’s inequal-
ity. Then we apply these results to characterize the sensitivity of fuzzy sig-
natures which equipped with such aggregation operators in their nodes. A
sensitivity of a real-life fuzzy signature used for ranking buildings is also
examined.

Keywords: weighted mean, sensitivity analysis, fuzzy signature, build-
ings ranking.

1 Introduction

Fuzzy signatures are hierarchical representations of data structuring into vectors
of fuzzy values [1]. A fuzzy signature is defined as a special multidimensional
fuzzy data structure, which is a generalization of vector valued fuzzy sets [2],
[3], [4]. Vector valued fuzzy sets are special cases of L-fuzzy sets which were
introduced in [5]. A fuzzy signature is denoted by

A : X → S(n),

where 1 ≤ n and

S(n) = ×n
i=1Si Si =

{
[0, 1]

S(m)

We can represent a fuzzy signature by nested vector value fuzzy sets and also
by a tree graph (see Figure 1), which is much more understandable [6].
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Fig. 1. A fuzzy signature graph

The goal of this article is to discuss how the membership value of the whole
fuzzy set changes if the membership values in the nested vectors change. In other
words, if we think of the tree graph representation, how the membership value
of the root changes if the membership values of leaves change. To answer this
question we have to know how to compute a membership value of a subgraph
from the leaves. In this article we assume that all the operators applied on
membership values in the signature are from the class of weighted generalized
mean aggregation operators.

The paper organized as follows: in Section 2 we recall some mathematical
tools, in Section 3 the sensitivity of WGM is discussed, in Section 4 we examine
the sensitivity of fuzzy signatures.

2 Mathematical Background

The generalized mean and its generalization, the weighted generalized mean form
a very large class of aggregation operators. Their various special cases often arise
also in theoretical and practical problems.
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Definition 1 (Generalized mean). Let x1, . . . , xn be nonnegative real num-
bers and p ∈ R (p �= 0). Then their generalized mean with parameter p:

Mp(x1, . . . , xn) =

[
1

n

n∑

k=1

xp
k

] 1
p

(1)

Some special cases in p:

– p = 1 arithmetic mean
– p = 2 quadratic mean
– p = −1 harmonic mean

Definition 2 (Weighted generalized mean; WGM). Let x1, . . . , xn and

w1, . . . , wn be nonnegative real numbers, wi ≥ 0,

n∑

i=1

wi = 1 and p ∈ R (p �= 0).

Then the weighted generalized mean of x1, . . . , xn with weights w1, . . . , wn and
with parameter p:

Mw
p (x1, . . . , xn) =

[
n∑

k=1

wkx
p
k

] 1
p

(2)

The generalized mean is a special case of the weighted generalized mean with
weights wk = 1

n . The limits at ±∞ regardless to the weights:

lim
p→∞

[
n∑

k=1

wkx
p
k

] 1
p

= max(xi) (3)

lim
p→−∞

[
n∑

k=1

wkx
p
k

] 1
p

= min(xi) (4)

The limit if p → 0 is the weighted geometric mean:

lim
p→0

[
n∑

k=1

wkx
p
k

] 1
p

=

n∏

i=1

xwi

i (5)

Our goal is to give an upper bound on the changing ofM if we know the changing
of the input values x1, . . . , xn. We search for such a bound for |ΔM | which
depends on Δx or on a kind of vector norm of Δx. First we recall the definition
of the p-norm.

Definition 3 (p-norm). Let p ≥ 1 a real number and x = (x1, . . . , xn) ∈ R
n.

Then the p-norm of x

‖x‖p =

(
n∑

k=1

|xk|p
) 1

p

(6)
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Some widely used p-norms:

– p = 1 (taxicab norm) ‖x‖1 = |x1|+ . . .+ |xn|
– p = 2 (euclidean norm) ‖x‖2 =

√
x2
1 + . . .+ x2

n

– p = ∞ (maximum norm) ‖x‖∞ = max(|x1|, . . . , |xn|)
Two important properties of the p-norm:

– If 1 ≤ p ≤ q ≤ ∞ then ‖x‖q ≤ ‖x‖p.
– If 1 ≤ p ≤ q ≤ ∞ then ‖x‖p ≤ ‖x‖q · n1/p−1/q.

We will use the generalization of the triangular inequality, the so called
Minkowski’s inequality.

Theorem 1 (Minkowski’s inequality). (see for example [7]) Let a, b ∈ R
n,

p ≥ 1, then the following inequality holds:

‖a+ b‖p ≤ ‖a‖p + ‖b‖p (7)

The generalization of the reverse triangular inequalty also holds:

Corollary 1. If a, b ∈ R
n, p ≥ 1, then
∣
∣‖a‖p − ‖b‖p

∣
∣ ≤ ‖a− b‖p (8)

3 Sensitivity of the WGM for p ≥ 1

In this section we analyse the change of the WGM under the change of its input
vector. Note that we examine the case p ≥ 1. Let we use the following notations:

w1/p =
(
w

1/p
1 , . . . , w1/p

n

)
(9)

w1/p · x =
(
w

1/p
1 · x1, . . . , w

1/p
n · xn

)
(10)

If the input vector is x=(x1, . . . , xn), the vector if the weights is w=(w1, . . . , wn),
then the weighted generalized mean with parameter p is

M =

[
n∑

i=1

wix
p
i

] 1
p

=

[
n∑

i=1

(
w

1/p
i xi

)p
] 1

p

=
∥
∥
∥w1/p · x

∥
∥
∥
p

(11)

If the new (maybe perturbed) input vector is x∗ = (x∗
1, . . . , x

∗
n), then the new

output is M∗ =
∥
∥w1/p · x∗∥∥

p
. So the change of the input is Δx = x∗ − x,

the change of the output is ΔM = M∗ − M . In the following we give upper
estimations for |ΔM |.

|ΔM | =
∣
∣
∣
∣
∣

∥
∥
∥w1/p · x∗

∥
∥
∥
p
−
∥
∥
∥w1/p · x

∥
∥
∥
p

∣
∣
∣
∣
∣
≤

∥
∥
∥w1/p · x∗ − w1/p · x

∥
∥
∥
p

(12)

=
∥
∥
∥w1/p · (x∗ − x)

∥
∥
∥
p
=

∥
∥
∥w1/p ·Δx

∥
∥
∥
p
=

[
n∑

i=1

(
w

1/p
i |Δxi|

)p
] 1

p

(13)
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We can use this formula when the precision of the inputs are known. For example
if we know that the absolute value of the change is less than ε for all i (|Δxi| < ε)
then we have

|ΔM | ≤
[

n∑

i=1

(
w

1/p
i ε

)p
] 1

p

=

[
n∑

i=1

wiε
p

] 1
p

= ε ·
[

n∑

i=1

wi

] 1
p

= ε (14)

so in this case the output value is less than ε also. An other way when we give
upper bounds with the norm of the change of the input vector. Based on the
previous upper estimation we get that

|ΔM | ≤
[

n∑

i=1

(
w

1/p
i |Δxi|

)p
] 1

p

≤
[

n∑

i=1

(
w

1/p
i

)p
] 1

p

·
[

n∑

i=1

|Δxi|p
] 1

p

(15)

=

[
n∑

i=1

wi

] 1
p

· ‖Δx‖p = ‖Δx‖p (16)

We note that in this case some information lost because only the norm of the
change is used, but not the whole vector. As in the previous example if we know
that the absolute value of the change is less then ε for all i (|Δxi| < ε) then now
we get weaker estimation:

|ΔM | ≤
[

n∑

i=1

εp

] 1
p

= [n · εp] 1p = n1/p · ε (17)

If the parameter of the aggregation operator is p, but we would like to measure
the change of the input vector in q norm, then we have to switch form p to q
using the properties of p-norm. We handle the two kind of upper estimations on
|ΔM | as different cases.

If the starting point is that |ΔM | ≤ ∥
∥w1/p ·Δx

∥
∥
p
then

– if p ≤ q then

|ΔM | ≤
∥
∥
∥w1/p ·Δx

∥
∥
∥
p
≤ n1/p−1/q ·

∥
∥
∥w1/p ·Δx

∥
∥
∥
q
≤ n1/p−1/q ·

∥
∥
∥w1/p

∥
∥
∥
∞
·‖Δx‖q

(18)
– if p > q then

|ΔM | ≤
∥
∥
∥w1/p ·Δx

∥
∥
∥
p
≤

∥
∥
∥w1/p ·Δx

∥
∥
∥
q
≤

∥
∥
∥w1/p

∥
∥
∥
q
· ‖Δx‖q (19)

If use the estimation |ΔM | ≤ ‖Δx‖p then

– if p ≤ q then
|ΔM | ≤ ‖Δx‖p ≤ n1/p−1/q · ‖Δx‖q (20)

– if p > q then
|ΔM | ≤ ‖Δx‖p ≤ ‖Δx‖q (21)

Easy to check that the bounds from the second estimation are weaker.
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3.1 Special Case: Equal Weights

A special case worth mentioning when wi = 1/n for all i. The computations and
the final formulas are much more simpler then in general case.

|ΔM | =
∣
∣
∣
∣
∣

[
n∑

i=1

1

n
x∗
i
p

] 1
p

−
[

n∑

i=1

1

n
xp
i

] 1
p
∣
∣
∣
∣
∣

(22)

=

(
1

n

)1/p

·
∣
∣
∣
∣
∣

[
n∑

i=1

x∗
i
p

] 1
p

−
[

n∑

i=1

xp
i

] 1
p
∣
∣
∣
∣
∣

(23)

=

(
1

n

)1/p

·
∣
∣
∣ ‖x∗‖p − ‖x‖p

∣
∣
∣ ≤

(
1

n

)1/p

· ‖Δx‖p (24)

If the change of the input vector is measured in other norm (q) then

– if p ≤ q then

|ΔM | ≤
(
1

n

)1/p

·‖Δx‖p ≤
(
1

n

)1/p

·n1/p−1/q ·‖Δx‖q = n−1/q ·‖Δx‖q (25)

– if p > q then

|ΔM | ≤
(
1

n

)1/p

· ‖Δx‖p ≤ n−1/p · ‖Δx‖q (26)

So the general form is

|ΔM | ≤ n−min(1/p,1/q) · ‖Δx‖q (27)

4 Sensitivity of a Fuzzy Signature

Applying the results of the previous section we can analyse the sensitivity of
fuzzy signatures in which the values are determined by a WGM operator in every
nodes. The sensitivity bound of the whole fuzzy signature can be derived from
the bounds of the WGM-s, according to the graph structure of the signature.
The whole computation can be carried out from the root of the signature up to
the leaves.

The sensitivity analysis of a fuzzy signature becomes much more simple if the
value of the parameter p is the same for all of the WGM operators applied in the
nodes. If this condition holds, the output vale of the signature is the weighted
generalized mean of the input values with parameter p, where the weights are
the product of the weights form the root to the leaves.

Definition 4. A fuzzy signature is called homogeneous if all of the aggregation
operators in the nodes are weighted generalized mean operators with the same
value of p.
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Lemma 1. The WGM of y1, . . . , yk with weights v1, . . . , vk and with parameter
p where all of the yi-s are WGM’s of xji-s with weights w1j , . . . , wnij and with
the same parameter of p, is the WGM of the x-s with weights vi · wji

Proof.

[
k∑

i=1

vi · ypi
] 1

p

=

⎡

⎢
⎣

k∑

i=1

vi ·

⎡

⎢
⎣

⎡

⎣
ni∑

j=1

wji · xp
ji

⎤

⎦

1
p

⎤

⎥
⎦

p⎤

⎥
⎦

1
p

=

⎡

⎣
k∑

i=1

ni∑

j=1

vi · wji · xp
ji

⎤

⎦

1
p

(28)

So the sensitivity analysis of a homogeneous fuzzy signature is nothing else but
the simple sensitivity analysis of only one weighted generalized mean aggregation
operator.

4.1 Real-Life Example from Civil Engineering

In this section we give the sensitivity analysis of a fuzzy signature which was ap-
plied for status-determining and ranking buildings of similar age and structural
arrangement. In Budapest city a lot of old residential buildings are available of
similar age and structural arrangement. At the end of the 19th and at the begin-
ning of the 20th centuries the number of inhabitants increased from 280000 to
730000. In this time period new city districts were constructed with the applica-
tion of the technological methods, which were known at that time. A significant
part of these residential buildings still constitutes the dominant element of the
current townscape. It is one of the most pressing issues of the Hungarian capital
that a considerable part of these buildings are in degraded condition. The mod-
ernization and renovation of these buildings and their ranking from the aspect
of the urgency of their renovation are significant task due to the limited financial
possibilities.

A decision-supporting model was created by applying the fuzzy signatures
([8], [9] and [10]). This model is suitable for the ranking and qualification of
residential buildings. The model was used for the first time on a database, which
is based on expert opinions. After that a tree-structure, necessary for the ex-
amination of the load-bearing structures of buildings, were prepared. Primary
structures (main load-bearing structures) and secondary structures (so not main
load-bearing structures which play an important role in the protection of the
main load bearing structures) were differentiate during the research, in this ar-
ticle we deal only with the branch of the primary structures. With the help of
this branch it is possible to make a ranking of the load bearing structures of the
examined buildings based on their arrangement, materials and conditions. The
examined load bearing structures used in the model are the follows: foundation
structures, wall structures, floor structures, side corridor structures, step struc-
tures and roof structures. The database was prepared on the basis of the research
of more hundred buildings, typical in Budapest, so the results achieved, well re-
flect the actual conditions of this type of residential buildings. The structure of
the signature is shown in Figure 2.
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Fig. 2. A fuzzy signature for status-determining and ranking buildings

The input variables:

x1 : foundation structures x2 : wall structures

x3 : cellar floor x4 : intermediate floor

x5 : cover floor x6 : side corridor structures

x7 : step structures x8 : roof structures

The internal variables:

h1 : floor structures

h2 : vertical load-bearing structures

h3 : horizontal load-bearing structures

The output variable is h4.
This is a homogeneous fuzzy signatures with parameter p = 1 and with the

following weights:

w2,1 = 0.4 w2,2 =
0.6 · n
n+ 1

w2,3 =
0.6

n+ 1

w3,1 = 0.55− 0.05 · n w3,2 = 0.45 + 0.05 · n w3,3 =
0.65

0.8 + 0.2 · f
w3,4 =

0.2 · f
0.8 + 0.2 · f w3,5 =

0.15

0.8 + 0.2 · f
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w4,1 =
0.35 ·m

0.2 + 0.45 · (n− 1) + 0.35 ·m
w4,2 =

0.45 · (n− 1)

0.2 + 0.45 · (n− 1) + 0.35 ·m
w4,3 =

0.2

0.2 + 0.45 · (n− 1) + 0.35 ·m

The possible values of the parameters:

– n = 2, 3, 4, 5 (number of the storeys of the building)
– 0 ≤ m ≤ 1 (extend of the cellar built)
– f = 0 or 1 (building with or without side corridor)

The input values (xi-s) are real numbers between 0 and 1 according to the opinion
of a human expert about the status of the i-th partial structure. The final output
is the membership value of h4. If a building is surveyed by different experts then
their opinion about the status of partial structures may result different values
of h4. The following question arises: if there are small differences between the
ratings given by the experts to the partial structures, then how large can be the
deviation between the final scores of a building? In other words, how sensitive
is this fuzzy signature to small perturbations?

This is a homogeneous fuzzy signature, so we can analyse it as a simple WGM.
From the results of Section 3 it follows that if the absolute values of the differ-
ences of the ratings given by the human experts less than ε for all of the variables,
then the difference between the final conclusions less than ε, too.

We can conclude that this signature is not too sensitive, namely a small change
in the partial opinions do not yields a large difference between the final conclu-
sions.

5 Conclusions

The sensitivity of the weighted generalized mean aggregation operator for pa-
rameter value p ≥ 1 was discussed via Minkowski’s inequality. We also described
the sensitivity of such WGMs using various vector norms. Based on these results
the sensitivity of fuzzy signatures equipped with WGM-s can be done, especially
in a simple case, when all of the WGM-s have the same parameter.

The sensitivity of a method for status-determining and ranking buildings was
analysed, and we established that the applied fuzzy signature is not too sensitive,
if the partial opinions of the experts are relatively close to each other, then their
final conclusions will not differ too much.
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3. Wong, K.W., Gedeon, T.D., Kóczy, L.T.: Construction of fuzzy signature from
data: an example of SARS pre-clinical diagnosis system. In: Proceedings of the
IEEE International Conference on Fuzzy Systems (FUZZ-IEEE2004), Budapest,
Hungary, pp. 1649–1654 (2004)
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8. Bukovics, Á., Kóczy, L.T.: Fuzzy Signature-based Model for Qualification and
Ranking of Residential Buildings, XXXVIII, pp. 290–297. IAHS World Congress
on Housing, Istanbul (2012)
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Abstract. In 2 × 2 prisoner’s dilemma games, network reciprocity is one mecha-
nism for adding social viscosity, which leads to cooperative equilibrium. Here we 
elucidate how strategy adaptation neighborhood affects on network reciprocity in 
spatial prisoner’s dilemma games. Presuming an appropriate range of strategy ad-
aptation neighborhood, we can observe the evolution of cooperation than usual 
network reciprocity previously reported. In the discussion based on our simulation 
result, we explore why those enhancements are brought, which can be summa-
rized that varying the neighborhood ranges influences on how cooperative clusters 
are successfully formed and expanded in evolutionary process. 

Keywords: Evolutionary game on network, Prisoner’s dilemma game, Network 
reciprocity, Strategy adaptation neighborhood. 

1 Introduction 

Evolutionary games such as prisoner’s dilemma (PD) have been regarded as good 
metaphors to model for solving the mysterious puzzle of why human beings, as well 
as other animal species, successfully evolve cooperation instead of egocentric defec-
tion within their societies. Many papers (for comprehensive reviews, refer to [1, 2, 3]) 
have discussed network reciprocity, which is one of the five fundamental mechanisms 
that Nowak classified [4] for resolving the dilemma; it attempts to do so by adding 
‘social viscosity.’ Network reciprocity continues to receive huge attention because, 
although the central assumption of the model, i.e., ‘playing with neighbors on an un-
derlying network and copying a strategy from them,’ is simple, it still seems very 
plausible for explaining why cooperation survives in any real context.  

As the commonly-shared assumption in a spatial prisoner’s dilemma (SPD) game, 
a gaming neighborhood, or interaction neighborhood (IN) in other words, meaning a 
range of neighbors to play games is presumed same as a strategy adaptation neighbor-
hood, learning neighborhood (LN) in other words, meaning a range of neighbors from 
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which the focal agent copies its strategy. Also, in most of the previous works, the 
neighbors mean the first neighborhood from a focal agent in a certain underlying net-
work. Thus, it has been presumed that a neighbor in the second or third neighborhood 
does not directly affect on the dynamics of the focal agent. But, obviously those cen-
tral twofold assumptions seem too stringent to consider more realistic situations. On 
this point, there have been several precursors who investigated (e.g., [5, 6, 7]). 
Ohtsuki et al. [5, 6] concluded by a series of excellent deductions as well as simula-
tions that consistent topologies of IN and LN brings better network reciprocity than 
that of inconsistent cases as a whole. Meanwhile, generally speaking, wide range of 
neighborhood implies agents having large degree, which means inevitably less net-
work reciprocity, because it will approach an infinite and well-mixed population ex-
pecting no social viscosity at all. Those two things may suggest that the conventional 
assumption for SPD, where both IN and LN are consistently defined to be the first 
neighborhood on an assumed underlying network, would be most appropriate to bol-
ster network reciprocity.  

However, very recently, Xia et al. [8] delivered a rebuttal in which they explored 
simulations to see what happens if expanding IN and LN independently. And they 
found that appropriately selecting IN and LN, which are respectively larger than a 
first neighborhood, enhances network reciprocity. But they do not closely explain 
causes why appropriate IN and LN bring the results to bolster network reciprocity. 
Also, we guess their result was deeply affected by what strategy updating rule was 
presumed as well as what underlying network was assumed. The paper seems to give 
no mention on this. In their study, Pairwise Fermi (Fermi-PW), where a focal player i 
adopts a randomly chosen player j’s strategy with probability calculated by a Fermi 
function, which is one of the most heavily used update rules in the previous studies, 
and is the most representative stochastic updating rule vis-à-vis deterministic ones 
like Imitation Max (IM). 

In this paper, we explore again how changing only LN topology influences on net-
work reciprocity by dint of deliberate simulation setting, being different from Xia’s 
one, and give a transparent explanation on the mechanism working behind the phe-
nomenon by using a quantitative evaluation index such as cluster characteristics (ex-
plained below). 

In our recent publications, we have provided a sort of holistic discussion to answer 
‘what is a central mechanism to bring network reciprocity’ [9, 10, 11]. The key idea 
in the discussion is that we should divide an evolutionary course starting from an 
initial random state to a final equilibrium into two periods as below, and should care-
fully observe what happens in those twofold periods respectively. Thus, according to 
Shigaki et al. [9], we use, in the present study, the term enduring period (END) to 
refer to the initial period in which the global cooperation fraction (Pc) decreases from 
an initial state in its dynamics. Perhaps the initial state has an equal number of ran-
domly assigned cooperators and defectors on an underlying network. And we use the  
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term expanding period (EXP) to refer to the period following END in which Pc in-
creases since the survived cooperator’s clusters for END start to expand by letting 
neighboring defectors become cooperators. 

In this study, we try to give a straightforward exposition on why a certain  
appropriate range of LN fosters network reciprocity by referring to what happens in 
respective END and EXP periods, which persuades readers to understand what actual 
mechanisms to enhance network reciprocity working behind the phenomenon. 

This paper is organized as follows. Section 2 describes our new model and the 
simulation procedure, Section 3 presents and discusses the results, and Section 4 
draws conclusions. 

2 Model Setup 

At every time step, an agent occupying a vertex on a network plays prisoner’s dilem-
ma (PD) games with neighbors and obtains payoffs from all games. As the underlying 
topology, we use a two-dimensional (2D) lattice graph. The total number of agents is 
set to N = 104, which has been confirmed to be sufficiently large to yield simulation 
results that are insensitive to system size. After gaming, each agent synchronously 
updates his or her strategy refereeing to neighbors, defined by the LN neighborhood 
explained in the next section. 

2.1 Underlying Neighborhood 

Again, we adopt a 2D lattice as underlying topology. Relying on the so-called Moore 
neighborhood, respective degree of the first, second and third neighborhood corre-
spond to k = 8, 24 and 48. We fix interaction neighborhood (IN) to be first Moore 
neighborhood and vary learning neighborhood (LN) among those three Moore neigh-
borhoods; LN=1, 2 and 3 (k = 8, 24 and 48). One thing to be worthwhile to note is 
that we should limit Moore neighborhoods to compare each other in this study. As-
suming Moore neighborhoods k = 8 and 24 as well as k = 4 that is the so-called von 
Newman neighborhood is an improper idea, because the latter neighborhood has po-
tentially different network features. For example, the cluster coefficient of von  
Newman neighborhood k = 4 is 0, which obviously differs from those of Moor neigh-
borhood graphs. 

2.2 Game Description 

In a PD game, a player receives a reward (R) for each mutual cooperation (C) and a 
punishment (P) for each mutual defection (D). If one player chooses C and the other 
chooses D, the latter obtains a temptation payoff (T), and the former is labeled a  
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sucker (S). Without losing mathematical generality, we can define a PD game space 
by presuming R = 1 and P = 0 as follows: 

 ⎟⎟
⎠

⎞
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⎝

⎛
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=⎟⎟
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⎞
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⎝

⎛
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1

g

r

D

D
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SR , (1) 

where Dg = T − R and Dr = P − S imply a chicken-type dilemma and stag-hunt-type 
dilemma, respectively [12]. A PD game is denoted with 0 ≤ Dg ≤ 1 and 0 ≤ Dr ≤ 1. In 
this study, we are primarily concerned on the Donor & Recipient (D&R) games that is 
denoted by Dg = Dr, which is one of the sub-classes belonging to PD, commonly used 
among rather biologists than statistical physicists who usually prefer to base the 
boundary games of PD with chicken game where Dg ≥ 0 and Dr = 0. Obviously, the 
boundary game is not appropriate to discuss PDs from general point of view, because 
there is none of stag-hunt-type dilemma at all, which means it is just a specific PD 
even if one single dilemma parameter is convenient for discussions. It might be the 
biggest reason of why many physicists have agreed to refer to the boundary game. But 
also, in D&R game, there is only single parameter; r = Dg = Dr to control dilemma 
strength. In the present study, we limit 0 ≤ Dg, Dr ≤ 1. 

2.3 Strategy Update 

The strategy of an agent; C or D is refreshed every time-step according to Imitation 
Max (IM), in which the focal player i imitates the strategy with the maximum payoff 
among all the strategies taken by the focal player and his or her neighbors, defined by 
the LN.  

We assume a 2D lattice as underlying network and IM for updating. We do not want 
to apply Fermi-PW with a lattice as the primary setting, or IM with a heterogeneous 
network like Scale-Free network either, for example. This is because a stochastic 
update rule like Fermi-PW somehow adds a masking cover over what happens in the 
case of assuming a homogeneous network, which makes difficult to correctly observe 
what exactly happens in the process, even though the case of Fermi-PW coupled with 
a Scale-Free network has been reported bolstered network reciprocity especially in the 
boundary games. Also, when we rely on a deterministic update rule like IM, presum-
ing a heterogeneous network is an improper idea, since it has been already confirmed 
that the particular combination meagerly works in terms of thrusting cooperation 
(e.g., [11]).  

Although heterogeneous topology may realize further network reciprocity by add-
ing noise effect with some cooperative enhancement over what happening on a ho-
mogeneous network, it seems a preferable idea to assume none of stochastic effect 
for stating a discussion to explore what happening in the process of network reci-
procity. Namely, IM as updating rule and a lattice as underlying network should be, 
for example. 
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2.4 Cluster Characteristics 

For the following discussion to give an insight view on what happens in both END 
and EXP periods, we should define several characteristic indices to feature how  
emerging spatial patterns qualitatively affect the evolution of cooperation cluster (C-
cluster). Three cluster characteristics: cluster size Sc, cluster number Nc and cluster 
shape SHc of cooperator aggregations are employed [10]. For readers’ convenience, 
we reprint the detailed definition of the third one. For each cluster i, we can derive 
SHci based on the number of C-C links, lCC, within cluster i and the number of C-D 
links, OCD, that connect cluster i with the surrounding defectors: 

 
CDCC

CDCC
Ci Ol

Ol
SH

+
−

=
2

2 . (2) 

The value of SHci is constrained to the interval [−1, 1]. Obviously, a compact C-
cluster has more links within the cluster rather than to the surrounding defectors. The 
value of SHci is positive, which indicates positive assortment of cooperators. While 
for the sparse cluster there are fewer links within the cluster but more links connect-
ing to surrounding defectors. Thus, SHci < 0 and negative assortment among coopera-
tors takes place (or positive assortment between cooperators and defectors). Moreo-
ver, in order to eliminate the influence of isolated cooperators, the cluster shape SHc is 
weighed such that the weight of each cluster corresponds to its size.  

2.5 Simulation Procedure 

Each simulation is performed as follows. Initially, equal percentages of C and D are 
randomly distributed to the agents allocated on different vertices of the network. Sev-
eral simulation time steps, or generations, are run until the frequency of cooperation 
reached quasi-equilibrium. If the cooperation fraction continued to fluctuate, we use 
the average fraction of cooperation over the last 250 generations of a 10,000 genera-
tion run. The results shown below are drawn from 100 runs; that is, each ensemble 
average is formed from 100 independent simulations. 

3 Results and Discussion 

Fig. 1 shows the cooperation fraction Pc averaging over 100 independent runs when LN 
is varied from 1 to 2 and 3. Here, we call a case of LN = 1 (k = 8) as a traditional case 
and cases of LN = 2 and 3 (k = 24 and 48) as LN expanded cases. For the LN expanded 
cases, we can find that cooperation is largely enhanced as compared with the traditional 
case. We summarize Pc for respective three dilemma areas as below: At first, as far as 
the small dilemma strength; 0 ≤ r ≤ 0.33, Pc reaches high cooperation level (Pc ≈ 0.98)  
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for 0.01 ≤ r ≤ 0.14, or cooperation completely dominates the population (Pc = 1) for 
0.15 ≤ r ≤ 0.33. For the middle dilemma strength; 0.34 ≤ r ≤ 0.6, cooperation is moder-
ately enhanced in the LN expanded cases; where Pc increases from 0.39 to 0.53 when 
assuming LN = 2 and reaches from 0.11 to 0.37 when assuming LN = 3, whereas the 
traditional case is dominated by defectors. When it comes to the case of large dilemma 
strength; 0.61 ≤ r ≤ 1, cooperation is not promoted. However, it can be seen some plots 
in which Pc tenuously increases (Pc ≈ 0.01) when presuming LN = 2. In sum, we would 
say that the optimal learning neighborhood size is LN = 2. 

 

Fig. 1. The cooperation fraction Pc at the stationary state averaging over 100 independent runs 
as a function of dilemma strength r for different learning neighborhood LN sizes  

First off, we note, again, that the LN expanded cases bolster cooperation than the 
traditional case does for the small dilemma strength; 0 ≤ r ≤ 0.33. Fig. 2 and Fig. 3 
respectively show time evolution and snapshots of representative episodes for both 
the traditional and the LN expanded cases for the very small dilemma strength; r ＝ 
0.1. We can observe from Fig. 2 and Fig. 3 that cooperators drastically decline imme-
diately after the initial state where cooperators and defectors are equally and random-
ly distributed on the network. This is because cooperators copy defection from  
neighboring defectors who obtaining larger payoff than cooperators. This tendency is 
observed in not only the traditional but also LN expended cases. Fig. 3 shows that, at 
2 time-step, survived cooperators successfully form C-clusters to endure invasions 
from defectors. This is exactly what happens in END. Following this, those survived 
C-clusters start to expand, of which tendency is significant with increasing LN. And 
this is exactly what happens in EXP. As consequence, the population in the LN ex-
panded cases is dominated by more cooperators as compared with the traditional case 
at 10 time-step, despite few D-clusters remaining. On the other hand, in the popula-
tion of the traditional case, more defectors than the LN expanded cases exist by form-
ing many strips at 13 time-step. This happens by following mechanism. At the end of 
END, relatively larger number of C-clusters than the LN expanded cases can survive  
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in the traditional case. This allows that many defectors who obtaining payoff Ts from 
neighboring C-clusters successfully survive in many gaps formed in spaces between 
C-clusters that start to expand in EXP. We will discuss this by referring to its detailed 
mechanism of emerging cooperation in case of the small dilemma strength shown in 
Fig. 4. 

 

Fig. 2. Time evolution of representative episodes for different LN sizes in case of r = 0.1 

 

Fig. 3. Snapshots of representative episodes for different LN sizes in case of r = 0.1 

Next, Fig. 4 and Fig. 5 show time evolution and snapshots of representative epi-
sodes for the small dilemma strength of r ＝ 0.3. Comparing snapshots at the begin-
ning of EXP shown in Fig. 3 and Fig. 5, we should note that only less number of C-
clusters can survive in case of r ＝ 0.3 than r ＝ 0.1. In fact, Pc in case of r ＝ 0.3 
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sharply declines from 0.5 to 0.05 as shown in Fig. 4. Subsequently, in EXP, each of 
C-clusters survived for END starts to expand. Particularly, whole population is domi-
nated by cooperators in the LN expanded cases after 20 time-step. Whereas, in the 
traditional case, defectors somehow exist among expanded C-clusters by forming 
strips at 50 time-step when Pc arrives at the stationary state.  

 

Fig. 4. Time evolution of representative episodes for different LN sizes in case of r = 0.3 

 

Fig. 5. Snapshots of representative episodes for different LN sizes in case of r = 0.3 

Let us discuss a crucially interesting point. In general, Pc decreases as the dilemma 
strength increases. Nevertheless, in the LN expanded cases, the higher Pc is realized 
for the larger dilemma strength of 0.15 ≤ r ≤ 0.33 than that for 0.01 ≤ r ≤ 0.14.  
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Defectors still remain at its equilibrium for 0.01 ≤ r ≤ 0.14 (Fig. 3), while the popula-
tion is completely dominated by cooperators for 0.15 ≤ r ≤ 0.33 (Fig. 5). This fact can 
be understood by follows. Less number of C-clusters at the end of END promotes the 
survived C-clusters in case of r ＝ 0.3 smoothly expand to the whole domain occu-
pied with lots of defectors in EXP following END. Contrariwise, the survived C-
clusters for r ＝ 0.1, that is relatively large number, cannot be like that, because de-
fectors surviving between expanded C-clusters never perish. 

Next, we will discuss the mechanism of why the LN expanded cases can realize 
moderate Pc for 0.34 ≤ r ≤ 0.6 (Fig. 1). Table 1 shows survival probability of coopera-
tors for both the traditional and the LN expanded cases when presuming r = 0.5. Co-
operators in the traditional case survive with the high probability, whereas, for the LN 
expanded cases, cooperators perish in more than 50 % runs. Fig. 6 shows each snap-
shot of representative episodes for the traditional and the LN expanded cases in which 
cooperators could survive at the equilibrium when presuming r ＝ 0.5. Obviously, 
only just a single C-cluster with small number of cooperators can survive in the  
traditional case at the equilibrium, while the whole domain is buried with cooperators 
in the LN expended cases. All those proofs lead to the following thing. Namely, the 
survived cooperators in the traditional case can hardly expand in EXP even though the 
cooperators, anyway, survive for END with high possibility. Contrariwise, in the LN 
expanded cases, despite low possibility of cooperators surviving for END as com-
pared with the traditional case, those survived cooperators successfully expand to the 
domain in EXP, leading to relatively high average Pc as observed in Fig. 1. Thus, the 
LN expanded cases bring moderate Pc because there are two types of episodes among 
simulation runs: one is Pc reaching high level since survived C-clusters can success-
fully expand in EXP following END; and Pc converging to zero since the population 
is absorbed by all-defectors phase in END is another. Table 1 delivers us that the 
narrower the size of LN becomes, it is the more likely cooperators alive. This seems 
plausible because more wide range of LN would devastate the network reciprocity, or 
say, social viscosity, thus it would be natural a certain episode might be absorbed by 
all-defectors phase in the end. However, the case of LN = 3 somehow seems interest-
ing because a certain episode successfully surviving for END shows all-cooperators 
state at its equilibrium as we confirmed in Fig. 6. A likely scenario is that each epi-
sode, despite it may be trapped with all-defectors phase in END, could produce all-
cooperators phase at the end of EXP once it surviving for END. Fig. 7 shows  
C-cluster characteristics: Sc, Nc and SHc of representative episodes for two types of 
episodes in LN = 3 for r = 0.5: one is an enhanced episode in which cooperators sur-
viving for END and significantly expanded in EXP, and another is an episode failed 
to be enhanced, namely trapped with all-defectors phase in END. At the end of END, 
we easily notice that Sc and SHc for the enhanced episode are larger than those for the 
episode failed to be enhanced, although no significant difference in Nc between these 
two types of episodes is found. The key points to bifurcate into the two scenarios is 
whether cooperators can survive for END, and if they once successfully surviving for 
END, whether C-clusters, the surviving cooperators forming, can be with expandable 
size and appropriate shape at the end of END. 
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Table 1. Survival probability of cooperators at the stationary state for different LN sizses in 
case of r = 0.5 

LN size Survival probability of cooperators

LN = 1 0.74 

LN = 2 0.43 

LN = 3 0.21 
 

 

Fig. 6. Snapshots of representative episodes for different LN sizes where cooperators could 
survive at the stationary state in case of r = 0.5 

Next, let us be concerned on an interesting result when Pc assuming LN = 2, which 
slightly increases for the large dilemma strength; 0.61 ≤ r ≤ 1. Fig. 8 shows snapshot 
for a certain episode assuming r ＝ 0.99. Although the dilemma is very large, coop-
eration surges very much. Interestingly, in this particular episode, only a single C-
cluster survives for END, which starts to expand to surrounding area of defectors. 
This proves that if a surviving C-cluster has ideally proper shape and sufficient size, 
its episode could realize high cooperation despite large dilemma. But this is very rare 
from stochastic point of view. In fact, the episode shown in Fig. 8 is only one episode 
observed amid 100 realizations. Anyway, this fact attributes to why we could observe 
slight germs of weak cooperation in the large dilemma strength; 0.61 ≤ r ≤ 1 when 
assuming LN = 2 as we confirmed in Fig. 1. 
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Fig. 7. C-cluster characteristics of an enhanced episode and an episode failed to be enhanced in 
LN = 3 for r = 0.5 
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Fig. 8. Snapshots of a representative episode in LN = 2 where cooperators could survive at the 
stationary state for r = 0.99 

4 Conclusions 

We explore how changing the size of LN influences on network reciprocity in spatial 
prisoner’s dilemma games on a square lattice by dint of deliberate simulation setting. 
In this paper, we discuss the LN expanded cases; the size of LN is varied from 1 to 2 
and 3. 

We explain why a certain appropriate range of LN fosters network reciprocity by 
referring to what occurs in two periods of each dynamics: END is the period in which 
the global cooperation fraction decreases from an initial state in its dynamics, and, 
EXP is the period in which the global cooperation fraction increases.  

Depend on the perspective of how cooperators endure invasions from defectors for 
END, the LN expanded cases, for some situations, are not so effective for cooperation 
for END since increasing the size of LN makes it difficult that cooperators survive 
invasions from defectors for END especially for the middle and large dilemma 
strength because of less social viscosity. However, depend on the perspective of how 
a C-cluster smoothly expands for EXP, the LN expanded cases are effective for coop-
eration for EXP since the LN expanded cases promote a fortunate survived C-cluster 
to remarkably expand as compared with the traditional case. This helps to elevate 
final cooperation fraction. As a whole, for network reciprocity, the effect of the large 
size of LN in EXP is larger than the negative effect of that in END. Combining these 
two factors; what occurs in END and EXP, LN = 2 shows the optimal result because 
LN = 2 largely enhances the expansion of a C-cluster in EXP as compared with LN = 
1 and assists a C-cluster to survive invasions from defectors for END for middle and 
large dilemma strength as compared with LN = 3. 
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Abstract. When optimizing for multiple environments, one usually needs to 
sacrifice performance in one environment in order to gain better performance in 
another. Ultimately, there may not be a single solution that meets the perfor-
mance requirements for all environments. In this paper, we propose to find mul-
tiple solutions that each serve a certain group of environments. We call this 
formulation Robust Optimization with Multiple Solutions (ROMS). Two evolu-
tionary approaches to ROMS are proposed, namely direct evolution and two-
phase evolution. A benchmark problem generator is also suggested to produce 
uniform-random ROMS problems. The two approaches are then experimentally 
studied on a variety of synthetic problems. 

Keywords: robust optimization, multiple, clustering. 

1 Introduction 

Sometimes, one needs to consider multiple environments in optimization, and a robust 
optimization formulation should be adopted [1,2,3,4]. There are several such formula-
tions in the literature that are suitable for this purpose [1]. First of all, it is important 
to note that the objective function will most likely evaluate to different values under 
different environments for a given solution. It is possible to define an overall objec-
tive function in terms of these values, and obtain a scalar performance measure. As to 
designing such an overall objective function, taking the mean and worst-case objec-
tive value over1 the different environments are the two most widely seen methods in 
the literature. It is also possible to consider the objective values under different2  
environments directly and obtain a multi-objective formulation [5]. 
 
                                                           
* Corresponding author. 
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All these formulations search for a single robust solution, which is too demanding 
in practice sometimes. More often than not, inconsistent requirements are posed on 
the solution by different environments. In such cases, in order to gain some perfor-
mance boost in one environment, the performance in another has to be compromised 
[6]. Consequently, there may not be a single solution that meets the requirements for 
all environments. 

In this paper, we propose to find multiple solutions for the environments such that 
each of them serves a subset of environments. By limiting the number of different 
environments a single solution needs to serve and by grouping similar environments 
together as a subset, better performance in each environment may be achieved. The 
number of solutions to find marks the tradeoff between robustness and performance. 
At one end of the spectrum, and for maximum robustness, one may aim to find a sin-
gle solution for all environments, as in a conventional robust optimization formula-
tion. At the other end of the spectrum, and for maximum performance, one may find 
each environment a highly specialized solution. The number of solutions is assumed 
to be specified by the user. We call this generalized formulation Robust Optimization 
with Multiple Solutions (ROMS). 

The rest of this paper is organized as follows. In the next section, a formal defini-
tion of ROMS is given. A discussion of its properties follows in Section 3. Two evo-
lutionary approaches to ROMS, namely direct evolution and two-phase evolution are 
then presented in Sections 4 and 5, respectively. An experimental study of the two 
approaches is reported in Section 6 with a suggested benchmark problem generator. 
Finally, conclusions are drawn in Section 7. 

2 Formal Definition 

The objective function is defined as ( , ), ∈ ℝ , ∈ , where  denotes the 
solution and  denotes the environment parameters of the objective function [7]. 
Given  environments to consider, = { , , ⋯ , }. For convenience, denote ( ∙ , ) by ( ∙ ). A set of  objective functions = { , , ⋯ , } is then ob-
tained. To serve these objective functions, a set of  solutions = { , , ⋯ , } are 
to be sought. Each  serves a subset of , and each  is served by exactly one . 
This service relationship is given by  which is a mapping from  to  such that ( ) =  if and only if  is served by . A complete solution to ROMS is thus a 
pair , . Given some overall objective function , ROMS is formally defined as 

    optimize ( , ) = ( ) , ( ) , ⋯ , ( ) .          (1) 

As mentioned in Section 1, the overall objective function can be either the mean 
function or the one that returns the worst objective value as in worst-case analysis. 
Owing to the limitations of paper length, the following discussions and experimental 
studies are given assuming that the mean function is used as the overall objective 
function though with some minor modifications they also apply to the case when the 
function that returns the worst objective value is used instead.  
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3 Basic Observations 

From the formal definition, it can be seen that a complete solution to ROMS is made 
up of two parts — a solution set  and a mapping . The first observation says that 
given an , the optimal accompanying  can be computed in polynomial time. 

Observation 1: Given a solution set , the optimal accompanying  is one that (as-
suming a minimization problem) 

  ∀ : ∀ : ≥ ( ) . (2) 

In words, the optimal  is one that maps each objective function to the solution in  
that performs best on it. The algorithm to compute such an  is trivial and costs ( ⋅ ) objective function evaluations. 

To see the second observation, first note that a partition  of  can be derived 
from  by putting the objective functions that are mapped to the same solution in a 
single part. Conversely,  can be derived from , but with the solutions unspecified. 
That is, certain objective functions are known to be mapped to the same solution, but 
the solution itself is not determined yet. Therefore, we say  implies an  pattern. 
The second observation is about the optimal solution set , given a partition . 

Observation 2: Given a partition = { , , ⋯ , } of  (effectively, an  pat-
tern), and requiring that objective functions in the same part be mapped to a single 
solution, the optimal solution set  is one that                                               ∀ : ∃ :  optimizes  (3) 

where                                   optimizes ⇔  minimizes | | ∑ ∈ . (4) 

Computing such an  amounts to solving  independent conventional robust optimi-
zation problems. This second observation can be summarized as deriving an optimal 

 from a given  pattern, and is in some sense a reversal of the first observation. 

4 Direct Evolution 

A straightforward approach to ROMS is to fit it into the general framework of  
Evolutionary Algorithms (EAs) and solve it directly with evolutionary optimization. 
On the surface, the individual encoding has to account for both  and  that are of 
different types, leaving us a mixed-integer optimization problem to solve. But thanks 
to observation 1, it does not have to be so. Since given a solution set , the optimal 
accompanying  can be computed directly with an exact polynomial-time algorithm, 
there is no need to let the EA figure it out. The idea is then to encode  only. At the 
time when an individual is to be evaluated, the optimal accompanying  is computed 
first, and fitness evaluation (FE) is then performed using the resulting pair , . 
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This reduces the original mixed-integer problem to a real-value one. Specifically, 
each individual is encoded as a vector containing ×  real values, where each con-
secutive  values encode a single solution  in the solution set that contains  
solutions in total. As an example, DE/rand/1/bin is employed to perform the evolu-
tionary optimization. We denote this particular algorithm by ROMS-DE in this  
paper. For intuition, the pseudo code is given in Fig.1 (  and  are parameters of 
differential evolution). 

 

Fig. 1. The pseudo code of Direct Evolution 

The FE cost for ROMS-DE to evolve  generations, denoted by ( ), is 
derived as follows. With a straightforward implementation, it is easy to see that ( ) = ⋅ ⋅ ⋅ , where  is the population size. A more efficient im-
plementation can be obtained with the observation that in a newly generated solution 
set , some solutions  are directly copied from its parent. For these solutions, there 
is no need to reevaluate their fitness values on each objective function in , saving 
FEs thereof. This observation does not affect evaluation of the initial generation 
which still costs ⋅ ⋅  FEs. But for each generation that follows, we have the 
following hold. For each newly generated solution set , the expected number of 
solutions  that are not copied from its parent is [1 + ( − 1) ⋅ ] where  is 
the crossover probability of DE/rand/1/bin. With this improved implementation, the 
expected FE cost for ROMS-DE to evolve  generations becomes                  ( ) = ⋅ ⋅ + [1 + ( − 1) ⋅ ] ⋅ ⋅ ⋅ ( − 1). (5) 
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5 Two-Phase Evolution 

The second approach is based on the interaction between the two observations made 
in Section 3. The first observation essentially tells a way to derive an optimal  from 
a given . We denote it by ⇒ . Likewise, the second observation essentially tells 
a way to derive an optimal  from a given  or an  pattern. In the same manner, 
we denote it by ⇒ . By connecting the two, a loop that goes from  to  and 
back can be formed. Since the output of both procedures are optimal, by going along 
this loop, one is actually undergoing an optimization progress. The second approach 
is based exactly on this idea. We call it two-phase evolution for the optimization loop 
consists of two phases, namely ⇒  and ⇒ . 

A straightforward implementation of this approach goes as follows. Staring from a 
randomly generated , repeat the two procedures ⇒  and ⇒  until some 
termination criterion is met. Again, as an example, DE/rand/1/bin is employed to 
perform the optimization involved in ⇒ . In accordance with direct evolution, the 
two-phase evolution approach can be seen as maintaining and optimizing a solution 
set  along the loop. But different from direct evolution, only one  is maintained by 
two-phase evolution. Intuitively, in each tour around the loop, the maintained  
jumps from on point to another in the search space of . The ⇒  procedure is 
exact. Assuming no randomness in the ⇒  procedure also3, the next point to 
sample (jump to) is determined completely by the current one. Consequently, the 
whole optimization process is determined once the initial point is determined. This 
can become quite risky when the initial point is randomly chosen. 

In an attempt to reduce the risk, we increase the initial search coverage by generat-
ing more than  solutions. Originally, a single  is randomly generated, which con-
tains  solutions. Now, a solution pool  of a size greater than  is randomly 
generated. Combinatorial optimization is then performed on the generated  to 
select  solutions that together make up an optimal  with respect to the given  
[8]. Denote this procedure by ⇒ . Another modification concerns the procedure ⇒  that involves solving  real-value optimization problems. Since a popula-
tion-based evolutionary algorithm like DE/rand/1/bin [9] is used to perform the opti-
mization, a set of solutions is obtained for each problem. By the original design, only 
the best solution is selected into . With the introduction of , solutions other than 
the best one may also be used. When the goal is to generate an updated  that has a 
larger size than , more solutions are selected. With these modifications, the original 
optimization loop ⇒ ⇒  becomes ⇒ ⇒ ⇒  with increased search 
power to reduce risk. 

Another improvement over the original design concerns incorporating an explicit 
mechanism to prevent the optimization process from stagnation. In order for the opti-
mization process to continually make progress, a different  shall be reached each 
time around the loop. As an example, the Genetic Algorithm (GA) [6] is employed to 
perform the procedure ⇒ . Since GA is population-based, a population of  is 
                                                           
3  This does not hold strictly when the stochastic DE/rand/1/bin is employed to perform the 

optimization involved in this procedure. 
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obtained in the end, each have an accompanying optimal . By the original design, 
the best  is selected with its  derived. Whereas making sense in most cases, this is 
not the best choice when the derived  is identical to the one derived in the previous 
tour around the loop. When it happens, the algorithm is simply re-producing the per-
vious iteration, making no progress. To fix this, instead of always selecting the  
absolutely best , we first try to choose the best  among those that produce an  
different from the one in the previous iteration. 

With the aforementioned improvements and with the use of soft-computing opti-
mization algorithms, quality of the maintained  is not guaranteed to be non-
decreasing along the optimization loop. As a result, an external record is set up that 
maintains the best  ever encountered during the optimization process. This fix final-
ly makes the two-phase evolution approach complete. We denote it by ROMS-TP. 
The pseudo-code is given in Fig.2. 

 

 
 

 

Fig. 2. The pseudo code of Two-Phase Evolution 

We now describe the particular implementation used in this work and derive its 
computational complexity ( )  (here  refers to the number of iterations 
around the loop rather than generations). Some implementation issues will also be 
discussed along the way. To make things simple, the size of  is fixed to a prede-
fined number. Line 5 is done in two steps. In the first step, each single solution in  
is evaluated in each condition, which costs us | | ×  fitness evaluations. In the 
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second step, a combinatorial optimization is done on  using a generational genetic 
algorithm. Thanks to the pre-processing in the first step, the evolution process in the 
second step costs no fitness evaluation at all. Details of the genetic algorithm used are 
listed in Table 1. Lines 6~13 are cost-free. We use a standard DE/rand/1/bin to per-
form the real-value optimization at Line 15. In total, Lines 14~17 cost | | × ×  
fitness evaluations where  is the number of generations to evolve at Line 15 for the 
differential evolution. Lines 18-19 are cost-free. So, for this implementation,    ( ) = (| | × + | | × × ) ×                    (6) 

Care should be taken when implementing Line 19. There are a total of | | ×| | single solutions contained in pops, out of which | | are to be selected to make 
up the new . Recall that the size of  is fixed. Depending on the parameter set-
tings, | | × | | may be smaller than, equal to, or larger than | |. In the first two 
cases, all solutions in pops go to  with the remaining space, if any, being filled up 
by randomly generated solutions. In the last case, only part of  goes to . A 
proper selection of solutions should be made. We hope the selection could be drawn 
from each population in  as evenly as possible, so that each population is well 
represented with minimum information loss. To do so, we randomly select (without 
replacement) one solution from each population in turn repeatedly until the desired 
number | | is reached. 

Table 1. Details of the genetic algorithm used 

Elitism Replaces the worst individual in the next generation by the best in the current. 

Encoding An n-dimensional integer vector with each entry indexing a solution in . 

Selection Binary tournament selection. 

Crossover Single-point crossover. 

Mutation Vector-wise random mutation that randomly generates the whole vector. 

6 Empirical Study 

6.1 Experimental Setup 

To get an actual feeling and experience with the ROMS problem and the two ap-
proaches proposed, experiments are done on synthetic functions. In this subsection, 
we first describe the problem settings, and then the algorithmic settings. 

We investigate a ROMS problem from three perspectives, the number of condi-
tions , the desired number of solutions , and the general function form of the con-
ditions. Our experiments should cover all three perspectives by testing with different 

,  values, and different function forms. In this work,  goes from 4 to 20 with a 
step-size 4, and  goes from 2 to 10 with a step-size 2. The first two columns in Ta-
ble 2 list the ,  combinations we use. With respect to the function forms, we 
choose 5 functions, i.e., F1-F3, F6, F10, from the standard benchmark functions for 
the CEC-05 special session on real-parameter optimization [10]. These functions  
cover unimodal and multimodal functions with the latter further divided into basic 
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functions, expanded functions, hybrid composition functions and pseudo-real prob-
lems. One of our guidelines is to choose the functions without special properties. To 
introduce the notion of environmental parameters, we additionally parameterize each 
function with a translation vector and an orthogonal matrix (matrices with orthonor-
mal column vectors). The translation vector shifts the function while the orthogonal 
matrix transforms the function with a combination of rotation (around the global op-
timum) and reflection (via some hyperplane through the global optimum) [11]. The 
conditions in  are thus generated from the same function with different translation 
vectors and orthogonal matrices built in. We generate the environmental parameters 
as uniform random variables in their corresponding spaces. The generation of uniform 
random translation vectors is simple. Just generate each entry uniform-randomly. To 
generate uniform random orthogonal matrices, we follow the classical two-step algo-
rithm [12]. First, generate each matrix entry randomly following a standard normal 
distribution, and then apply the Gram-Schmidt orthogonalization. All problems are 
minimization problems, and are tested in both  = 2 and  = 30 dimensions. The 
parameter settings for ROMS-TP are listed in Table 3. For differential evolution, we 
follow the parameter settings suggested by the original authors, i.e., with  = 0.5,  
= 0.1 and a population size of 5 times the problem dimension [9]. Notice that while 
for the differential evolution used in ROMS-TP, the problem dimension is , for 
ROMS-DE it should be  ×  , which equals the length of the encoding vector of a 
solution set. For all experiments, a fitness evaluation budget of 1e7 is imposed. The 
number of iterations to run is computed accordingly to ( ) and ( ) 
respectively, as shown in Table 2.  

Table 2. The first two columns list tested m, n combinations. The ratio /  shows on average 
how many conditions are served by each solution, which reflects the level of requirement for 
robustness. The larger the ratio, the higher the requirement, and usually the lower the 
performance in each condition will be. The remaining four columns list the number of iterations 
to run for each algorithm on each m, n combination in each dimension, given a fitness 
evaluation budget of 1e7. 

 

 

 /  =  =  

ROMS-DE ROMS-TP ROMS-DE ROMS-TP 

4 2 2 113636 3572 7575 22 

8 2 4 56818 1786 3788 11 

12 2 6 37878 1191 2525 8 

16 2 8 28409 893 1894 6 

20 2 10 22727 715 1515 5 

20 4 5 9614 715 639 5 

20 6 3.3 5553 715 368 5 

20 8 2.5 3673 715 242 5 

20 10 2 2628 715 172 5 
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6.2 Experimental Results 

In this subsection, we present the experimental results. All experiments are repeated 
for 25 times with the average results reported. A 95% confidence interval is also re-
ported for each result, assuming a normal distribution. The mean objective value over 
the different environments is used as the robustness measure. For convenience, we 
label each sub-experiment in the form Fx_ _ _  so that F1_4_2_2 refers to the 
experiment with function F1, = 4, = 2, = 2. We first present the results ob-
tained with  = 2 coming before  = 30. We evaluate the performance of each algo-
rithm from three perspectives. The first is optimization dynamics which is demon-
strated in the 2-dimensional optimization curve (also known as convergence curve in 
evolutionary computation) with fitness evaluation count as x-axis and the robustness 
measure as y-axis4. The second and third are scalability with respect to m and n re-
spectively.1 For minimization problems, the robustness measure is to be minimized, 
which is the case in this work and somewhat counterintuitive. 

Table 3. Parameter settings for ROMS-TP 

           Solution pool size | | 100 ×
 

GA 

Population size | | 5 ×
Number of generations 50 ×

Crossover rate 1.0 

Mutation rate 0.01 

 

DE 

Population size | | 5 × D 

Number of generations 25 × D 

 0.5 

 0.1 

 
Optimization dynamics,  = 2: When  is fixed at 2, the big picture looks similar 

for different m values. For brevity, we only show the results for  = 12. The results 
on different functions can be clustered into two groups. For the first group (F1~F3, 
F6), we take the results on F1 for example (Figure 3). Pay attention that for each algo-
rithm, there are three lines. The middle line shows the average result, while the upper 
and lower ones give the bounds for the 95% confidence interval. To obtain the results, 
for ROMS-DE, we draw a sample, which is the best-of-generation objective value, at 
the end of each generation. Since differential evolution implements elitism, the best-
of-generation value is also the best value seen so far. For ROMS-TP, we sample the 
external archive at the end of each step, resulting in two samples for each iteration. 
ROMS-TP's curve starts from the end of the first step, which is the start of the second 
step, of the first iteration. So the first drop shown by the curve, if any, is due to the 
second step, not the first.  

 
                                                           
4  For minimization problems, the robustness measure is to be minimized, which is the case in 

this work and somewhat counterintuitive. 
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Now, we focus on Figure 3. The curve of ROMS-DE is typical to an evolutionary 
algorithm. This is expected, since ROMS-DE is essentially an application of differen-
tial evolution. The curve of ROMS-TP is more interesting. A r decrease happens at 
the first iteration. After that, the curve descends slowly. Besides, a careful observation 
will reveal that decrease happens mostly in the second step of each iteration. This is 
seen in the alternating "drop, level-off, drop" pattern along sample points on the 
curve. Comparing the two curves, we see premature convergence in ROMS-DE. A 
general way to counteract premature convergence is to use a larger population, but it 
also slows done the convergence. Figure 4 shows the corresponding result on F10 (the 
second group). Being contrary to the previous result, starting from the first sample 
point, an alternating "level-off, drop, level-off" rather than "drop, level-off, drop" 
pattern is seen along the curve of ROMS-TP. In other words, decrease is mainly due 
to the first step in each iteration. The high multimodality, which is F10's most distinct 
feature, may be the reason behind this phenomenon. It makes the real-value optimiza-
tion involved in the second step more difficult, while having no direct impact on the 
first step. When the optimization effect is shifted from the second step to the first, the 
decrease is also more gradual. Without a dramatic decrease in the second step at the 
first iteration, ROMS-TP's performance is greatly weakened with a curve running 
always above that of ROMS-DE.  

Next, we discuss the results with varying  while  is fixed at 20. Again, the re-
sults can be clustered into two groups. On functions in the second group (F3, F6, 
F10), the picture doesn't change much for different  values. On F3 and F6, the re-
sults are similar to Figure 3, and on F10 the results are similar to Figure 4. Taking F1 
for example, Figure 5 shows typical results on the first group (F1, F2) as  increases. 
First, we see that the optimization process of ROMS-DE is less well developed (or 
less well converged) with a larger . Recall that the population size is set to 5 ×  ×   which increases with . So, a natural explanation for this observation is that 
with a larger population, an evolutionary algorithm just needs more fitness evalua-
tions to converge. For ROMS-TP, the following trend can be observed. With an in-
creasing , the optimization effect gradually shifts from the second step of each itera-
tion to the first. What follows is consistent with our previous observation made on the 
comparison between Figures 3 and 4. As the first step plays a more and more im-
portant role, descent of the optimization curve becomes more gradual, and without the 
remarkable decrease in the second step at the first iteration, ROMS-DE is catching up 
with ROMS-TP.  

Scalability,  = 2: Figure 6 gives the results of scalability test with respect to . 
The objective values are the final results obtained by the algorithms at a fitness evalu-
ation count of approximately 1e7. As we can see, ROMS-TP has better scalability on 
all test functions expect F10 where the opposite seems to hold somehow. Figure 7 
gives the results of scalability test with respect to . Overall, ROMS-DE has better 
scalability on all test functions with the exception of F10 where, again, the opposite 
seems to hold. We also notice that at the given fitness evaluation count, ROMS-TP 
generally has got a final result no worse than that of ROMS-DE for each ,  com-
bination on all test functions expect F10 where ROMS-DE has got the upper hand. 
The results on F10 are somehow abnormal when compared to the results on other test 
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functions. Since high multimodality is the most distinct feature of F10, we suspect 
that the degree of multimodality has an impact on the relative performance of the two 
algorithms. Specifically, ROMS-DE seems to be more suitable for handling highly 
multimodal functions. 

Optimization dynamics,  = 30: At a higher dimension  = 30, when  is fixed, 
the big picture looks similar with different  values and on different test functions. 
Figure 8 and 9 give the results corresponding respectively to Figure 3 and 4. Pay at-
tention that, for the ROMS-TP curve in the two figures, the fitness evaluation cost and 
objective value decrease of the first step are so low compared to those of the second 
step that the sample point for the second step is visually undistinguishable from the 
sample point for the first step in the next iteration; they just overlapped. Compared to 
results in 2 dimensions, the difference is mainly seen on F10. Here, F10 doesn't dis-
tinguish itself from other test functions, and the results are just like those on other 
functions without any particularity. The success of the second step may due to the 
increase in the population size, which according to our parameter settings (see Table 
3) is 5 × . When m is fixed, the dynamics of ROMS-TP basically remains the same 
for different  values while the optimization process of ROMS-DE is becoming more 
and more less well developed with increasing  due to an increasing population size 
(just like the case in 2 dimensions).  

Scalability,  = 30: Figure 8 gives the results of scalability test with respect to  
in 30 dimensions, which clearly show that ROMS-TP has better scalability. Figure 11, 
on the other hand, gives the results in terms of , and no clear scalability difference is 
observed. In 30 dimensions, ROMS-TP has always got a better final result on all  
experiments including the ones on F10, which is an exception in 2 dimensions. 

 

       Fig. 3. F1_12_2_2          Fig.4. F10_12_2_2             Fig.5(a) F1_20_2_2 

 

       Fig.5(b) F1_20_4_2         Fig.5(c) F1_20_6_2          Fig.5(d) F1_20_8_2 
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   Fig.5(e)  F1_20_10_2           Fig.6(a)  F1_ _2_2           Fig.6(b)  F2_ _2_2 

    

      Fig.6(c)  F3_ _2_2           Fig.6(d)  F6_ _2_2             Fig.6(e)  F10_ _2_2 

 

  Fig.7(a)  F1_20 _ _2           Fig.7(b)  F2_20 _ _2              Fig.7(c)  F3_20 _ _2 

 

     Fig.7(d)  F6_20 _ _2           Fig.7(e)  F10_20 _ _2        Fig.8  F1_12 _2 _30 

 

    Fig.9  F10_12 _2 _30           Fig.10(a)  F1_  _2 _30      Fig.10(b)  F2_  _2 _30 
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    Fig.10(c)  F3_  _2 _30      Fig.10(d)  F6_  _2 _30     Fig.10(e)  F10_  _2 _30 

   

     Fig.11(a)  F1_20 _  _30      Fig.11(b)  F2_20 _  _30   Fig.11(c)  F3_20 _  _30 

 
     Fig.11(d)  F6_20 _  _30       Fig.11(e)  F10_20 _  _30 

7 Conclusion 

To conclude, in this work, a new formulation for robust optimization is proposed. The 
goal is to optimize for a variety of environmental conditions which are modeled by a 
set of functions. Following a traditional robust optimization formulation, a single 
solution is sought to cope with all different conditions, which characterizes an ex-
tremely high robustness requirement. Since robustness and performance are generally 
two conflicting goals, this traditional formulation may fail with way too compromised 
performance is some applications. To address this issue, we propose a generalized 
formulation, namely robust optimization with multiple solutions, in which multiple 
solutions, are sought to cope with the conditions. Each solution serves some subset of 
the conditions and the whole condition set is covered by the solution set. By tuning 
the desired number of solutions, the balance between robustness and performance can 
be flexibly adjusted. 
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The formulation presents us a new kind of optimization problem with new difficul-
ty. To solve it, two fundamental observations revealing insights into the problem are 
first made. Observation 1 is about computing an optimal mapping from a given solu-
tion set, while Observation 2 is about computing an optimal solution set from a given 
condition set partition (or mapping in some sense). Based on the observations, two 
general approaches are then proposed. The first approach is by direct evolutionary 
optimization. Taking advantage of the first observation, the original mixed-integer 
optimization problem is reduced to a real-value one which is much easier to deal with. 
With a unified view on the two observations, an optimization loop is discovered. The 
second approach is built on the basic idea that optimization can be achieved by  
repeating this loop. Our proposed approaches apply to the robustness measure of  
average performance. 

With specific instantiations, denoted by ROMS-DE and ROMS-TP respectively, of 
the two approaches, an empirical study is performed. The experiments are done using 
various objective functions from CEC-05, with different problem parameters (number 
of conditions and desired number of solutions), and in different dimensions (2 and 
30). To introduce the notion of environmental parameters, the original objective func-
tions are parameterized with a shifting vector and an orthogonal matrix, which are 
randomly generated for each condition. According to the results, both algorithms have 
their wins and losses. To sum up, ROMS-TP has a better overall performance. As to 
future work, theoretical analysis of the proposed approaches is encouraged. We are 
also eager to see some real-world applications. 
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Abstract. This paper focuses on Artificial Bee Colony (ABC) algorithm which 
can utilize global information in the static environment and extends it to ABC 
algorithm based on local information sharing (ABC-lis) in dynamic environ-
ment. In detail, ABC-lis algorithm shares only local information of solutions 
unlike the conventional ABC algorithm. To investigates the search ability and 
adaptability of ABC-lis algorithm to environmental change, we compare it with 
the conventional two ABC algorithms by applying them to a multimodal prob-
lem with dynamic environmental change. The experimental results have  
revealed that the proposed ABC-lis algorithm can maintain the search perfor-
mance in the multimodal problem with the dynamic environmental change, 
meaning that ABC-lis algorithm shows its search ability and adaptability to  
environmental change. 

Keywords: Swarm intelligence, ABC algorithm, dynamic environment, local 
information sharing. 

1 Introduction 

Artificial bee colony (ABC) [1] algorithm designed by introducing the idea of intelli-
gent behaviors of honey bee swarm which is one of swarm intelligence and its algo-
rithm is effective algorithm for finding solutions in the context of to optimization. [1]. 
ABC algorithm is based on the intelligent behavior of honey bee swarm. The Signifi-
cant feature of this algorithm is a high search capability performance for multimodal 
problems by using simple common control parameters [3][4] (e.g., search perfor-
mance of ABC algorithm is better than PSO in Rastrigin function. Moreover, there are 
improvements to improve the performance of variety optimization problems. [5][6][7] 
This feature Advantage of high search performance in multimodal problems is ex-
pected to be effective exploring victims in disaster areas because many victims (cor-
responding to the peak of multimodal functions) are distributed in different places. 
Some researches show its effective by swarm in disaster relief. We revealed that the 
method using ABC algorithm for search and rescue is effectively in RoboCup Rescue 
simulation [8][9]. However, the original ABC algorithm was designed for focused on 
only static environments, meaning that it is hard to be applied to dynamic environ-
ments. To ward tackle dynamic environments, the modified ABC algorithm was  
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proposed in [2], but it cannot follow dynamic change in multimodal problems in the 
case of with a large number of local minima and its search performance decreases. 
This is because many bees converge to some of a few local minima and cannot ex-
plore track other local minima. 

To tackle this problems, this paper proposes the distributed ABC algorithm based 
on local information sharing (ABC-lis) for dynamic environment even when the num-
ber of local minima increases. Concretely, ABC-lis restricts communication among 
bees to only their close ones. This improvement enables bees to explore search all 
local minima and to follow dynamic change in multimodal function with a large num-
ber of local minima. To investigate the effectiveness the proposed method, we devel-
op a minimization problem of the multimodal function which has that is time-depend 
N peaks. In the problem, we compare three methods, (i.e., the original ABC algo-
rithm, the modified ABC, and ABC-lis). Besides, we verify that investigate whether it 
can always explore the global optimum which changes in time series can be always 
explored by the proposed method which aims at capturing all local minima. 

This paper is organized as follows. Section 2 describes the original ABC algorithm 
and then Section 3 describes the modified ABC algorithm for dynamic environment, 
and Section 4 proposes introduces ABC-lis as the proposed method., and Section 5 
describes shows the multimodal problem for of a dynamic environment, and for ex-
periment. Section 6 conducts the experiment and discusses their results. The conclu-
sions and future works are given described in Section 7. 

2 ABC Algorithm 

In ABC algorithm, the colony of bees consists of three groups of bees: employed bees, 
onlooker bees and scout bees. ABC algorithm regards food sources of bees as solu-
tions and discovers the most important food source as the optimal solution. The im-
portance of food sources is evaluated by objective function. In ABC algorithm, em-
ployed bees search food source where one employed bee corresponds to one food 
source, and each bee sends its evaluation to onlooker bees. Onlooker bees choose 
important food source according to evaluations sent from employed bees. If an em-
ployed bee judges the current food source have no prospect, the employed bee be-
comes a scout bee. A scout bee randomly chooses a new food source in search area.  

In ABC algorithm, the size of population is represented as N . Each food source is 
represented as  (i = 1,2, ⋯ , N ), which is D-dimensional vector,  and the fitness of 
each food source is represented as fit( ). D is the number of optimization parame-
ters. The main flow of the ABC algorithm is described below: 

─ Step0: Initialization 
At the beginning, the number of iterations C is set as zero, and employed bees are 
randomly placed in the search area. Each bee evaluates each food source (solution) 
and the highest evaluation value among those solutions is memorized as . In 
addition, the number of trials for each food source is trial = 0. 
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─ Step1: Employed bees phase 
In employed bees phase, the ith employed bee selects a candidate new solution  
from the periphery of the current solution . A candidate new solution is produced 
from the current one by using the following expression (1): 

 v = x + Φ x − x  (1) 

where k ∈ {1,2, ⋯ , } and j ∈ {1,2, ⋯ , } are randomly chosen indexes. And Φ is 
a random number between [−1,1]. If an evaluation of the candidate new solution is 
better than the current one (i.e., fit(v ) > (x )), the current solution is replaced 
with the new candidate (i.e.,  x = v ) and the number of trials is initialized (i.e., trial = 0). On the other hand, if an evaluation of the candidate new solution is worse 
than or equal to the current one (i.e., fit(v ) ≤ fit(x )), bee stay in the current place 
and the number of trials is increased by 1 (i.e., trial = trial + 1). This flow is sum-
marized as follows: 

 x = v  x         fit(v ) > (x ) ℎ  (2) 

 trial = 0 trial + 1        fit(v ) > (x ) ℎ    (3) 

─ Step2: Onlooker bees phase 
Next is onlooker bees phase. Onlooker bees search solutions to the potential ones that 
are obtained by employed bee phase. Concretely, ith onlooker bee  p  chooses a solu-
tion using roulette wheel selection with probability calculated by the following ex-
pression (2): 

 p = f ( )∑ f ( )N  (4) 

Solutions with a high evaluation value are frequently chosen by onlooker bees. A 
candidate new solution is produced by onlooker bees with the same way as the em-
ployed bees phase. 
─ Step3: Memorizing the best food source 
When the employed bees phase and the onlooker bees phase complete, the best food 
source is memorized. Concretely, if the highest evaluation value in the current itera-
tion, fit( ), is better than the best evaluation in the past iterations, fit( ) ,  is 
memorized as . Where  is the global optimal solution found by ABC algo-
rithm 
─ Step4: Scout bees phase 
If the number of trials of a solution reaches the maximum limit value, it becomes 
scout bee. Scout bees are randomly relocated to the search area. 
─ Step5: Repeating Step1 to Step4 
If the above steps complete, the number of iterations is updated, C = C + 1. And the 
ABC algorithm repeats Step1 to Step4 N  times. 
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3 ABC Algorithm for Dynamic Environment 

3.1 Modification of ABC Algorithm for Dynamic Environment 

The original ABC algorithm does not assume a dynamic environment that changes the 
value of the function. Because of this, it is not possible to follow the change in the 
evaluation value. To tackle this problem, Nishida proposed modified ABC algorithm 
that is adapted to dynamic environments without decreasing its search performance in 
a static environments [2]. Afterword, ABC algorithm with these modifications re-
ferred to as modified ABC. In the modified ABC algorithm, step1 and step3 of the 
original ABC algorithm are changed as follows: 

─ Step1’: Modified employed bees phase 
In original ABC algorithm, although the evaluation value of the candidate new solu-
tion fit( ) is calculated, the evaluation value of the current solution fit( ) is not 
recalculated in equation (2) and the value previously calculated is used. In static envi-
ronment, since the evaluation value do not change during searching process, it is not 
necessary to be recalculated. However, in dynamic environment, it is a possibility to 
change the evaluation value during searching process. For this reason, modified ABC 
algorithm always recalculates the evaluation value of the previous solution, which 
makes it possible to follow the dynamic changes. 
─ Step3’: Modified memorizing the best food source 
In dynamic environment, it is not necessary to hold the best solution through all time, 
because the best solution continuously changes during searching process. For this 
reason, modified ABC algorithm chooses the best solution from only current time at 
step3. In particular, the best solutions at current time  is always stored as the best 
solution without comparing it with . 

 
By the modification of the above two points, ABC algorithm can be adapted to the 

dynamic environment without decreasing the performance in a static environment.  

4 ABC Algorithm Based on Local Information Sharing 

The problem of modified ABC described in Section 3 is that all bees easily converge 
to a local optimum and cannot follow dynamic environmental change in multimodal 
problems with a large number of local optima. The cause of this problem is that all 
bees can communicate with each other. All bees move to one local minimum within 
to continue the search. As a result, modified ABC loses the global search ability in 
multimodal problem of a dynamic environment. In order to solve this problem, we 
propose a novel ABC algorithm that can follow dynamical environment change with-
out converge to a few local optima by restricting communication range among bees. 
Specifically, the limitation of communication range of bees is pre-defined by the Eu-
clidean distance, and bees can communicate bees within limited range. As a result, 
bees share information with only nearby bees and can search wide search space even 
in a dynamic environment. 
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4.1 The Proposed ABC Algorithm 

For the limitation of communication range among bees, we modify step1 and step2 of 
the modified ABC algorithm as follows: 

─ Step1”: Employed bees phase with limited communication 
In proposed employed bees phase, each employed bee shares information with bee 
within a pre-defined range d. Each bees has a circle of radius d centered at itself, and 
they can only share information with bees in the inside of its circle. Concretely, if any 
bees are within the range of the distance d from bee x ,  x  in equation (1) is select-
ed from them and a candidate new solution is calculated. On the other hand, if no bees 
are within the range of the distance d from bee x , a candidate new solution is ran-
domly calculated within the range of the distance d from the current solution. A can-
didate new solution in these two cases is calculated as shown in the equation (5): 

 v = x + Φ x − xx + Φd     ∃ ∈ , − <  ℎ  (5) 

where  is a set of solutions within the distance d around bee xi, . As a result, a 
candidate new solution v  are always produced within the range of the distance d 
from bee x . 

─ Step2”: Onlooker bees with limited communication 
In conventional ABC algorithms, all solutions can be selected by onlooker bees with a 
probability pi calculated with equation (4). However, since the proposed ABC algo-
rithm employs the limitation of communication range, a bee that has no bees within 
the range of the distance d from itself randomly searches around itself in step 1". For 
this reason, onlooker bees allocated to such food source are not selected. Concretely 
in step 2”, each onlooker bee is also allocated each food source, and the selection 
probability pi of onlooker bee  is calculate as equation (6). 

 = 0     ∃ ∈ , − <  ℎ  (6) 

where  is bee within distance d to bee  and   is a set of , X ∈ , while  
is calculated with equation (4). In equation (6), the selection probability of bees that 
are out of range of the distance d is set as zero. Then, an onlooker bee that is chosen 
by the roulette wheel selection according to the selection probability searches a food 
source. In other words, an onlooker bee shares information with only employed bees 
that are within its neighbors and explores a food source with high evaluation value. 

By these improvements, a global search performance in a static environment is 
limited, however, it is possible to search each local minimum in multimodal problem 
and to follow dynamic environmental changes. Afterword, our proposed ABC algo-
rithm with the modification described above is named as ABC algorithm based on 
Local Information Sharing (ABC-lis for short). Motion of bees in each step of ABC-
lis is shown in Fig.3, Fig.3 have almost the same meaning as Fig.1. The difference 
from Fig.1 is that bees only share information with other bee within distance d repre-
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5 Problem Description 

The proposed ABC-lis has an advantage in multimodal problem of a dynamic envi-
ronment in contrast to the modified ABC algorithm described in Section 3. In order to 
verify this advantage, we develop a minimization problem that is time-depend N 
peaks multimodal function as shown in equation (7). 

( , , ) = 1 − ∑ ∙ − ∙ + ∙
 (7) 

This function is composed of N local minima which are represented by a Gaussian 
function arranged at equal intervals on a circle of radius r  centered on the 
origin ( , ). Moreover, their local minima become a global minimum in the order by 
discrete time t increases. Time t increase by one value corresponds to the number of 
iterations (C = C + 1) increases. Magnitude of temporal changes is controlled by . 
The outline of a case of N = 10， r = 350， α = 0.01 in this function is shown in 
Fig.5. Nine valleys with height difference can be observed in Fig.5. In addition, a 
local minimum of another point is existed between two lowest (shallow) valleys. The 
shallow point is called pint1. Moreover, each local minimum counterclockwise from 
point 1 are called the 2-10 point. In addition, the transition of the global minimum 
solution and each local minimum are shown in Fig.6. In Fig.6, a bold line at bottom is 
shown the transition of the global minimum solution and other lines to draw a thin sin 
curve is transitions of local minima. 

 

Fig. 5. Outline of the function 



 Artificial Bee

Fi

6 Experiment 

6.1 Contents of Experim

To verify the effectiveness
algorithm, modified ABC, 
function ( , , ) descr

6.2 Evaluation Criteria

To evaluate three ABC algo
tion of the number of bee
validate the global search p
sition of the Euclidean dist
tion by algorithm ( ) an
evaluate the search perform

In all algorithms, the 100, limit = 40, and N =
ABC-lis is is set as d = 50N = 10， r = 350，α = 0
outline at that time is as sho

6.3 Experimental Resu

First, results of the original
(b) respectively show the di
 
 

0

0.2

0.4

0.6

0.8

1

0 100

va
lu

e 
of

 lo
ca

l m
in

point1
point5
point9

 Colony Algorithm Based on Local Information Sharing 

 

ig. 6. Transition of each local solution 

ment 

s of ABC-lis, we compare three methods, original A
and ABC-lis, in dynamic environment represented as 

ribed in Chapter 5.  

a and Parameter Setting 

orithms, we use two evaluation criteria. One is the distri
es for each local minimum of the function ( , , )
performance for temporal change. Another is the time tr
tance ( − ) between coordinates of best so
nd coordinates of true minimum point at the time (

mance of three algorithms. 
common parameters are employed, in detail, N= 2000. The shared area d that is specific parameter0. In function ( , , ), parameters are set as follo0.01. Transition of the values of the local minimum 

own in Fig.5and 6 of chapter 5.  

ults 

l ABC algorithm is shown in Fig.7 (a) ~ (d). Fig. 7 (a) 
istribution of solutions in the search space at the numbe

200 300 400 500 600 700

iteration C
point2 point3 point4
point6 point7 point8
point10 min

…

635 

ABC 
the 

ibu-) to 
ran-
olu-
) to 

S =
r of 

ows: 
and 

and 
er of  



636 R. Takano et al. 

iterations C = 500 and C = 2000, and axes in Fig.7 (a) and (b) represents two vectors 
axes in the search space. Fig. 7 (c) shows the number of solutions around 10 local 
minima. Horizontal axis represents iteration C and vertical axis represents the num-
ber of solutions around each minima in Fig.7 (c). The time transition of the Euclide-
an distance between coordinates of the best solution by algorithm and coordinates of 
true minimum point −  is shown in Fig.7 (d). Horizontal axis repre-
sents iteration C and vertical axis represents the Euclidean distance − in Fig7 (d). As shown in Fig.7 (a) and (b), it can be seen that the distribution 
of each bee (solutions) has changed notably at C=500 and C=2000. Moreover, ac-
cording to Fig.7 (c), the number of bees around each local optimum continuously 
change and is not stable. Besides, according to Fig.7 (d), it is indicated that ABC 
algorithm cannot follow the global minimum because the Euclidean distance be-
tween the searched best solution and the global minimum does not decrease. These 
results indicate that x  is stayed at one local optimum without searching other 
global solutions. 

Next, results of modified ABC algorithm is shown in Fig.8 (a) ~ (d), which have 
the same meaning as Fig.7 (a) ~ (d). As shown in Fig.8 (a) and (b), bees are evenly 
converged to each local minimum at C=500, however, at C=2000, they are converg-
ing to only one local minimum. Moreover, according to Fig.8 (c), all bees begin to 
converge to one local optimum after 1300 iterations, and all bees completely converge 
on the same local optimum (point10 in Fig.8 (c)) after 1500 iterations. Thus, as show 
in Fig.8 (d), modified ABC algorithm loses global search capability after about 1400 
iterations because all bees converge on one local minimum. These results indicate that 
the modified ABC algorithm decreases its search performance in a dynamic environ-
ment because of the convergence on single local optimum.  

Finally, the results of the proposed ABC-lis algorithms are shown in Fig.9 (a) ~ 
(d). These figures have the same meaning as Fig. 7 (a) ~ (d) and Fig. 8 (a) ~ (d). As 
shown in Fig.9 (a) and (b), bees are quickly gathered to each local minimum after 500 
iterations. In addition, bees converge on all local minimum at 2000 iterations. As 
show in Fig.9 (c), bees is gathered in each local minimum at about 300 iterations and 
it is maintained up to 2000 iterations. Moreover, the appropriate solution is always 
memorized as the optimal solution x , because bees are present in all local mini-
mums. Therefore, the high search performance can be always maintained as shown in 
Fig.9 (d). 

Thus, ABC algorithm as first of the three methods cannot follow the global mini-
mum. In addition, modified ABC as second of the three methods loses global search 
capability after about 1400 iterations. Other hand, in ABC-lis as third of the three 
method, it is possible to maintain the global search capability in multi-modal problem 
of a dynamic environment. 
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multimodal problem with dynamic environmental change, but also can increases the 
adaptability to dynamic environmental change global search performance, in compar-
ison with unlike the original and modified ABC algorithms; and lost global search 
ability in such environment. (2) The radius d for shared among bees information shar-
ing must be set to be smaller than the distance between local minima in the multimod-
al function. Because, if the radius d bigger than he distance between local minima, it 
is not impossible for bees to continue to capture all local minima by excessively large 
movement of bees. 

What should be noticed here is that these results have only been obtained from one 
multimodal function. Therefore, further careful qualifications and justifications, such 
as an analysis of results using other but types of functions, are needed to generalize 
our results. Such important directions must be pursued in the near future in addition to 
the following research: We will address the following works in near future: (1) Veri-
fication of the ABC-lis algorithm in other functions; (2) Improvement of the ABC-lis 
algorithm to find a new optimal solution that occurs after all bees converged to all 
local minima; and (3) Application of the ABC-lis algorithm for rescue agents to  
explore victims in disaster areas. 
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Abstract. Semi-supervised ranking is a relatively new and important
learning problem inspired by many applications. Motivated by the prior
work on regularization in semi-supervised learning, we introduce a lo-
cal smooth regularizer that can exploit the manifold structure of the
data to leverage the unlabeled data. The regularizer is general and can
be applied to any paired comparison ranking model. By minimizing the
pairwise loss subject to this regularization penalty based on the sequen-
tial ensemble learning framework, a semi-supervised regularized boosting
algorithm for ranking is derived. Each stage of boosting is fast and ef-
ficient. The proposed algorithm shares the same theoretical justification
and implementation effectiveness as in RankBoost. Experimental results
on benchmark datasets demonstrate that the proposed algorithm is ef-
fective and comparable to some other state-of-the-art algorithms.

Keywords: Learning to rank, Semi-supervised learning, Regularization,
Boosting.

1 Introduction

Learning to rank [1], a task that seeks to induce an ordering or preference rela-
tions over a set of objects, has been drawing increasing interest in the machine
learning community. Though much progress has been made in developing dif-
ferent algorithms for the ranking problem, the performance of ranking model
is strongly affected by the number of labeled training instances. The labeling
process is in general a time-consuming and a expensive task. To alleviate this
problem, it is preferable to integrate unlabeled data in the training base. We nat-
urally come to the semi-supervised paradigm which tries to construct reliable
models from a small amount of labeled data and a large amount of unlabeled
set.

The key component of semi-supervised learning [2] is a principle to connect the
structure of the unlabeled data with the function to be learned. In this paper,
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we formulate such a principle for ranking: similar items should have similar
rank scores. The principle is embodied in a local smooth regularizer that tries
to capture manifold structure in the data. The regularizer is general and is
closely related to the graph Laplacian manifold [3] regularizer. To minimizing the
combined loss, an efficient regularized boosting procedure is derived. We detail
the theoretical justification and conduct experiments to validate the proposed
algorithm.

The rest of the paper is organized as follows: Section 2 provides a brief litera-
ture review to the related work. In Section 3 we describe our regularized boosting
algorithm for semi-supervised ranking in details and we present the results of
our evaluation in Section 4. Finally, in Section 5 we conclude the paper and give
directions for future work.

2 Related Work

2.1 Semi-supervised Learning to Rank

In the semi-supervised ranking problem, a set of queries Q = {q1, q2, . . . , qm}
is given. Each query qi is associated with a list of documents di =
{di1, di2, . . . , di,n(qi)} and a list of labels yi = {yi1, yi2, . . . , yi,n(qi)} where
yij ∈ {r1, r2, . . . , rk} is the relevance level of dij and yij is only available for
the labeled items. Our task is to learn a function f(x;w) with parameters w
that ranks the documents for each query in the testing set.

Several methods have been developed for the task of semi-supervised ranking.
For example, Amini et al. [5] proposed an adaption of supervised RankBoost
[4] algorithm which builds the ranking function on the basis of two training
sets: one labeled and one unlabeled. First, the algorithm uses an unsupervised
method to initially assign relevance judgments to the unlabeled examples. Then
an extended version of RankBoost algorithm is developed to produce a scoring
function by optimizing the pair-wise loss function. Another line of work is the
extension of RankSVM [6] within the semi-supervised regularization framework.
Pan et al. [7] proposed Semi-RankSVM which is a combination of RankSVM and
graph Laplacian regularization trick that can exploit the neighborhood manifold
of the training data. The method adopts a large margin optimization approach
like the traditional RankSVM, and minimizes the pair-wise loss together with
a graph-based regularization term. Besides, M.szummer [10] proposed a semi-
supervised version of RankNet [9] by applying a preference regularizer favoring
that similar items are similar in preference to each other.

2.2 Boosting and RankBoost

Boosting is a general technique for improving the accuracies of machine learn-
ing algorithms. As a generic ensemble learning framework, boosting works by
sequentially constructing a linear combination of base learners that concentrate
on difficult examples, which results in a great success in supervised learning.
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Inspired by boosting algorithms for classification, Freund proposed an algo-
rithm for ranking called RankBoost, which works by combining weak rankings
into a single high accurate ranking. RankBoost [4] optimize an exponential loss
which is the upper bound of the ranking error, and improves the accuracy of the
ranking function iteratively. The notations introduced are explained as below.
f(x) is the ranking function to be learned which is assumed to be a weighted

sum of the weak rankers as f =
∑T

t=1 αtht. Dt is the distribution over the train-
ing data constructed by a set of preferences. The pseudo code of RankBoost
algorithm is shown in Algorithm 1.

Algorithm 1: RankBoost

Input: training data χ : a set of preferences (x0 � x1).
• Initialize D1.

For t = 1, . . . , T

• Create weak ranker ht using distribution Dt .

• Choose αt ∈ R.

• Update Dt+1

Dt+1(x0, x1) =
Pt(x0,x1) exp (αt(ht(x0)−ht(x1)))

Zt

where Zt =
∑

x0,x1
Dt(x0, x1) exp (αt(ht(x0)− ht(x1)))

Output : f(x) =
∑T

i=1 αtht(x).

3 Our Method

As a generic framework, regularization has been used in semi-supervised learn-
ing to exploit unlabeled data by working on well-known semi-supervised learning
assumptions. we introduce a regularizer that exploits the local smoothness con-
straints among data. Furthermore, we derived an efficient boosting algorithm to
minimized the augmented cost.

3.1 Semi-supervised Regularization

Given two sample x0, x1, we define a loss which forces an agreement if the two
samples are similar.

R(x0, x1) := S(x0, x1) cosh (f(x0)− f(x1)) (1)

where S(x0, x1) = exp(− ||x0−x1||2
σ2 ) σ is the scale parameter which will be de-

terminated in the experiment section ), cosh (x) = 1
2 (e

x + e−x). Since cosh(x) is
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a symmetric function which has its minimum at x = 0, it measures the incon-
sistency between the responses and the similarity measurement. Summing up
over all instance pairs, we get the penalty term R(f,D), which will be used as
regularization term for unlabeled data. As we will see below, such a exponential
penalty facilitates the derivation of boosting based algorithms.

R(f,D) =
∑

x0,x1

R(x0, x1)

=
1

2

∑

x0,x1

S(x0, x1) exp (f(x0)− f(x1)) +
1

2

∑

x0,x1

S(x0, x1) exp (f(x1)− f(x0))

=
∑

x0,x1

S(x0, x1) exp (f(x0)− f(x1)) (2)

The last step of the derivation holds since S(.) is a symmetric function,so∑
x0,x1

S(x0, x1) exp (f(x0)− f(x1)) =
∑

x0,x1
S(x1, x0) exp (f(x0)− f(x1)).

Then from the commutative law of addition, it is easy to check the following holds
when x0 and x1 come form the same set.

∑
x0,x1

S(x1, x0) exp (f(x0)− f(x1)) =∑
x0,x1

S(x0, x1) exp (f(x1)− f(x0)).

3.2 Regularized Boost Algorithm

Let us denoteI1 =
⋃

q{(i, j)|xi, xj belong to the same query q, and ri < rj}and
I2 =

⋃
q{(i, j)|xi, xj belong to the same query q }. The combined loss function

for ranking problem is shown as below. The parameter λ is a trade-off factor to
control the importance of the two parts which can be selected by cross-validation
routine.

L(f,D) =
1

|I1|
∑

(x0,x1)∈I1

exp (f(x0)− f(x1))

+
λ

|I2|
∑

(x0,x1)∈I2

S(x0, x1) exp (f(x0)− f(x1))

=
∑

I1

P (x0, x1) exp (f(x0)− f(x1))

+λ
∑

I2

Q(x0, x1) exp (f(x0)− f(x1)) (3)

To solve the related minimization problem, we consider the case when the
final ranking f is a weighted sum of the weak rankers as f =

∑T
t=1 αtht. In the

following theorem, the ranking loss of f is reformulated as products of loss Zt of
every single weaker ranker ht. This theorem also provides guidance in choosing αt

and in designing the weak learner as discussed below. The algorithm minimizing
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Zt at each step of boosting.

Zt = ZP + λZQ

=
∑

x0,x1

P (x0, x1) exp ((f(x0)− f(x1)))

+λ
∑

x0,x1

Q(x0, x1) exp ((f(x0)− f(x1)) (4)

Theorem 1. For any set of αt and ht,the ranking loss of f =
∑T

t=1 αtht can
be rewrite as below.

L(f,D) =

T∏

t=1

Zt (5)

Proof. Unraveling the update rule, we have that

PT+1(x0, x1) =
P (x0, x1) exp(f(x0)− f(x1))∏

t Zt
(6)

QT+1(x0, x1) =
Q(x0, x1) exp(f(x0)− f(x1))∏

t Zt
(7)

L(f,D) =
∑

x0,x1

P (x0, x1) exp (f(x0)− f(x1))

+λ
∑

x0,x1

Q(x0, x1) exp (f(x0)− f(x1))

=
∑

x0,x1

PT+1(x0, x1)
∏

t

Zt + λ
∑

x0,x1

QT+1(x0, x1)
∏

t

Zt

= (
∑

x0,x1

PT+1(x0, x1) + λ
∑

x0,x1

QT+1(x0, x1))
∏

t

Zt =
∏

t

Zt (8)

Algorithm 2: Our derived algorithm

Input: training data χ
I1 =

⋃
q{(i, j)|xi, xj belong to the same query q, and li > lj}

I2 =
⋃

q{(i, j)|xi, xj belong to the same query q }.

• Initialize P1(x0, x1) =
1

|I1| over I1 and Q1(x0, x1) =
S(x0,x1)

|I2| over I2.

For t = 1, . . . , T

• Create weak ranker ht with distribution Pt and Qton training data.

• Choose αt αt =
1
2 ln

1+rt+λ(1−rt
′)

1−rt+λ(1+rt′)

•Update Pt+1 and Qt+1



648 Z. Miao et al.

Pt+1(x0, x1) =
Pt(x0,x1) exp (αt(ht(x0)−ht(x1)))

Zt

Qt+1(x0, x1) =
Qt(x0,x1) exp (αt(ht(x0)−ht(x1)))

Zt

where Zt = ZP + λZQ

ZP =
∑

x,x1
Dt(x0, x1) exp (αt(ht(x0)− ht(x1)))

ZQ =
∑

x0,x1
Wt(x0, x1) exp (αt(ht(x0)− ht(x1)))

Output ranking model : f(x) =
∑T

i=1 αtht(x).

3.3 Choosing αt and Criteria for Weak Learners

Considering that weak ranker range from 0 to 1, we can utilize the following
Equation to determine αt.

eαx ≤ (
1 + x

2
)eα + (

1− x

2
)e−α (9)

Equation (9) holds for all real α and x ∈ [−1, 1]. Thus we can approximate
ZP and ZQ by

ZP ≤
∑

x0,x1

P (x0, x1)× [(
(1 + h(x0)− h(x1))

2
)eα + (

1 + h(x1)− h(x0)

2
)e−α]

= (
1− r

2
)eα + (

1 + r

2
)e−α (10)

ZQ ≤
∑

x0,x1

Q(x0, x1)× [(
(1 + h(x0)− h(x1))

2
)eα + (

1 + h(x1)− h(x0)

2
)e−α]

= (
1− r′

2
)eα + (

1 + r′

2
)e−α (11)

where
r =

∑

x0,x1

P (x0, x1)((h(x1)− h(x0))) (12)

r′ =
∑

x0,x1

Q(x0, x1)((h(x0)− h(x1))) (13)

We get the following equation by combining Equation (10) with Equation (11)

Z ≤ (
1− r

2
)eα + (

1 + r

2
)e−α + λ[(

1 + r′

2
)eα + (

1− r′

2
)e−α]

=
1− r + λ(1 + r′)

2
eα +

1 + r + λ(1 − r′)
2

e−α (14)

where αt =
1
2 ln

1+r+λ(1−r′)
1−r+λ(1+r′) , r, r

′ ∈ [−1, 1], the right hand side of Equation can

be minimized. Equation (6) can be transferred to the following inequality:

Z ≤
√
(1 + λ)2 − (λr′ − r)2 (15)

In order to minimize Z , all we need to do is to maximize |λr′ − r| , which
can be achieved by training a proper weak ranker h similarly as in RankBoost.
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4 Experiment

4.1 Experiment Setup

In this section, we present an empirical evaluation of our semi-supervised rank-
ing algorithm. The proposed algorithm Reg-RankBoost was compared with two
representative semi-supervised ranking algorithm Semi-RankBoost [5], Semi-
RankSVM [7] to validate our approach.

The experiments are conducted on MQ2008-semi(Million Query track) and
OHSUMED datasets. The MQ2008-semi dataset [13] is public available bench-
mark data collections for research on semi-supervised learning to rank. There
are about 2000 queries in this dataset. The OHSUMED dataset [14] consists
of 106 queries with 25 features extracted from the on-line medical information
database. For the OHSUMED dataset, we reduce the amount of available labeled
data in the training set by forming a 10% random sample of all the labels for
each query to imitate the case of limited labels. Both datasets were split in five
folds with a 3:1:1 ratio for training, validation and testing. The results reported
in this section are average results over multiple folds.

As to evaluate the performance of ranking models, we use Normalized Dis-
counted Cumulative Gain (NDCG) as evaluation measures. Given a query qi,
the NDCG score at position n in the ranking list of documents can be calculated
by the equation as follows. Here r(j) is the rating of the jth document in the
list and Zn is the normalization constant.

NDCG@n = Zn

n∑

j=1

2r(j) − 1

log(1 + j)
(16)

4.2 Experiment Results

There are two learning parameters to be tuned in our algorithm: scale parameter
σ and trade-off factor λ. We typically set the scale parameter to 10 to 20 percent
of the range of the distance between examples, as suggested in many experiments.
The trade-off factor λ in the loss function varied from 0 to 1 with a step of 0.05,
and the best value on the validation set was chosen. The averages result across
the 5 folds are summarized in the following table.

The results show that a great improvement was made in terms of the NDCG
measure for both of the two datsets. This indicates that our proposed algorithm
is comparable to the two baselines.

Table 1. NDCG@n Measures on the MQ2008-Semi Collection

Algorithm NDCG@1 NDCG @3 NDCG @5 NDCG @ 7 NDCG @ 10

Semi-RankBoost 0.463 0.455 0.449 0.412 0.430
Semi-RankSVM 0.495 0.420 0.416 0.413 0.414
Reg-RankBoost 0.473 0.467 0.415 0.427 0.437
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Table 2. NDCG@n Measures on the OHSUMED Collection

Algorithm NDCG@1 NDCG @3 NDCG @5 NDCG @ 7 NDCG @ 10

Semi-RankBoost 0.501 0.483 0.431 0.459 0.426
Semi-RankSVM 0.482 0.471 0.402 0.453 0.434
Reg-RankBoost 0.523 0.462 0.446 0.474 0.432

5 Conclusion and Future Work

In this paper, we have proposed a semi-supervised boosting algorithm for rank-
ing with unlabeled data. Based on the principle that similar documents should
have similar scores closely given a query, we formulate a local smooth regular-
izer, and plug it into the supervised ranking model. Furthermore, we derived an
efficient boosting procedure to training the model. Both theoretical analysis and
experimental results demonstrate the effectiveness of our algorithm. For future
work, we are working on understanding important aspects of the algorithm, in
particular, generalization, error bounds, convergence and local minima.
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China under Grant 2011CB707006, the National Natural Science Foundation of
China under Grant 61175065, the Program for New Century Excellent Talents
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Abstract. With the development of X-ray, CT, MRI and other med-
ical imaging techniques, doctors and researchers are provided with a
large number of medical images for clinical diagnosis. It can largely im-
proves the accuracy and reliability of disease diagnosis. In this paper,
the method of brain CT image classification with Deep neural networks
is proposed. Deep neural network exploits many layers of non-linear in-
formation for classification and pattern analysis. In the most recent lit-
erature, deep learning is defined as a kind of representation learning,
which involves a hierarchy architecture where higher-level concepts are
constructed from lower-level ones. The techniques developed from deep
learning, enriched the main research aspects of machine learning and ar-
tificial intelligence, have already been impacting a wide range of signal
and information processing researches. By using the normal and abnor-
mal brain CT images, texture features are extracted as the characteristic
value of each image. Then, deep neural network is used to realize the CT
image classification of brain health. Experimental results indicate that
the deep neural network have performed well in the CT images classi-
fication of brain health. It also shows that the stability of the network
increases significantly as the depth of the network increasing.

Keywords: Deep neural network, Texture analysis, Gray level
co-occurrence matrix (GLCM).

1 Introduction

With the emergence of the big digital image data, the development of image re-
trieval and image pattern recognition technology grows very fast. In recent years,
image recognition technology is widely used in bioinformatics, medical engineer-
ing, military, meteorology, aerospace and other fields. Especially in the assisting
medical diagnosis. With the sustained development of X-ray, CT, MRI and other
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medical imaging techniques, doctors and researchers are provided with a large
number of medical images for clinical diagnosis. It can improve the accuracy
and reliability of clinical diagnosis of diseases. Nevertheless, manual classifica-
tion of these huge number of images is a challenging and time-consuming task.
Therefore, achieving computer aided diagnosis can help to increase diagnostic
approaches so as to reduce the rate of misdiagnosis. Thus, an automatic or semi-
automatic classification method by computer has played an important role in
assist clinical diagnosis.

Image features can be reflected in many aspects, such as texture, color, shape,
spatial relations, etc. They can reflect the subtle difference in varying degree.
Therefore, different selections of image features will result in different classifi-
cation decisions [4][12]. Texture is a description of the gray spatial distribution.
Most medical images have good texture features. Changes of medical image tex-
ture features can indirectly reflect the health of the organ. Thus, image texture
is always used in feature extraction of medical images so as to complete image
segmentation or image classification. As early in 1972, scientists successfully dis-
tinguished the normal and abnormal lung through the texture analysis method.
Nowadays, texture analysis can be divided into four classes, namely statistics,
structure, model and spectrum method. Among them, GLCM (Gray-level Co-
occurrence Matrix) of statistics is widely used.

In order to realize an automatic or semi-automatic classification, we should
construct an appropriate classifier. At present, the classifier can be divided into
three classes. Firstly, the method based on statistics, such as Bayesian method
and SVM (Support Vector Machine). Secondly, the method based on rule, such as
decision tree and rough sets. Thirdly, ANN (Artificial Neural Network). Neural
networks has been widely applied to image processing research, such as Hopfield
neural networks can be used for unsupervised pattern classification of medical
images [10]. In spite of various neural network models, the most widely used
network is BP (Back propagation) neural network model.

Back-propagation (BP) neural networks have been a well-known deep neural
network. Feed-forward neural networks or multi-layer perceptions(MLPs) with
many hidden layers is a basic kind of deep neural networks (DNNs). Back propa-
gation is a very popular neural network learning algorithm because it is concep-
tually simple, computationally efficient [1]. It is based on local gradient descent
[3][7][9], and starts usually at some random initial points. However, it is assumed
that back-propagation with small number of hidden layers alone did not work
well in practice [2]. Using hidden layers with many neurons in a DNN can signif-
icantly improve the power of the DNN and create many optimal configurations.
Even if the network is trapped into a local optimum, the resulting DNN can still
perform quite well. It is assumed that because the small number of neurons are
used in the network, the chance of having a local optimum becomes lower [13],
[14]. Then, the network can have better computational power by using deep and
wide neural architecture during the training process.

In this paper, we take normal and abnormal brain CT images as data sources.
Then, the classification of brain CT images is realized by using deep neural
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network. The paper is organized as following. In Section 2, the model of DNN is
given. In Section 3, the method of the classification of brain CT images is given
in detail. Then, the experiments and discussion based on the proposed method
are given in Section 4. Finally, the conclusion is given in Section 5.

2 Deep Learning Neural Networks

At beginning, deep learning is focused on the digit image classification problem
[6]. The latest records of image classification are still held by deep networks. It
is claimed that the new method for the unconstrained data works well by using
a convolutional architecture [5], and the state-of-the-art for the knowledge free
data also have a good results[11]. In the last few years, deep learning has made
rapid progress in object recognition in natural images [8].

The network analysis in this paper is primarily presented in the classical
multi-layer neural networks with gradient-based learning [15]. The simplest form
of the deep network is shown as follows. Every network implements a function
like Zn = Fn(Wn, Zn−1), where Zn−1 is a input vector, Wn is the connection
matrix, and Zn is a vector that represents the output of the network. Then, the
partial derivatives of Ep with respect to Wn and Zn−1 can be computed using
the backward recurrence if the partial derivative of Ep with respect to Zn is
known.

∂Ep

∂Wn
=

∂F

∂W

∂Ep

∂Zn
(1)

∂Ep

∂Zn−1
=

∂F

∂Z

∂Ep

∂Zn
(2)

where ∂F
∂W and ∂F

∂Z are the Jacobian of F with respect to W and the Jacobian of
F with respect to Z respectively evaluated at the point (Wn, Zn−1). From layer
N to layer 1, all the partial derivatives of the cost function with respect to all
the parameters can be computed from the above equations.

The multi-layer neural network used in this paper is a special case of the
above system where alternated layers of matrix multiplications and component-
wise sigmoid function are used.

Yn = WnZn−1 (3)

Zn = F (Yn) (4)

where Wn is a connection matrix. F is a vector function that applies a sigmoid
function and Yn is the vector of weighted sums.

The back-propagation equations are obtained by using the chain rule to the
equation above:

∂Ep

∂yin
= f ′(yin)

∂Ep

∂zin
(5)
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∂Ep

∂wij
n

= zjn−1

∂Ep

∂yin
(6)

∂Ep

∂zkn−1

=
∑

i

wik
n

∂Ep

∂yin
(7)

The above equations can also be written in matrix form:

∂Ep

∂Yn
= F ′(Yn)

∂Ep

∂Zn
(8)

∂Ep

∂Wn
= Zn−1

∂Ep

∂Yn
(9)

∂Ep

∂Zn−1
= WT

n

∂Ep

∂Yn
(10)

The gradient descent algorithm is as follows, where η is a scalar constant, a
proper choice of it is important:

W (t) = W (t− 1)− η
∂E

∂W
(11)

3 The Method

3.1 Image Preprocessing

Image preprocessing is an essential step of image classification, which has a great
impact on subsequent steps. In this paper, two preprocessing techniques are used.
The details will as follows.

Texture features do not require color information, thus, it is necessary to
change a colorful image into a grayscale image. In this paper, the gray value can
be computed by the weighted average method.

P =
0.3R+ 0.59G+ 0.11B

3
(12)

Thus, the value can represent a pixel information so as to reduce the amount
of computation by using gray skills. Simultaneously, gray image is the base of
GLCM. Then, in order to reduce the amount of calculation, we can lose some
gray information so as to make the image compression. In this paper, the image
are compressed to different levels, such as 8, 16 and 32 gray levels.
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3.2 Feature Extraction by Texture Analysis (GLCM)

Feature extraction is the technique of extracting specific features, which can re-
flect the differences between two classes. These features should make within-class
similarity is maximized and between-class similarity is minimized. Gray-level Co-
occurrence Matrix (GLCM) based on the second conditional probability density
function is currently the most popular statistical method. Therefore, GLCM is
widely used in image texture analysis because of simple principle and rich infor-
mation. GLCM can reflect the spatial relationship of the images. We can calcu-
late these following features through GLCM : Energy, Contrast, Homogeneity,
Correlation, Entropy, Variance, Maximum probability, Sum average, Sum vari-
ance, Sum entropy, Difference variance, Difference entropy, Cluster prominence,
Cluster shade and so on. Out of these features, there are 4 main features are
taken in this paper. Energy is the sum of squared elements in the GLCM. It can
reflect the thickness and uniformity of image texture.

ASM =
∑

i

∑

j

P (i, j)2 (13)

Entropy is a measure of randomness. Entropy can reflect the randomness and
complexity of image texture. It is maximized when image is most random and
complex.

ENT = −
∑

i

∑

j

P (i, j)logP (i, j) (14)

Contrast is a measure of the intensity contrast between a pixel and its neighbor
over the whole image. It can reflect the definition and details of image texture.

CON =
∑

i

∑

j

(i− j)2P (i, j) (15)

Homogeneity is the measure of local homogeneity. It can reflect the regularity of
image texture.

IDM =
∑

i

∑

j

P (i, j)

1 + (i− j)2
(16)

In this paper, four GLCM features are calculated per image in four directions
0, 45, 95, 135, but only choose 0 direction in order to simplify the calculation.

3.3 Classification with Deep Neural Network

The data for classification is four GLCM features (Energy, Entropy, Contrast,
and Homogeneity) from the images of 8, 16, 32 levels.

Before training the deep neural network, the data should be normalized. Nor-
malization is a kind of data preprocessing, it can make the data mapped to the
specific range such as [0, 1] so that the influence between the dimensions can be
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eliminated, and it also can make a better convergence of the network. In this
paper, normalization is based on linear function.

y =
x−Min

Max−Min
(17)

where, x is the original value, y is the normalized value. Max and Min are defined
as the maximum value and minimum value of the data.

While training network, database is randomly divided into two parts in every
times, 8 samples per group of 7 is selected as training samples, 1 sample for
testing. Thus, 14 samples for training, 2 samples for testing. Each image is rep-
resented by four GLCM features (Energy, Entropy, Contrast, and Homogeneity).
The classification result of the sample is taken as the output of network. 0 rep-
resents normal samples, and 1 represents abnormal samples. Thus, the number
of output linguistic value is one in this paper. The network selects 1 and 2 layer
as the network architecture, each hidden layer has 4, 9 or 14 hidden nodes.

About the activation function selection, hyperbolic tangent function (y =
tanh(x)) is taken in hidden layer, and sigmoid function (y = 1/(1 + e − x)) is
taken in out layer. The maximum convergence time is set to 50000, the global
error limit is set to 0.001, the coefficient of inertia item is set to 0.5, and the
step length is set to 0.1. The initial link weights are set to random numbers in
the range of [−1, 1].

In order to ensure the reliability and validity of training results, a new network
is trained based on a new training set by a random algorithm. Through building
the deep neural network repeatedly, we can eliminate the influence of special
individual network to obtain the universal conclusion.

In this paper, we build 100 different networks, so as to obtain the average
value of classification results. In one network, 14 samples are used to train the
network. Then, the last 2 samples (one normal sample and one abnormal sample)
input to the trained network just for testing.

  

Fig. 1. Sample Data Set (left is normal, right is abnormal)



Brain CT Image Classification with Deep Neural Networks 659

4 Experiments and Discussion

4.1 CT Image Database

The database consists of normal and abnormal brain CT images. One normal
and one abnormal CT image are shown in figure 1. The CT image data is shown
in figure 2, which includes normal and abnormal images.

Fig. 2. Database: normal and abnormal brain CT images

4.2 Experiments and Analysis

In this paper, four GLCM features are calculated in four directions 0, 45, 95, 135,
but only choose 0 direction in order to simplify calculation. Table 1 shows differ-
ent features with the increase of gray level. It is shown that Contrast increased
very quickly. It can reflect the image clarity very well. Thus, the Contrast of
non-compressed image is highest. Based upon this value normal and abnormal
brain can be differentiated.

Table 1. Features in different levels of the image shown in the left of the figure 1

Level Energy Entropy Contrast Homogeneity

8 0.4081878327 1.6661832108 2.0241771449 0.8834638442

16 0.3933533769 2.0478428541 8.9612533900 0.8324324920

32 0.3822330092 2.5023452181 37.549024593 0.77372162489

64 0.3706997971 3.0017046171 153.32908037 0.72012707619

128 0.3615409433 3.5037284921 618.92370870 0.68035517139

256 0.3563695959 3.9660440318 2486.6853658 0.65421012006

We take 8, 16, 32 levels to realize the classification. From table 2, it is easy
to see that when the grayscale of CT images are compressed into 8 levels, the
accuracy of the classification result on normal class is slightly lower than the
accuracy of abnormal class. According to the 10 sets of testing results above, the
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Table 2. Classification results with 8 levels compression

Average Accuracy (%)

normal 66.5

abnormal 76.3

average accuracy of normal class is equal to 66.5%, and the average accuracy of
abnormal class is equal to 76.3%. There is a slight deviation of accuracy between
two classes.

From table 3, we can see that when the grayscale of CT images are compressed
into 16 levels, the accuracy of the classification result on normal class is nearly
equal to the accuracy of abnormal class. According to the 10 sets of testing
results above, the average accuracy of normal class is equal to 81.5%, and the
average accuracy of abnormal class is equal to 86.3%. The classification efficiency
is better than it is shown in table 2 and the deviation of accuracy between two
categories is very small.

Table 3. Classification results with 16 levels compression

Average Accuracy (%)

normal 81.5

abnormal 86.3

In table 4, when the gray scale of CT image are compressed into 32 levels,
the accuracy of the classification results on normal class is apparently higher
than the accuracy of abnormal class. According to the 10 sets of testing results
above, the average accuracy of normal class is equal to 69.2%, and the average
accuracy of abnormal category is equal to 50.6%. The classification accuracy is
largely decreased and there is a big deviation of accuracy between two categories.

Table 4. Classification results with 32 levels compression

Average Accuracy (%)

normal 69

abnormal 50.6

Next, we will show the experimental results respectively based on different
hidden nodes in 16 levels according to the method described above through 10
sets of testing data. From table 5, it can be seen that when the hidden nodes
of network is variant, the deviation of the average accuracy of the classification
results is small in this database. According to the 10 sets of testing results above,
the average accuracy of 4 hidden nodes is equal to 82.2%, the average accuracy
of 9 hidden nodes is equal to 83.9% and the average accuracy of 14 hidden nodes
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is equal to 83.95%. At the same time, the results of network with 14 hidden
nodes are volatile, and the network training costs much more time. Therefore,
the 9 hidden nodes is chosen because of the moderate time and accuracy, which
is shown in table 5.

From table 6, it can be seen that there exists some differences between two
kinds of the classification results when the number of hidden layers is variant.
According to the 10 sets of testing results, the average accuracy of the network
with 1 hidden layer is equal to 83.9%, however, the average accuracy with 2
hidden layers is only 75.5%. That is to say, as the depths of the network is
increased, the classification accuracy do not be improved in such cases.

Table 5. Classification results with 16 level compression and different hidden nodes

Hidden Nodes Average Accuracy (%)

4 82.2

9 83.9

14 83.95

Table 6. Classification results with 16 level compression and different hidden layers

Hidden Layers Average Accuracy (%)

1 83.9

2 75.5

5 Conclusion

In this paper, we proposed a method to classify the brain CT images. Deep neural
network is employed in this method, in which datasets are randomly divided into
training sets and testing sets. Experimental results illustrate that the deep neural
network have performed well in the CT images classification of brain health.
Moreover, it also shows that the stability of the network increases significantly
as the depth of the network increasing, however, the average accuracy of the
classification can not be improved relatively.
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Abstract. A Kriging based genetic algorithm (GA) was employed to
optimize the parameters of the operating conditions of plasma actuators
(PAs). In this study, the lift maximization problem around a circular
cylinder was considered. Two PAs were installed on the upper and the
lower side of the cylinder. This problem was similar to the airfoil design,
because the circular has potential to work as airfoil due to the control
of flow circulation by the PAs with four design parameters. The aero-
dynamic performance was assessed by wind tunnel testing to overcome
the disadvantages of time-consuming numerical simulations. The devel-
oped optimization system explores the optimum waveform of parameters
for AC voltage by changing the waveform automatically. Based on these
results, optimum designs and global design information were obtained
while drastically reducing the number of experiments required compared
to a full factorial experiment. An analysis of variance and a parallel co-
ordinate plot were introduced for design knowledge discovery. According
to the discovered design knowledge, it was found that duty ratios for two
PAs are an important parameter to create lift.

Keywords: Plasma actuator, Genetic algorithm, Efficient global opti-
mization, Experimental evaluation

1 Introduction

Plasma actuators (PAs, shown in Fig. 1) are flow control devices that utilize
atmospheric pressure discharge [10][11][12][13]; they have gained attention in
recent years, because their advantages of being fully electronically driven with
no moving parts and having a simple structure and a fast response are potentially
ideal for application to subsonic flow control. In [11], the drag around an airfoil
can be reduced with installing PAs on the airfoil. In [16], the aerodynamic noise
from the cylinder model could be reduced by PAs. Thus, PAs have remarkable
benefits for the future aircraft design. Such active flow control devices have also
potential to control of the circulation around arbitrary objects and produce the
lift-creating object even if it is not airfoil geometry.

c© Springer International Publishing Switzerland 2015 663
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In this study, the design problem is defined as the optimization of lift creation
via flow circulation controlled by the PAs. A circular cylinder model is used as
a model and two PAs are installed. A genetic algorithm (GA)-based efficient
design technique was employed with wind tunnel testing to efficiently find the
optimum designs. Through the design case, the applicability of the present wind
tunnel testing to the multi-parameter design problem was also investigated.

Design problems are often solved by GAs based on numerical simulation,
such as computational fluid dynamics (CFD) [7][15]. However, there are several
difficulties with solving the flow field around PAs. First, the accuracy of existing
simulation methods is still insufficient. Second, the computational cost is very
high for design techniques such as GAs. Several days are needed to acquire the
results for each case, whereas the actual flow physics finishes in a few seconds.

To reduce the experimental cost, Kriging surrogate model was applied to rep-
resent the input/output relationship in the experimental data. This optimization
technique, which is called efficient global optimization (EGO) [1][4], enables the
optimization of global parameters in a small number of experiments while si-
multaneously obtaining information on the design space. The EGO based on
Kriging surrogate model can find efficiently near-global optimum. In [6], the
three-element high lift airfoil has been designed using the time-consuming high-
fidelity flow solver. This case has been efficiently solved using EGO with reducing
total design cost. The EGO has been also applied to three-dimensional designs
of future aircraft such as a blended-wing-body [5] and a supersonic transport
[8]. The EGO is used to find the optimum installation condition of the nacelle
chine which installed on the engine nacelle to improve low speed performance of
an aircraft in the large scale wind-tunnel [9]. In previous studies, design tables
were manually updated because model geometries and configurations were also
changed manually.

In this study, Kriging surrogate model based GA performs optimization dur-
ing a wind tunnel experiment in real time. The design system is automated
developing the interface between the optimization and the wind tunnel testing.

2 Overview of Active Flow Control by Means of Plasma
Actuator

In this research, a PA consisting of an exposed electrode and insulated electrode
was used[13]. A nonconductor was placed between the two electrodes, and AC
voltage was applied. Fig. 1 shows the setup; this type of PA is called a single
dielectric barrier discharge (SDBA) PA. The flow around the PA can be con-
trolled by changing the number and location of PAs and the waveform of the
AC voltage. Thus, the optimal technique for solving the design problem has to
handle many parameters to acquire the best flow control.

Generic home-style AC voltage has a waveform with a constant frequency.
However, several studies have reported that pulse width modulation (PWM)
is effective for flow control of PAs. PWM is a drive system that turns the AC
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Fig. 1. Schematic of plasma actuator

voltage on or off, as shown in Fig. 2. The frequency of on/off is defined as the
”modulation frequency” and is expressed by following equation:

fmod =
1

T1
[Hz] (1)

where T1 is the time of one cycle and T2 is the time the AC voltage is on. The
ratio of T2 to T1 is defined as the duty ratio, which is an important parameter
for PWM. The duty ratio is expressed by the following equation:

Dcycle = 100
T2

T1
[%] (2)

In this study, fmod was generated from the base frequency fp as follows:

fmod =
fp

20xm
[Hz] (3)

Equation 3 shows that T1 is defined by multiples of the time of base frequency
1/fp. Namely, fmod is determined by xm. In this study, xm and Dcycle were
considered to be design variables.

Fig. 2. Power supply by means of pulse width modulation (PWM)
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3 Design Method: Efficient Global Optimization

3.1 Efficient Global Optimization (EGO)

The optimization procedure (Fig. 4) for PA design consists of the following
steps. First, N design samples are selected by Latin hypercube sampling (LHS)
[1][4][6][9], which is a space filling method, and then assessed for the construction
of an initial Kriging surrogate model. Second, an additional design sample is
added, and the design accuracy is improved by constructing a Kriging model
based on all N + 1 samples. Note that the additional sample is selected by
using expected improvement (EI) maximization [1][4][6][9]. GA is applied to
solve this maximization problem. This process is iterated until the improvement
of the objective functions becomes negligible. Through the design procedure
proposed in this paper, all samples are evaluated by the wind tunnel testing. Each
technique of the optimization procedure is described in detail in the following
sections.

Kriging Model. The Kriging models express the value y(xi) at the unknown
design point xi as

y(xi) = μ+ ε(xi) (i = 1, 2, ...,m) (4)

where m is the number of design variables, μ is a constant of the global model,
and ε(xi) represents a local deviation from the global model. The correlation
between ε(xi) and ε(xj) is strongly related to the distance between the corre-
sponding points, xi and xj . In the Kriging models, the local deviation at an
unknown point x is expressed using stochastic processes. Specifically, a number
of design points are calculated as sample points and then interpolated using a
Gaussian random function as the correlation function to estimate the trend of
the stochastic process.

Expected Improvement. Once the models are constructed, the optimum
point can be explored using an arbitrary optimizer. However, it is possible to
miss the global optimum design, because the approximate model includes un-
certainty. Therefore, this study introduced EI values as the criterion. This study
solve the lift maximization problem, then EI for maximization problem can be
calculated as follows:

E[I(x)] = (fmax − ŷ)Φ

(
fmax − ŷ

s

)

+ sφ

(
fmax − ŷ

s

)

(5)

where fmax is the minimum values among sample points, s is root mean square
error (RMSE) and ŷ is the value predicted by Eq. 4 at an unknown point x. Φ and
φ are the standard distribution and normal density, respectively. EI considers
the predicted function value and its uncertainty, simultaneously. Therefore, by
selecting the point where EI takes the maximum value, as the additional sample
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point, robust exploration of the global optimum and improvement of the model
can be achieved simultaneously as shown in Fig. 4 because this point has a
somewhat large probability to become the global optimum. In this study, the
maximization of EI is carried out using GA expressed as following section.

Genetic Algorithm. GAs (Fig. 5(a)) was first proposed by Holland in the
early 1970s [3] and are based on the evolution of living organisms with regard to
adaptation to the environment and the passing on of genetic information to the
next generation. GAs can find a global optimum because they do not use function
gradients, which often lead to an exact local optimum. Thus, GA is a robust
and effective method that can handle highly nonlinear optimization problems
involving nondifferentiable objective functions. Owing to this advantage, GAs
were applied to this experimental system. The GA used in this study [7] utilizes
a real-coded representation, the blended crossover (BLX-α), and the uniform
mutation. The selection probability of individuals for the crossover and mutation
is expressed as follows:

prob = c(1− c)rank1 − 1.0 (6)

where rank is the value of fitness ranking among the population.
In BLX-α, children are generated in a range defined by the two parents as

shown in Fig. 5(b). The range is often extended equally on both sides as deter-
mined by the parameter α.

The developed system uses GA with an island model (Fig. 5(c)), which is
a distributed population scheme [7][2]; it has a mechanism for global searching
to avoid convergence at local optima. This model divides the population into
sub-populations called islands. To retain a high degree of diversity and avoid
early convergence, some individuals in each sub-population are moved to other
sub-populations (migration) every k generations.

3.2 Knowledge Discovery Techniques

Analysis of Variance. To reduce the experimental cost, Kriging surrogate
model was applied to represent the input/output relationship in the experimen-
tal data. This optimization technique, which is called efficient global optimiza-
tion (EGO) [6][1][4][9], enables the optimization of global parameters in a small
number of experiments while simultaneously obtaining information on the de-
sign space. Kriging surrogate model based GA performs optimization during a
wind tunnel experiment in real time.

μi(xi) ≡
∫

· · ·
∫

ŷ(x1, · · · , xn)dx1, · · · , dxi−1, dxi+1, · · · , dxn − μ (7)
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where the total mean μ is calculated as

μ ≡
∫

· · ·
∫

ŷ(x1, · · · , xn)dx1, · · · , dxn (8)

The proportion of the variance attributed to the design variable xi to the total
variance of the model can be expressed as:

p ≡
∫
[μi(xi)]

2dx
∫ · · · ∫ [ŷ(x1 · · ·xn)− μ]2dx1 · · · dxn

(9)

The value obtained by Eq. (9) indicates the sensitivity of an objective function
to the variance of a design variable.

3.3 Scatter Plot Matrix (SPM)

The solution and the design space of the multivariable design problem obtained
by EGO are observed by the SPM which is one of the data mining, because
the Kriging model cannot be visualized directly when the design problem has
over four attribute values. SPM arranges two-dimensional scatter plots like a
matrix among the objective functions and the design variables and facilitates the
investigation of the design problem investigation. Each of the rows and columns
is assigned attribute values such as design variables, objective functions, and
constraint values. The diagonal elements show mutual same plots. Therefore, it
can be said that the SPM shows scatter plots on the upper triangular part of the
matrix and the correlation coefficients on the lower triangular part as additional
information. Interactive Scatter Plot Matrix (iSPM) ver. 2.0 [14] developed in
Japan Aerospace Exploration Agency is employed in this study.

Fig. 3. Optimization procedure based on wind tunnel evaluation
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Fig. 4. Improvement of the global model by expected improvement (EI) maximization

(a)

(b)

(c)

Fig. 5. Schematic illustration of genetic algorithm (GA) with the distributed scheme:
(a) flowchart of GA, (b)BLX-, and (c) island model
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4 Experimental Setup

4.1 Wind Tunnel and Model

The wind tunnel experiments were conducted in the subsonic closed-return wind
tunnel of the Aerodynamics Laboratory at Tottori University. The wind tunnel
has a closed test section with a 0.70 m 1.0 m cross-section and 2.0 m length (Fig.
6). A two-dimensional circular model (105 mm in diameter) was used as shown
in Fig. 7. Model was placed on a flat plate and mounted to a support connected
to a six-component external balance for measurement of the aerodynamic forces
and moments. The output of the balance was amplified and acquired with a data
acquisition board (National Instruments PXI-8106). The output signal contains
noise from the atmospheric discharge of the plasma actuators. To eliminate this
effect, the clean portion of the signal, during which the discharge did not appear,
was extracted and used as a clean portion of the data.

4.2 PA and Its Power Supply

In this study, two PAs were installed on the surface of the model. PA#1 and
PA#2 were installed with mount angles of θ1 = 85.0◦ and θ2 = −85.0◦, respec-
tively, as shown in Fig. 7. The reference waveform of a high-voltage AC input was
amplified by a solid-state high-power amplifier; the input power was increased
up to 400.0 W with amplitude of 70.0 Vpp. A high-voltage transformer was used
to achieve an AC input with amplitude of up to 30 kV at a frequency of 5.0-15.0
kHz. The voltage and current of the AC input were monitored by an oscilloscope
along with the reference waveform.

4.3 Integration of Experiment System

Figure 8 shows the schematic illustration of the developed system. EGO is exe-
cuted in the workstation and receives the experimental data via LabVIEW R©from
the balance in the wind tunnel. The condition of the AC voltage can be auto-
matically set during the optimization process based on balance measurements.

5 Formulation

In this study, multi-parameter design problem which has four design variables
was considered and the lift creation effect due to circulation control by PAs was
investigated. The objective function was maximization of the lift coefficient (Cl)
around the circular cylinder model. This design problem can be expressed as
follows:

Maximize Cl (10)

The flow velocity was set to 10.0 m/s. Eq. (6) can be written for the present
design problem as follows:
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Fig. 6. Test section of the wind tunnel

Fig. 7. Circular cylinder model and the location of plasma actuators

Fig. 8. Schematic diagram of the integrated optimization system
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Fig. 9. Software control panel

EICl = (Clmax − ŷ)Φ

(
Clmax − ŷ

s

)

+ sφ

(
Clmax − ŷ

s

)

(11)

where Clmax is the maximum values among sample point, respectively.
The design problem expressed in Eq. (10) was solved by changing four pa-

rameters (xm, Dcycle1, Dcycle2, φ) related to the AC voltage waveform. In this
case, two PAs are applied different Dcycle; Dcycle1 and Dcycle2, for each design
and the difference between Dcycle1 and Dcycle2 is decided by a phase difference
. The design space is defined as follows:

⎧
⎪⎪⎨

⎪⎪⎩

4.0 ≤ fmod ≤ 25.0 [Hz]
0.0 ≤ Dcycle1 ≤ 50.0 [%]
0.0 ≤ Dcycle2 ≤ 50.0 [%]
−90.0 ≤ φ ≤ 90.0 [deg.]

(12)

φ is the phase difference between PA#1 and PA#2. Consequently, the time lag
can be expressed as φ/fmod.

6 Results

6.1 Design Exploration Result

In this section, the design problem expressed by Eq. (10) is discussed. To con-
struct the initial Kriging model, 15 samples were obtained by LHS. To acquire
additional samples, the island GA was executed with the following specifica-
tions: BLX-0.5 (α = 0.5), four subpopulations, 16 individuals for each subpopu-
lations(64 individuals generated in total) and 64 generations. The EGO process
will be stopped after five or more additional samples show better function value
than that of initial samples [9][5][8].
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After the objective function was converted, seven additional samples were
obtained, for a total of 22 sample designs. Figure 10 shows the history of Cl
values for the sampling process. According to the history, the objective function
converged well with a small number of samples. Without EGO, a full factorial
design of over 1000 samples would be needed to find the global optimum. The
proposed system reduces the cost of the wind tunnel testing by over 99.

6.2 Design Knowledge by Analysis of Variance

Figure 11(a) shows the main effects and the two-way interaction of the design
variables for objective function in this design problem. According to Fig. 11(a),
Dcycle2, which defines the duty ratio for PA on the lower side of the cylinder, has
a predominant influence on Cl. In addition, main effect of Dcycle1 and two-way
interaction of Dcycle1−Dcycle2 are effective to Cl. These results suggest that the
circulation which creates aerodynamic lift around the model is decided by duty
ratio. On the other hand,xm and φ do not have influence in this analysis.

Figure 11(b) shows variances by design variables calculated by Eq. 7. (The
horizontal axis is normalized design variables by minimum/maximum variables
in design space, dvsnorm.) According to the Fig. 11(b), it is found that Cl shows
higher when normalizedDcycle1 is approximately 50% and 100%. It suggests that
such duty ratio can accelerate the flow on the upper side of the model and create
suction. High duty ratio requires high electronic energy, because the energizing
time is higher. Thus, if the lower driving cost is required, the designer should
select 50% normalized Dcycle1. Cl also shows the highest value when normalized
Dcycle2 is approximately 0%. The flow on the lower side should not be accelerated
by the PA’s volume force, because high pressure on the lower side is required

Fig. 10. Progression of objective function with sample number for the lift maximization
problem



674 M. Kanazaki et al.

(a)

(b)

Fig. 11. ANOVA results.(a) the main effects and the two-way interactionEffect of
design variables of the design variables for objective function and (b) Variance of Cl

by design variables.

to create the lift. While 0% normalized Dcycle2 achieves higher Cl, it is also
remarkable that the Cl is multi-modal along normalized Dcycle2.

6.3 Visualization of Design Problem by Parallel Coordinate Plot

Figure 12 shows the visualization results obtained by SPM. According to Fig.
12(a), which shows the scatter plot for all parameter combinations, Dcycle2 of
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(a)

(b)

Fig. 12. Visualization of the lift maximization problem using SPM. (a) Scatter plot
of all parameters, and (b) Scatter plot and response surface regarding Dcycle1 and
Dcycle2, colored according to Cl.(The horizontal axis is normalized design variavles by
minimum/maximum variables in design space, dvsnorm.)
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the additional samples which achieve higher Cl always became lower. This result
agrees with Fig. 11(b) On the other hand, there were no unique values of xm

and Dcycle1 that maximized Cl. It suggests that the PAs can work well for the
upper side (suction side) compared with the lower side (pressure side).

Figure 12(b) is the response surface for Cl regarding Dcycle1 and Dcycle2,
which are effective design variables from Fig. 11(a). This figure corresponds to
a matrix element which is the second row and the third column of Fig. 12. The
global trend can be visualized using the model shown in Fig. 12(b); that is, a
lower Dcycle2 can potentially yield a higher Cl. In addition, Dcycle1 should be
approximately 22% to increase Cl. With a such higher Dcycle1, a higher total
energy for the AC voltage is required for PA#1. This is reasonable as a higher
Dcycle1 induces greater acceleration of the flow on the upper side of the model,
that is, the suction side. Furthermore, Cl can be increased with this range while
the total electrical energy is relatively low because lower Dcycle1 (approximately
40%) also achieves high Cl. This suggests that the PAs can control the flow for
lift creation with minimal electrical energy and proper PWM driving conditions.

7 Conclusions

Aerodynamic control performance of plasma actuators was optimized using wind
tunnel test-based EGO. In this study, the lift-creating cylinder using plasma ac-
tuators is considered. This problem was that the circulation around a circular
cylinder model was controlled to maximize the lift around the model. The op-
timization technique is firstly integrated in the operating system of the wind
tunnel experiment to enable automation of the data-acquisition/optimization
process. Using the developed system, lift maximization problems were solved.
After several additional samples are obtained, the analysis of variance and the
parallel coordinate plot is employed for the knowledge discovery. Using these
techniques, it is found that duty ratios for two plasma actuators have the domi-
nant effect for this problem. It is also found that the lower duty ratio is required
for the plasma actuator installed on the lower side of the cylinder and the re-
sponse of the lift coefficient along the duty ratio of the plasma actuator installed
on the upper side is the multi-modal.

It was also found that the wind tunnel evaluation based design optimization is
effective to find the novel flow control by PAs. In future, the proposed procedure
will be applied to more realistic design problem such as multi-objective problem
which simultaneously solves the maximization of the lift and the minimization
of the drag. In addition, Kriging surrogate model and GA are applied in this
study, however, other methods should be investigated to improve the design
performance. The differential evolution (DE), the particle swarm optimization
(PSO) and the hybrid method have potential to be better optimizer. The radial
basis function (RBF) is a candidate of the other surrogate model.
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Abstract. Argo float is a small and light-weight drifting buoy to mea-
sure oceanic temperature and salinity. More than 3,600 floats are al-
ways working for globally-covered ocean monitoring, and the accumu-
lated big ocean observation data helps many studies such as investigation
into climate change mechanism. However, the observed temperature and
salinity data sometimes involves errors. Since automatic detection and
correction of the errors is difficult due to ununiform observation relia-
bility and the necessity of specifying error layers, human experts have
performed manual error detection and correction. Toward the realization
of high-accuracy automatic error detection method, this paper first ap-
plies Self-Organizing Map to the observation data for comprehensively
understanding of the error characteristics, and then proposes a method
for error detection based on Conditional Random Field. Experimental
results showed that the proposed classification method based on CRF
successfully detected observation errors with significantly better accu-
racy than the existing automatic quality control method.

Keywords: ocean observation, Argo float, self-organizing map, condi-
tional random field.

1 Introduction

Although mechanisms of the global warming and climate changes have not been
clarified sufficiently yet, the ocean is regarded as one of the most important
elements in the climate system. This is because heat capacity of sea-water is 1,000
times as much as of air. To understand oceanic variability, the physical state
observation of the ocean on a regular basis anywhere in the world is necessary.
However, it is difficult by research vessels to conduct such ocean monitoring.
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Fig. 1. Argo float distribution map1

Autonomous, long-term, real-time and globally-covered ocean monitoring system
is essential.

Thus, the global ocean observing system Argo has started since 2000 [1–3].
This aims to construct real-time ocean monitoring system in accordance with
“international Argo program”2 , to which over 30 countries of all over the world
are attending. Small and light-weight drifting buoys to measure oceanic temper-
ature and salinity called “Argo float” have been operated in the global oceans.
Observation data by Argo float is opened via World Wide Web after quality con-
trol (QC). Recently, more than 3,600 Argo floats are always working as shown
in Fig. 1, resulting in accumulating big ocean observation data. This project
helps to catch global variations of oceans which could not be detected by tradi-
tional observation methods, enabling many studies for investigation into climate
change mechanism [4–6].

Fig. 2 shows an observation cycle of Argo float [3]. Every ten days, the float
comes to the surface from 2,000 (m) water depth while measuring temperature
and salinity. Observation data recorded during one flotation is called as a profile,
and a profile consists of water temperature and salinity values in each depth.

Automatically observed data sometimes involves unpredicted errors. Since, in
general, it is difficult to specify the reason of errors, quality labels are introduced
to show the reliability of observation results [7]. Quality label assignment is
performed by data management teams of various countries according to the QC
method designed by international Argo program [2].

1 https://plus.google.com/photos/112615107763535351524/

albums/5953556558810291473?banner=pwa
2 http://www.argo.net/

https://plus.google.com/photos/112615107763535351524/albums/5953556558810291473?banner=pwa
https://plus.google.com/photos/112615107763535351524/albums/5953556558810291473?banner=pwa
http://www.argo.net/
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(b) Observation cycle

Fig. 2. Structure and observation cycle of Argo float[3]

In the program, two levels of QC for Argo data are performed [7]. The first
level is automatic error detection (real-time QC). The observed data and qual-
ity labels assigned by real-time QC are available to users basically within 24
hours. However, an automated QC method has not been established yet, and
the existing real-time QC system sometimes causes overlook and misdetection
of observation errors. This is because the measured values of water temperature
and salinity occasionally involve sensor errors that are suffered from many kinds
of factors, insufficiently achieving the required Argo data quality.

Therefore, human experts must visually confirm and revise real-time QC re-
sults. This process is the second level of QC (delayed-mode QC). Such manual
QC by human experts cannot be performed in some countries, preventing quality
regularization of the ocean observation data of all over the world. This is a seri-
ous matter of many years in the international Argo program, and so important
that it may affect the reliability of globally-covered ocean monitoring.

The goal of this study is to realize an automatic method for error detection
of Argo observation data, which have been performed by human experts. The
subject of error detection is the sensor data of oceanic temperature and salinity
obtained by Argo float (Argo data). In order to achieve this, fundamental studies
are performed with two machine learning methods: Self-Organizing Map (SOM)
[8] and Conditional Random Field (CRF) [10].

First, SOM is used for clustering the Argo data profiles involving errors to
look down on the entire data. This helps to understand the error property and
to design appropriate features in machine learning methods for Argo data QC.

Then, this paper proposes an error detection method for Argo data based
on CRF since the problem of observation error detection can be regarded as a
sequence labeling and SOM results indicated that cancelling large fluctuations
by natural phenomena is indispensable by focusing difference between observa-
tion layers. CRF allows flexibly using various clues effective for label estimation,
which are features and labels themselves represented as sequence data.
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The main contributions of this paper are as follows:

• Comprehensive understanding of Argo float data by SOM, which revealed
that direct use of observed temperature and salinity values prevents to detect
errors. In addition, considering continuity is essential in both viewpoints of
features and output quality labels.

• Experimental verification on CRF’s potential for Argo data QC:
◦ CRF successfully detected observation errors overlooked by the existing
automatic error detection method (real-time QC).

◦ CRF appropriately identified error depth layers, resulting in reducing
human experts’ time and effort on revising labels in delayed-mode QC.

2 Observation Errors on Argo Floats

2.1 Present Situation of Argo Data Quality Control

Measurement errors on Argo float are caused by hardware or software malfunc-
tions, sensor stains caused by an external factor, occurrence of a communication
defect, and so on. Although error patterns differ from each other, an automatic
QC method has been designed for detecting some phenomena which demon-
strates a tendency on the observation pattern. However, since measurement
values of temperature and salinity strongly changes near the sea surface, it is
difficult to determine detailed manners for automatic QC. Such technical prob-
lems make it difficult to automatically detect and correct all kind of errors. The
skill inequality of technical experts over the world and limited human resources
in addition to the insufficient automatic quality control prevent uniformizing the
observation data quality, which is an important issue of the international Argo
program.

Japan Agency for Marine-Earth Science and Technology (JAMSTEC), which
manages high-accuracy QC of Argo data in Japan, have obtained more than
130,000 profiles since the Argo project’s inception, and performed QC by an
expert for more than 90,000 profiles – about 10,000 profiles per year. According
to JAMSTEC, 5 to 10% profiles are visually confirmed for manual revision of
quality labels; most of the profiles are suspected of involving an observation
error by real-time QC, while other profiles do not involve any error labels but
are observed by a float which has shown observation discrepancy in the past.

Human experts assign quality labels to profiles based on knowledge and experi-
ence in oceanic physics while keeping signals of variations caused by natural phe-
nomena. Quality labels are introduced to indicate reliability of observed values
in temperature and salinity. A label is assigned to each observation depth layer
for each of temperature and salinity. A label value is chosen from 1 (“good”),
2 (“probably good”), 3 (“probably bad”), and 4 (“bad”). When visually con-
firming a profile to address the density inversion problem, an expert looks at a
density graph first, and then temperature and salinity graphs. If the profile may
involve an error, the expert sometimes compares its graphs with graphs of past
profiles observed by the same float or graphs of its neighbor floats. In addition
to detect profiles involving errors, it must be identified in which layer(s) an error
is detected and what kind of situation causes the error.
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Fig. 3. Density inversion example 1 Fig. 4. Density inversion example 2

Fig. 5. Density inversion example 3. Fig. 6. Salinity sensor fault example

2.2 Argo Float Error Types

Since various errors occur with various patterns in Argo observation data, the ex-
isting automatic QC method (real-time QC) involves numbers of error detection
rules. Some of them involve complicated conditions, which cannot be understood
without comparison with past profiles of the float under consideration or other
floats’ profiles nearby it. Here, we focus on some major errors: density inversion,
which occurs at the highest frequency, salinity sensor fault, which deeply affects
the entire quality of the profile, and same value observation, which cannot be
detected by real-time QC.

Density Inversion: Density is determined from water depth, water tempera-
ture, and salinity, and monotonically increases as depth does independent from
ocean areas. If the density calculated at the greater pressure (deeper depth) is
less than that calculated at the lesser pressure (shallower depth), the tempera-
ture and/or salinity values can involve be wrong [7]. Therefore, it is possible to
detect an error and specify its depth by sensing reversed relationship of vertical
density whose width exceeds a threshold. This irregular density change is called
density inversion. The density inversion check is performed from more than 100
layers, points at which observation is made, from sea surface to 2,000 (m) depth.

Figs. 3 through 5 show example profiles with errors caused by density inver-
sion, where blue line graphs denote water temperature (TEMP) [◦C], red lines
denote salinity (PSAL) [PSS-78], and green lines density (PDEN). In Fig. 3, the
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existing automatic QC method (real-time QC) detected density inversion and
assigned error labels to temperature and salinity as shown in red cells of the
right table. However, a human expert changed the QC label of temperature into
1 (“good”) since the temperature values were stable and not so different from
the observation data in past profiles shown by thin blue lines.

The existing real-time QC method is available for density inversion except
nearby the sea surface and deep depth layers nearby 2,000 (m). However, one
of the difficulties in QC is dependency of observation reliability on water depth.
Example shown in Fig. 4 involved density inversion nearby 2,000 (m) depth,
and the inversion could not be detected by real-time QC due to its small in-
version width. Since observation at layers nearby 2,000 (m) is stable, the above
inversions with inversion width less than the threshold should not be overlooked.
Furthermore, the density inversion nearby 2,000 (m) seriously impairs the ob-
served values’ reliability of the whole profile, resulting in labels of all layers are
changed to 4 (“bad”). Fig. 5 shows an example profile in which temperature
and salinity values of all layers are full of ups and downs. Such profile should be
regarded as untrustworthy and all labels in the profile are changed to “bad”.

In opposite, density inversion with wider inversion width than the threshold,
which is regarded as an error by real-time QC, may not be regarded as the
error by an expert since observation nearby the sea surface is affected by ocean
currents and weather.

In addition to the above matter, the following difficulties of label assignment
lie when an inversion occurs in more than one observation layer:

• specifying the situation causes the error from various possibilities such as
observation fault, natural phenomena and so on,

• specifying the exact range of layers relating to the error, and
• specifying which one or both of temperature and salinity values are wrong
— most of density inversion are caused by one of them.

Salinity Sensor Fault: Offset is an error in which the observed data runs
parallel to past or neighbor floats’ profiles. Fig. 6 shows an example of the offset
error. The observed salinity graph shown in the red line with rectangle markers
were laterally displaced from the past observation results shown in the red lines
without markers. This kind of errors can be seen on the whole layer or only on
the deeper layer. Some floats show offset from the outset, and others suddenly
outputs offset instead of their normal operation until then. Although correcting
observation values involving an offset error, it is possible to detect such offset
error by comparing to its past profiles or its neighbor floats’ profiles.

Same Value Observation: When the same value is repeatedly observed in
more than one layer, the observation might fail. This is due to electrical power
failures of a float or other reasons, and when failed to observe temperature and/or
salinity, the same values are recorded as those observed at the one layer before
(deeper layer).

However, such same value sequence is not necessarily an error. For instance,
in oceanic mixed layer, temperature and salinity tends to be made uniform. Its
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depth varies from ten to several hundred meters depending on ocean area and
season. In opposite, the first (deepest) and its next layers occasionally have the
same observation value due to the small depth difference between them. Provided
that many possibilities are involved in the deepest observation layer, which are
not easy even for a human expert to distinguish. Early versions of Argo float
might produce the same value sequence because of the low sensor resolution.

3 Argo Data Analysis by Self-Organizing Map

3.1 Self-Organizing Map

Self-Organizing Map (SOM) [8] is a type of Neural Network (NN) for unsuper-
vised learning, and is known as a method for clustering and analysis of multi-
variate data. SOM visualizes cluster distributions in the given multi-variate data
set by performing a non-linear projection to two dimenaional space. In SOM,
patterns similar to each other are mapped to the same or neighbor clusters,
while at the same time different patterns being mapped to distant clusters in
the two-dimensional space.

This study applies SOM to Argo data to comprehensively understand the
dataset property and error types, helping to select an approach based on machine
leaning and to design features for realizing error detection.

3.2 Experimental Setup

Different tendency in Argo data can be seen in different areas of the ocean, and
QC accuracy depends on nations and organizations. Therefore, we focus on the
dataset of northern Pacific, which is qualified by experts in JAMSTEC with the
world’s highest standard. In detail, we select about 500 data profiles observed
by the floats in the following area:

• 10N-30N, 140E-120W (240E)
• 30N-40N, 150E-130W (230E)
• 40N-50N, 155E-135W (225E)

Each profile consists of measured values of temperature and salinity ranging
from 0 to 2,000 (m) at the intervals of 2 to 50 (m). Detailed depth values at
which the observation is performed differ depending on profiles. Therefore, to
make profile formats uniform, linear interpolation is performed for temperature
and salinity data so that the observation values at intervals of 5 (m) are available.
Since measured data in the 1,500 (m) depth or deeper are missing in some profiles
and the data in the vicinity of the surface involves large fluctuation, this analysis
targeted depth range from 400 (m) to 1,400 (m).

To see the entire data property, standard batch-type SOM was employed with
standard hexagonal-cell grid, Gaussian neighbor function, decreasing strategy of
the neighbor radius, and randomly initialized reference vector. Standard unified
distance matrix representation [9] with 10× 10 grid was adopted for visualizing
SOM learning results.
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Fig. 7. SOM output with temperature la-
bels before delayed-mode QC

Fig. 8. SOM output with temperature la-
bels after delayed-mode QC

Fig. 9. Example in the cluster shown by red circle in Figs. 7 and 8

3.3 Experimental Results

Figs. 7 and 8 show SOM outputs for temperature before and after manual error
detection by an expert, respectively. Figs. 10 and 11 show SOM outputs for
salinity in the same manner. In the above figures, the grayscale colors denote
the similarity to neighbors (brighter color indicates that the cell involves more
similar reference vectors to the neighbors). Each microcluster shows the worst
representative label of error types in it. Red circles indicate the area in which
the expert modified the error label.

In Figs. 7 to 11, some clusters shown by red circles could be seen, in which
the quality labels were revised by the expert in delayed-mode QC. That is, the
clusters involve profiles with real-time QC errors. Other parts of SOM outputs
were not reflective of error types due to large fluctuation components arised from
natural phenomena.

Profiles belonging to two clusters, shown in red circles in Figs. 7 and 8, showed
the same tendency. An example profile of the above clusters is shown in Fig. 9;
orange and violet lines indicate the quality labels before and after the revision by
experts, and blue, red, and green lines denote temperature, salinity, and density,
respectively. At the depth range from 750 to 800 (m) and from 950 to 1,050 (m),
real-time QC assigned “bad” labels to both temperature and salinity because the
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Fig. 10. SOM output with salinity labels
before delayed-mode QC

Fig. 11. SOM output with salinity labels
after delayed-mode QC

Fig. 12. Example in the cluster shown by red circle in Figs. 10 and 11

salinity values indicated abnormity to urge visual confirmation in delayed-mode
QC. However, the expert changed the quality label of temperature to “good”
since the temperature values were normal. The other profiles in the above two
clusters showed the same type as density inversion example pattern 1 shown
in Fig. 3, and those errors were caused only by inferior observation in salinity.
Therefore, the temperature labels of all the above errors were turned over from
4 (“bad”) to 1 (“good”) by delayed-mode QC.

Profiles which are not in the above two clusters and whose labels were changed
from 1 (“good”) to 4 (“bad”) are dotted in the temperature map. Labels of these
profiles were changed according to reasons different from density inversion.

The salinity label change from 1 (“good”) or 3 (“probably bad”) to 4 (“bad”)
could be seen in three clusters shown by red circles in Figs. 10 and 11. All profiles
in the above three clusters involved density inversion with near but not exceed
the threshold, which is similar to density inversion example pattern 1 shown in
Fig. 3. An example profile in one of the above clusters is shown in Fig. 12. In
this example, since salinity observation values in depth from 1,300 to 1,400 (m)
were uncommon, the QC values in salinity were revised from 3 (“probably bad”)
to 4 (“bad”) by delayed-mode QC.
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3.4 Discussion

The above clustering results and analysis of label correction reasons revealed
the difficulty to comprehensively understand various error types in the dataset.
Although clusters related to density inversion became apparent, other error types
did not construct distinct clusters. The main reason that the tested SOM could
not notably emerge the error clusters is the small value changes caused by the
errors compared to the factors such as natural phenomena and dependencies on
area, season, depth and so on. Use of preprocessed features is essential such as
differential value between observation layers instead of direct use of observation
values. In addition, it is also required to evaluate observation results of a layer
under consideration with referring its neighbor layers’ observation results and
labels.

4 Error Detection by Conditional Random Field

4.1 Overview

A profile of Argo data consists of spatial (depth) series data of temperature and
salinity, and a set of profiles observed by the same float comprises time series
data. Quality labels of temperature and salinity are given for each depth layer,
which can be regarded as depth series data. Therefore an error detection problem
in Argo data can be formulated as a sequence labeling problem.

This paper proposes a sequence labeling method for the above problem based
on Conditional Random Field (CRF)3. As a first step to realize the automatic
error detection method for Argo data, we mainly focus on a few error types,
density inversion caused by salinity observation failure and same observation
value sequence, to validate the effectiveness of the proposed CRF-based method.

4.2 Conditional Random Field (CRF)

CRF is a discriminative model for sequence labeling proposed by Lafferty et al.
[10]. Since sequencial observation data and dependency with precedent and/or
successive labels are available in Argo data, various features effective for label
estimation can be implemented in CRF. This study adopts Linear-chain model,
one of the most simple CRF model.

Given an input data x = (x1, x2, . . . , xT ) whose length is T , conditioned
probability of y = (y1, y2, . . . , yT ) is modeled as follows:

P (y|x) = 1

Zx
exp

(
T∑

t=1

∑

k

λkfk(x, yt, yt−1)

)

(1)

Zx =
∑

y
exp

(
T∑

t=1

∑

k

λkfk(x, yt, yt−1)

)

3 Note that the proposed method based on CRF is independent from SOM, though
the knowledge obtained by SOM outputs were referred for designing the feature
functions in CRF.
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Table 1. Feature functions used in the experiment

No. Conditions Feature value

f1 2 ≤ PSALt ≤ 41 1/T

f2 PSALt < 2, 41 < PSALt 1

f3 PSALt = PSALt+1, TEMPt = TEMPt+1, PRESt < PRESt+1, 1
1, 600 < PRESt

f4 PSALt = PSALt+1, TEMPt �= TEMPt+1, PRESt = PRESt+1 1

f5 PRESt ≤ PRESt−1 1

f6 PRESt+1 ≤ PRESt 1

f7 PDENt − PDENmax < −0.01, PRESt ≤ 1, 400 1

f8 PDENt − PDENmax < 0, 1, 400 < PRESt 1

f9 PDENt+1 − PDENt < −0.01, PRESt ≤ 1, 400 1

f10 PDENt+1 − PDENt < 0, 1, 400 < PRESt 1

where fk(x, yt, yt−1) denotes a feature function that associates input data, t-
th and (t − 1)-th output labels, λk is a weight parameter of feature function
fk(x, yt, yt−1), and Zx is a reguralization term that ensures

∑
y P (y|x) = 1.

f(x, yt, yt−1) =

{
φ if condition = true
0 otherwise

(2)

where φ is a real number called feature value.
In training phase, CRF calculates λk by maximum likelihood estimation from

training data D = {(x(i),y(i))}Ni=1 in which input data x and output label y
are paired. When classifying unknown input data x, output labels yout can be
determined by solving the following maximization problem:

yout = arg max
y

P (y|x) (3)

In this study, water depth PRESt expressed in units of sea water pressure,
where t denotes depth layer index, water temperature TEMP , salinity PSAL,
and density PDEN were used as attributes of input data x. Focusing on cor-
recting errors caused by salinity observation failure, quality labels of salinity
corresponding to y are estimated. Feature functions shown in Table 1 were
manually designed with referring SOM outputs as described in Sec. 3.3. Feature
functions f1 and f2 denote the observation values are in normal range or abnor-
mal. f3 and f4 help to detect a same value sequence error. f5 and f6 are designed
to address a depth error. f7 through f10 detect density inversion, in which con-
ditions are changed depending on depth regions, where PDENmax indicates the
maximum value from the first to (t−1)-th layers except layers labeled as “bad”.

4.3 Experimental Setup

This experiment aims to verify the fundamental effectiveness of CRF on Argo
data from two perspectives: error detection accuracy and label assignment ac-
curacy for error layer identification. Since label values 2 (“probably good”) and
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3 (“probably bad”) involves some ambiguity, values 2 and 3 are unified to 1
(“good”) and 4 (“bad”), respectively. That is, the problem is formulated as a
binary sequence labeling problem. Labels assigned by a human expert in delayed-
mode QC were used as ground truth.

Training and test datasets consist of profiles involving more than one error
related to density inversion caused by salinity observation failure and same value
sequence. The profiles are selected from the same ocean area as in Sec. 3. Totally,
1,642 profiles were matched the above conditions. To use a sufficient amount of
training dataset, 10-fold cross validation was performed with these profiles; about
165 profiles of them were used as a test dataset, and other profiles were used
for training dataset. In addition to the above dataset, an additional test dataset
comprising the same number of randomly-selected profiles was used, which do
not involve any errors and is not used for training. The reasons why profiles
without errors were not used for training are that profiles with errors involved
sufficient amount of normal observation values and that using too many profiles
without errors required adjustment of value weights of feature functions. In CRF,
the weight update cycle limit and the training rate were set to 100 and 0.001,
respectively. The experiment is designed for evaluating the proposed method
from the perspective of error detection accuracy for each profile and salinity
label assignment accuracy.

4.4 Experimental Results

Error Detection: The proposed CRF-based method was compared to the ex-
isting automatic QC method (real-time QC) [7]; Table 2 shows accuracy, pre-
cision, and recall by unit of profile. “True positives” (TP) is the number of
profiles correctly detected as profiles involving error, that is, at least one layer
was labeled as “bad”. “True negatives” (TN) is the number of profiles correctly
ignored as profiles involving no error, that is, all layers were labeled as “good”.
“False positives” (FP) is the number of profiles which did not involve any errors
and were incorrectly assigned label of “bad” to at least one layer. “False nega-
tives” (FN) is the number of profiles which involved at least one error and were
incorrectly assigned label of “good” to their all layers. The above values were
averaged over all 10 folds. All of the difference on accuracy, precision, and recall
were statistically significant by paired t-test at 5% significant level.

Compared to real-time QC, the proposed CRF-based method showed signif-
icantly higher accuracy and recall, indicating that the proposed method could
detect errors with significantly higher sensitivity. Although precision of CRF was
slightly deteriorated due to the increase of detected profiles, as a preprocess of
delayed-mode QC, recall is more important than precision to prevent overlook-
ing errors. Therefore, CRF has not merely more accurate performance but has
a potential to reduce the experts workload in delayed-mode QC.

Labeling Accuracy: Table 3 shows the number of layers whose label was in-
correctly assigned averaged over all 10 folds. “Depth error” indicates the number



A Preliminary Study on Quality Control of Oceanic Observation Data 691

Table 2. Experimental results on accuracy, precision, and recall by unit of profile

TP TN FP FN Accuracy Recall Precision

Real-time QC 106.6 162.6 1.6 57.6 82.0% 64.9% 98.5%

CRF (proposed) 158.3 160.3 3.9 7.0 97.0% 96.4% 97.6%

Table 3. Comparison on labeling errors by unit of layer

Profiles w/t error Profiles w/o error

Depth error Misdetection Overlooking Misdetection

Real-time QC 69.6 216.2 83.0 283.2

CRF (proposed) 42.1 11.5 16.9 4.9

of errors by unit of layer related to an error in which value “bad” was assigned
not to the appropriate layer but its neighbor layer. “Misdetection” denotes an
error in which value “bad” was incorrectly assigned to a properly observed layer.
As opposed to this, “Overlooking” denotes an error in which value 4 “bad” was
not assigned to a layer at which observation failed.

CRF could reduce not only overlooked error to 1/5 of real-time QC but also
misdetection error to 1/19 and 1/58 in profiles with and without error, respec-
tively. This means that CRF prevents experts from overlooking errors and sig-
nificantly decreases their work for label correction from “bad” to “good”. Mean-
while, further improvement for CRF is necessary to specify appropriate layers
to be labeled as “bad”.

Table 4 shows the detailed accuracy for each error type averaged over all 10
folds; The errors are divided into density inversion, same value sequence error,
and other observation errors involving outliers. The profiles of density inversion
are divided into positive and negative sides (improperly high and low density
values were observed, respectively). The number of profiles denotes the total
number of profiles involving the categorized error type, and the number of layers
does the total number of layers labeled “bad” due to the error belonging to the
type.

Table 4 demonstrates that the number of errors by CRF was totally lower
than that of real-time QC except the depth error of the negative side density
inversion. In particular, real-time QC was quite poor at same value sequence
errors and other observation errors. The reason is that real-time QC scanned the
density values without directly referring salinity values, whereas the proposed
CRF-based method referred the salinity values by feature functions f1 through
f4.

4.5 Discussions

From the above results, labeling by CRF showed better performance than the
existing real-time QC method. These results support CRF’s promising perfor-
mance for ocean observation data error detection.
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Table 4. Number of errors for error types (by unit of layers)

Error type Total Total Real-time QC CRF (proposed)
number number Depth Mis- Over- Depth Mis- Over-

of profiles of layers error detection looking error detection looking

Density inversion 103.5 141.5 31.9 86.4 48.6 35.2 6.8 4.4
(negative side)

Density inversion 18.4 23.2 14.2 16.8 7.9 1.0 2.5 1.8
(positive side)

Same value 29.8 61.6 15.9 94.5 26.1 5.7 2.1 8.1
sequence

observation 12.5 16.4 7.7 18.5 0.3 0.2 0.2 0.2
errors

However, there is still room for improvement in the labeling accuracy. For
instance, fine density inversions nearby the sea surface were overlooked, and it
was difficult to exactly specify depth layers whose labels should be corrected
when a density inversion error occurred over more than one layer. More flexible
threshold configuration depending on water depth is necessary. Also, feature
functions based on past profiles and neighbor floats’ profiles should be added.

5 Conclusions

This paper focuses on error detection of ocean data observed by Argo float. First,
errors are categorized and their properties are discussed. Then, Self-Organizing
Map (SOM) is applied to Argo data to comprehensively understand the error
distribution and obtain error pattern clusters. Although, density inversion, the
most frequent error type in Argo data, was clearly seen in some clusters, there
seem no additional apparent trends in SOM results. The reason is that slight
error patterns are buried in large fluctuations cased by natural phenomena and
that selecting the appropriate depth layers must be difficult for simple methods
without considering data continuity. Therefore, it has turned out that adequate
data preprocessing is necessary to generate features.

Finally, Conditional Random Field (CRF) is applied to correct quality labels
to validate its fundamental effectiveness for this problem. Feature functions were
designed with mainly focusing on density inversion. Experimental results have
shown that CRF-based labeling method was significantly better than the existing
automatic QC method (real-time QC). CRF-based labeling inclination was also
discussed with error types.

In future, we plan to redesign feature functions to catch error patterns with
avoiding fluctuation by natural phenomena, which has the continuity on time
and space and is affected with constraints by physical phenomena. Multistage
error level estimation is also an important future work.
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Abstract. We study product differentiation equilibria and dynamics on
the Salop circle under bounded rationality. Due to bounded rationality,
firms tend to agglomerate in pairs. Upon adding a second tier of compo-
nent suppliers, downstream assemblers may escape pairwise horizontal
agglomeration. Moreover, we find a persistent propensity to vertically ag-
glomerate near suppliers as well as ubiquitous dynamic equilibria. Con-
clusively, to understand product differentiation equilibria and dynamics,
products and their supply chains need to be disaggregated.

Keywords: product differentiation, Salop circle, discrete choice, bounded
rationality, component supplier, agglomeration, dynamic equilibrium.

1 Introduction

In the classical Salop horizontal product differentiation model [9], consumers are
located uniformly on a circular product-market and firms position themselves on
this circle vis-a-vis competitors. Under the assumption of perfect rationality (of
consumers and firms) and firm borne transportation costs, firms tend to equidis-
tantly distribute (i.e. differentiate maximally). This equidistant distribution is a
location-price equilibrium [3] (under inelastic demand with quadratic disutility),
a location-quantity equilibrium [8] (under firm-borne transportation costs), and
maximally entry deterring [9].

In this paper, we study product differentiation dynamics on the Salop circle
under limitations in the location choices and thereby the emerging distribution.
We hereby relax two assumptions on product location choice. Firstly, firms are
no longer vertically fully integrated, but part of a supply chain in which they
rely on an upstream supplier (or downstream retailer). In this paper, we add
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a second tier to the Salop circular landscape, where consumers’ preference for
product and input component strongly correlate, e.g. preference for the syn-
chronicity of times of rental car pick-up/ drop-off and flight arrival/ departure
times, the fuel efficiency of a car engine and the weight of the coachwork, the en-
vironmental friendliness of produce and biodegradability of its wrapping, or the
ethical stance of a final assembler and its low-wage country component suppli-
ers. Intuition is that suppliers of components that are sought after by consumers
will draw assemblers closer, while assemblers with popular products will draw
suppliers closer. So, consumer concerns cause alignment of product and input
component characteristics. By comparing the two-tier results with the bench-
mark single tier results, we see how ignoring the vertical dimension neglects
important features of industry dynamics and how supply chain alignment would
affect the emerging division of the consumer market among the various com-
peting firms. Secondly, in the traditional models, agents are perfectly rational.
However, this is to be seen as a ’normative model of an idealized decision maker,
not as a description of the behavior of real people’ [12]. Bounded rationality
hampers deciding optimally [10], thus affects managerial cognition and thereby
(strategic) decisions [5], causing management to resort to heuristics and routines
[7] in which firms focus primarily on immediate competitors [5]. We assume that
product relocation is merely local and -given the uncertainty about competitors’
moves- incrementally. Similarly, consumers often do not make the rational choice
[11] and are, moreover heterogeneous because of different utility functions or in-
dividual circumstances. We model this as a probabilistic discrete choice among
the options on offer [1].

2 Product Differentiation Model

In this section, we operationally define the product differentiation model with
boundedly rational firms and consumers.

2.1 Basic Model

The basis of our model is the Salop circular location model of product differen-
tiation, where a firm’s location on the circle is associated with the specification
of its product and a consumer’s location is associated with its preference for
these product specifications. Consumers experience disutility from a mismatch
of product specifications with product preferences. Firms (re)locate on the cir-
cle to increase sales to consumers and -implicitly- evade competition, which we
model as a boundedly rational two-stage game with a sales round and a reloca-
tion round.

2.2 Boundedly Rational Sales-Based Location Choices

Bounded rationality is introduced operationally in two ways. Firstly, we assume
that firms have no prior ideas of what competitors will do, and thus do not
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anticipate competitors’ moves.We assume that firms are initially located uniform
randomly over the circle. In subsequent periods, firms take into account other
firms only implicitly through expected future sales upon deciding on their own
location. To study purely the effects of incremental myopic relocation (and, later,
vertical specialization) on dynamic and emerging equilibria, we assume uniform
market prices.

Secondly, firms are not able to (re)locate somewhere on the circle freely, but
are forced to do so incrementally, moving in the clockwise or counterclockwise
direction step by step through a myopic, ceteris paribus strategy. We assume that
the steps taken by firms are of size 2π/N , thereby dividing the Salop circular
landscape in N discrete ’niches’1. Variable θi(t) is the location of firm i on the
circle during period t.

Sales Round. Consumers are uniformly distributed over the perimeter of the
Salop circle2, fully consume and buy a single unit of product each period and
are anchored to their location (i.e. have fixed preferences). Each period, each
consumer buys a product based on local attractiveness of products (related to
arc distance to the firm). As such, in period t, firm k sells:

sk =
∑

1≤n≤N

dk(n) (1)

where dk(n) is the demand realization of consumers at location n purchasing
product k. We assume that sales equals demand.

Relocation Round. In the relocation round at the end of the period, all of
the M firms consider moving, simultaneously, based on a myopic strategy taking
into account sales prospects without accounting for competitors’ actual moves
or relocation strategy. Each firm conducts a poll of size q per niche to make
a ceteris paribus sales forecast ŝ−k of a step of one niche in counterclockwise
direction and a ceteris paribus sales forecast ŝ+k of a step in clockwise direction.
We do not use a sales forecast ŝk without a move, because, by a sheer sample
size argument, the actually experienced sales sk(t) is a more accurate predictor
of the future sales sk(t+ 1) than would be such a forecast ŝk.

The firm relocates into the direction that increases the expected sales most
(ceteris paribus), that is, if the predicted increase of sales ŝ′ − s exceeds the
threshold εs. The explanation is that per product investments are to be made
(hence proportional to s) and that these costs are to be fully covered in the next
period. When, for instance, ŝ+k > ŝ−k and ŝ+k > sk(1 + ε), the firm move to the
neighboring niche in the clockwise direction. If ŝ+k = ŝ−k > (1 + ε)sk, the firm
randomly picks one of these directions.

1 Traditionally, location models have a continuous landscape, but also discretizing is
not uncommon in Hotelling [2] and Salop models [6,4].

2 As such, firm location decisions (and thereby the emerging distribution of firms) are
due to strategic positioning vis-a-vis competitors, and not due to (also) positioning
vis-a-vis clusters of consumers.
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2.3 Discrete Choice Demand

We assume that consumers select a product according to the discrete choice
model. A consumer at niche n selects product k located at θk with probability:

pk(n) =
a(θk, n)∑
j a(θj , n)

(2)

where a(θ, n) is an attractiveness function. We assume that each consumer buys
a product each period, so demand is inelastic and, in expectation, a fraction
dk(n) proportional to pk(n) of the consumers at niche n picks product k. We
assume that all demand is fulfilled, so sales equals demand.

The attractiveness function a(θ, n) > 0 reflects the utility the consumer lo-
cated at n derives from consuming a product located at θ. We take an attrac-
tiveness function of the following form:

a(θk, n) = Ak e
−γΔr(θk,n) (3)

The distance function Δ(θ, n) is defined as the minimum number of niches in
clockwise or counterclockwise direction between θ and n, times the stepsize
(2π/N). We assume that firms are vertically undifferentiated and pick the same
price Ak = Aj = 1 for all k and j. As the attractiveness decreases for the con-
sumer in distance (and not for the firms), the consumer bears the disutility of
the distance. Due to the assumption on the positivity of the attractiveness, any
product has a non-zero probability of being picked by an arbitrary consumer.
Parameter γ is the ’choosiness’ of consumers; the higher the choosiness, the less
attractive a product with a certain mismatch between product specification (firm
location) and consumer preference (consumer location). If γ ↓ 0, the probability
for any product to be selected by a consumer at an arbitrary location goes to
1/M , i.e. consumers are indifferent to what product to consume. Products are
considered perfect substitutes. If γ → ∞, consumers are utility maximizers and
they are infinitely picky about which products they choose. The higher choosi-
ness γ, the more likely it is that consumers pick a product that is nearby. As
these consumers determine the actual and prospect sales, the firms nearby re-
spond mostly to the prospect sales to these consumers. So, under high choosiness
γ, firms implicitly position vis-a-vis their immediately neighboring competitors
in their relocation to increase prospected consumer sales: competition is local.
Under low choosiness γ, consumers are relatively indifferent to mismatches of
own requirements and product specifications, so firms compete globally about
equally fierce for an arbitrary consumer. Choosiness γ can thus be interpreted
as ’competition locality’. Locality is then -as in physics- referring to the extent
to which this interaction between firms is local rather than global. Alternatively,
γ may be interpreted as ’specificity’; the higher γ the more specific the product
is attuned to particular preferences/ niches.

Parameter r defines the nature of the attractiveness curve. We study the case
r = 2, for which the attractiveness curve takes a bell-shape around the product
location (cf. the Normal distribution).
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2.4 Second Tier of Component Suppliers

We extend the circular single tier model with an additional tier. On this second
tier, there are S suppliers and N niches (which is equal to the number of niches
on the first tier). We associate the niche of the supplier with the technical spec-
ification of the component. Each of the M assemblers on the first tier needs to
be connected to exactly one of S suppliers on the second tier.

The composite attractiveness for a customer at niche n of a product at location
θk produced by firm k using a component at location σπ(k) produced by supplier
π(k) is:

a(θk, σπ(k), n) := a(θk, n) x(σπ(k), n) c(θk, σπ(k)) (4)

This relates the assembly attractiveness a, component attractiveness x and
component-product compatibility c, which are defined as:

a(θk, n) := e−γΔr(θk,n)

x(σ, n) := e−ηΔr(n,σ)

c(θ, σ) := e−λΔr(θ,σ)

Δ is the minimum number of steps from θk to n in either direction over the
circle. Parameter γ ≥ 0 is the product design variable specificity. The higher
specificity, the more the assembly is tailored to specific consumer niches. Param-
eter η ≥ 0 is the component exposure, the more exposed consumers are to the
component or how more important the component is to them (e.g. by marketing
a personal computer with ’Intel inside’, the consumer is exposed to the proces-
sor as an explicit component). Parameter λ ≥ 0 is the product complexity. The
higher complexity, the greater the negative effect of mismatches between input
component and final assembly specifications on overall performance. Illustrations

(a) γ = 1, λ = 0, η = 0 (b) γ = 0, λ = 1, η = 0 (c) γ = 0, λ = 0, η = 1

Fig. 1. Composite attractiveness curves for different values of assembly specificity γ,
technical compatibility λ and component exposure η.
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of the composite attractiveness curve over the circle for different parameter set-
tings are given in Figure 1. In line with the relocation criteria in the single tier
case, a firm (now assembler or component supplier) at location θ picks a new
location in θ− 1, θ, θ+1 that maximizes its sales (ceteris paribus). However, the
assembler now executes polls to assess ŝ+, ŝ and ŝ− whereby it also considers
all possible switches to the suppliers available. In this case, an increase in sales
might be caused by moving closer to certain consumers, but also by increas-
ing the technological compatibility, exploiting the component exposure, or both.
Not only the assemblers relocate, so do the suppliers. We assume that suppliers
simply move to where the income is coming from. Each period, each supplier
computes the sales generated on both (strict) halves of the circle (clockwise and
counterclockwise) and moves one step into the direction that generates the high-
est total sales. Suppliers do not relocate to/ from assemblers currently not its
buyer. We ignore assembly and component redesign costs.

3 Results for the Single Tier Model

In this section, we study the emerging location distribution of firms in case of
the single tier model.

(a) γ = 0.15 (b) γ = 0.45 (c) γ = 2.0

Fig. 2. Emerging equilibria for M = 4 for various γ with ε = 10−6 and N = 200

3.1 Types of Equilibria

In contrast to the classical equilibrium result that firms are distributed equidis-
tantly, we find that firms in general form ’equidistantly spread pairwise clusters’.
Figure 2 contains several illustrations of emerging equilibria. For γ = 0.15, the
equilibria are near-equidistant. For γ = 0.45, the equilibria take the form of
a two-by-two pairwise clustering, where the pairs are located at diametrically
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opposite sides of the circle. We use the metric D to quantify the extent to which
the distribution deviates from equidistance:

D2 :=
M

N2(M − 1)

∑

1≤i≤M

(−→
Δ(θi, θi+1)− N

M

)2

(5)

For notational convenience, we take indices to reflect the location ordering

(θi+1 ≥ θi), and θM+1 = θ1. We take M to be even.
−→
Δ is the distance mea-

sured in clockwise direction. The summands are the squared differences of the
distance between consecutive firms from the distance under equidistance (N/M).

Per combination in a fine-grained γ (choosiness) - ε (switching threshold)
parameter landscape, we determine the average D value for 500 seed values for
the emerging distribution of firms over the circle. This is plotted in density plots
in Figure 3. We distinguish a number of parameter regions of interest depicted
in Figure 3b.
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Fig. 3. Density plots (when dark (white), value is 0 (1)) of the D metric for M = 4
for a range of γ and ε values for M = 4 and N = 500 and 500 cases per parameter
combination, including an overview of interesting regions.

In region R, the γ is so low that an increase in sales from relocating does
not exceed ε, so there is little to no relocation, such that D reflects the noise
of the initial random distribution. In region G, choosiness γ is so high that
attractiveness increments are very limited and further relocation stops already
when the within-pair distances are large (or very asymmetric). Furthermore, the
higher γ, the sooner the sales increments drop below ε. In region E, D is low
(the region in Figure 3a is dark), the firms in both pairs are far away from each
other, so the emerging equilibrium is near-equidistant. Distances from one to the
next firm are close to N/M . Competition is so global (γ is so low) that firms
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also capture much sales beyond the immediate neighboring firms. With higher
ε, the sum of attractiveness increments needs to be larger to further diverge to
equidistance, which occurs at higher γ, hence the slight tilt to the right of left-
hand side boundary. In region P, D is high (the region in Figure 3a is brightly
colored), the distance from firms in a pair is close to 0. The emerging equilibrium
is strongly pairwise.With higher ε, the total of sales increments needs to be larger
to justify relocating and thus drive convergence to tighter pairwise clustering, so
already at lower choosiness γ values further relocation stops, hence the tilting to
the left of the right-hand side region boundary. The boundary between region E
and P is related to the location of inflection point γ∗ of the attractiveness curve.

4 Results for the Two-Tier Model

In this section, we study the dynamics and emerging location distribution in case
of horizontal differentiation of system assemblers and their suppliers in a two-tier
model. In the single tier case, the industry mostly converges to an equidistant
distribution (of pairs) of firms, where attractiveness γ affects the within-pair
distance. With the introduction of the second tier, assemblers have to pick a
supplier. However, which suppliers do assemblers pick? What is the distance from
an assembler to its supplier? How do both distance and choice of supplier depend
on the landscape parameters? Finally, we compare the results for the two-tier
case with the results for single tier benchmark case to get an understanding of the
importance of aligning the product-market strategy of assembler and supplier
and technically attuning assembly and its components.

4.1 Supplier’s Role in Emerging Locations and Configuration

Let si be the number of assemblers served by supplier i. Note that the industry
configuration (s1, . . . , sS), i.e. the distribution of assemblers over suppliers, need
not be uniform.

Supplier-Assembler Distance. In isolation, an assembler produces a prod-
uct that uses the most compatible component available. As such, a component
supplier has a natural ’part ’ of the landscape stretching halfway to the next
supplier on either side (clockwise and counterclockwise) of assemblers and final
consumers it serves. As a general rule, an assembler placed (initially) in the part
of a supplier, gradually moves closer to that initial supplier (i.e. without switch-
ing to another supplier) and eventually settles near that supplier in equilibrium.
If there are other assemblers served by this supplier, each of these assemblers
balances being close to the supplier and being differentiated from these immedi-
ate competitors. On top of that, firms differentiate from competitors served by
other suppliers.
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Supplier Switching. An assembler located in the part of one supplier may
switch to another supplier, thereby changing the range of niches with consumers
served (based on the component used). Such a switch may go at the expense
of lower compatibility, but may still increase overall sales. For such ’counter-
compatibility switching ’ to occur, there must be asymmetry in the market shares
of the various assemblers. This may be caused by an asymmetry in the config-
uration, i.e. an asymmetry in the number of assemblers per supplier. In case of
symmetry in the configuration, it may be caused by a particular distribution
of assemblers over a supplier’s part. An example of the first case is that there
are two suppliers (S = 2), one of which is busy (si > M/2) and one of which is
quiet. Assemblers may then switch from their busy supplier to the quiet supplier,
giving in on compatibility, but serving a different pool of consumers with the al-
ternative component. An example of the second case (symmetry in configuration
but asymmetry in market shares) is that one or multiple assemblers are at the
edge of the supplier’s part that they share. In this case, counter-compatibility
may increase sales for the assembler at the edge of the supplier’s part. This
counter-compatibility switch may thereby even cause configuration asymmetry.
In case of more than two suppliers, counter-compatibility switching becomes
more involved. Depending on the initial locations of the suppliers, the suppliers’
parts (i.e. the niches halfway to the competitors on either side) need not be of
equal size. In that case, assemblers tend to switch counter to the compatibility
to suppliers with a larger part. However, switching also depends on the number
of assemblers currently served by the suppliers and the choices for parameters
γ, η and λ.

Complexity. As soon as product technology has a certain non-trivial complex-
ity (λ > 0) or component exposure (η > 0), assemblers take into account the
location of suppliers. The higher the complexity λ, the stronger the agglomerat-
ing force of suppliers: any additional mismatch of assembly and component (e.g.
due to relocating away from the supplier or switching to the other supplier) has
stronger impact on overall attractiveness.

Even for low complexity levels, there is no gain in differentiating from com-
petitors residing closer to the shared supplier and all assemblers agglomerate
at their supplier’s location. We find that the higher complexity, the less likely
counter-compatibility switching becomes and the more likely an emerging con-
figuration may be asymmetric.

In explaining dynamics and emerging distributions, this complexity λ is a
strong force because any incompatibility between component and assembly af-
fects demand at all niches across the landscape. The effect of λ is strong and
rather obvious. For the remainder of this subsection, we assume components and
assemblies are perfectly modular (λ = 0) and focus on component exposure η
that has weaker but also less obvious effects.

Exposure. With an increase in component exposure η, components determine
more of composite attractiveness and thereby expected sales on the supplier’s
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(a) η = 0.0 (b) η = 0.03 (c) η = 0.15

Fig. 4. Equilibria emerging from the same initial distribution of assemblers for different
component exposure levels η under γ = 0.6. Here M = 9, S = 3, N = 60. The figures
illustrate the sensitivity of the assembler distribution for exposure.

part. It is thereby more important for assemblers to have a high attractiveness
value a of its product at this supplier’s part, which is generally the case when
assemblers are closer to the supplier itself. Under high exposure η relative to
assembly specificity γ and complexity λ, consumers particularly value a match
with the component and not the assembly. All the assemblers doing business with
a certain supplier divide the (lion share of the) consumers in the niches in this
supplier’s part. In Figure 4, we see that the introduction of a component at-
tractiveness (by picking exposure η > 0) causes assemblers to agglomerate near
their supplier. In case η = 0, consumers do not care about which component is
used, such that assemblers observe no change in expected sales upon switching
to another supplier. In case η = 0.03, assemblers relocate towards their suppliers,
but still differentiate from their immediate competitors being served by the same
supplier. In case η = 0.15, consumers care strongly about the component, and
firms locate near to their suppliers regardless of being close to their immediate
competitors. However, having explicitly exposed components (or suppliers) does
not automatically cause more agglomeration. In Figure 5, we see that an assem-
bler may also switch to an alternative supplier (possibly counter to compatibility
at first) to differentiate from immediate competitors.

4.2 Dynamic Equilibria

With the introduction of the second tier (with λ > 0 or η > 0), firms may end
up in cyclic relocation patterns, i.e. emerging equilibria may be dynamic. In fact,
extensive simulations revealed that, in certain parameter regions, the industry
ends up in such dynamic equilibria in more than eighty percent of the runs.
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(a) η = 0 (no suppliers, de facto) (b) η = 0.50

Fig. 5. Equilibria emerging from the same initial distribution for γ = 1.2 for different
component exposure levels η. Here M = 6, S = 20, N = 100.

We observed dynamic equilibria in the form of pulsations3 (see the example in
Figure 8.), oscillations4 (see the example in Fig. 7), rotations5 and combinations
thereof. Apart from the choices for γ, η and λ, the types of equilibria depend
on the number of suppliers S and whether suppliers are mobile or fixed, as
well as the number of assemblers M . Extensive studies for S = 1 and S =
2 revealed that certain regions in the (γ, η, λ) parameter landscape robustly
develop such dynamic equilibria. These equilibria generally occur if λ is low
(little agglomeration) and η and γ are high such that demand is sensitive to
small changes in the location distribution of assemblers and suppliers.

If demand is inelastic (i.e. does not decrease with a decrease in composite
attractiveness), dynamics and emerging equilibria depend on, firstly, sales in
remote niches either halfway to the next supplier, and, secondly, sales beyond
the immediate competitors on either side. Whenever demand is elastic, mostly
sales in local niches matters and dynamic equilibria are less likely to occur.

4.3 Emerging Distribution of Assemblers

To understand which alignment strategies should be followed by firms, we com-
pare the emerging assembler distributions in the single and two-tier cases. To
remove double dynamics effects from statistics, we fix supplier i = 1, . . . , S at
niche N(i − 1)/i. We study an elementary, yet non-trivial industry case that
allows comparing results with the single tier industry case: S = 2 suppliers and
M = 4 assemblers. The emerging industry configuration (s1, s2) with si the

3 A two-stage process in which the distance from assemblers to their suppliers first
expands and then contracts.

4 A two-stage process in which assemblers move from the left side to the right side of
their supplier and back.

5 A perpetual process in which assemblers (and possibly suppliers) keep on relocating
in the same direction.
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Fig. 6. Density plots (when dark (white), value is 0 (1)) of the D metric for M = 4
for a range of γ and ε values for M = 4 and N = 500 and 500 cases per parameter
combination, including an overview of interesting regions.

number of assemblers served by supplier i may be any one of (4, 0) ≡ (0, 4),
(3, 1) ≡ (1, 3) or (2, 2).

Like in Section 3, we place all M = 4 assemblers randomly on the circle,
have them relocate autonomously until there is an equilibrium and compute
the D metric value for this equilibrium. We do this for 500 cases per γ and ε
combination for a range of γ and ε values. To be able to compare the distance
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between firms in a pair with and without suppliers, we exclude cases with a
dynamic equilibrium or a static asymmetric configuration. We then compute
the average D value per combination using the ’filtered’ dataset.

We repeat this for the component exposure values η = 0.001, 0.01, 0.1 for
which the density plots and a schematic overview of interesting regions are con-
tained in Figure 6.

In region I in the schematic overview in Figure 6d, the sales increments of
only relocating are too small to exceed the threshold ε. In regions L and R,
assemblers switch and move toward their supplier, but ε is so high compared to
the sales increments realizable (related to γ) that there is early stifling of further
relocation. Since we filter out the (2, 2) configurations, we find many cases in
which the assemblers are indeed close to equidistantly distributed. In region A,
assemblers agglomerate near the supplier and the emerging equilibrium is far
from equidistant. In region G, there is very little relocation, just like in region
I. However, in region I, assemblers have significant sales in all niches around the
circle, in expectation, while in region G, the sales is very local.

With an increase in component exposure η, the component attractiveness
determines more and more of the composite attractiveness and assemblers move
closer to their suppliers. Furthermore, if η is higher, the sales increments of
moving closer to the supplier are higher and the ε needs to be higher to stop the
assembler’s relocations, so the regions L and R shift upward.

5 Conclusions

In this paper, we studied location equilibria and dynamics on a multi-tier Salop
circle under bounded rationality. We started off with studying the classical single
tier industry as benchmark case. In this case, the attractiveness curve in the dis-
crete choice model mediates the emerging distribution of firms, and notably the
consumer choosiness (or -alternatively- product specificity) determines whether
firms disperse equidistantly or whether pairs of firms emerge.

In case of a two-tier supply chain in which suppliers (and their component
technology) play an explicit role, the emerging equilibria are structurally dif-
ferent. Assemblers tend to agglomerate with head-on rivals near their supplier,
particularly in case of imperfectly modular products (complexity λ > 0). How-
ever, firms also agglomerate when consumers care about the components used
(components are ’exposed to consumers’, η > 0), even if product technology is
modular (λ = 0). In that case, relocating away from the head-on competitors and
the supplier lowers sales more than sharing the sales with the head-on rivals. If
consumers care much (or even mostly) about the components used, assemblers
may switch to a technologically remote supplier, counter to the technological
compatibility, to thereby serve an alternative market segment and gradually dif-
ferentiate away from otherwise head-on competitors. The greater the exposure
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and the greater the upstream density (i.e. the more choice in potential suppli-
ers), the more likely counter-compatibility switching is. Moreover, whenever the
industry consists of multiple tiers, the emerging location equilibrium may be dy-
namic (i.e. a cyclic relocation pattern). The type of dynamic equilibrium depends
on the number of suppliers, on whether suppliers are mobile or rather fixed, on
the attractiveness curvature and parameter settings (assembly design specificity
γ, component exposure η, and technological complexity λ). The existence of such
dynamic equilibria hints on inefficiencies in the industry.

We have seen that pairwise clustering in the single tier case as well as dynamic
equilibria in the two-tier case are due to inelasticity of demand. So, aligning a
supply chain is definitely meaningful for commodity industries such as basic
foodstuffs, basic clothing and gasoline, that indeed have relatively inelastic de-
mand. However, for luxury and capital goods industries, that have relatively
elastic demand, the presence of upstream suppliers frustrate the otherwise en-
dogenous tendency to disperse maximally. So, the need for alignment is obvious
under both demand regimes, albeit for different reasons.

The scientific contributions of this work are the insight that disaggregation is
required to understand emerging product-market segmentation, and that prod-
uct complexity and component exposure (and the role of suppliers) may cause
dynamic equilibria. The implications for day-to-day management are that firms
have to align their supply chain to escape lock-ins and head-on competition as
well as preventing inefficient dynamic equilibria.

Appendices

1.A Illustration of Oscillation

(a) t = 0 (b) t = 40 (c) t = 54 (d) t = 90

Fig. 7. Illustration of an oscillatory dynamic equilibrium, here with γ = 100.75, λ = 0.0
and η = 101.5. Each cycle takes 106 periods.
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1.B Illustration of Pulsation

(a) t = 0 (b) t = 1 (c) t = 26 (d) t = 27

Fig. 8. Illustration of a pulsating dynamic equilibrium, here with γ = 101.5, λ = 0.0
and η = 100.25. Each cycle takes 52 periods.
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