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Preface

It is a great pleasure to welcome you to the proceedings of the Ninth International Con-
ference on Testbeds and Research Infrastructures for the Development of Networks and
Communities (Tridentcom 2014). This year’s conference continued its tradition of be-
ing the premier forum for presentation of results on cutting edge research in activities
related to experimentation such as testing, verification, deployment, integration, man-
agement, and federation of such facilities as well as experimentation-oriented research
based on implementation of novel schemes on research testbeds. The mission of the
conference is to share novel basic research ideas as well as experimental applications in
advanced networking area in addition to identifying new directions for future research
and development.

In Tridentcom 2014, we received 149 paper submissions, and finally selected 49
regular papers. The acceptance rate was 32.89%.

Tridentcom 2014 gave researchers, vendors, providers, and users a unique opportu-
nity to exchange ideas on past experience, requirements, needs, and visions for estab-
lishing the convergence of advanced networking and cloud computing. The conference
consisted of six symposia that covered a broad range of research aspects. We hope that
the conference proceedings will serve as a valuable reference to researchers and devel-
opers in the area.

We also hope that you find the papers in this volume interesting and thought-
provoking. It will surely advance our understanding of advanced networking and doubt-
less open up new directions for research and development.

June 2014 Victor C.M. Leung
Min Chen
Jiafu Wan
Yin Zhang
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Software-Defined Infrastructure
and the SAVI Testbed

Joon-Myung Kang1(B), Thomas Lin2, Hadi Bannazadeh2,
and Alberto Leon-Garcia2

1 Network and Mobility Lab., HP Labs., Palo Alto, CA 94304, USA
joon-myung.kang@hp.com

2 Department of Electrical and Computer Engineering,
University of Toronto, Toronto, ON M5S 3G4, Canada
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Abstract. In this paper we consider Software-Defined Infrastructure
(SDI), a new concept for integrated control and management of converged
heterogeneous resources. SDI enables programmability of infrastructure
by enabling the support of cloud-based applications, customized network
functions, and hybrid combinations of these. We motivate SDI in the con-
text of a multi-tier cloud that includes massive-scale datacenters as well as
a smart converged network edge. In SDI, a centralized SDI manager con-
trols converged heterogeneous resources (i.e., computing, programmable
hardware, and networking resources) using virtualization and a topology
manager that provides the status of all resources and their connectivity.
We discuss the design and implementation of SDI in the context of the
Canadian SAVI testbed. We describe the current deployment of the SAVI
testbed and applications that are currently supported in the testbed.

Keywords: Virtualization · Cloud computing · Software defined
networking · Resource management

1 Introduction

The delivery of content and software applications is being revolutionized by appli-
cation platforms that encompass massive datacenters, the Internet, and smart
phones. Cloud computing, typically in very large remote datacenters, provide
unprecedented flexibility and economies of scale in the support of applications.
Software-definednetworking (SDN)allowsfine-grained control of applicationflows.
Together cloud computing and SDN promise a future open marketplace where
applications can be readily and rapidly programmed on a converged infrastructure.
Major collaborative open source efforts are helping advance these two technologies,
OpenStack [6] for cloud computing and OpenFlow [1] for SDN.

We view the cloud as being multi-tier in nature, with massive remote datacen-
ters in one tier, and converged smart edge nodes closer to the users. Computing
and networking resources in the smart edge are essential to support applications
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 3–13, 2014.
DOI: 10.1007/978-3-319-13326-3 1



4 J.-M. Kang et al.

with low-latency requirements, to execute security functions, and to promote
efficient content distribution through local caching resources.

The location of the smart edge is roughly where telecom service providers
are placed. Therefore it is natural that the design of the smart edge should
consider the challenges of the service provider. The overarching challenge today
is the need to invest huge capital expenditures to increase wireless capacity
to accommodate higher traffic, while coping with slower revenue growth from
competition and customer expectation for continual sustained improvement. We
believe that virtualization can play a role in addressing these twin challenges.

The remote massive datacenter leverages virtualization of computing and
networking resources to deliver flexibility and compelling economies of scale. In
contrast, the smart edge is significantly smaller in scale and much more het-
erogeneous in its resources. The smart edge especially when defined to include
wireless and wired access networks include nonconventional computing resources,
namely FPGAs, network processors, ASICs for signal processing within purpose-
built boxes. We believe that flexibility and economies of scale can be attained
in the smart edge through the virtualization of computing, networking, and
non-conventional computing resources and the introduction of control and man-
agement systems for converged resources.

Until recently, control and management approaches have focused on the sep-
arate management of different infrastructure resources. For example, cloud con-
trollers such as OpenStack provide cloud resource provisioning, while network
controllers such as an OpenFlow and other SDN controllers provide network
control. In the smart edge, an integrated management and control system for
converged network and generalized computing resources can be more effective in
providing flexibility and performance in a cost-effective manner. Open interfaces
for controlling and managing these shared heterogeneous resources can provide
software programmability for dynamically deploying new functionality. In addi-
tion, advanced monitoring and measurement techniques and user access to infras-
tructure information can provide customized resource allocation or networking.
Therefore, we need a “software-defined infrastrastructure (SDI) to satisfy their
requirements beyond SDN and VMs.

In [2] we introduced the notion of SDI and in [3] we introduced the initial
design of the control and management of the SAVI testbed. In this paper we
first present the SDI architecture for designing a testbed for future applications
and services, focusing specifically on the SDI manager and its associated topol-
ogy manager. Next, we present the current design and implementation of the
SAVI testbed and its control and management system for converged heteroge-
neous resources based on the SDI architecture. We describe the SAVI Testbed
which has been deployed across much of Canada and used to demonstrate the
management of physical and virtual resources. We also describe the hands-on
workshop provided to SAVI researchers to promote the usage of the testbed. We
describe a tutorial to introduce users to a configuration management service,
as well as to the SDI manager to query and manage the physical and virtual
network infrastructure in the SAVI testbed.
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Fig. 1. A system architecture for SDI resource management

The paper is organized as follows. Section 2 describes a high-level system
architecture of SDI using major components. Section 3 presents SAVI cluster
configuration and heterogeneous resources and a design of SAVI testbed resource
control and management system. The current SAVI testbed deployment and sta-
tus are presented in Section 4. Finally, conclusion and future work are presented
in Section 5.

2 Software-Defined Infrastructure

In this section, we define SDI and present an SDI resource management archi-
tecture for the converged heterogeneous resources. In SDI, “Software-Defined
means providing open interfaces to: control and manage converged heteroge-
neous resources in different types of infrastructures for software programmabil-
ity; and give an access to infrastructure resource information such as topology,
usage data, etc. We design the SDI architecture to support those requirements.

Fig. 1 shows a high-level architecture of the SDI Resource Management Sys-
tem (RMS), in which an SDI manager can control and manage a resource of
type A, B, and C using a corresponding resource controller A, B, or C, respec-
tively. External entities obtain virtual resources in the converged heterogeneous
resources via the SDI RMS through “Open Interfaces. The converged heteroge-
neous resources are composed of virtual resources and physical resources. Virtual
resources include any resource virtualized on physical resources, such as virtual
machines. Physical resources include any resource that can be abstracted or
virtualized, such as computing servers, storage, network resources (routers or
switches), and reconfigurable hardware resources.

The SDI RMS provides resource management functions for the converged het-
erogeneous resources to the external entities. These functions include provisioning,
registry/configuration management, virtualization, allocation/scheduling, migra-
tion/scaling,monitoring/measurement, load balancing, energymanagement, fault
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management, performance management (delay, loss, etc.), and security manage-
ment (authentication, policy, role, etc.). The external entities can be applications,
users (service developers or providers), and high-level management systems.

The SDI manager performs coordinated and integrated resource manage-
ment for converged heterogeneous resources through a resource controller and
the topology manager. The SDI manager performs major integrated resource
management functions based on resource topology information provided by the
topology manager. Each resource controller is responsible for taking the high-
level user descriptions and managing the resources of a given type. The topology
manager maintains a list of the resources, their relationships, and monitoring
and measurement data of each resource. Furthermore, the topology manager
provides up-to-date resource information to the SDI manager for infrastructure-
state-aware resource management. Examples of the integrated resource man-
agement functions that can be performed by the SDI manager include: fault
tolerance, green networking (energy efficient and/or low-carbon emitting), path
optimization, resource scheduling optimization, network-aware VM replacement,
QoS support, real-time network monitoring, and flexible diagnostics.

3 SAVI Testbed Based on SDI Concept

The Smart Applications on Virtual Infrastructure (SAVI) project was established
to investigate future application platforms designed for applications enablement
[3]. We have developed a SAVI testbed system for controlling and managing
converged virtual resources focused on computing and networking. In previous
work [3], we extended Virtual Application on Network Infrastructure (VANI) [5]
for supporting non-conventional computing resources. In this section we extend
the previous SAVI testbed management system to one based on an SDI architec-
ture that provides a uniform abstraction for heterogeneous resources. First, we
present the SAVI cluster configuration and its heterogeneous resources. Second,
we present a high-level design of our Control and Management system based on
SDI. Third, we present an SDI manager which is a core component for integrated
resource management. Finally, we present the topology manager which provides
status of SAVI testbed nodes and resources.

3.1 SAVI Cluster

SAVI explores a multi-tier cloud that includes massive core datacenters, smart
edge nodes, and access networks, wherein all resources are virtualized. SAVI has
designed a node cluster that can provide virtualized and physical computing and
networking resources, including heterogeneous resources. We anticipate that the
Smart Edge will leverage these heterogeneous resources to provide greater service
flexibility, improved resource utilization and cost efficiencies. A SAVI cluster pro-
vides heterogeneous resources interconnected by a 10GE OpenFlow fabric. SAVI
has developed an approach to allow heterogeneous resources to be managed with
OpenStack [6]. Currently, SAVI clusters include Intel Xeon servers, storage, Open-
Flow switches, GPUs, NetFPGAs, Alteras DE5-Net and ATOM servers.
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Fig. 2. Design of a control and management system for SAVI node [2]

3.2 High-Level Control and Management System Design

Fig. 2 shows the design of a control and management system for a SAVI node
based on the SDI architecture to manage cloud and networking resources. A
SAVI node controls and manages virtual resources using OpenStack and Open-
Flow controller. In the Edge node (converged) network, a variety of heteroge-
neous computing and networking resources are available as shown in Fig. 2. The
SDI manager controls and manages virtual computing resources by virtualiz-
ing physical computing resources using OpenStack. The OpenFlow controller is
used for controlling networking resources. The OpenFlow controller receives all
events from the OpenFlow switches and creates a flow table including actions.
The SDI manager performs all management functions based on data provided
by the OpenStack and the OpenFlow controller, and it determines appropri-
ate actions for computing and networking resources using management modules
inside.

The SDI manager has a module manager to manage specific functional mod-
ules such as a scheduling module, a networking control module, a fault-tolerant
management module, or a green networking module. Details of each module are
out of the scope of this paper. As in SDN, we have separated the data and control
planes in the SAVI node. The OpenStack and OpenFlow controller are modules
for communicating directly with computing and networking resources. The SDI
manager in Fig. 2 is responsible for control and management tasks. The topol-
ogy manager collects cloud computing resource information using OpenStack
and networking resource information using OpenFlow. In addition, the topology
manager can collect system information from the physical resources using IPMI
and SNMP. Application and service providers can access not only control and
management functions but also topology information through RESTful APIs
which is a kind of open interfaces.
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Fig. 3. SDI manager design and an expanded view of the network control module

In the SAVI testbed, we have used and extended the following projects from
OpenStack: 1) Keystone for Identity management, 2) Nova for Compute and
a cloud computing fabric controller, 3) Swift for Storage, a highly available,
distributed, eventually consistent object/blob store, 4) Glance for Image man-
agement, 5) Neutron (formerly named Quantum) for network management, and
6) Cinder for volume management. Because the original OpenStack Nova does
not support virtualization of unconventional resources such as FPGA, NetFPGA
or GPU, we have extended Nova to support virtualization of such resources by
adding new device drivers. These are depicted with *-drivers under Nova in
Fig. 2.

We have used FlowVisor [8] as a controller that acts as a transparent proxy
between OpenFlow switches and multiple OpenFlow controllers. FlowVisor cre-
ates rich slices of network resources and delegates control of each slice to a
different controller, while enforcing isolation between the slices. Internally, we
have used the Ryu OpenFlow controller [9] which serves as a network control
proxy for the SDI networking control module. Through FlowVisor, any user can
use his/her own OpenFlow controller, even though it is outside the SAVI testbed
as shown in Fig. 3 [7].

3.3 SDI Manager

The SDI manager provides integrated resource management for converged het-
erogeneous resources by abstraction. As shown in Fig. 3, we have designed the
SDI manager as a module platform where each module is pluggable and realizes
a certain function of SDI control and management such as resource scheduling,
power management, network control, and so on. The SDI manager includes not
only predefined modules developed by us but also SDI services through open
interfaces for end users such as resource allocation APIs. By providing SDI ser-
vices, end users may easily implement their services/applications using available
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Fig. 4. Topology manager design

information from SAVI testbed and test them on the SAVI testbed. For instance,
if an end user wants to allocate virtual machines based on CPU core tempera-
ture of physical servers, the SDI manager can provide an API to provide a list
of available physical servers and measured properties including CPU core tem-
perature. Based on the given information, the end user can develop his or her
own resource allocation algorithm and apply it to SAVI TB through the resource
allocation API given by the SDI manager.

For example, Fig. 3 shows a network control module which is a predefined
module and enables SDN applications over the SDI manager. The module runs
one or more network control applications (e.g., learning switch, topology discov-
ery, FlowVisor control, etc.) using controllers A, B, · · · , and X which provides
receiving and handling APIs. We have implemented an application (SDIApp in
Fig. 3) running on the OpenFlow controller which forwards certain OpenFlow
events to the network control module. In [7] we discussed the network control
module, including how to control OpenFlow-enabled networks, manage virtual
networks, and delegate control to user-defined OpenFlow controllers.

3.4 Topology Manager

Fig. 4 shows a high-level design for the topology manager where a configuration
manager monitors the state and relationship between converged heterogeneous
resources through a cloud controller and a network controller, and stores the
monitored data to a graph database. In addition, the topology manager provides
answers for the queries to the data from an SDI manager. The cloud controller
and network controller each provide physical and virtual computing or network-
ing resource properties, as well as associated monitoring and measurement data
to the configuration manager.

The configuration manager builds a model by analyzing states and relation-
ships of all monitored cloud and networking resources. We have used a graph for
the model because all resources and their relationships can be represented by
a set of vertices and edges with flexibility and simplicity. All physical and vir-
tual resources are represented by a vertex and their relationship is represented
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Fig. 5. Graph model example for cloud and networking resources

by an edge. For example, physical computing server, physical network inter-
face, physical network link, virtual machine, virtual network interfaces, virtual
network link, physical network switch, physical network port, virtual network
switch, virtual network port, physical access point, and any other heterogeneous
resources can be a vertex in a graph model. Each vertex has its own proper-
ties such as ID, name, and associated monitoring data. In addition, the graph
model includes a set of subgraphs that represent a physical or a virtual network
topology. Thus the configuration manager can store not only the state and rela-
tionship of converged heterogeneous resources, but also the physical and virtual
network topology.

Fig. 5 shows a graph model example. In the SAVI TB, we have three types
of network elements: Node, Interface, and Link. In the graph, a vertex repre-
sents one of the network elements with some dynamic properties. We also have
three types of associations: CONNECTED, HAS, and VIRTUALIZED. In the graph,
an edge represents the relationship. CONNECTED is used for one network element
connected to another network element with a specified medium. HAS represents
that a network element has another network element. VIRTUALIZED represents
that a network element virtualizes another network element. In Fig. 5, physical
resources are composed of a node, an interface and a link, and their relation-
ships represent a physical network. Virtual resources can be virtualized on the
physical resources and their relationships represent a virtual network.

We use a graph database for storing the graph model built by the config-
uration manager. The graph database is whiteboard friendly meaning that we
can use the language of node, property, and relationship to describe our domain,
so there is no need for a complicated object and relationship mapping tool to
implement it in the database. We use the neo4j graph database, a popular open
source graph database[10].

The topology manager provides topology information via REST APIs. It
includes: 1) SAVI Node (physical server, switch, hardware sources, etc.), 2) Inter-
face (network interface, switch port, etc.), 3) Link information, and 4) Topology.
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Fig. 6. Current deployment of SAVI testbed in Canadian universities

4 Current Deployment and Testing

Fig. 6 shows the current SAVI node and network topology deployed in seven
Canadian universities. One core node and seven Edge nodes provide cloud com-
puting and heterogeneous resources. Currently, the SAVI testbed has 550+
CPU cores, 10+ FPGA systems, 6+ GPU systems, 50+ TB storage, 10/1GE
OpenFlow-enabled switches, and wireless access points. SAVI nodes in Ontario
are connected by ORION (Ontario Research and Innovation Optical Network)
with a 1GE L2 ethernet link, and elsewhere connectivity is through CANARIE
(Canadian Research and Education Networks). The main SAVI testbed control
center is located in the University of Toronto and provides resource manage-
ment services for all infrastructures. Currently, we have a project to federate
with GENI in the USA.

To provide an example of real operation in the SAVI testbed, we share our expe-
rience fromahands-on tutorial for 60+ researchers on July 2013.The tutorial intro-
ducedusers to the topologymanagement service and our SDImanager to query and
manage thephysical andvirtual network infrastructure inSAVI testbed.The topol-
ogy service provides the entire network topology to users through either RESTful
APIs, a CLI client, or a Python library using a graph database. We showed how to
use the service to get the topology from SAVI testbed and how to apply the infor-
mation forVMresource scheduling.Bydefault, each testbed tenant has amain net-
work which is connected to a router to enable Internet access. However, users can
define their own private networks isolated from the main network and the Internet.
The tutorial showed how to create a private virtual network as well as a subnet for
that network. Afterwards, users learned how to control the private network using
their own SDN controller. In addition, SAVI researchers showed how to deploy and
manage an application on the SAVI testbed using the Cross-Cloud Application
Management Platform (XCAMP) [11]. Other applications and experiments run-
ningon the testbed involvebigdataanalysis,multimedia services, resource schedul-
ing, virtual data center embedding, and cloud deployment are running on the SAVI
testbed.

Finally we describe a wireless use case for SDI. The SAVI testbed includes
OpenFlow-enabled wireless access points with the added capability to virtualize
WiFi. As an example of using SDI in the provisioning and control of end-to-end
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services, consider a user who wishes to deploy a wireless service for clients. The
user first queries the SDI manager, using its open APIs, for information regard-
ing the capacity and capabilities of existing computing resources on the various
smart edges. The information returned allows the user to allocate, again via APIs
on the SDI manager, virtualized servers on physical machines chosen based on
some combination of user-chosen metrics (i.e. compute capabilities, free RAM,
proximity to clients, etc.). The user decides that customized network access con-
trol is needed, and thus instructs the SDI manager to delegate control of a slice
of the network to the user’s own OpenFlow controller (which could be running in
another VM on the smart edge). In order to connect clients, the user instructs the
SDI manager to virtualize the wireless access points to enable a unique ESSID,
seen by client devices as an independent WiFi network. Clients who connect via
this ESSID will automatically be associated with the slice of network controlled
by the user, and their traffic will be controlled accordingly based on the users
OpenFlow controller. Other open APIs which enable monitoring and measure-
ment allow the user to view the state and current utilization of their computing
and network resources, in turn empowering the user to adjust the capacity and
availability of their service as desired.

5 Concluding Remarks

In this paper we have presented an SDI architecture and resource manage-
ment system for infrastructures consisting of converged heterogeneous virtualized
resources. SDI promises to provide flexibility, performance, and cost effective-
ness, especially in the smart edge of a multi-tiered cloud. As a practical opera-
tional example, we presented the design and implementation of the SAVI testbed
based on the SDI concept. SAVI provides integrated resource management ser-
vices through an SDI manager and topology manager. We also presented the
current deployment and shared our experiences running applications on it.
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funded under the NSERC, Canada (NETGP394424-10) and by NRF, Korea (NRF-
2013R1A6A3A03059975).
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Abstract. Virtualization has become a key component of network test-
beds. However, transmitting data or commands to the test nodes is still
either a complicated task or makes use of the nodes’ network interfaces,
which may interfere with the experiment itself. This paper creates a
model for the typical lifecycle of experiment nodes, and proposes a mech-
anism for networkless node control for virtual nodes in such a typical
experiment lifecycle which has been implemented in an existing testbed
environment.

Keywords: Testbed · Control Interface · Node Control

1 Introduction

Network research is becoming more important since the Internet and other com-
puter networks have a growing influence on the world. For this area of research,
network testbeds are a crucial tool for experimentation. These testbeds usually
offer a number of devices distributed over the globe with certain connection con-
figurations between them. The experimenters’ influence on this setup and its
variables depends mainly on the testbed’s architecture.

An important aspect for the usage of a testbed is how the network devices
can be controlled. For large experiments which have many network nodes it is
not feasible to control every device by hand. Thus, the experimenter needs to
have a controlling interface which can be automated, i.e. scripted. Many testbeds
(such as PlanetLab [3] or EmuLab [2,7]) use the devices’ networking capabilities
to provide such an interface. Automation frontends for these testbeds like gush
[1] also need a network connection to the devices.

However, in a networking testbed, a network interface (especially one con-
nected to the Internet) may not be a good solution to the problem of controlling
a device. There are several disadvantages when choosing this control method
which have to be accounted for in the experiment design.

configuration. Depending on how node control is realized, there is either an
additional network interface on every device or one of the interfaces which
is being used in the experiment is also used for control. In the first case,
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the experiment must be configured never to use the additional interface,
even when routing over this interface would make more sense than routing
over another one. In the second case, this interface is forced to support the
traditional protocol stack including TCP/IP.

traffic. There may be uncontrolled traffic coming from the outside network to
the experiment. This may affect measurements as this additional traffic uses
bandwidth, may cause additional latency or interfere with the experiments
in other ways.

connectivity. There may be experiments which may not be connected to the
Internet for several reasons. For example, you cannot run a malware analy-
sis while connected to the Internet without endangering the Internet (Such
an experiment has been done on ToMaTo, using VNC as the node control
method [5]).

Testbeds can provide a networkless control interface for these kinds of experi-
ments, which will be shown in this paper. In Section 2, a model for automated
node control will be developed. Section 3 describes how these operations can be
realized in a host-guest system, section 4 introduces the actual implementation
in the Topology Management Tool (ToMaTo [4,6]) and section 5 concludes this
paper.

2 Requirements for Automated Control

After creating devices, the experimenter will usually install software on it (1),
configure it (2), run the experiment (3) and then collect the resulting data (4).
Step 1 consists of transmitting files to the device and then execute the installation
routine. Step 2 also consists of running commands and maybe uploading some
configuration files to the device. Step 3 can be initiated by a command, and step
4 is a file download from the device. Every additional interaction can also be
possible through file transmission or sending commands.

For an automated control, one must be able to wait for a command to finish
before continuing with the next step. Therefore, an automated control interface
only needs these three operations: transmitting files between the controlling and
the controlled device, executing commands or scripts on the controlled device
and monitoring the progress of this execution.

Instead of allowing to directly execute a defined command, the controlled
device can be configured to automatically execute a script identified by a certain
file name after such a script has been uploaded. Uploads and downloads are
done through archives, where the archive will be extracted to a certain directory
after an upload, and the archive will be created from this directory again for
download. For the purpose of describing, archive and directory can be viewed as
equivalents.

A system which provides these three operations (upload and execute, query
execution status, download) for its devices to its users without using the target
device’s network interfaces provides Remote Execution and Transfer of Files for
Vitual computers (RexTFV).
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3 Communication Between Host and Guest

This paper will focus on the interface between host and guest. It does not describe
how the host is controlled by the user, but it is assumed that the additional
commands can be integrated into the testbed’s architecture.

Storage is a resource which is shared between host and guest. In general, the
guest can access a part of the host’s storage. This fact can be used to emulate a
shared directory, which can then be used to provide the operations described in
Section 2.

The network-less Execution and Transfer Protocol (nlXTP) uses such a shared
directory to provide these operations between host and guest systems. The term
network-less means that it does not make use of network interfaces.

RexTFV has been designed to work for virtual devices, but it can be used in
any scenario where the controlling node can access the controlled node’s storage.

3.1 Shared Directory

Virtualization systems can be categorized into container-based or full virtual-
ization, which are completely different approaches to the problem of virtualizing
computer systems. Thus, there are fundamental differences in the realization of
the shared directory.

As will be shown in the next section, the shared directory has to provide the
following:

– upload of an archive,
– download of an archive, and
– a frequent, scheduled reading of a certain file (the status file) by the host,

written by the guest.

It is assumed that the user does not execute the upload and download operations
while the guest is still working on the files, given the fact that the user knows
when operations are running. Thus, only the scheduled reading of the status file
has to cover possible inconsistency.

Container-Based Virtualization. Cantainer-based virtual machines (such as
OpenVZ or VServer) aim at creating a different runtime environment, while host
and guest system still share one kernel, including drivers. This means that the
virtual machine is integrated into the host’s scheduler and file system. In fact,
the guest’s root directory is simply a certain directory in the host’s file system.
Since nlXTP requires full control over the shared directory, this shared directory
must be an otherwise unused subdirectory of the guest’s file system.

Both host and guest can access the directory at any time, reading or writing.
The only occurence of inconsistency may happen if the host reads a file which is
at this point of time being written by the guest. To prevent this, the usual ways
of preventing simultanous access to one file by multiple processes can be used.
Alternatively, the file can be secured by a checksum.
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Fig. 1. The virtual disk can be mounted in both systems simultaneously

Full Virtualization. In full virtualization systems (like KVM/QEMU or Vir-
tualBox), such a shared file system can be realized by a virtual disk, which can
be accessed by both the host system and the guest system (see figure 1). This
disk needs to have a file system which is supported by both systems (in many
cases vFAT is suitable).

To avoid an inconsistent file system, host and guest must never write to this
disk at the same time, or before the cache of the other system has been written
back. Since it must be assumed that the disk is always mounted by the guest
system while it is turned on, the host system must only write on the disk while
the guest system is shut down. This means that archive uploads are unavailable
while the guest system is running.

mount
virtual
disk

I/O
operation

unmount
virtual
disk

Fig. 2. Access Sequence when the host performs an I/O operation on the shared
directory

However, the host system can still read the disk while the guest system is
turned on. To lower the probability of an inconsistent file system while read-
ing, the host system only mounts the disk right before reading or writing, and
unmounts it right after the reading (see figure 2). Assuming a write-through
caching strategy by the guest, and given the assumption from above (the user
does not start a download while the the guest is still writing on the files), the
guest writing in the status file while the host is reading it remains the only
chance of inconsistency.

There may be three kinds of effects: (1) The file does not exist, (2) The
file does not fit into the boundaries described in the disk’s file table or (3) the
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file is being changed by the guest while the host is reading it (thus, the data
is corrupted). To avoid all these errors, the guest secures the file content by a
checksum. In case 1, the inconsistency can be detected directly (assuming that
the file must exist; if it doesn’t, the whole operation is pointless). In case 2, the
checksum does not exist (or case 3 applies, depending on the implementation)
and in case 3, the checksum validation will fail. If inconsistency is detected, the
reading can be repeated after a short interval of time: just enough so the guest
can finish the operation on the file.

3.2 Operations

NlXTP provides operations according to RexTFV in section 2. These are: upload
& execute, query execution status and download. For the purpose of description,
upload and execute can be seen as two different operations, where the execution
automatically follows after an upload and is never called directly.

Upload. Depending on the realization of the shared directory, the upload may
not be possible while the guest system is turned on. When the user uploads a file,
the host deletes the current content of the shared directory, and then extracts
the archive into this directory.

Execution. In order to provide the information for the status query, the script
is not directly executed. Instead, a monitor program is called which then executes
the script.

When uploading, there are three possible situations:

1. The guest system is turned off.
2. The guest system is turned on, and the host can invoke processes on the

guest system.
3. The guest system is turned on, and the host cannot invoke processes on the

guest system.

In case 1, the execution must be delayed until the guest system has been booted.
On every guest system the monitor is executed at the boot process if the start
script has been changed.

In case 2, the monitor is called by the host right after the archive has been
extracted.

In case 3, the guest needs to run a daemon program which can react to
changes in the shared directory. When a new start script appears, it executes
the monitor. The same daemon may also handle case 1. In this case, the testbed
must make sure that the daemon does not start the script before the archive has
been completely extracted. One way of doing this is to not copy the start script
into the shared directory before everything else is present.



A Networkless Data Exchange and Control Mechanism 19

Status Query. The status information consists of:

– Has the script finished? (Done Flag)
– Is the monitor still running? (Running Info)
– A custom string defined by the script (Custom Status)

This information is stored in a file called the status file, which is written by
the monitor. The status file can be read by the host, which then provides the
information to the testbed, which can make it accessible to the user.

The Done Flag will be set to true as soon as the monitor detects that the
script process has terminated.

Since this termination cannot be detected if the monitor crashes or terminates
before the script has been finished, the monitor repeatedly (i.e., every 2 minutes)
writes the current timestamp into the Running Info. The host interprets this as
a sequence number, and if it does not change for a certain amount of time, the
monitor can be assumed to have stopped. Because the host only watches for
changes, it is not necessary to synchronize the clocks. To hide complexity to
the user, the host provides this information as a boolean value: The monitor is
running or not.

The Custom Status can either be written by the start script, or the monitor
provides a function which can be called by the script. This string may contain
anything from a single value to an XML file. Since RexTFV provides an interface
for the user (or any client program), this string can be used to send information
from the virtual machine to the experimenter.

Additionally, the standard and error output of the script are being saved
to the shared directory, where it can be downloaded as described in the next
section.

Download. In order to download, the host packs the whole shared directory
into an archive which can then be sent to the user.

This directory contains the start script’s standard and error output, the
status file, all the data which has been uploaded and not deleted, and all files
which may have been generated in the shared directory by other programs and
stored in this directory.

To avoid large downloads, the start script should delete unnecessary data like
software packets after it has finished all other operations. In order to get all the
necessary data, all programs should be configured to store their output data in
this directory. If such a configuration is not possible, the start script must make
sure to copy the data here after the experiment.

3.3 Architecture

RexTFV has been designed to not require any changes to the testbed’s archi-
tecture, so that it can seemlessly integrated into an existing testbed by adding
some function calls and adding these functions to the software controlling the
hosts.
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Fig. 3. Components of RexTFV using nlXTP and integration into the testbed

Figure 3 shows the distribution of components between guest, host and user
system. Functions which are in the white area may be distributed as the testbed’s
architecture requires it. In general, the testbed must forward RexTFV function
calls to the host system, and then use its nlXTP handler for communicating with
the guest system, i.e. writing and reading from the shared directory, and even-
tually mounting and unmounting it. Since all function calls from the user to the
nlXTP handler must run through the testbed, authentication and authorization
for these operation can be checked by the testbed.

Function calls are always targeted at the host and never at the virtual devices.
Thus, well-known technologies of network virtualization can be used to seper-
ate this control-traffic from the traffic of the experiment in such a way that it
becomes invisible for the experiment nodes. This way, this kind of control does
not happen over the network from the point of view of the experiment nodes.

The operations from section 3.2 assume small programs on the guest system,
the so-called “guest modules”. These are the nlXTP daemon, which has to cover
some cases for the auto-execution, and the nlXTP monitor, which has to execute
the start script and write down the status information. In contrast to control over
network, these requirements are low, because nlXTP does not require TCP/IP,
SSH, user authentication or other complex programs on the devices, which are
necessary for the core functionality.

If the guest modules are missing on a virtual machine, file transfers (the
virtual floppy must be mounted manually), and the submission of status infor-
mation (which must be written in the testbed-specific format in the status file)
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are still possible in a manual way. This can also be used to install the guest
modules manually on a newly created device. The only thing that would be
impossible is the automatic execution of the start script.

4 Implementation

NlXTP has been implemented for the container-based OpenVZ and the full virtu-
alization KVM. This proves that the concepts described in section 3 work. Since
these concepts do not require or assume anything except the basic principles of
container-based or full virtualization, they should work with other virtualization
systems as well.

RexTFV has been implemented in ToMaTo using nlXTP. The functions can
be found under the more user-friendly name executable archives.

5 Conclusion

RexTFV can be used to automate the lifecycle of devices in an experiment.
When using nlXTP for host-to-guest and guest-to-host communication, it does
not need any changes to the network configuration of a virtual machine, making
it possible to run an experiment without ever connecting to the Internet, thus
reducing noise from the outside which may affect the results. Furthermore, if
an experimenter decides not to use RexTFV, its presence won’t change the
experiment’s setup.

NlXTP makes use of the fact that the host and the guest system access the
same physical storage to emulate a shared directory for network-less communi-
cation and is therefore only applicable in such a situation. It was specifically
designed to avoid using an IP stack communication on experiment nodes.

Archives can not only be used for file transmission or single commands, but
also for automating parts of or the whole experiment lifecycle on a testing node.
In principle, the knowledge about which archives have been uploaded on which
devices at what time in the experiment may, together with all testbed variables,
determine the whole experiment. This can increase reproducibility and confirma-
bility for the given experiment, if the archives are provided to the readers of a
publication.
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Abstract. The Global Environment for Network Innovations (GENI)
provides a virtual laboratory for exploring future internets at scale. It
consists of many geographically distributed aggregates for providing com-
puting and networking resources for setting up network experiments.
A key design question for GENI experimenters is where they should
reserve the resources, and in particular whether they should reserve the
resources from a single aggregate or from multiple aggregates. This not
only depends on the nature of the experiment, but needs a better under-
standing of underlying GENI networks as well. This paper studies the
performance of GENI networks, with a focus on the tradeoff between
single aggregate and multiple aggregates in the design of GENI experi-
ments from the performance perspective. The analysis of data collected
will shed light on the decision process for designing GENI experiments.

Keywords: GENI · Network testbed · Network measurement · Exper-
iment design

1 Introduction

The Global Environment for Network Innovations (GENI) is a project spon-
sored by National Science Foundation (NSF) with the aim to provide a collab-
orative environment to build a virtual laboratory for exploring future internets
at scale [1,2]. It has attracted many universities and industrial partners to con-
tribute their efforts towards developing a global federated network testbed for
networking research and education. An experimenter can reserve both computing
resources (such as PCs, virtual machines (VMs)), and networking resources (such
as ION links, OpenFlow switches, VLANs, and GRE tunnels). GENI consists of
many aggregates, each of which manages a set of resources [3]. Typically, a GENI
aggregate is administrated and controlled by an institution which can impose
its own policies about the allocation of the resources. As more GENI racks are
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
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deployed on university campuses across the United States, GENI has grown to
have tens of aggregates with resources available for network experiments [4].

One decision that needs to be made in designing a GENI experiment is
whether to use resources from one aggregate or from multiple aggregates. It
depends on the types of experiments to be performed. Some experiments such
as multimedia applications may have a strict end-to-end delay requirement that
cannot be satisfied by nodes distributed over a wide area. They may have to get
resources from a single aggregate. On the other hand, there are experiments that
need to test the behavior of protocols on how they react to the cross traffic from
the real world. It may be preferable to have resources from multiple aggregates.
There is also a question about which aggregates to choose to put the experimental
nodes.

To make this decision, we need to have a good understanding of underlying
networks. For example, what exactly can we get from links within an aggregate
versus from multiple aggregates? How different are the bandwidths and latencies
of links within an aggregate versus from multiple aggregates? What are their
behaviors over a long period of time? We collect and analyze the measurement
data and try to answer these questions. We expect that the analysis will provide
helpful hints to the design of GENI experiments.

We understand that the distinction between single aggregate and multiple
aggregates is not absolute. In a single aggregate experiment, the links gener-
ally have lower latencies and higher bandwidths. To make them suitable for an
experiment that needs more realistic topology that has a wide variety of delays
and bandwidths, we can add delay nodes in the middle of the topology to do
traffic shaping, increasing the delay or reducing the bandwidth, or both. This
added an element of simulations/emulations, instead of pure experimentations.
The resulting topology will have some characteristics of multi-aggregate exper-
iments. On the flip side of the coin are experiments using multiple aggregates.
For large network experiments, the number of nodes usually exceeds the number
of aggregates available. We have to allocate multiple nodes within an aggregate.
Thus, even in a multi-aggregate experiment, we may still have links within an
aggregate. In either case, we need to have an idea about delays and bandwidths
of both single-aggregate links and cross-aggregate links.

In this paper, we present our study on performance of GENI networks, with
a focus on the tradeoff between single aggregate and multiple aggregates in the
design of GENI experiments from the performance perspective. We will ana-
lyze how the links behave differently over a period of time. The data collected
will shed some light on the design process for choosing where the nodes in the
experiment should be located.

The rest of the paper is structured as follows. Section 2 introduces related
work and some background concepts. Section 3 describes the experiments we
used to collect performance data. Section 4 presents the results about the laten-
cies and bandwidths of the links within an aggregate and across aggregates.
Section 5 concludes the paper.
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2 Related Work

GENI has involved many universities and industry partners and grown signifi-
cantly in recent years. It consists of multiple control frameworks [5,6] and has
resources mainly on university campuses in the United States and several sites
in other countries. It developed many tools supporting experimenters, such as
Flack [7,8] of ProtoGENI [5].

Several early GENI projects investigated performance measurement [9–13]
in the GENI environment. They have different focuses and generally emphasize
on developing tools to enable users to collect performance data.

More recently, two major instrumentation and measurement efforts are under
way in GENI. One is the Large-scale GENI Instrumentation and Measurement
Infrastructure (GIMI) project [14], which makes use of OML library to instru-
ment resources based on the ORBIT control framework. It can filter and process
measurement flows, and consume measurement flows. The other is the GENI
Measurement and Instrumentation Infrastructure (GEMINI) project [15]. It is
based on earlier INSTOOLS system [9] and perfSONAR system [16]. It started
with supporting ProtoGENI, but can now support nodes from other control
frameworks as well. All these GENI measurement systems emphasize on build-
ing tools to support users to collect measurement data after their experiments
have been set up. In contrast, this paper focuses on examining behaviors of dif-
ferent kinds of links in GENI networks and help users in the design process of
their experiments.

3 Experiments for Data Collection

To measure the performance of links within an aggregate, we design a 11-node
topology as shown in Fig. 1. In GENI, multiple virtual machines (VMs) can
be allocated from a single raw physical machine/computer (PC). We want to
measure both the links that connects two VMs from the same physical machine
and the links that connects two VMs from two different physical machines. The-
oretically, three VMs are enough because we can have two VMs from the same
physical machine and the other one from a different physical machine. We can
create both kinds of links with these three machines. However, if we create a
topology with three VMs, most likely we will end up with three VMs from the
same physical machine due to the allocation algorithm used in GENI aggregates.
Even though we can bind a VM to a specific physical machine, the submission
through the GENI Flack interface is not well supported. Our strategy is to spec-
ify a topology as shown in Fig. 1 with enough number of nodes so that they
have to be allocated to different physical machines. We understand that we do
not have to measure all the links. Rather we select four links as representatives.

We obtained the bandwidth and latency data for these four links using
iperf [17] and ping over 10 days. One measurement (both bandwidth and
latency) is taken for every hour, with 10 ECHO_REQUESTs for each ping.

To measure the performance of links from different aggregates, we select 10
aggregates and set up a mesh topology as shown in Fig. 2.
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Fig. 1. The single-aggregate experiment
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4 Performance Results

We collected both latency and bandwidth information from these two experi-
ments. Links in these two experiments can be divided into three categories:

Category 1 (Same PC): the links connecting two VMs that are allocated from
the same physical machine;

Category 2 (Same Aggregate): the links connecting two VMs that are allo-
cated from two different physical machines located in the same aggregate;
and

Category 3 (Different Aggregates): the links connecting two VMs that are
allocated from two different physical machines located in two different aggre-
gates.

The first experiment covers the first two kinds of links, while the second
experiment covers the third kind of links. We first calculate the averages of
latencies and bandwidths over the 10 day period for each link. The results are
summarized in Table 1.

The links in the Same PC category have similar performance. So we only
choose two links (from VM-0 to VM-1, and from VM-6 to VM-7) as represen-
tatives. For the same reason, we only choose two links (from VM-0 to VM-6,
and from VM-3 to VM-4) as representatives for the Same Aggregate category.
However, the performance of the links from the Different Aggregates category
varies a lot. So we include the results for all the links in the second experiment
in the table.

As expected, the average latencies for the links in the Same PC category are
the smallest, measured at 0.042ms and 0.045ms. The latencies for the links in the
Same Aggregate category are about 2.5 times as large, but still in the range of one
tenth of a second. They are both much smaller than the links connecting VMs
from two different aggregates. The lowest latency we got is the link connecting
VMs from the Northwestern aggregate and the UIUC aggregate, measured at
3ms, which are 30 times as large as that of the links from the Same Aggregate
category. We see a wide variety of latencies measured for different cross-aggregate
links, ranging from 3ms to 60ms. When designing a GENI experiment, we may
take the difference in latencies into consideration for reserving GENI resources.

Table 1. Average latency and bandwidth

Category link Avg. Latency Avg. Bandwidth
(ms) (Mbits/second)

1. Same PC
VM-0 to VM-1 0.045 97.3
VM-6 to VM-7 0.042 97.4

2. Same Aggregate
VM-0 to VM-6 0.115 474
VM-3 to VM-4 0.116 469

3. Different Aggregates 21 links
from 3 from 34
to 60 to 94
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While the average latencies give a general idea about the tradeoff between
using nodes from a single aggregate versus from multiple aggregates, it is more
interesting to observe how they change over time. Fig. 3(a) shows how the latency
of the link from VM-0 to VM-1 in the first experiment change over the 10 day
period. We can see that it always hovers around 0.045ms, with the highest at
0.084ms at one time and with the lowest at 0.034ms three times. It is relatively
stable and close to its average value. Fig. 3(b) shows that the link from VM-6
to VM-7 displays the similar pattern.
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Fig. 3. Latency of the links connecting two VMs from the same PC

The latencies for the links connecting two VMs from two different PCs within
an aggregate are larger than that of category 1 links as shown in Fig. 4. Also
larger is the range these latencies change. However, we still see a very stable
pattern in terms how they change over time.
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The latencies for category 3 links demonstrate a wider variety of patterns.
For lack of space, we cannot present all of them in this paper. Instead, we choose
two as representatives here to show how they can be quite different. Fig. 5(a)
shows how the latency of the link from Kentucky to Missouri 1 change over time.
The absolute range of the change is larger than those links from categories 1 and
2. However, the percentage of the change is not large. It is a totally different
story for the link from Utah to Georgia Tech (Gatech) as shown in Fig. 5(b).
Notice that the scales on y-axis in the figures are different. The range of the
change in this case is almost 10 times as large as the average value. We can end
up with a much more unpredictable behavior if we have VMs allocated from
different aggregates.
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The latency of the links is only one factor to consider in designing GENI
experiments. The other factor is the bandwidth of the links. From Table 1, we
can see that category 1 links have a measured bandwidth of 97.3 Mbps. It can be
higher because the two VMs these links attached to are located within the same
physical machine. However, due to rate limit of the VMs, they are most likely
capped at 100 Mbps. Fig. 6 shows how the bandwidth of these links change over
time. Similar to the latency case, it stays close to the average level, appearing
almost like a straight line.

Category 2 links achieve higher bandwidth, having average values at 474
Mbps and 469 Mbps. VMs in this case are connected with a gigabit switch.
Because of the traffic from other experiments or load on the shared physical
machines, the measured bandwidth is smaller than the maximal possible value.
For the similar reason, we can see in Fig. 7 that it oscillates quite a lot over
1 We use abbreviations here to indicate the VMs from a certain aggregate. “Kentucky”

means the VM allocated from the University of Kentucky GENI aggregate. Similarly,
“Missouri” means the VM allocated from the University of Missouri GENI aggregate.
We use this convention for naming other VMs, too.
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Fig. 6. Bandwidth of the links connecting two VMs from the same PC

time, ranging from 347 Mbps to 533 Mbps. However, the bandwidth of category
2 links is still much large than that of both category 1 links and category 3 links.
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We get a totally different picture for the links connecting two VMs from
different aggregates. Depending on the links, we can get an average bandwidth
as low as 34 Mbps and as high as 94 Mbps. They also change more wildly over
time, as shown in Fig. 8. This is because these links are cross-Internet links that
will compete with traffic from other applications. Their behaviors are much more
unpredictable than those links within a single aggregate. For the same link from
Utah to Gatech, we can get a bandwidth measure as low as 8.5 Mbps and as
high as 90.5 Mbps. If we want to observe how a protocol performs and reacts to
the real world traffic, this may be the link we should include in the experiment.

In summary, from the data we collected, we can see significant differences
between single-aggregate links and cross-aggregate links in terms of latency and
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bandwidth. Not only the average values are significantly different, but their
behaviors over time can be quite different as well. When designing a GENI
experiment, we can make use of performance data to decide where the nodes in
the experiment should be located to meet the requirement.

5 Conclusion

Understanding the GENI networks is an important step in making a good design
for GENI experiments. We focus on the performance aspect of the GENI net-
works by collecting latency and bandwidth data from two experiments. The
results from this paper are only a snapshot of the GENI networks over a short
period of time. However, the observed behaviors and the collected performance
data of the links from different categories provide helpful information for GENI
experimenters. As more researchers and educators use the GENI network testbed,
there is a growing need to better understand all aspects of GENI.
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Abstract. Experiment reproducibility is a milestone of the scientific
method. Reproducibility of experiments in computer science would bring
several advantages such as code re-usability and technology transfer. The
reproducibility problem in computer science has been solved partially,
addressing particular class of applications or single machine setups. In
this paper we present our approach oriented to setup complex environ-
ments for experimentation, environments that require a lot of configura-
tion and the installation of several software packages. The main objective
of our approach is to enable the exact and independent reconstruction of
a given software environment and the reuse of code. We present a sim-
ple and small software appliance generator that helps an experimenter
to construct a specific software stack that can be deployed on different
available testbeds.

Keywords: Reproducible Research · Testbed · Virtual Appliances ·
Cloud Computing · Experiment Methodology

1 Introduction

In order to strengthen the results of a research it is important to carry out the
experimental part under real environments. In some cases, these real environ-
ments consist in a complex software stack that normally comprises a configured
operating system, kernel modules, run-time libraries, databases, special file sys-
tems, etc. The process of building those environments has two shortcomings: (a)
It is a very time consuming task for the experimenter that depends on his/her
expertise. (b) It is widely acknowledged that most of the time, it is hardly repro-
ducible. A good practice at experimenting is to assure the reproducibility. For
computational experiments this is a goal difficult to achieve and even a mere
replication of the experiment is a challenge [8]. This is due to the numerous
details that have to be taken into account. The process of repeating an exper-
iment was carefully studied in [7] and among the many conclusions drawn, the
difficulty of repeating published results was highly relevant.
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With the advent of testbeds such as Grid’5000 [5] and FutureGrid [15],
cloud-based testbeds like BonFIRE1, the ubiquity of Cloud computing infras-
tructures and the virtualization technology that is accessible to almost anyone
that has a computer with modest requirements. Now it is possible to deploy
virtual machines or operating system images, which makes interesting the app-
roach of software appliances for experimentation. In [12] the author gives 13 ways
that replicability is enhanced by using virtual appliances and virtual machine
snapshots. Another close approach is shown in [9] where snapshots of computer
systems are stored and shared in the cloud making computational analysis more
reproducible. A system to create executable papers is shown in [2], which relies
on the use of virtual machines and aims at improving the interactions between
authors, reviewers and readers with reproducilibity purposes.

Those approaches offer several advantages such as simplicity, portability, iso-
lation and more importantly an exact replication of the environment but they
incurred in high overheads in building, storing and transferring the final files
obtained. Additionally, it is not clear the composition of the software stack and
how it was configured. We lose the steps that let to their creation.

In this paper, we present our approach to reproduce a software environment
for experimentation. The approach is based on a software appliance generator
called Kameleon. We present the implementation of a persistent cache mecha-
nism that stores every piece of data (e.g., software packages, configuration files,
scripts, etc.) used to construct the software appliance. It presents a lightweight
approach which enables the construction and exact post reconstruction of a given
software appliance from text descriptions. Kameleon persistent cache mechanism
presents three main advantages: (1) it can be used as a format to distribute and
store individual and related software appliances (virtual cluster) incurring in
less storage requirements; (2) provenance of data, anyone can look at the steps
that led to the creation of a given experimental environment; (3) it helps to
overcome widespread problems occasioned by small changes in binary versions,
unavailability of software packages, changes in web addresses, etc.

This paper is structured as follows: In Section 2, some approaches to repro-
duce a given environment for experimentation are discussed. Then, our approach
to set up the environment required for experimentation is described in Section 3.
In Section 4, we show some experimental results and validation of our approach.
Finally the conclusions are presented in Section 5.

2 Related Works

Experimenters have different options to make the environment for experimenta-
tion more reproducible. They can capture the environment where the experiment
was run or they can use a more reproducible approach to set up the experiment
from the beginning.
1 http://www.bonfire-project.eu

http://www.bonfire-project.eu
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2.1 Tools for Capturing the Environment of Experimentation

CDE [11] and ReproZip [6] are based on the capture of what it is necessary to run
the experiment. They capture automatically software dependencies through the
interception of Linux system calls. A package is created with all these dependen-
cies enabling it to be run on different Linux distributions and versions. ReproZip
unlike CDE allows the user to have more control over the final package created.
Both tools provide the capacity of repeating a given experiment. However, they
are aimed at single machine setups, they do not consider distributed environ-
ments and different environments that could interact between them.

2.2 Methods for Setting Up the Environment of Experimentation

Manual. The experimenter deploys a golden image that will be provisioned
manually. The image modifications have to be saved some way (e.g snapshots)
and several versions of the environment can be created with testing purposes.
Possibly, the experimenter has to deal with the contextualization of the images
or it could be done using the underlying testbed infrastructure. In terms of
reproducibility, the experimenter end up with a set of pre-configured software
appliances that can be deployed later on the platform by him/her or another
experimenter. This approach is relevant due to its simplicity and has been used
and mentioned in [9] and [2]. Despite its simplicity, the storing of software appli-
ances or snapshots incurs in high storage costs.

Script Automation. It is as well based on the deployment of golden images,
however, the provisioning part is automated using scripts. The experimenter
possibly has no need to save the image, because it can be reconstructed from the
golden image at each deployment. Many experimenters opt for this approach
because it gives a certain degree of reproduciblity and automation and it is
simple compared to using configuration management tools. This was used in
[1] for deploying and scheduling thousands of virtual machines on Grid’5000
testbed. Script automation incurs in less overhead when the environment has
to be transmitted, for post execution. Nevertheless, it is still dependent on the
images provided by the underlying platform.

Configuration Management Tools. Unlike the previous approaches, the
golden images are provisioned this time with the help of configuration man-
agement tools (e.g., Chef 2 or Puppet3 ) which gives to the experimenter a high
degree of automation and reproducibility. However, the process of porting the
non-existing software towards those tools is complex and some administration
expertise is needed. In [14] it is shown the viability of reproducible eScience on
the cloud through the use of configuration management tools. A similar approach
is shown in [3].
2 http://www.opscode.com/chef/
3 https://puppetlabs.com/

http://www.opscode.com/chef/
https://puppetlabs.com/
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Software Appliances. Experimenters can opt for software appliances that
have to be contextualized at deployment time. In [13] the viability of this app-
roach was shown. Those images can be either built or downloaded from existing
testbed infrastructures (e.g Grid’5000, FutureGrid) or sites as TURNKEY 4 or
Cloud market5 oriented to Amazon EC2 images. Those images are independent
from the ones provided by the platform and experimenters have access to more
operating system flavors. The process of image building relies on widely available
tools that will be analyzed in the next subsection.

2.3 Software Appliances Builders

We use the term software appliance, which is defined as a pre-built software that
is combined with just enough operating system (jeOS) and can run on bare metal
(real hardware) or inside a hypervisor. A virtual appliance is a type of software
appliance, which is packed in a format that targets a specific platform (normally
virtualization platform). A software appliance encompasses three layers:

– Operating System: In the broadest sense includes the most popular oper-
ating systems (e.g GNU/Linux, Windows, FreeBSD). This element of the
appliance can also contain modifications and special configurations, for
instance a modified kernel.

– Platform Software: This encompasses compiled languages such as C, C++
and interpreted languages such as Python and Ruby. Additionally, applica-
tions or middle-ware (e.g., MPI, MySQL, Hadoop, Apache, etc). All Those
software components are already configured.

– Application Software: New software or modifications to be tested and
studied.

Vagrant6 and Veewee7 are complementary tools to create and configure
lightweight, reproducible, and portable development environments. Veewee auto-
matically builds virtual machine images of different Linux distributions. Those
images can be exported as so called Boxes that are run on top of the most
popular virtualization technologies (e.g., VirtualBox, VMware, etc.). Vagrant
provision these Boxes using industry-standard configuration management tools
such as shell scripts, Chef or Puppet that will automatically install and config-
ure software. The idea of Vagrant is the creation of disposable and consistent
environments that can be re-built from scratch. BoxGrinder 8 creates appliances
from simple plain text descriptions for various platforms. Unlike previous tools,
it uses the host system to perform the image creation which results in a faster
process. Those tools are widely used in Cloud infrastructures for generating cus-
tomized virtual appliances. In theory any experimenter could reconstruct the
4 http://www.turnkeylinux.org
5 http://thecloudmarket.com/
6 http://www.vagrantup.com/
7 https://github.com/jedi4ever/veewee
8 http://boxgrinder.org/

http://www.turnkeylinux.org
http://thecloudmarket.com/
http://www.vagrantup.com/
https://github.com/jedi4ever/veewee
http://boxgrinder.org/
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virtual appliances using the same tool and the same specifications provided by
other experimenter. However, the main hurdle is the dependency on external
repositories, for instance, 30% of Veewee definitions files point to repositories
that not longer exist or some packages are missing for a complete installation.

3 Reproducible Software Appliances

We extended our previous work Kameleon [10] which is a very simple software
appliance generator that enables the construction and exact post reconstruction
of a given software appliance from text descriptions. It is targeted to make
easier the reconstruction of custom software stacks in HPC, Grid, or Cloud-
like environments. Kameleon takes care of the following steps in the process of
software appliance generation:

– Operating system: Construction of the respective O.S file system lay-
out, which encompasses the necessary binaries, libraries, configuration files
in order to run. This depends on the distribution chosen for the software
appliance.

– Provision: Installation of different software packages required for the appli-
ance. This can be done through the package manager of the distribution
chosen, from source tarballs, or using configuration management tools.

– User’s code: This step will add user’s modifications or applications that
the user wants to experiment with.

– Save output: Save the generated image into a particular format: Virtual
machine format, LiveCD, raw disk image, etc.

Kameleon approach is based on two contexts, namely execution context which
is where Kameleon engine is executed (e.g., user’s machine) and construction con-
text in charge of generating the file system layout of the appliance. Kameleon
can use different operating system-level virtualization techniques such as: chroot
(the less isolated but the lightness one) or Linux Containers as well as full
virtualization (e.g., VirtualBox, kvm) and real machine (the most isolated but
the heaviest one). Each context has its own advantages and disadvantages. As
exposed before, using the user’s machine to build the appliance could result in
a faster build process. Kameleon enables to take advantage of the most con-
venient approach given the user’s requirements. The process of construction or
reconstruction has to take care of some possible issues caused by, for example,
isolation and portability. Special needs can be specified in Kameleon metadata.

Our previous work was extended mainly in two points: (1) Requirements for
a reproducible software appliance were identified, (2) The implementation of a
persistent cache mechanisim. Both points will be described next.

3.1 Requirements for a Reproducible Reconstruction

The approach for software appliance construction and reconstruction is based
on four requirements:
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global:
   workdir: /tmp/kameleon
   distrib: debian
   debian_version_name: etch
   distrib_repository:  http://archive.debian.org/debian-archive/debian/
   output_environment_ le_system_type: ext3  
   arch: i386  
   network_hostname: "test"  
   extra_packages: "mysql-server mysql-client mingetty "  
   oar_repository: "deb http://oar-ftp.imag.fr/oar/2.2/debian/stable/ ./" 
 steps:
   - bootstrap    
   - system_con g  
   - mount_proc  
   - software_install:     
   - extra_packages  
   - oar_2.2/oar_debian_install  
   - oar_2.2/oar_system_con g  
   - oar_2.2/oar_con g  
   - autologin  
   - kernel_install  
   - umount_proc  
   - build_appliance_kpartx:         
      - create_raw_image     
      - attach_kpartx_device     
      - mkfs     
      - mount_image     
      - copy_system_tree          
      - install_extlinux     
      - umount_image           
      - save_as_vdi  

oar_config:
  - config_mysql:      
      - exec_chroot: /etc/init.d/mysql start || service mysql start || true        
      - exec_on_clean: chroot $$chroot bash -c "/etc/init.d/mysql stop || true"  
  - mysql_db_init:      
      - exec_appliance: cp $$stepdir/data/oar_mysql_db_init $$chroot/usr/lib/oar/  
      - exec_chroot: oar_mysql_db_init  
  - update_hostfile:      
      - append_file:          
           - /etc/hosts          
           - |             
              127.0.0.1 node1 node2  
  - create_resources:      
      - exec_chroot: oarnodesetting -a -h node1      
                          

Fig. 1. Recipe and step example

1. A recipe (Fig. 1) that describes how the software appliance is going to be
built. This recipe is a higher level description easy to understand and con-
tains some necessary meta-data in form of global variables and steps. For
more details [10]

2. The DATA which is used as input of all the procedures described in the
recipe. It encompasses software packages, tarballs, configuration files, control
version repositores, scripts and every input data that make up a software
appliance. Whenever used the term DATA in this paper, it will refer to this.

3. Kameleon engine consist in 700 lines of ruby code which parses the recipe
and carry out the building. This part includes as well the persistent cache
mechanism that will be described later on. This is the user interface to
Kameleon.

4. Metadata that describes the compatibility and requirements between execu-
tion context and construction context.

Therefore, the problem of guaranteeing the exact reconstruction of software
appliances is reduced to keeping the parts of Kameleon unchanged: (1) the recipe,
(2) DATA (3) Kameleon engine. Two different experimenters having those three
exact elements and fulfilling the requirements of context interactions (4) will
generate the same software appliance. Kameleon can generate in an automatic
and transparent way a cache file that will contain the exact DATA used during
the process of construction along with the recipe, steps and metadata, all bundled
together enabling the easy distribution. The low size of Kameleon engine and
Polipo (less than 1MB) makes feasible the distribution of the exact versions used
to create the environment, avoiding the incompatibility between versions. The
whole process is depicted in Fig. 2. More information can be found in [10] or in
Kameleon web site9.
9 kameleon.imag.fr

kameleon.imag.fr
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Variables
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- More
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Fig. 2. Software appliance creation with Kameleon

3.2 Persistent Cache Mechanism

Our approach to achieve replicability is to use a persistent cache to capture
all the DATA used during the construction. As we cannot guarantee that a
particular download link will exist forever or always point to the same software
with the same version. A persistent cache mechanism brings the two followings
advantages: (a) Data can always be retrieved and (b) The software versions will
be exactly the same.

Design. The caching mechanism has to be transparent and lightweight for the
user in the two phases of the Kameleon approach: the construction of the soft-
ware appliance, and its respective ulterior reconstruction. As most of DATA
comes from the network (e.g., operating system, software packages), the obvious
approach was to integrate a caching proxy for web. Such a caching proxy will
capture transparently every piece of data downloaded using the network. How-
ever, there are still some parts of the DATA missing, because some files - that
make the software appliance unique - are provided by the user from its local
machine or even worse some packages cannot be cached. That is the reason why
we opted for an approach consisting in two parts:

– A caching web proxy, that caches packages coming from the network. This
relies on Polipo10 which is a very small, portable and lightweight caching web
proxy. We chose Polipo because it can run with almost zero configuration.

– Ad hoc procedures that cache what could not be cached using the caching
web proxy (e.g., version control repositores, https traffic) and all data from
the local machine. These Ad hoc procedures are based on simple actions
depending on the data to cache. Modifications on the fly of the steps involved
on those Ah doc procedures are necessary.

In order to make more clear the composition and limitations of the persistent
cache, we define four properties of DATA:
10 http://www.pps.jussieu.fr/∼jch/software/polipo/

http://www.pps.jussieu.fr/~jch/software/polipo/
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– Location: it can be either Internal (I) or External (E).
– Cacheability: whether it is possible to cache it (C) or not (C̄).
– Method of caching: it can be Proxy (P) or Ad hoc (A).
– Scope: two possible values Private or Public.

The scope makes necessary the creation of two types of cache Private and Public
for distribution purposes. Combining the properties Location, Cacheability and
Method of caching we can identify five types of data:

– E,C,P: data which comes from an external location (e.g., local network,
internet) and can be cached with the proxy (e.g., Software packages, tarballs,
input data).

– E,C,A: same external location, however, it cannot be cached with the proxy
(e.g., version control repositories, https traffic).

– E,C̄: this data comes from an external location but can not be cached due
to some restrictions (e.g., proprietary licenses) or due to its size it can not
be stored (e.g., big databases).

– I,C,A: data that comes from the local machine and it is cached by some ad
hoc procedures.

– I,C̄: it comes form local machine but can not be cached.

4 Experimental Results and Validation

In order to show that our approach is very portable between versions of Linux dis-
tributions. We carried out successfully construction and reconstruction of differ-
ent appliances as shown in Table 1 that consist in different flavors of GNU/Linux
(Debian, Ubuntu) and middleware: OAR [4] a very lightweight batch scheduler,
Hadoop11 and TAU12. It was possible to reproduce old environments of test back
to 2009. A design goal was to achieve a self contained cache. Hence, we tested
the portability of the persistent cache mechanism. The aforementioned software
appliances where reconstructed using their respective persistent cache files, the
Kameleon engine and the Polipo binary which made only 984 K Bytes. This was
tested in the following Linux distributions: Fedora 15, OpenSUSE 11.04, Ubuntu
10.4 and CentOS 6.0.

Table 1. Software appliances generated

General Appliances
Name Main software stack Size [MB]

Hadoop
Java 1.6
Hadoop 1.03 229
Ubuntu 10.04 LTS

HPC Profiling

PAPI 5.1.0
TAU 2.22
OpenMPI 1.6.4 226
Debian Wheezy

OAR Appliances
OAR Version date of release GNU/Linux version Size [MB]
2.2.17 27 Nov 2009 Debian etch 112
2.3.5 30 Nov 2009 Debian etch 113
2.4.7 11 Jan 2011 Debian Lenny 137
2.5.0 5 Dec 2011 Debian Squeeze 140
2.5.2 23 May 2012 Debian Squeeze 140

11 http://hadoop.apache.org/
12 http://www.cs.uoregon.edu/research/tau/home.php

http://hadoop.apache.org/
http://www.cs.uoregon.edu/research/tau/home.php
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4.1 Building Old Environments

The persistent cache mechanism enable the building of environments generated
at any point of time. It does so by using the same versions that are compatible
with the scripts used at the moment of the first generation of the software
appliance. Not using the same exact versions can sometimes generate unexpected
errors that are time consuming and researchers do not want to deal with.

We faced those problems when building software appliances based on Arch-
linux distribution and on the OAR batch scheduler. Their current versions posed
several incompatibility problems with the scripts used for generating the software
appliances a year ago. The persistent cache mechanism enabled the reconstruc-
tion of these software appliances. All the examples presented in this paper can
be reproduced accesing the Kameleon site13.

5 Conclusions and Future Works

Experiment reproduciblity is a big challenge nowadays in computer science, a lot
of tools have been proposed to address this problem, however there are still some
environments and experiments that are difficult to tackle. Commonly, experi-
menters lack of expertise to setup complex environments necessary to reproduce
a given experiment or to reuse the results obtained by someone else. We presented
in this paper, a very lightweight approach that leverage existing software and
allows an experimenter to reconstruct independently the same software environ-
ment used by another experimenter. Its design offers a low storage requirement
and a total control on the environment creation which in turn allows the exper-
imenter to understand the software environment and introduce modifications
into the process. Furthermore, several methods to carry out the setup of the
environment for experimentation were described and we show the advantages of
our approach Kameleon. As a future work we plan to carry out more complex
experiments with our approach and measure the gains in terms of reproducilibity
and complexity as well as to study the contextualization of environments (e.g.,
post installation process) in different platforms.

Acknowledgments. Experiments presented in this paper were carried out using the
Grid’5000 experimental testbed, being developed under the INRIA ALADDIN devel-
opment action with support from CNRS, RENATER and several Universities as well
as other funding bodies (see https://www.grid5000.fr).

References
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Abstract. Nowadays, resource allocation for virtual networks (VNs) is brought 
as an imperative problem. For the characteristics of virtual networks, multiple 
virtual networks with different topo can co-exist on a shared infrastructure. A 
difficult point of problem is how to use the resource effectively and to satisfy 
the requirement of virtual network request. This problem is NP-hard. In this  
paper, we introduce a heuristic algorithm to solve this problem. To simulate a 
virtual network mapping problem in real world, we using two input data: an  
infrastructure network which is modeled by a connected graph and a set of vir-
tual network request graphs with each graph contains their constraints, time and 
duration. The main purposes are to maximize the revenue and to minimize the 
cost when allocate the virtual networks to a substrate network. The experi-
mental results are reported to show the efficiency of propose algorithm compar-
ing to the Enhanced Greedy Node Mapping (EGNM) algorithm. 

Keywords: Substrate network · Virtual network · Resource allocation · Heuris-
tic algorithm 

1 Introduction 

In recent years, the network resources are being depleted. IPv4 has reached the limit, 
while people are still indifferent to IPv6. The physical resources are increasing  
improve, but have not been use effectively, leading to waste of resources. So, the 
necessary matter now is to use it in a suitable and efficient way. A given solution is 
Network virtualization. That means we can create multiple Virtual networks (VNs) 
which has different topologies, protocols and services. But all of them can run on and 
share resource of the same infrastructure, network virtualization promises better flexi-
bility, security, manageability and decreased power consumption for the Internet [1]. 
This paper considers two processes of solving. The first is construction problem by 
giving the inputs, outputs and objective of the work. Second is our proposed algo-
rithm that we use to improve the solutions. 

However, the difficulty of this problem is how to optimal the allocation from virtual 
network to physical network and take full advantage of physical resource. Hence, sev-
eral algorithms have been proposed to seek for a near optimal solution while reducing 
the complexity of the problem [2].i.e. in [3], Son H.Ngo et al. have introduce an  
improved heuristics for online node and link mapping which is improvement of 
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Yu’algorithm [4] by adding three more steps: sorting virtual nodes, using adaptive 
function and pre-checking invalid substrate links. With the best of our knowledge, 
almost mappings nowadays just start handling when the new requests come. Thus, we 
introduce a new way to approach the problem, which will use a new algorithm to pre-
compute to speed up the processing. In this work, we give some criteria to evaluate and 
the objectives of problem, as well as an algorithm to generate the requirement of VNs. 
In that algorithm, we propose some improvements: sorting nodes by their degree and 
their available resource and compute before the time requests come. This resulted in 
two goals: maximize the revenue (B) and minimize the Cost (C). To simplified the 
goal, we decided to use the ratio of revenue to cost (B/C) as the only objective function 
and try to maximize this ratio. Experiment on 50-node topology of the substrate net-
work and a set of virtual network requests, expected positive results and better than 
EGNM algorithms and Yu’s Baseline virtual network embedding algorithm. 

The rest of this paper is organized as follows.  It starts with the introduction of 
problem formulation and related works. We describe about virtual network mapping 
problem at Section 2 and review some existing algorithms, on Section 3. Our new 
proposed algorithm is showed in section 4. Section 5 gives the experiments, computa-
tional and comparative results. The paper concludes with discussions and future 
works in section 6. 

2 Problem Formulation  

In this section, we give some overviews about virtual network embedding problem as 
well as an algorithm to solve it. We will define general substrate network, virtual 
network and set the main point to this problem which derived mainly from Son H.Ngo 
[2, 3] and Yu [4]. 

Input: A substrate network and a set of virtual network request: 

Substrate Network 
We define the substrate network as a graph S = (N, L); where N is the set of substrate 
nodes and L is the set of substrate links of the network. Each node n ϵ N has an asso-
ciated free CPU resource - cs and each link l ϵ L has an available bandwidth capacity 
- bs. Denoted by N = {n(cs)} and L = {l(bs)}. 
From that, we can define the available resource of each substrate node by: 

         (1) 

Where: - L(n) is the set of neighbor links of node n. 
 - cs is the available resource of node n. 
 - bs is bandwidth capacity of link l. 
 
Virtual Network 
The virtual network requests are modeled as r = (V, E, t, d) ϵ R, which is the set of 
requests. Where V, E are the set of vertices and edges of request, t is time when the 
request comes, and d is the duration of the request in turn.  
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Each vertex v ϵ V has a CPU capacity requirement - cr and each edge e ϵ E has a 
bandwidth capacity requirement - br. Denoted by V = {v(cr)} and E = {e(br)}. 

Each virtual node of virtual network has its required resource define as: 

     (2) 

Where: - E(v) is the set of neighbor edges of vertex n. 
 - cr(v) is the required resource of vertex n. 
 - br(e) is required bandwidth of edge e. 
 
Constrains 

• Satisfying the most of virtual network requests not using the most resource. 
• Each VN request is served with highest benefit. 

Output 
A set of graphs s’ = {s1, s2…sn} where graph si is a result of mapping from virtual 
network r to physical network S. 

Objectives 
In this work, we are giving two main objectives: accept as many requests as possible 
(the acceptance ratio) and serve the VNs request with highest benefit brought while 
using the resource of physical network in optimal way. To do that, two quantities are 
given, that is revenue (B) and cost (C). And the objectives of this problem are maxim-
izing revenue and minimizing the cost. However, it is difficult to satisfy both of them. 
So we decide to use the ratio of B to C to evaluate the final result. 

The revenue here is determined by the total bandwidth of virtual link acceptance. 
The cost is evaluated by the number of substrate links of a path and the bandwidth 
was used in that path. In here, CPU resource is not the determining factor, and does 
not affect to the result of problem. Therefore, we decided to use only bandwidth to 
calculate the cost value.   

• Maximize the Revenue calculate on set of request R: 

                   (3) 

Where:  RA is the set of requests that has accepted. 

 E(rj) is the set of request in RA. 

• Minimize the Cost calculate on output s’: 

       (4) 

Where length(p) equal the number of link on that path. 
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Simplified, the goal is maximize this equation: 

         (5) 

3 Related Works 

The problem can be divided into two main stages: node mapping and link mapping  
[1, 3, 4].  

In [5], Adil et al. has given three main constraints associated with Virtual Network 
Embedding (VNE) problem. That is Node constraint, Link constrains and Admission 
control. Each kind of these maintain many types of constraint that must be satisfied. 
E.g. for node constraints, there are capacity and location. For link constraint, there are 
bandwidth and link propagation delay. And admission control is an important con-
straint that need to be implemented for two reasons: It ensure that demands of newly 
arrived VNs can be fulfilled by the substrate; resource allocation made to already 
mapped VNs is not violated. 

In [4], Yu et al. use two algorithms for two stages which are Greedy Node Map-
ping (GNM) and Link Mapping with k-shortest path Algorithm.   

GNM process all request arriving within a time-window as well as in the request 
queue, in decreasing order base on their revenue. For each request, they map its virtu-
al nodes to substrate nodes which has maximum available resource. The pros of  
this method is to minimize the use of substrate resources at bottleneck nodes, which 
helps in satisfying the requirements of future VN requests which demand fewer  
resources [5].  

And for link mapping, the selected nodes are connected following k-shortest paths 
algorithm to form a completed virtual network. A found path is accepted if it has 
enough bandwidth. 

In [2], Son H.Ngo was improved the GNM algorithm of Yu, also the link mapping 
method. Using Enhance Greedy Node Mapping (EGNM), he lower the cost of prob-
lem for large scale application. They not only sort the requests base on their revenue 
but also sort the virtual nodes according to their require resource before mapping 
them to substrate node. By this way, virtual nodes with more required resource will be 
mapped to substrate nodes which have more available resource. They also re-calculate 
the available resource (AR) by adding a threshold T that is define as the ratio of  
CPU Load to Link Load on substrate network. Since then, the AR value of a node is 
depend on T. 

At second stage, the Link mapping with Pre-checking using Dijkstra’s algorithm 
was used. To satisfy the bandwidth constraint, they propose a pre-checking scheme 
that verifies the status of resource usage in the substrate network before the link map-
ping. The substrate links that do not have more or equal available bandwidth than 
requests will be removed from the graph. Then, the Dijkstra’s algorithm will only 
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search on the remaining links. This process helps to improve the acceptance ratio by 
assuring that once we find out a path, it will satisfy the bandwidth constraints [3]. 
In [6], Lischka et al. has combined two stages into only one stage. Then, with each 
incoming request, they used a backtrack algorithm to find a subgraph on substrate 
network that has the same form with virtual network. But a link on virtual network 
can be mapped with ε links on physical network. The disadvantage of this algorithm 
is that it waste more time to perform backtrack. Therefore it is not suited with the 
requests which have deadline to map. 

Finally, the experiment’s results in [3] show that, testing on the substrate node’s 
size of 30 nodes and 50 nodes, the EGNM with pre-checked given the acceptance 
ratio and cumulative revenue better than GNM with k-shortest paths. But its reve-
nue/cost ratio (B/C) is not good enough. Because the link mapping with Pre-checked 
has increased the cost by increasing the length of paths that satisfied the bandwidth 
constraints. Hence, decrease the B/C ratio. 

According to this disadvantage, we propose a new method of node mapping and 
hoping it to simultaneously increase the revenue and decrease the cost while giving 
good acceptance ratio.  

4 Proposed Algorithm  

In this paper, we introduce a new way to approach the problem. Almost mappings 
nowadays just start handling when the new requests come. Thus, we propose a new 
algorithm to compute before meet a request to speed up the processing that is Path-
Checking Adjacency Node Mapping (PCANM). 

Some difficulties are the differences of the virtual networks’ requirement and mod-
el. So, mapping them to the substrate network is also totally different. To simplified, 
we group the substrate node to the set with the same degree and add it into substrate 
list. This will help to predict the ability to provide resource of each node. Then, when 
the requests come, algorithm just has to search in this list instead of search in whole 
substrate network.  

The arrangement, firstly, based on the degree of node, the nodes with the same de-
gree will be sorted by their available resource. The virtual node, in another way, is 
only sorted by their required resource. The list is built before the arrival time of re-
quests, auto update when a new request comes or another leaves.  

Here are some briefly describe about PCANM. The ideal of this algorithm is simu-
lating part of link mapping process while performing node mapping. Firstly, when the 
new requests come, we sort the virtual nodes in the order of descending of their re-
quired resource, and add it into list of virtual nodes. Then, take the one with largest 
required resource. For each virtual node was taken, we group the substrate node by 
their degree then compare the virtual node’s degree with degrees of substrate nodes 
and the algorithm start processing from the group that has nearest greater than or 
equal with the virtual node’s degree. In each group, the substrate nodes are sorted by 
their available resource in descending order. The final step before mapping is check 
whether the substrate node is satisfied the requirement of the virtual node or not and 
whether the substrate node (from the first one to the last one) is linked with other 
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mapped substrate nodes or not and does any neighbors of this substrate node can be 
mapped with any neighbors of the virtual node or not. 

Figure 1 describes the algorithm in general way. With two inputs: the virtual net-
work r and substrate network S. At step 1, the algorithm finds and takes the virtual 
node which has highest required resource in r (the one has weight of 20). Then, we 
classify the substrate nodes into groups depends on their degree (step 2). At step 3, 
from the group which has the same degree with or nearest higher than the virtual 
node’s degree, take the node with highest available resource (the one has weight of 
35) to see if it can be mapped by the virtual node or not. The node that satisfied is the 
node has CPU resource greater than virtual node’s CPU resource and has total band-
width greater than virtual node’s total bandwidth. If not, move to next substrate node 
in the group.  

 

 

Fig. 1. Visualizing algorithm 

Step 3.1 is a significant improvement in this algorithm, with the virtual node and 
substrate node that is recently mapped, we check their neighbor nodes to see if which 
node can be mapped to which. For next virtual nodes, we add one more step before 
map it to the substrate node, which is called connection testing step. In this step, the 
substrate node about to be mapped will be checked if it has the link to other mapped 
node. If not, the process then stops and continues with another node.  
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Following is PCANM’s pseudo-code. In this pseudo-code, vNode stands for virtual 
node and sNode stands for substrate node.  

Algorithm: PCANM(S = (N,L), r = (V,E,t,d)) 

Input:   Graph of substrate network S=(N,L); and virtual   
     network request r=(V,E,t,d) 
Output:  Set of results of mapping s’=(s1’,s2’,…sn’)  
begin 
 1. Sort vNode according to their Required Resource  
 2.  for each vNode do  
 3.   if vNode was not mapped yet 
 4.   failed = true 
 5.   Sort substrate node according to their degree  
     and Available Resource 
 6.    for each sNode do  
 7.     if can map vNode to sNode  
 8.     Mark vNode is now being mapped to sNode  
  9.      if sNode have links to other mapped sNode  
 10.       failed = false 
 11.        Map neighbor nodes of vNode to neighbor nodes 
        of sNode. 
 12        break 
 13.       end if   
 14.     end if 
 15.    end for  
 16.     if failed 
 17.      NodeMappingFailed()  
 18.     end if 
 19.   end if 
 20. end for 
end 

5 Experimental Results 

5.1 Problem Instances  

The Datasets 
Substrate network:  
Size of substrate network is the number of its nodes. We create three different topolo-
gies with the large number of node to experiment, which is 50-node topology, 100-
node topology, and 200-node topology. Each pair of substrate nodes is connected with 
probability 0.2. 

CPU resources of nodes follow distribution from 1 to 50. 
Bandwidth resources of nodes follow distribution from 10 to 60. 
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Virtual network: 
Size of VN is between 3 and 6 nodes. Each pair of virtual nodes is connected with 
probability 0.2 

CPU and Bandwidth resources of nodes follow distribution from 1 to 25. 
The appearance ratio of virtual network request is 40%. 

5.2 Experiment Setup 

We implemented two algorithms EGNM and PCANM in Java using Eclipse IDE. 
Each algorithm is simulated twenty times with three different topologies of substrate 
network: 50-node, 100-node and 200-node topology. Then we take the average of 
twenty times as the final result to compare. The network is generated randomly by a 
program written in Java. 

5.3 Computational Results 

We evaluate the performance of these algorithms based on 3 criteria: revenue/cost 
ratio, acceptance ratio, and revenue. The compared data is obtained during the imple-
mentation process. The formulas to calculate revenue value and revenue to cost ratio 
was given in (3) (4) (5). Acceptance ratio is defined as the proportion of arriving vir-
tual network requests that are accepted.  

Fig 2 and 3 show that the approximate results between two algorithms, but the B/C 
ratio of proposed algorithm is much better than the old algorithm.  
 

 
Fig. 2. Revenue/Cost (B/C) ratio compare between PCANM and EGNM based on the average 
data of twenty times running program 
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Fig. 3. Acceptance ratio compare between PCANM and EGNM based on the average data of 
twenty times running program 

 
Fig. 4. Revenue compare between PCANM and EGNM based on the average data of twenty 
times running program 
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About the acceptance ratio, initial all of virtual networks are successfully mapped, 
cause by at this time, the substrate network still has all of its resource and lots of free 
space for virtual network to map. After a period of time, the available resource of SN 
is narrow down, the coming request can be denied, so not all of the virtual network 
are accepted. But the duration of PCANM to accept all virtual network requests is 
longer than EGNM. Later, the acceptance ratio of two algorithms asymptotic near to 
each other. 

With the 200-node topologies test. For Acceptance Ratio, PCANM shows lower 
results in lately time of the test but if we consider about revenue chart, we can see that 
revenue of two algorithms is approximate each other, hence also PCANM got lower 
Acceptance Ratio but it accepts VN with larger revenue from that rejects lower reve-
nue VN. EGNM is vice versa. 

The main purpose of this algorithm is reducing the cost, since increase the B/C ra-
tio. Due to mapping neighbors, this algorithm can decrease a lot of cost because it 
doesn’t have to use more than one substrate paths to represent for a virtual link in 
many cases. Meanwhile, because of not considering this issue, EGNM showed less 
dominant than PCANM in the utilization of resources. Table 1 sums up the average of 
difference criteria of each algorithm. 

Table 1. Average of criteria between two algorithms compare in different topologies 

 EGNM PCANM 
Acceptance 
ratio 

|NS| = 50 0.75 0.77 
|NS| = 100 0.81 0.81 
|NS| = 200 0.96 0.94 

Revenue/Cost |NS| = 50 0.54 0.69 
|NS| = 100 0.55 0.68 
|NS| = 200 0.55 0.69 

6 Conclusion 

In this paper, we proposed a totally new node mapping algorithm with 3 enhance-
ments: sorting substrate nodes base on their degree and their available resource, map-
ping vertex’s neighbor and checking path while taking node mapping. The algorithm 
maps the vertices of virtual network to the nodes of substrate network that is sorted by 
their degree and available resource. During the node mapping process, we examine 
the possibility of finding path of pairs of nodes, which improve the quality of node. 
Furthermore, by select the node with appropriate degree, we bring the possibility to 
map the neighbors of virtual nodes to the neighbors of substrate nodes. This signifi-
cantly reduces the cost by mapping a link on virtual network to only one path on sub-
strate network. Especially the list of physical nodes is created before the requests 
come, so it can reduces the amount of calculation. 

The proposed approach (PCANM) has been compared with existing node mapping 
algorithms EGNM, which will be computing in time the request come. The evaluation 
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results show that our presented algorithm gives higher performance in many im-
portant aspects. In term of revenue, PCANM is higher than EGNM about 10% in 
small topology (50 nodes) and 18% higher with the larger topology (200 nodes). The 
most significant improvement is revenue to cost ratio that is 28% better than EGNM’s 
result and almost no change with the different data sets. 

In the future work, we will try many different approaches and experiment with 
larger datasets in order to find the optimal solution for the problem. 
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Abstract. Reconfigurable hardware can allow acceleration of compute
intensive tasks, provide line-rate packet processing capabilities, and in
short, expand the range of experiments and applications that can be run
on a testbed. Few large-scale networking testbeds have made any con-
certed effort towards the inclusion of virtualized reconfigurable devices,
such as FPGAs, into their systems as allocatable resources. This changes
with the SAVI testbed. In this paper, we present the current state of
heterogeneous, reconfigurable hardware resources in the SAVI testbed,
as well as how they are virtualized and facilitated to end-users through
the Control and Management system. In addition, we present several
use cases that show how beneficial these resources can be, including an
in-network multicore multithreaded network processor programmable in
C, and network-connected custom hardware modules.

Keywords: Testbeds · Reconfigurable hardware · Virtualization

1 Introduction

There are now quite a number of large-scale research testbeds in use or being devel-
oped [1].Many of these have architectures that virtualize resources in some fashion,
allowing researchers andusers to have their ownprivate subset of testbed resources.
Oftenabsent fromthese resources however, are reconfigurabledevices, suchasField
Programmable Gate Arrays (FPGAs). It is highly desirable to incorporate these
devices into testbeds, as there aremany compute-intensive andhigh-speed process-
ing tasks that they excel at. Many testbeds are focused on Future Internet or other
networking themes where FPGAs can be very useful – they are capable of line-rate
packet processing, being used in commercial equipment like routers and switches
all the time, and their programmability allows the researcher to tailor their design
to whatever paradigm or protocol necessary for their experiment.

In this paper, we introduce the different types of virtualized reconfigurable
resources in the testbed of theSmartApplications onVirtual Infrastructure (SAVI)
network [2,3]. The purpose of the SAVI network is to investigate future applica-
tion platforms that rely on virtualized, flexible infrastructure. This infrastructure
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 54–64, 2014.
DOI: 10.1007/978-3-319-13326-3 6
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is able to deploy large-scale, distributed systems that utilize the resources (wireless
and wired networks, computing, devices) to deliver applications.

The SAVI testbed is a realization of this infrastructure, and is meant to be
a testing ground for SAVI research in application platforms and Future Inter-
net. The SAVI testbed implements a controlled and managed multi-tier cloud,
consisting of Core and Smart Edge nodes connected by virtual networks over a
large geographic region in Canada.

We describe in this paper how the heterogeneous resources in the Smart Edge
nodes are enabled, and then present the different types of reconfigurable hard-
ware resources in the SAVI testbed, and how each is controlled and managed. We
present several use cases for these resources, showing how they allow researchers
to run experiments and applications that were previously impossible, and how
virtualized reconfigurable resources can easily outperform applications run in
software on Virtual Machines (VMs).

We organize this paper as follows. Section 2 explores related and prior work
in the research testbed field, dealing specifically with reconfigurable resources. In
Section 3, we describe the SAVI testbed, it’s architecture and capabilities, and
examine it’s software-defined infrastructure manager called Janus, describing
how the system uses modifications to OpenStack to enable heterogeneous, non-
Virtual Machine resources. Section 4 describes the different virtualized reconfig-
urable hardware resources in the testbed and how they are enabled and managed.
In Section 5 we examine some use cases for these resources in the SAVI testbed,
in particular network-connected custom hardware accelerators, and FPGA-based
network processors. Section 6 looks at future work we hope to accomplish, and
Section 7 concludes the paper.

2 Related Work

There has not been a significant amount of work on including reconfigurable
hardware and FPGAs into research testbeds. The NetFPGA [4] has seen some
use within GENI [5,6] and Internet2 [7,8], however it is unclear as to whether
these are allocatable to end users as resources that are fully programmable and
managed on the same level as VMs. The precursor to the SAVI testbed, Virtu-
alized Application Networking Infrastructure (VANI) [9], integrated bare-metal
servers with FPGA cards as resources, and the SAVI testbed builds on what
began with VANI.

As far as we are aware, the SAVI testbed represents the first major push
towards inclusion of reconfigurable hardware as resources on par with VMs,
managed under the same system.

3 SAVI Testbed Control and Management

The SAVI testbed consists of several main components: Core data center nodes
with traditional cloud computing resources (VMs, storage, network), Smart Edge
nodes that complement traditional cloud resources with heterogeneous resources
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(bare-metal servers, FPGAs, GPUs), Access Nodes that provide wireless con-
nectivity, the SAVI testbed network that interconnects all components, and a
Control Center to orchestrate applications and experiments.

C & M
U of T Edge U of T Core

C & M

ORION CANARIE  CANARIE

SAVI Testbed Network

C & M
McGill Edge

C & M
Carlton Edge

C & M
Victoria Edge

C & M
Calgary Edge

C & M

Waterloo Edge

C & M

YorkU Edge

Virtual 
Network

Virtual 
Network

Application X
Resources

Application Y
Resources

C & M

Fig. 1. The SAVI testbed. The ORION [10] and CANARIE [11] networks connect all
components over a large geographic area of Canada. Experiments and applications can
leverage virtualized resources from anywhere in the testbed.

Figure 1 shows the current state of the SAVI testbed. The components of
the testbed are architected into a Control and Management (C & M) plane, and
an Applications and Experiments plane. Our discussion will mostly be limited
to the C & M plane, as we wish to describe how resources are controlled and
managed in the system. We will also mainly limit our discussion to the Smart
Edge node, as this is the component that contains the heterogeneous resources.
A detailed overview of the entire SAVI testbed system is available in [2].

Figure 2 shows a diagram of the SAVI testbed Smart Edge. Resources in the
system are virtualized using OpenStack [12], an open source cloud computing
framework. OpenStack management forms the Smart Edge C & M plane in con-
junction with the Software-Defined Infrastructure manager, called Janus. Janus
offloads certain tasks from OpenStack, such as network control and resource
scheduling, and also performs configuration management and orchestration of
the testbed’s OpenFlow-based Software-Defined Network (SDN). Janus uses
FlowVisor (FV) to virtualize the network into slices, and users can run their
own OpenFlow controller to manage their own private network slice. C & M
services are all reachable through RESTful [13] APIs. OpenStack Keystone and
Glance provide authentication and a global image registry respectively.

Of particular interest to this paper in Figure 2 is theNova component of Open-
Stack, which is the part that allocates resources. The standard Nova only sup-
ports processor virtualization, where Virtual Machines (VMs) are booted on top
of hypervisors that abstract away the physical hardware. The vision of the Smart
Edge however, incorporates heterogeneous resources in addition to VMs. Thus
Nova in the SAVI testbed is extended to enable it to manage these new resources.
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Fig. 2. The SAVI testbed Smart Edge node

3.1 Enabling Heterogeneous Resources

For OpenStack to manage different types of resources, they must all appear
homogeneous in nature. To accomplish this, we use a Driver-Agent system. A
driver for any resource implements required OpenStack management API meth-
ods, such as boot, reboot, start, stop and release. The driver then communicates
these OpenStack management commands to an Agent, which carries them out
directly on the resource, via a hypervisor or otherwise. In this fashion, Open-
Stack can manage all resources through the same interface. Figure 3 shows a
diagram of the Driver-Agent system.

Common 
API

OpenStack
Nova

Driver

Agent N Resources

Agent 1 Resources
Communication

Resource-Speci c 
ManagementResource-Agnostic

Management

...

Fig. 3. The Driver-Agent abstraction used in the SAVI testbed OpenStack system

If a user desires to allocate a resource, they need to be able to specify what
resource type they want – we extend the OpenStack notion of resource flavor to
enable this. Usually, resource flavor refers to the number of virtual processors
and amount of RAM to allocate to a VM. Here we extend flavor to also include
resource type. The SAVI testbed currently has several of these additional resource
types including GPUs, bare-metal servers, and reconfigurable hardware.
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To be made aware of their existence, OpenStack must have resource references
placed in its database – one for each allocatable resource. This is done using the
nova-manage tool. The resource database entry includes the address of the Agent
that provides the resource, a type name that can be associated with a flavor,
and how many physical network interfaces the resource has. A flavor is created
for each unique resource type.

3.2 Heterogeneous Resource Boot Sequence

When a boot command is received by OpenStack, it resolves which resource type
is required from the flavor specified by the user. Scheduling is the process of
figuring out which Agent (there may be multiple for one resource type) will host
this particular resource instance – in the SAVI testbed, this may be offloaded to
Janus. Janus also takes care of networking for the resource – some heterogeneous
resources in the testbed can have several network interfaces, and Janus allows
users to connect each interface to a different network, even their own virtual
network slice with their own OpenFlow controller. Eventually OpenStack calls
the boot API method in the driver associated with the required resource type
and passes several parameters: the address of the Agent, the user-specified image,
and the network information generated by Janus that belongs to the resource.
The Agent takes the required steps to boot the resource and set up network
connectivity, whatever they may be for the particular type, and acknowledges
the driver request. A reference for the resource is then returned to the user.

4 Reconfigurable Devices as Resources

In the SAVI testbed, we use the Driver-Agent method to enable FPGA-based
reconfigurable hardware resources as well. The following subsections describe the
different FPGA resources available in the SAVI testbed.

4.1 BEE2 Board FPGAs

The SAVI testbed has a number of BEE2 systems [14]. The BEE2 is equipped
with five Xilinx FPGAs, with one used to control the others. In the testbed,
an Agent runs on an embedded system on the control FPGA, and manages the
other FPGAs as resources that can be allocated. Each FPGA resource has four
10G-capable CX4 interfaces that connect to the testbed SDN, allowing the user
to send and receive data from their hardware on the FPGA.

Since the user simply gets the entire device as a resource, they are responsible
for designing and compiling their hardware using vendor tools, ensuring that their
hardware ports match the correct pin locations on the BEE2, and ensuring that the
hardware will function correctly. Once they generate a bitstream file for program-
ming the FPGA, it is uploaded through the OpenStack Glance API as an image.

Note that we are again extending the definition of a concept in OpenStack. Nor-
mally, an “image” refers only to an Operating System (OS) image, howeverGlance
allows any file type to be uploaded as an image. Therefore, for a BEE2 FPGA
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resource, the image will be a bitstream generated by the FPGA tools. For the BEE2
resource, the Agent will receive this image from the OpenStack controller via the
driver, and simply configures it onto an unused FPGA. OpenStack sees the FPGA
as any other resource thanks to theDriver-Agent abstraction, and the user can now
make use of custom hardware acceleration in the SAVI testbed.

4.2 PCIe-Based FPGA Cards

To increase the range of different FPGA applications available to researchers, it
is useful to have FPGAs closely coupled to processors so that the reconfigurable
hardware can accelerate compute-intensive portions of software. The SAVI testbed
provides several PCI-Express-based FPGA boards connected to physical servers:
The NetFPGA, the NetFPGA10G [4] and the DE5Net [15]. The boards have vary-
ing FPGA device sizes and on-board memory, but have in common four network
interfaces that are connected to the testbed SDN. The NetFPGA has four 1G Eth-
ernet ports, while the NetFPGA10G and DE5Net have four 10G Ethernet ports.
A researcher can now design custom hardware that can accelerate software tasks,
provide line-rate packet processing, or a combination of both.

In addition to these boards, the testbed also contains MiniBEE [16] resources.
The MiniBEE contains a conventional processor and an on-board FPGA con-
nected through PCIe. It also has 10G network interfaces, a large amount of
memory and an expansion port for additional FPGA peripherals.

Since the PCIe boards are required to be mounted inside physical servers, the
SAVI testbed provides the server itself with the FPGA card attached as a resource.
In the case of the MiniBEE, the entire system is also offered as a resource.

4.3 Fully Virtualized Hardware

With the BEE2 and PCIe-based SAVI testbed resources, the FPGAs are not as
fully virtualized as they could be – OpenStack manages the resource, but a user
still gets the entire physical device. This may not be quite as scalable or flexible
as a fully virtualized approach, and also may not make full use of large FPGA’s
reconfigurable fabric. Therefore, we wish to virtualize FPGAs to a greater extent,
in order to more closely match conventional cloud computing models. We have
developed in the SAVI testbed a system that uses FPGA partial reconfiguration
(PR), a technique to reconfigure only a portion of an FPGA at a time, to split the
device into several virtual pieces [17]. Another custom driver and Agent allows
OpenStack to manage each of these PR regions as a resource. We call these
regions Virtualized FPGA Resources. Some hardware on the FPGA that is not
partially reconfigured (called the static logic) forms an embedded system that
interacts with the Agent, facilitating safe partial reconfiguration and setting up
VFR networking. Buffering and arbitration in the static logic results in a three-
cycle latency penalty for packet data streams into the VFRs, however throughput
is only affected by a one-cycle stall per packet.

Figure 4 shows a diagram of this system. The system is implemented on one
or several of the NetFPGA10G resources, showing how one resource in SAVI
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Fig. 4. Virtualized FPGA Resources in the SAVI testbed

can be used to provide additional, new resource types. Each VFR is connected
through an arbiter in the static logic to the board’s 10Gb Ethernet ports, and
thus the testbed SDN. Researchers can make use of template Verilog HDL files
and a script-based compile system to generate custom hardware that matches
the interfaces to the VFRs and generate images of this hardware that can be
uploaded via Glance and booted through OpenStack. The VFRs can be booted
very quickly relative to VMs, taking around 2.6 seconds on average to get to a
state where they are fully configured and able to process data. Because of this,
VFR-based systems can scale extremely rapidly.

The system also significantly simplifies hardware design for the user. All chip
level I/O, Ethernet interfacing and memory interfacing is done in the static
logic of the system. The static logic therefore removes several complex, difficult
integration tasks for users, and leaves them with a few standard, well-defined
interfaces with which to build their system. This also makes it much easier to
use tools like High-Level Synthesis instead of HDL design entry. Design and test
time is greatly reduced, and researchers can set up prototypes and experiments
much more quickly.

5 Use Cases

Researchers using the SAVI testbed now have access to FPGA-based hardware
acceleration, either in-network, CPU-coupled over PCIe, or a combination of
both. In this section we describe two use cases for the FPGA resources in the
testbed.

5.1 A Multicore, Multithreaded Network Processor

NetThreads10G [18] is a port and expansion of the original NetThreads system
by Martin Labrecque et al. [19]. Designed for the NetFPGA10G, it is a soft
multicore, multithreaded network processor. Figure 5 shows a diagram of the
system. Each of the four cores implements a modified MIPS instruction set, has
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a private instruction cache, and executes four-way multithreading. The four cores
share access to a data cache, and a 20 packet capacity buffer, which is filled with
incoming packets by hardware connected to the NetFPGA10G’s 10Gb Ethernet
stream interfaces. A set of 16 hardware locks enables safe sharing of data between
threads, and the NetFPGA10G on-board RLDRAM provides 64MB of system
memory.

RLDRAM
Arbiter/Controller

Packet Bu er

...

Programming
Circuit

Data 
Cache

I$ I$ I$ I$

4 Thread Core 4 Thread Core 4 Thread Core 4 Thread Core

Packet 
Stream In

Packet 
Stream Out

Instr 
Bus

Data 
Bus

Lock/Sync Unit

Fig. 5. The NetThreads architecture

The NetThreads framework also includes a MIPS gcc cross-compiler, and
library providing rudimentary functions to read and write the packet buffer,
allocate memory, and get and set the hardware locks for parallel programming.
The NetThreads10G hardware contains a dedicated programming circuit that
operates over Ethernet, meaning the system is programmable from anywhere in
the testbed network.

The SAVI testbed researcher now has access to a gigabit-line-rate network
processor that they can program easily in C – no hardware design necessary.
Using the system is simple – since the hardware is already synthesized, placed,
and routed, a user need only use the OpenStack API to allocate a NetFPGA10G
resource and then program the NetThreads bitstream onto the device. A pro-
grammer application takes the output files of the cross-compiler and sends them
over the network to the NetThreads system, whose programming circuit loads
the software into memory and starts the processor system that can run many
applications at line-rate.

5.2 A VFR-Based Load Balancer

Load balancing is an important part of large-scale cloud applications. In this
section we demonstrate how an arbitrary protocol load balancer [17] can be
implemented using the SAVI testbed’s Virtualized FPGA Resources.

The load balancer is designed using a template Verilog file whose ports match
those defined by the VFR system static logic. The hardware is designed to match
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a hypothetical protocol running on top of UDP, and distribute incoming packets
to a number of servers. Servers send update packets to the load balancer, which
tracks available server addresses in a memory. The balancer cycles through this
memory as packets arrive, sending them to servers in a round-robin fashion.
Figure 6 shows the VFR system compile and boot sequence.

Load
Balance.v

HDL File(s)

Static Logic
System

Hardware 
Compilation

User
Hardware

Image

upload via Glance

Boot 
through

OpenStack

FPGA
HW

Load
Balancer

Connected
to Testbed

SDN

Fig. 6. Compiling and using VFRs. Hardware Design Language (HDL) files are com-
piled in conjunction with the static logic system using FPGA vendor tools. The gener-
ated image containing FPGA programming files can be “booted” through OpenStack,
and the user’s hardware is partially reconfigured into a VFR on the fly.

We compare the hardware load balancer to a software implementation run
on a VM in the SAVI testbed. A client VM sends packets to the load balancer to
be distributed amongst servers, and the servers send a direct response back to
the client after receiving a packet from the load balancer. The round trip time
is measured at the client and averaged over 10000 packets. Other VMs are used
to inject additional traffic so that we can measure the approximate throughput
capability of the software and hardware load balancers. A VM load balancer
can only handle up to around 25MB/s before dropping packets and performing
unpredictably. The VFR load balancer could handle over 100MB/s, even with
the presence of the static logic virtualization layer, and did not drop a single
packet. Figure 7 shows latency versus additional injection rate for software and
hardware load balancers. Since each point is an average of 10000 packets, we
show standard deviation as well.

This example shows how users of the SAVI testbed can offload network-
based processing to VFRs and get a substantial performance gain through the
simplified hardware design flow provided by the virtualization system.

6 Future Work

There is a significant amount of future work to be done with the reconfigurable
resources in the SAVI testbed. We plan to continue adding to the number of
physical FPGA resources in the system, and expand these resources to all Smart
Edge nodes in the testbed.

We will also continue exploring the concept of Virtualized FPGA Resources,
to see how closely they can be fit within the cloud computing model. This involves
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(a) (b)

Fig. 7. (a) Latency through VM Load Balancer. (b) Latency through VFR hardware
load balancer.

making them capable of more VM-like tasks, such as migration among physi-
cal machines. We also plan to investigate methods of chaining VFRs and other
resources over the network at the system level – creating heterogeneous process-
ing chains for arbitrary tasks.

7 Conclusion

We have presented the different types of reconfigurable resources in the SAVI
testbed, and how they are enabled by the testbed’s Driver-Agent abstraction for
heterogeneous resources. Researchers using the SAVI testbed can use familiar
management commands to access network-coupled and CPU-coupled FPGAs as
cloud resources, and make use of either predefined or custom-designed hardware.
These reconfigurable hardware resources will enable a new range of applications
and experiments that were previously unavailable in the SAVI testbed, and the
networking testbed community at large.
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Abstract. To understand the long-term dynamics of networks engineers
and network scientists collect tremendous amount of data and distribute
them across many different data warehouses. In EU FP7 OpenLab project
we developed the nmVO, which helps handling distinct data sources
together in a common way efficiently. It also supports data collecting sys-
tems with a permanent data storage, such as SONoMA, and provides a
public front-end to run measurements and access data, called GrayWulf.
Furthermore, the on-line analysis of data, yielding the behavior and the
structure of the Internet is convenient by using server side scientific func-
tionalities.

Keywords: Database federation · Network measurement data · Virtual
observatory

1 Introduction

The data tsunami of the last decade forced scientists to find new ways of dealing
with data. It turned out early that the same data management problems and
solutions can be shared among very distant fields of science disciplines. Virtual
Observatories (VO) appeared originally for astronomical data [1] and later in
other fields of science [2] to make the multi-terabyte science archives manageable
and, most importantly, to make them accessible for researchers. As large archives
of data became available on the Internet an obvious step forward was to try and
federate these distant databases and provide a unified, searchable view of them to
extract aggregated information. VOs provided a simple way to share data among
members of research groups world-wide. Processing the unprecedented amounts
of data required new techniques and relational database management systems
have become an every day tool of astronomers, geophysicists, network scientists,
biologists, etc. Soon data analysis kits also became part of VOs driven by the
realization that in many cases the computation is much easier taken to the data
than the data be downloaded to operate on. While certain computations can be
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 65–74, 2014.
DOI: 10.1007/978-3-319-13326-3 7
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formulated in SQL, the lingua franca of VOs, other problems require extensions,
preferably accessible from the same SQL interfaces. Recently, network research
has been facing with very similar issues.

In this paper, we present the Network Measurement Virtual Observatory1

(nmVO) designed to facilitate Internet related network sciences. Since it’s first
variant [3], which was developed mostly on the basis of existing VO technologies,
it has gone through radical changes, becoming an integrated database environ-
ment covering various new functionalities from permanent object storage and
data access capabilities to the federation of heterogeneous remote SQL-based
data sources. In OneLab [4] project2, nmVO has become the primary data fed-
eration tool, through which all kind of network measurement data collected by
different research groups and stored in heterogeneous databases like PostgreSQL,
MySQL or SQLServer can be accessed, analyzed and visualized with ease.

The rest of the paper is organized as follows. In Section 1.1 we give a
brief introduction to the field of Internet network research. Section 1.2 presents
SONoMA, the web-service-based abstraction layer developed to help execute
experiments with a heterogeneous measurement infrastructure. The concept of
nmVO is explained in Section 2.

1.1 Internet Measurements and Data Archives

Since the 1960’s, Internet has gone through an enormous evolution, becoming
one of the most complex artificial systems in the world. Besides the growth in its
size, the high number of users and various applications generate huge amount of
network traffic to be handled everyday. As a consequence, traffic control, fore-
casting, performance analysis and monitoring are becoming fundamental issues
for network operators and interesting targets for researchers as well.

Similarly to other scientific areas, different network research groups make
significant efforts to examine one or another aspects of this global system, using
high variety of measurement tools and analysis methodologies. However, in order
to reveal real dependences between various mechanisms and to obtain a global
view on how the system works the data of different aspects need to be handled
together. For example, queuing delay tomography [5] or loss inference methods
require both topology and one-way delay or packet loss measurements. Inspired
by this idea, the nmVO was established based on existing VO solutions [3] in
2007.

Since then, only few other efforts can be found in the literature that aim at
helping the network research community with shared data. Many research groups
publish their measurement results in raw files with various formats. Furthermore,
there are only few attempts towards the standardization of network measurement
data formats. For this, some papers propose JSON and XML [6,7] since they
are flexible and descriptive enough, while others prefer ontology-driven semantic
representations [8,9]. Recognizing this need, CAIDA3 has created an Internet
1 http://nm.vo.elte.hu
2 http://www.onelab.eu
3 The Cooperative Association for Internet Data Analysis - http://www.caida.org

http://nm.vo.elte.hu
http://www.onelab.eu
http://www.caida.org
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measurement data meta catalog, called DatCat4, which is basically a searchable
registry of dataset descriptions. It helps to find, annotate, cite and publish data
contributed by others. DatCat also contains detailed descriptions of data sets
including their location, reproducibility, formatting, etc. In some cases, the raw
files are also available at DatCat servers, while at other cases only a link points
to the real location. The key difference between DatCat and VO concepts is that
VOs aim at offering a unified SQL-based interface to query and fetch data, while
DatCat does not deal with this issue at all.

1.2 The Service Oriented Network Measurement Architecture

Distributed network measurements are essential means to characterize the struc-
ture, the dynamics and the operational state of the Internet. Although in the
last decades several measurement and monitoring systems have been created, the
easy access of these infrastructures and the orchestration of complex measure-
ments were not solved. In 2010, we laid down the basis of a network measurement
framework, called SONoMA [10], serving originally the natural needs of the net-
work measurement community. The SONoMA provides easy-to-use web services,
see Fig. 1, to carry out large-scale network measurements from heterogeneous
networking elements including PlanetLab5 nodes, BlackFin-based APE boxes
and Etoms6. This approach has opened the door to perform atomic and com-
plex network measurements in real time, furthermore, it automatically stores
the measurement results in nmVO.

Fig. 1. The schematics of main SONoMA components and their control interactions

Recently, numerous new features have been added to SONoMA, especially
focusing on making it more flexible, easier to extend and to support infrastruc-
ture monitoring. To this end the following enhancements have been applied:
4 http://www.datcat.org
5 http://www.planet-lab.org
6 http://www.etomic.org

http://www.datcat.org
http://www.planet-lab.org
http://www.etomic.org
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1. Flexible tool extension: The new measurement agents decouple the control
and the implementation of tools. Now standard tools are also supported via
drivers speaking different protocols (like SOAP, REST, SSH). E.g., measur-
ing available bandwidth via iperf, getting RTT using fping or reading cpu
load and memory usage from /proc are made easy.

2. Harmonization of network tools and network measurements: Various testbeds
and devices could provide the same metric by different tools or their outputs
may differ. In the new framework the operator defines a mapping for each
tool, indicating metric types and units properly. Two configuration schema
have been investigated and tested: a semantic approach and a close-code
implementation.

3. Periodic measurements: In the former model of operation, measurements
were carried out on demand, whereas now the definition of periodic and
continuous measurements are also possible. In this way, the platform can be
instrumented to provide their users with accurate and up-to-date information
on the available resources.

4. Permanent storage of data: One of the key advantage of the SONoMA system
is that all the measurement data are automatically stored in a permanent
repository, in nmVO, enabling researchers to query and analyze their data
back in time via a SQL-based querying interface. To avoid data losses, the
new SONoMA variant does it more efficiently in a two-stage fashion. Col-
lected data is first stored in a temporal SQLite repository files, serving as a
fast first stage database. The records from this database are then transferred
to the permanent database of nmVO. The new schema is made extensible,
the back-end schema also flexible, supporting the extension with new metrics
and tools.

5. IPv6 readyness: The problem of IPv4 address space exhaustion, made us
investigate the IPv6 capability of SONoMA. The new configuration mapping
schema enables for inclusion tools operating in IPv6 world. Also the web
service back end supports control calls over IPv6.

To demonstrate the potential of SONoMA we built and operate Spotter7, a
geolocation service, which uses measurement agents of known GPS coordinates
to localize arbitrary IP addresses using round trip delay information. With this
service it possible to tell the location of a computer with an accuracy of a few
ten kilometers.

2 Network Measurement Virtual Observatory

Historical experimental data are essential to understand the long-term dynam-
ics and structure of the Internet. There have been numerous projects by large
collaborations and small research groups to measure and analyze a wide range of
network parameters. The collected data are amassed in archives dispersed around
the world in incompatible data formats, often not even accessible on-line. One of
7 http://spotter.etomic.org

http://spotter.etomic.org


Network Measurement Virtual Observatory 69

the main goal of nmVO is to federate and/or co-locate these datasets and build
an on-line data warehouse for network scientists and other experimenters. This
data warehouse, however, is much more dynamic than most science archives.
Network experiments consists of large series of micro-measurements (thousands
or millions of pings and traceroutes), even conducting the experiments requires
a large amount of initial data. Raw numbers from micro-measurements are
ingested into the central nmVO archive before analysis. This not only allows
data analysis programs to leverage the functionalities provided by the database
server, but also to re-analyze the data later, either to verify earlier results, or to
apply more sophisticated algorithms and validate new models.

2.1 The nmVO Infrastructure

In the early stages, nmVO benefited a lot from open software developed for
existing VO solutions in different fields of science. The SQL query batch frame-
work and user interface of the database system, called CasJobs, was originally
borrowed from SkyServer [11], a database containing astronomical data. How-
ever, during its operation nmVO’s weaknesses and shortcomings were recognized
inspiring us to rethink the whole architecture from scratch. During this process,
the usage requirements were also identified and taken into account, leading to
a more flexible and complex integrated database solution for accessing, federat-
ing, analyzing and visualizing data related to Internet research and experimen-
tation. Our aim was to create an integrated database solution whose benefits can
be exploited by both testbed users, network scientists, tool and infrastructure
providers, as well.

Figure 2 depicts the logical configuration of nmVO. One can observe that
the heart of this system consists of three main components: A cluster of local
database servers storing measurement data, an object store component and a
data federation, analysis and visualization tool called GrayWulf that has fully
replaced the CasJobs-based solution detailed in [3]. One can also observe that
nmVO can provide and access to other remote data sources and tools. The
integration of remote databases require only a few configuration steps that can
be done through a web interface easily. After that the remotely stored data
can be accessed through GrayWulf’s web interface. The figure also shows the
system provides each user with a small database (MyDB) where the results
of user queries can be stored for further analysis or visualization. To demon-
strate how external tools can be integrated into the system, we extended the
local nmVO database with the capability to call SONoMA8 [10] if the requested
data is not available in the local database. Specific stored procedures have been
implemented, calling the web-service methods of SONoMA to carry out ping,
traceroute and other measurements. Thus, besides accessing existing data stored
in the local repository, nmVO can automatically collect data from network mea-
surement tools in a transparent way, by submitting an ordinary SQL-query.
8 http://sonoma.etomic.org

http://sonoma.etomic.org
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Fig. 2. The complex architecture of the nmVO environment

Finally, the object store component offers a RESTful interface to submit any
kind of JSON objects for storing permanently in the local database of nmVO.
Currently, Packet Tracking [12] and periodic iperf measurements are stored like
this, but other types can easily be covered.

2.2 The Local nmVO Database

We have designed and built a multi-terabyte relational database to store archival
and recent network measurement data including raw measurements and results
from data analysis. The nmVO database [3] is organized into Collections. Col-
lections group together measurements, sub-measurements and analyzed results
belonging to the same experiment. A single experiment usually consists of thou-
sands of micro-measurements. For example, in case of a geolocation experiment,
in which we want to determine the most likely geographic coordinates of a given
host, the network topology around the host has to be mapped with traceroute
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Fig. 3. A high-level view of the nmVO database schema. Measurements are orga-
nized into collections. Both raw measurements (Ping table) and results of analysis
(PingStatistics table) are stored.

measurements, then delay roundtrip times along various routes have to be mea-
sured. Collection may contain multiple evaluations of the same raw data, usually
based on different models, methods or initial parameters.

The two basic types of measurements the nmVO database stores are end-to-
end measurements consisting of ping delay times and traceroutes consisting of
router chains. For ping delays, raw measurements and aggregated delay times
with statistics are stored.

The nmVO database is tightly integrated with a series of easy-to-use on-line
network data analysis tools, many of them accessible directly from the database
using SQL, or through intuitive web-based user interfaces. Figure 3 shows a
high-level overview of the nmVO database schema.

Using SQL queries answering topology related questions is vastly simplified
compared to any file-based approach. For example, one can easily determine the
number of discovered paths between two given nodes, or the nature of route
changes in a given network segment and time interval.

2.3 Federating Network Measurement Archives

Network experiments have been conducted by various groups around the world
for years. Long-term dynamical analysis of the Internet is impossible with-
out these data. The main issue of federation of data is their format. Histori-
cally, network scientists collected raw data in huge file, often storing redundant
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information using lengthy data models. To build the foundation of a feder-
ated system for network measurement, we designed a clear and comprehensive
database schema to store raw data from a variety of typical network experiments.

Our system currently covers different databases with different database man-
agement systems, like Tophat which uses PostgreSQL or ETOMICDB which uses
MySQL. The federated data set is reachable via a web interface, where the users
easily can handle all of the joined databases and create complex queries and
cross-joins.

2.4 Data Access and Query Processing

Public access to the nmVO database is provided via GrayWulf. The data reduc-
tion and analysis tasks are formulated as SQL queries. This way scientist can
easily delegate all processing to the nmVO servers where data are co-located. The
GrayWulf infrastructure is hosted by a dedicated server containing a database
for the SQL query batch service, the batch service itself, and sandbox databases
of registered users called MyDBs.

Besides local, co-located databases, nmVO can also connect to other, remote
databases. Query results from remote databases get stored in the MyDB and
can be joined with data from the local data sets. Users can also upload their
own data to MyDB, and download data in various data formats.

An example query shows how to join tables from databases (nmVO: and
TOPHAT:) with distinct locations. So location information is fetched from the
local nmVO whereas path length is retrieved from the remote data source.

SELECT t . agen t id as src , t . d e s t i n a t i o n i d as dst , t . hop as ip ,
t . hopcnt as hopcnt , r . l a t as l a t , r . lng as lon

FROM TOPHAT: t ra c e rou t e hops t
INNER JOIN nmVO: geo . r o u t e r c i t y r ON t . hop = r . i p s t r i n g
WHERE t . f i r s t between ’ 2012−06−07 0 :0 ’ and ’ 2012−06−08 0 :0 ’

2.5 Data Visualization

The best way to understand our data is the visualization. We built in a gnuplot
based visualization tool, so the user can plot directly from database. It uses
the servers resources, the plot displayed in the web interface either in HTML
5 canvas or one of many commonly used graphic format, such as postscript,
PNG or JPEG. The visualization tool has 2 basic functions, plotting curves and
histograms. Figure 4 shows a simple histogram made by the visualization tool.

2.6 Interactive Experiments

Since in nmVO databases are closely bound with the measurement infrastruc-
ture (SONoMA, Spotter) there is not anything to prevent us from initiating
measurements directly from the database server, using SQL! Being able to con-
duct experiments straight from SQL scripts has a great potential. For example,
missing data can be gathered on fly. To demonstrate how to integrate web ser-
vices with databases, we wrapped the SONoMA ping web service interface into
a SQL user-defined function.
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Fig. 4. Histogram of geographical coordinates made by the gnuplot based built in
visualization tool

3 Summary

We have presented a brief introduction to the world of network measurements. To
get a better understanding of the data network scientists use, first we introduced
the methods and the basic infrastructure network measurements are done with.
SONoMA, our open measurement management service was explained to show
how time and effort can be reduced with a Virtual Observatory infrastructure to
carry out otherwise complicated complex experiments. SONoMA, while remains
easy to use, contains all the tools and has access to all the important testbeds
that network scientists need. Building application on the basis of SONoMA is
simple thanks to its web service interfaces. SONoMA is deeply integrated with
the nmVO database to automatically store and publish measurement data.

We have introduced the concept of nmVO, a Virtual Observatory for Internet
measurement data and demonstrated how technology developed for other fields
of science can be reused to build scientific data repositories with minimal effort.
The most important feature of nmVO is, however, that the database is tightly
integrated with the measurement infrastructure. Tools work from data stored
in the database and save results there. The nmVO database can be used as
a cache to look up whether certain measurements have been done earlier, and
reuse them if possible, saving on network traffic and measurement time. Archived
measurements also allow for time-domain investigation of the network.

Another interesting feature of nmVO is that certain measurement tools are
readily available from the SQL interface: experiments can be executed on the
fly by calling stored procedures. This makes nmVO more like a real observatory
than a virtual one.



74 T. Sebők et al.
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Abstract. Advances in vehicular networks, embedded devices and cloud com-
puting will enable the formation of vehicular clouds of computing, communica-
tion, sensing, power and physical resources. Owing to the dynamic nature of the 
vehicular cloud, continuous monitoring on trust attributes in necessary to  
enforce service-level agreement, This paper proposes RA-VTrust, Reputation-
based Adaptive Vehicular Trust model for efficiently evaluating the compe-
tence of a vehicular cloud service based on its multiple trust attributes. In  
RA-VTrust, an adaptive trust and a reputation managements based on variable 
precision rough sets are suggested to trust data mining and reputation 
knowledge discovery. The adaptive trust management provides cloud consum-
ers with the most suitable trust for vehicular services because it is performed by 
considering vehicular service level agreement (VSLA) documents and reputa-
tion services. The performance of RA-VTrust is evaluated through a simulation. 

Keywords: Cloud Computing · Reputation · Rough Sets · Service Level Agree-
ment · Trust · Vehicular Cloud 

1 Introduction 

The vehicle of 2020 will be a core element of a Smarter Planet. The vehicle of the 
future will be a communications wonder and as yet another node on the Internet 
cloud, it will connect with other vehicles, the transportation infrastructure, homes, 
businesses and other sources. This connection will happen through a convergence of 
different electronic technologies and telematics that range from infotainment, speech 
recognition and linguistics, to thermal, power train and safety systems. Innovation 
will emerge mostly from software, electrical systems, sensors and driver-assistance 
services that will improve safety and the overall driving experience. At the same time, 
a new level of owner/vehicle personalization and customization will be delivered by 
leveraging a mobility framework over the cloud [1]. 

The trust mechanism provides a good way for improving the system security. It is a 
new and emerging security mode to provide security states, access control, reliability and 
polices for decision making by identifying and distributing the malicious entities based 
on converting and extracting the detected results from security mechanisms in different 
systems and collecting feedback assessments continually. Before interaction occurs be-
tween cloud providers and consumers, trust in the vehicular cloud relationship is very 
important to minimize the security risk and malicious attacks. Accordingly, we propose 
an RA-VTrust model for efficiently evaluating the competence of a vehicular cloud  
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service based on its multiple trust attributes. The RA-VTrust is designed on the VSLA 
model which supports the effective execution of automotive services in vehicular clouds, 
and evaluates the trustworthiness of the services of vehicular clouds through the collec-
tion of monitored evidence and the trust mining from the evidence using rough sets on 
the base of trust information system. 

The rest of this paper is organized as follows. Section 2 surveys related work.  
Section 3 proposes VSLA model. Section 4 designs RA-VTrust system for vehicular 
clouds. Performance of RA-VTrust is described in Section 5. Section 6 concludes this 
paper. 

2 Related Works 

2.1 Vehicular Cloud 

Cloud computing combines these two drivers: both usage and costs change based on 
user needs. Because of the flexible nature of cloud computing, it can meet user needs 
from an availability and performance perspective and still keep operating costs low 
because expenses are based on services that are actually used, as opposed to a capital 
investment that is based on projections of potential needs [1]. 

With the advent of smart phone in recent years, more and more intelligent vehicle ser-
vices with cloud computing technique support can be easily implemented. This trend will 
become more obvious in the future as various types of sensors are embedded into the 
smart phone such as audio, video, accelerometer, GPS and biomedical sensors. Taking 
smart phone as an interface between human and internet as well as network, more and 
more customized services can be implemented in the future for vehicle users [2]. 

Advances in vehicular networks, embedded devices and cloud computing will ena-
ble the formation of vehicular clouds (VCs) of computing, communication, sensing, 
power and physical resources. There are two types of VCs. In the first type called 
Infrastructure-based VC, drivers will be able to access services by network communi-
cations involving the roadside infrastructure. In the second type called Autonomous 
VC (AVC), vehicles can be organized on-the-fly to form VC in support of emergenc-
es and other ad hoc events [3]. 

2.2 Cloud Service Level Agreement (CSLA) 

As consumers move towards adopting such as a service-oriented architecture (SOA), 
the quality and reliability of the services become important aspects. However the 
demands of the service consumers vary significantly. It is not possible to fulfill all 
consumer expectations from the service provider perspective and hence a balance 
needs to be made via negotiation process. At the end of the negotiation process, pro-
vider and consumer commit to an agreement. In SOA terms, this agreement is referred 
to as a service level agreement (SLA). This SLA serves as the foundation for the ex-
pected level of service between the consumer and the provider. The QoS attributes 
that are generally part of SLA (such as response time and throughput) however 
change constantly and to enforce the agreement, these parameters need to be closely 
monitored [4]. 
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Fig. 1. Vehicular cloud services 

Vehicular cloud services (VCSs) that are illustrated Fig. 1 include many IT infra-
structures, mobile devices, cloud services, traffic infrastructure, home network, and 
vehicles [5]. They interact with one another in vehicle-centric manner everywhere at 
anytime. The key challenges of the VCSs are discussed. 
• Guarantee of Real-time Performance 

The vehicular service needs to assure the strict time constrains. If the specified tim-
ing is not met, controllability may be diminished or the system failure to work in 
the worst case. Accordingly, the guarantee of real-time performance in VCSs be-
comes a challenge. 

• Assurance of Safety, Reliability and Security 
The automotive software must be safety-critical. Therefore safety and reliability are 
the critical requirements in the development of the vehicular software systems. 
Even if the information devices outside of vehicle are failed, the automotive ECU 
needs some mechanism to tolerate the impact of the failure. 

2.3 Trust Models 

Trust models have been proven useful for decision making in numerous service envi-
ronments. The concepts have also been adapted in grid computing, cloud computing 
environments, and web services. In recent years, many scholars have made a lot of 
research on trust model for cloud computing. Alhamad et al. [6] developed a model 
for each of the dimensions for IaaS using fuzzy-set theory. Li, X. and Du, J. [7] repre-
sented Cloud-Trust, an adaptive trust management model for efficiently evaluating the 
competence of a cloud service based on its multiple trust attributes. Noor et al. [8] 
proposed a framework to improve ways on trust management in cloud environments. 
This framework helps distinguish between credible trust feedbacks and malicious 
trust feedbacks through a credibility model. 

Also, a lot of trust and reputation management approaches for VANETs have been 
presented. Abumansoor et al. [9] proposed a trust evaluation model based on location 
information and verification in a NLOS (None Line Of Sight) condition. The model pro-
vides a trust attribute for applications and services to evaluate their own trust levels. Ding 
et al. [10] proposed an event-based reputation model to filter bogus warning messages, 
where a dynamic role-dependent reputation evaluation mechanism is presented to deter-
mine whether an incoming traffic message is significant and trustworthy to the driver. 
Yang, N. [11] proposed a trust and reputation management framework for VANETs. In 
the framework, a similarity mining technique is used for identifying similar message and 
similar vehicles, and a reputation evaluation algorithm is proposed for evaluating a new 
vehicle’s reputation based on the similarity theory. 
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3 Vehicular Service Level Agreement (VSLA) Model 

We present our VSLA architecture in Fig. 2. The VSLA supports the effective execu-
tion of automotive services in vehicular clouds that is inherently dynamic and the 
resource usage changes dynamically. 

 

Fig. 2. VSLA architecture 

In VSLA structure, we have assumed that the cloud provider and the cloud con-
sumer already participated in the negotiation process and have an agreed set of service 
parameters. Once the VSLA document is established, it needs to be deployed. The 
term VSLA deployment is defined as the process of validating and distributing the 
VSLA, in part or full, to involved parties. 

• Vehicular Cloud Services: While vehicular clouds have several services for vehi-
cles and traffics, we consider only two types of vehicular services which are  
included in SaaS: driver assistance services and safety message dissemination  
services. Based on intelligent sensor technology, driver assistance services con-
stantly monitor the vehicle surroundings as well as the driving behavior to detect 
potentially dangerous situations at an early stage. In critical driving situations,  
these systems warn and actively support the driver and, if necessary, intervene  
automatically in an effort to avoid a collision or to mitigate the consequences of the 
accident. Safety and comfort messages are the main types of messages transmitted 
in VANET. With the safety messages, the drivers can be made aware of the occur-
rence of accidents even in low visibility situations. 

• Measurement Services: These services are responsible for measuring the runtime 
parameters of cloud provider resources. These services identify the following ser-
vice parameters to enforce VSLA through vehicular cloud monitoring. 

• Reputation Services: These services involve efficient storage of identities and past 
experiences concerning those identities. Positive or negative experiences may be 
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stored, based on satisfactory completion of transactions, fulfillment of expecta-
tions, or some other form of verifiable fiduciary action. In the reputation service of 
our model, satisfaction and outlier are provided for the reputation of vehicular 
cloud applications. Also, misbehavior is provided for the reputation of vehicles. 

4 RA-VTrust System 

A vehicular cloud with the function of trust management is implemented by three 
layers: trust management layer, VSLA management layer and resource management 
layer (Fig. 3). The trust management layer is used to evaluate the trustworthiness of 
service provider through the collection of monitored evidence and the trust mining 
from the evidence using rough sets on the base of trust information system. The 
VSLA management layer is used to negotiate an agreement between two parties, 
where one is the user and another is the service provider. The resource management 
layer is charged by the service provider, and it provides a set of virtual machines that 
are configured according to user request and user reputation. 

Specifically, each layer consists of several modules and databases. Theses modules 
and databases are listed as follows: 

• Adaptive trust mechanism: This mechanism is the core of trust evaluation. Based 
on the following information bases, each user maintains a ATM to guide itself in 
evaluating cloud services through its direct interactions with these services. 
− User reputation information system: This information contains the vehicle reputa-

tion that is constructed from valid actions of moving nodes in VANETs and the 
user reputation that is based on outlier in voting of the satisfaction for vehicular 
services. 

− Evidence base: The measured and assessed information through service monitor-
ing module is stored in evidence base. 

− Trust information system: The trust information system contains data on the ob-
jects of interested characterized in terms of some trust attributes. 

• Service monitoring mechanism: This mechanism is needed to continuously meas-
ure and assess infrastructure or application behavior in terms of performance, reli-
ability, power usage, ability to meet VSLAs, security, etc [14]. 

• VSLA manager: The service provider registers its services on VSLA management 
system. The service user negotiates with service provider about the VSLA details; 
they finally make an VSLA contract. 

• Log information: This mechanism is managed by the cloud manager. Cloud man-
ager sort high-performance cloud services for providing highly trusted resources 
when there are user requests. 

 
Trust decision task for vehicular services is a multi-attribute decision-making prob-

lems based on monitored evidences by the service monitoring agent. Monitored trust 
evidence acts as initial input data. Each input data is m-dimensional vector, and it 
consists of m input evidences. We construct the trust information system (Table 1) for 
a vehicular service use it to initiate trusted knowledge discovery. The trust infor-
mation system contains data on the objects of interested characterized in terms of 
some trust attributes and trust value according to the attribute data. 
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Fig. 3. RA-VTrust architecture 

Table 1. The structure of trust information system 

U Th Av RT Se Sc Trust 
x1 H VH VH VH H VG 

x2 H H H H H G 

x3 H H H M M E 

x4 M M M M M P 

x5 L L M M L VP 

x6 M H H H M E 

x7 H H VH H M G 

x8 H H VH VH VH VG 

x9 M VH H VH M G 

x10 H M M H M P 

x11 H M H H M E 

x12 M M H H M E 

 
The trust information system consists of condition and decision attributes. The in-

formation system is denoted by S=(U, C, D), where U is a non-empty finite set of 
objects called universe of discourse, C and D represent conditional attributes and 
decision attributes of trust measurement, respectively. The information system uses 
five fuzzy sets for the input value of condition attributes and five fuzzy sets for the 
output value of decision attribute. In Table 1, C={Th, Av, RT, Se, Sc} denote the 
condition attribute, and D={Trust} denotes the decision attribute. 

To enforce VSLA for a service, the RA-VTrust mechanism evaluates appropriate 
trusts in consideration of specified trust of VSLA, trust information system, the meas-
ured information of evidence base and user reputation. The relative classification error 
between the trust information system and the VSLA is computed by equation (1). 

( ) ( )( )
1

( , )
n

i i i
i

e X Y x y wμ μ
=

 = − ×                                       
(1)
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In equation (1), X and Y are the conditional attribute vectors of trust information 
system and VSLA, respectively. μ(xi) and μ(yi) represent the defuzzified values for 
the i-th elements of the conditional attributes of trust information system and VSLA, 
respectively. Also, n is the number of conditional attributes, and wi is the relative 
weight of i-th conditional attribute. Therefore, the similarity between the trust infor-
mation system and the VSLA is as follows: 

( , ) 1 ( , )s X Y e X Y= −                                                    (2) 

We classify user reputation information into five fuzzy sets: VH, H, M, L, VL.  
Table 2 shows the allowable values of error, β, in the relative classification of user 
reputation information in case the trust degree of VSLA is E (excellent).  

Table 2. Allowable classification error values for fuzzy reputation sets 

Fuzzy reputation set Allowable classification error value (β) 
VH [0.2, 0.3)

H [0.1, 0.2)

M [0.0. 0.1)

L [-0.1, 0.0)

VL Service suspension

 
Adaptive trust mechanism selects feasible trust objects from the trust information 

system through use of the specified trust of VSLA and the allowable classification 
error that depends on user reputation information. Then, it also selects the best trust 
that has the minimum classification error as the most suitable VSLA. The adaptive 
trust mechanism submits the best trust to VSLA manager. The VSLA manager sub-
mits the best trust to management services. The management services schedule and 
allocate the resources according to the best trust VSLA. The service monitoring 
mechanism is needed to continuously measure and assess infrastructure or application 
behavior regarding the execution of the service, and also forwards the values of trust 
attributes to evidence base. If these values of trust attributes of evidence base are dif-
ferent from the values of best trust attributes, the adaptive trust mechanism stores 
these values of trust attributes of evidence base in the trust information system. 

To illustrate our idea, an example is used. Assume that the VSLA of the user who 
requests a vehicular service is (M, M, H, H, M, E), wi=(0.15, 0.2, 0.25, 0.25, 0.15), 
μ(VH)=1.0, μ(H)=0.8, μ(M)=0.6, μ(L)=0.4 and μ(VL)=0.2. Firstly, if the user reputa-
tion is H, the feasible trust objects are computed as follows: 

2( , ) 0.2 (0.15 0.2 0.15) 0.1,e x VSLA = × + + =   

7( , ) 0.2 (0.15 0.2 0.25) 0.12,e x VSLA = × + + =   

9( , ) 0.2 (0.4 0.25) 0.13.e x VSLA = × + =   

Accordingly, x2=(H, H, H, H, H, G) is selected as the best trust for the requested 
vehicular service. 

Secondly, if the user reputation is L, the feasible trust objects are computed as  
follows: 

4( , ) 0.2 ( 0.25 0.25) 0.1.e x VSLA = × − − = −   
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Accordingly, x4=(M, M, M, M, M, P) is selected as the best trust for the requested 
vehicular service. Therefore, the adaptive trust mechanism sends the best trust to 
VSLA manager and management services. 

5 Performance Evaluation 

The performance of proposed scheme is evaluated with the variation of reputation and 
trust values. The performance of RA-VTrust is compared with that of Alhamad [6]. 
Reputation and trust values are computed as follows: 

• Reputation value variation 
The reputation value of each vehicle or its driver can be calculated by equation (3). 

( 1) ( )
( ) Rep (1 ) , 1

Rep
0.5, 1

n n
n i i

i

r n

n

α α− + − >
= 

=
                                    (3) 

Where 0 ≤α ≤1 and  ( )n
ir  is the reputation value for the user i after confirming the n-

th event message. 

   
( )

0.9,

0.7,

0.3,

0.1,

n
i

if the n th event message is rational behavor

if the n th satisfaction message is normal
r

if the n th satisfaction message is outlier

if the n th event message is misbehavior

−
 −=  −
 −

 

• Trust value variation 
The trust value for each vehicular service can be calculated by equation (4). 

1

( ),
n

val i i
i

Trust w xμ
=

=                                                   (4) 

where 0≤wi≤1 and  the summation of wi is 1. . 

We evaluate the performance of RA-Trust in the MATLAB [12] by applying the 
parameters and values of Table 3. 

Table 3. Simulation parameters 

Parameter Value
Number of service requests 50

Number of vehicles 10

Probability that abnormal event is occurred 0.1~0.7

μ(VH, H, M, L, VL) 1.0, 0.8, 0.6, 0.4, 0.2

wi (0.15, 0.2, 0.25, 0.25, 0.15) 

Interval-valued for reputation fuzzy sets,  
{VH, H, M, L, VL} 

{[1.0, 0.8], (0.8, 0.6], (0.6, 0.4], (0.4, 0.2], 
(0.2, 0.0]}

Interval-valued for trust fuzzy sets,  
{VG, G, E, P, VP} 

{[1.0, 0.9], (0.9, 0.8], (0.8, 0.7], (0.7, 0.6], 
(0.6, 0.0]}

Initial value of reputation 0.5

Initial trust of VSLA E
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Fig. 4 and Fig. 5 show the evaluation results for reputation. Fig. 4 shows average 
reputation value according to the probability that abnormal event is occurred, where 
the larger abnormal probability, the smaller average reputation value. But, Alhamad 
model has a fixed reputation value even if abnormal events are occurred. Also, Fig. 5 
shows the number of occurrences for reputation fuzzy sets according to the abnormal 
probability. The smaller abnormal probability has, the more high reputations (VH and 
H) are occurred, while the larger abnormal probability has, the more low reputations (L 
and VL) as compared with other abnormal probabilities are occurred. Additionally, we 
know that 8 service requests are suspended in case that abnormal probability is 0.7, but 
2 service request is suspended in case that abnormal probability is 0.3 from Fig. 5. 

 

 

Fig. 4. Average reputation value with ab-
normal probability 

 

Fig. 5. The frequency of reputation fuzzy 
sets with abnormal probability 

 

Fig. 6. Average trust value with abnormal 
probability 

 

Fig. 7. The frequency of trust fuzzy sets with 
abnormal probability 

Fig. 6 and Fig. 7 show the evaluation results for trust. Fig. 6 shows average trust 
value according to the probability that abnormal event is occurred. Similarly to repu-
tation values, the larger abnormal probability, the smaller average trust value. But, 
Alhamad model has a fixed trust value even if abnormal events are occurred. Also, 
Fig. 7 shows the number of occurrences for trust fuzzy sets according to the abnormal 
probability. The smaller abnormal probability has, the more good trusts (VG and G) 
are occurred, while the larger abnormal probability has, the more poor trusts (P) are 
occurred. From the results of our simulation, we hereby confirm that our RA-VTrust 
is efficient adaptive trust management model for vehicular clouds regarding VSLA 
and reputation. 
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6 Conclusion 

To development of efficient trust management model for the services of vehicular 
clouds, we propose firstly the VSLA which supports the effective execution of auto-
motive services in vehicular clouds, and design next the RA-VTrust which evaluates 
the trustworthiness of service provider through the collection of monitored evidence 
and the trust mining from the evidence using trust information system. The perfor-
mance of RA-VTrust is evaluated through a simulation. As a result, our RA-VTrust 
has proven to handle adaptively trust management for vehicular clouds regarding 
VSLA and reputation. 

Our future work includes RA-VTrust extension which not only considers user and 
service reputations, but also has the service recommendation function that takes ac-
count of user service reputation. 
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Abstract. The present article exposes a new approach in multiple test beds in-
tegration by using the IPv6 properties. It demonstrates the potential of such ap-
proach combined with 6LoWPAN and RESTful protocols, such as CoAP. It 
presents the results of an initial pilot between Mandat International (MI) and 
Beijing University of Post and Telecommunication (BUPT). Both partners have 
interconnected their respective test beds, respectively located in Geneva and 
Beijing. The article presents applied the conceptual model and its implementa-
tion. The article provides an overview of IPv6 impact and relevance for the In-
ternet of Things, as well as future envisaged developments.  

Keywords: Test bed · IPv6 · CoAP · 6LoWPAN · Internet of Things · IoT6 · 
ECIAO · Europe · China 

1 Introduction 

Over the last decades, the Internet has had a profound effect on the way we live and 
conduct business. The original ARPANET was conceived as a simple and reliable 
network of interconnected servers but the standardization of TCP/IP between 1974 
and 1982 [1] has unexpectedly paved the way to the largest single market of human 
history. Since then, the Web has emerged and encompassed a huge numbers of con-
nected applications and services. As more and more systems and actors were connect-
ed to the Web, the emergence of digital and social platforms was still a rather natural 
development, using the very same Internet architecture.  

We are now facing a disruptive changes impacting the structure and scope of the 
Internet itself with the extension of the Internet to the Internet of Things and the tran-
sition towards the Internet Protocol version 6 (IPv6). 

This paper explores the potential of these disruptions and demonstrates how IPv6 
can ease the integration of distributed test beds located in different parts of the world 
to support experiments on the Internet of Things. We start by briefly introducing this 
evolution. We then present briefly the two research projects that have paved the way 
to this article: IoT6 [2] and ECIAO [3]. The rest of this paper then goes on to present 
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a model of IPv6 and CoAP based integration of test beds. We illustrates the relevance 
and consistency of our approach through the concrete fulfillment of a pilot for an 
integrated test bed involving sensors distributed between Geneva in Europe and Bei-
jing in China.  

2 IoT and IPv6 Convergence 

For years, there was an implicit expectation that the growth of the Internet would be 
limited in a way which correlates to the World population. This expectation was con-
tinually strained as the number of websites and users connected to the Internet contin-
ued to grow and is not valid anymore, as we have entered a new era: the era of the 
Internet of Things. We are moving beyond a point of no return, with more devices 
connected to the Internet than human beings. While varying – attempts to estimate the 
number of connected devices in 2020 place the number as high as 50 Billion [4]. Each 
day our devices are becoming smaller, more pervasive and more mobile. The Internet 
is already used as a vehicle for many M2M connections, as it is used for Voice over 
IP and EPC tags management. We are increasingly seeing the Internet as a broad plat-
form for the connectivity of many kinds of entities. We are rapidly moving towards a 
network in which machine-to-machine and machine-to-human communications will 
become more numerous than human initiated activities.  

Since 1982, the Internet has benefited from the stable and well-designed Internet Pro-
tocol version 4 (IPv4).  Unfortunately, however, IPv4 only has a capacity of about 4 
billion theoretical public addresses (and fewer in practice). This corresponds to less than 
one public IP address per living adult on Earth – a number that was believed to be suffi-
cient to address current and future needs at the time of its creation. Progressively,  
however, the growing allocation of public Internet addresses started to cause concerns, 
leading to restricted public allocation policies and the introduction of Network Address 
Translation (NAT) mechanisms to provide end-users with private (and sometimes vola-
tile) addresses.  Most users effectively became “Internet homeless”, unaware that they 
were sharing potentially volatile public Internet addresses with others.  

This continuous growth of the Internet convinced the IETF to deliver a new proto-
col with a larger addressing scheme, standardized in 1998 as the Internet Protocol 
version 6 (IPv6). [5] IPv6 is based on an addressing scheme of 2128 bits, split in two 
parts: 264 bits for the network address and 264 bits for the host ID. IPv6 is now global-
ly deployed and a growing number of Internet Service Providers (ISP) are offering 
IPv6 connectivity.  

The extended scheme offered by IPv6 enables an almost unlimited number of ad-
dresses, overcoming the scarcity issues of IPv4 and creating the necessary infrastruc-
ture for the exploding needs of the Internet of Things. The addressing scheme now 
available provides the possibility to allocate unique public Internet addresses to as 
many devices as needed, making each and every smart object Internet accessible 
through a unique, public and permanent address. 

IPv6 is emerging as the natural answer to the emerging Internet of Things require-
ments. It provides a highly scalable addressing scheme [14, 15] as well as many use-
ful features, such as stateless configuration mechanisms [6], as well as a native inte-
gration to the future Internet.    
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In parallel to IPv6, several IPv6-related standards have emerged, including among 
others: 6LoWPAN [7] providing a lighter version of IPv6 for constrained nodes and 
networks; CoAP [8] providing a light substitute to HTTP, RPL [9] providing a routing 
protocol for lossy networks; Mobility enablers, such as NEMO [10]; and new emerg-
ing standards such as 6TISCH [11].  

3 Participating Projects 

3.1 IoT6  

In 2011, the IoT6 European research project [2] was initiated and designed by the 
coordinator of the UDG project[12]. It was started to further research the potential of 
IPv6 for heterogeneous integration and gathered together several academic and indus-
trial research partners, including Mandat International and the University of Luxem-
bourg. The objectives of IoT6 were to: 

• Research the potential of IPv6 and related standards to support the future In-
ternet of Things and to overcome its current fragmentation and lack of in-
teroperability;  

• To develop a highly scalable IPv6-based Service-Oriented Architecture to 
achieve interoperability, mobility, cloud computing integration and intelli-
gence distribution among heterogeneous smart things components, applica-
tions and services; and 

• To explore innovative forms of interactions with multi-protocol integration, 
mobile and cellular networks, cloud computing services (SaaS)[16], RFID 
[17] and Smart Things Information Service, information and intelligence dis-
tribution.  

In other words, IoT6 explores the potential of IPv6 for horizontal integration 
(across various domains of the IoT) and vertical integration between the IoT and the 
Cloud. The main outcomes of the IoT6 project are recommendations on IPv6 features 
that can accelerate the Internet of Things coupled with an open and well-defined 
IPv6-based Service-Oriented Architecture that facilitates its exploitation. 

3.2 ECIAO 

The EU-China-FIRE Project is a 2 years (Aug. 2013 – Aug. 2015) EU-funded project, 
facilitating coordination and support to EU-China cooperation on Future Internet 
Experimental Research (FIRE) [18] and IPv6. China is a very large country pursuing 
its ICT[19] infrastructure development which could lead to pioneer the implementa-
tion of Future Internet advanced technologies as well as being a force to promote 
large scale IPv6 deployment more critically than EU due to lack of IPv4 resources. 
Since Europe is investing substantially in Future Internet Research and Experiment 
(FIRE) and could benefit from exchange and experience from large scale deployment 
requirements in China, the EU-China FIRE project is exploring mutual benefit coop-
eration activities. In addition to an interactive web portal, two large conferences and 
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workshops will be organised and many public reports will help to increase awareness 
of benefits of cooperation between EU and China in the area of Future Internet re-
search and experiments. 

The EU-China FIRE project aims in particular to explore EU-China mutual benefit 
cooperation activities in: 

• Strengthening EU-China joint research efforts on the Future Internet by de-
veloping interoperable solutions and common standards. Federation of test 
beds will be explored and interoperability initiatives will be undertaken. 

• Reinforcing academic and industrial cooperation on Future Internet experi-
mental research, through a better networking between European and Chinese 
actors. The EU-China FIRE web portal, linked also to leading social net-
works and with dedicated helpdesk services, will offer an efficient exchange 
platform stimulating cooperation between EU and China researchers. A min-
imum of five common research areas will be identified and documented. 

• Exchanging good practices for IPv6 deployment and support the creation of 
interconnected IPv6 pilot(s) between Europe and China. 

4 Initial Test Beds Overview 

4.1 Mandat International Test Bed  

Mandat International has built up a distributed test bed gathering heterogeneous sen-
sors and actuators in two main locations: 

- A smart office test bed in Geneva with end-users. This environment enables 
experimentations in real conditions, addressing the multidimensional nature of 
the Internet of Things.  

- A university lab in Geneva with more technically focused experimentations. 

The test bed has been used in several European research projects, addressing research 
topics such as energy efficiency, safety, smart buildings, WSN deployments and com-
fort. It intends to gather all kinds of devices, reflecting the inherent heterogeneity of 
the Internet of things. The deployed sensors and actuators are heterogeneous and can 
be split in three main categories:  

- IP/6LoWPAN and CoAP based devices; 
- IP but non-CoAP based devices; 
- Non-IP devices. 

The non-IP sensors and actuators are integrated to the IPv6 environment through 
the UDG technology [12] enabling multiprotocol interoperability and legacy protocol 
integration into IPv6.  

The described pilot was focused on a subset of CoAP and 6LoWPAN sensors,  
accessible through global public IPv6 addresses.  
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Fig. 4. Mutliple test bed integration model 

5.2 REST Full Architecture Approach  

RESTful architecture [20] approach is designed for Web applications, whose purpose 
is to reduce the complexity of the development and improve the scalability of the 
system. The RESTful architecture interfaces are designed according to the following 
principles: 

1. All the things on the Internet can be abstracted as resources. 
2. Each resource is corresponding to a unique resource identifier. 
3. Resources can be operated through generic connector interface. 
4. Various operations for resource will not change resource identifier. 
5. All operations are stateless. 

The test bed of BUPT has implemented restful architecture approach. The data which 
is collected by wireless sensors can be accessed by restful architecture interface.  
However, the private data which users do not want to make public will be protected 
by the WSN management system. Data in the test bed is abstracted as resources which 
users can call through IPv6/IPv4. No matter what kind of system environment or the 
development environment that users use, they can easily access to these resources. 
Data in the test bed will be presented with XML format and JSON format. 

According to data of the test bed, resources can be divided into 4 different types: 

1. A list of gateways. 
2. Lists of sensors which are managed by gateways. 
3. Real time data which is collected by sensors. 
4. History data of sensors which is stored in the database of WSN management 

system. 

According to the types of resources, the interfaces are designed into 4 types. The fol-
lowing chart shows restful interfaces which are used to share with the 3rd party:  
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URL /interface/gatewaylist.json(xml) 
Method Get 
Function To get a list of gateways. 
Output Entity A list of gateways. 
Status Success 

Failure 
URL /interface/{gateway name}/sensorlist.json(xml) 

Method Get 
Function To get a list of nodes which are managed by gateway named {gate-

way name}. 
Output Entity A list of nodes which are managed by gateway named 

{gateway name} 
Status Success 

Failure 
URL /interface/{sensor name}/realtime.json(xml) 

Method Get 
Function To get real time data which is collected by node named {sensor 

name}. 
Output Entity Real time data which is collected by node named {sensor 

name} 
Status Success 

Failure 
URL /interface/{sensor name}/{from time}/{to time}/history.json(xml) 

Method Get 
Function To get history data of the node named {sensor name} between {from 

time} and {to time}. 
Output Entity History data of the node named {sensor name} between 

{from time} and {to time} 
Status Success 

Failure 

Form 1. The RESTful Interfaces of the Test beds 

5.3 Initial Tests and Validation  

A first step has been to deploy a joint IPv6 network between Beijing and Geneva. The 
IPv6 network has been tested and validated and can now provide direct and transpar-
ent interconnections. The connections can use SSL[21] and can be tunneled and se-
cured with IPSec [22] if needed.   

A first set of sensors have been connected on each site. They are remotely accessi-
ble and enable distant interactions from each site. On Geneva site for instance, wire-
less senor motes, including temperature and humidity sensor, as well as some actua-
tors, including a heating valve and a light switch, are permanently deployed and ac-
cessible to the Chinese partners through their IPv6 address and CoAP interface. 
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6 Conclusions and Future Work 

A first set of sensors and actuators have been successfully integrated into a common 
network enabling European and Chinese researchers to use them. They are remotely 
accessible and are paving the way to larger scale integration efforts. This initial pilot 
demonstrates the potential of IPv6 and CoAP for such integrations.  

The current effort is oriented in three main directions:  

- The extension of the test bed with additional sensors and actuators; 
- The integration of other academic and industrial partners in view of addressing 

scalability requirements; 
- The development of two web applications: one in China and one in Europe, 

providing and demonstrating simultaneous access to sensors deployed in both 
locations (Geneva and Beijing). 

The authors will welcome and duly consider proposals from interested third parties to 
join the initial platform. 
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Abstract. The EAR-IT project relies on 2 test-beds to demonstrate the
use of acoustic data in smart environments: the smart city SmartSantander
test-bed and the smart building HobNet test-beds. In this paper, we take a
benchmarking approach to qualify the various EAR-IT test-bed based on
WSN and IoT nodes with IEEE 802.15.4 radio technology. We will high-
light themain performance bottleneckswhen it comes to support transmis-
sion of acoustic data.Wewill also consider audio quality and energy aspects
as part of our benchmark methodology in order to provide both perfor-
mance and usability indicators. Experimentations of multi-hop acoustic
data transmissions on the SmartSantander test-bed will be presented and
wewill demonstrate that streaming acoustic data canbe realized in amulti-
hop manner on low-resource device infrastructures.

Keywords: Benchmark · Internet of Thing · Acoustic · Smart Cities

1 Introduction

There is a growing interest in multimedia contents for surveillance applications
in order to collect richer informations from the physical environment. Capturing,
processing and transmitting multimedia information with small and low-resource
device infrastructures such as Wireless Sensor Networks (WSN) or so-called
Internet-of-Things (IoT) is quite challenging but the outcome is worth the effort
and the range of surveillance applications that can be addressed will signifi-
cantly increase. The EAR-IT project (www.ear-it.eu) is one of these original
projects which focuses on large-scale ”real-life” experimentations of intelligent
acoustics for supporting high societal value applications and delivering new inno-
vative range of services and applications mainly targeting to smart-buildings and
smart-cities. One scenario that can be demonstrated is an on-demand acoustic
data streaming feature for surveillance systems and management of emergencies.
Other applications such as traffic density monitoring or ambulance tracking are
also envisioned and are also requiring timely multi-hop communications between
low-resource nodes. The EAR-IT project relies on 2 test-beds to demonstrate the
use of acoustic data in smart environments: the smart city SmartSantander test-
bed and the smart building HobNet test-bed.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 97–106, 2014.
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There have been studies on multimedia sensors but few of them really con-
sider timing on realistic hardware constraints for sending/receiving flows of pack-
ets [1–7]. In this paper, we take a benchmarking approach to qualify the various
test-beds based on WSN and IoT nodes with IEEE 802.15.4 radio technology.
We will highlight the main performance bottlenecks when it comes to support
acoustic data. We will also consider audio quality and energy aspects as part of
our benchmark methodology in order to provide both performance and usability
indicators. The paper is then organized as follows: Section 2 reviews the EAR-IT
test-beds and especially the various sensor node hardware. We will also present
some audio sampling and transmission constraints. Section 3 will present our
benchmark approach and experimental results showing the main performance
bottlenecks. Section 4 will present the audio hardware we developed for the IoT
nodes. In Section 5 we will present experimentations of multi-hop acoustic data
transmissions on the SmartSantander test-bed and an analysis of the audio qual-
ity and energy consumption of the deployed system. Conclusions will be given
in Section 6.

2 The EAR-IT Test-Beds

The EAR-IT test-beds consist in (i) the SmartSantander test-bed and (ii) the
HobNet test-bed. The SmartSantander test-bed is a FIRE test-bed with 3 loca-
tions. One main location being the Santander city in north of Spain with more
than 5000 nodes deployed across the city. This is the site we will use when
referring to the SmartSantander test-bed. The HobNet test-bed is located at
MANDAT Intl which is part of the University of Geneva and it is an in-door
test-bed. Many information can be found on corresponding project web site
(www.smartsantander.eu and www.hobnet-project.eu) but we will present in
the following paragraphs some key information that briefly present the main
characteristics of the deployed nodes.

Fig. 1. Left: Santander’s IoT node (left) and gateway (right). Right: HobNet’s CM5000
& CM3000 AdvanticSys TelosB

2.1 The SmartSantander Test-Bed Hardware

IoTNodes andGateways. IoT nodes in the Santander test-bed are WaspMote
sensor boards and gateways are Meshlium gateways, both from the Libelium com-
pany (www.libelium.com). Most of IoT nodes are also repeaters for multi-hops

www.smartsantander.eu
www.hobnet-project.eu
www.libelium.com
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communication to the gateway. Figure 1(left) shows on the left part the WaspMote
sensor node serving as IoT node and on the right part the gateway. The WaspMote
is built around an Atmel ATmega1281 micro-controller running at 8MHz. There
are 2 UARTs in the WaspMote that serve various purposes, one being to connect
the micro-controller to the radio modules.

Radio Module. IoT nodes have one XBee 802.15.4 module and one XBee
DigiMesh module. Differences between the 802.15.4 and the DigiMesh version
are that Digimesh implements a proprietary routing protocols along with more
advanced coordination/node discovery functions. In this paper, we only con-
sider acoustic data transmission/relaying using the 802.15.4 radio module as the
DigiMesh interface is reserved for management and service traffic. XBee 802.15.4
offers the basic 802.15.4 [8] PHY and MAC layer service set in non-beacon mode.
Santander’s nodes have the ”pro” version set at 10mW transmit power with an
advertised transmission range in line-of-sight environment of 750m. Details on
the XBee/XBee-PRO 802.15.4 modules can be found from Digi’s web site (www.
digi.com).

2.2 The HobNet Test-Bed Hardware

HobNet is also a FIRE test-bed that focuses on Smart Buildings. Although the
HobNet test-bed has several sites, within the EAR-IT project only the UNIGE
test-bed at the University of Geneva with TelosB-based motes is concerned.

IoT Nodes. Sensor nodes in the HobNet test-bed consist in AdvanticSys TelosB
motes, mainly CM5000 and CM3000, see figure 1(right), that are themselves
based on the TelosB architecture. These motes are built around an TI MSP430
microcontroller with an embedded Texas Instrument CC2420 802.15.4 compat-
ible radio module. Documentation on the AdvanticSys motes can be found on
AdvanticSys web site (www.advanticsys.com). AdvanticSys motes run under the
TinyOS system (www.tinyos.net). The last version of TinyOS is 2.1.2 and our
tests use this version.

Radio Module. The CC2420 is less versatile than the XBee module but on the
other hand more control on low-level operations can be achieved. The important
difference compared to the previous Libelium WaspMote is that the radio module
is connected to the microcontroller through an SPI bus instead of a serial UART
line which normally would allow for much faster data transfer rates. The CC2420
radio specification and documentation are described in [9].

The default TinyOS configuration use a MAC protocol that is compati-
ble with the 802.15.4 MAC (Low Power Listening features are disabled). The
default TinyOS configuration also uses ActiveMessage (AM) paradigm to com-
municate. As we are using heterogeneous platforms we will rather the TKN154
IEEE 802.15.4 compliant API. We verified the performances of TKN154 against
the TinyOS default MAC and found them greater.

www.digi.com
www.digi.com
www.advanticsys.com
www.tinyos.net
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2.3 Audio Sampling and Transmission Constraints

4KHz or 8KHz periodic 8-bit audio sampling implies to handle 1 byte of raw
audio data once every 250us or 125us respectively. Then, when a sufficient num-
ber of samples have been buffered, these audio data must be encoded and trans-
mitted while still maintaining the sampling process. For instance, if we take the
maximum IEEE 802.15.4 payload size, i.e. 100 bytes, the audio sample time
is 25ms and 12.5ms for 4KHz and 8KHz sampling respectively. Most of IoT
nodes are based on low speed microcontroller (Atmel ATmega1281 at 8MHz for
the Libelium WaspMote and TI MSP430 at 16MHz for the AdvanticSys) mak-
ing simultaneous raw audio sampling and transmission (even without encoding)
nearly impossible when using only the mote microcontroller.

3 Benchmarking IoT Nodes

The benchmark phase is intended to determine (i) the network performance
indicators in terms of sending latency, relay latency, relay jitter and packet loss
rates, (ii) audio quality indicators depending on the packet loss rates and (iii)
energy consumption indicators. Regarding the network indicators we measured
on real sensor hardware and communication API the time spent in a generic
send() function, noted tsend, and the minimum time between 2 packet genera-
tion, noted tpkt. tpkt will typically take into account various counter updates and
data manipulation so depending on the amount of processing required to get and
prepare the data, tpkt can be quite greater than tsend. With tsend, we can easily
derive the maximum sending throughput that can be achieved if packets could
be sent back-to-back, and with tpkt we can have a more realistic sending through-
put. In order to measure these 2 values, we developed a traffic generator with
advanced timing functionalities. Packets are sent back-to-back with a minimum
of data manipulation needed to maintain some statistics (counters) and to fill-in
data into packets, which is the case in a real application. On the WaspMote,
we increased the default serial baud rate between the microcontroller and the
radio module from 38400 to 125000. The Libelium API has also been optimized
to finally cut down the sending overheads by almost 3! Figure 2 shows tsend and
tpkt as the payload is varied.

Fig. 2. Sending performances: WaspMote (left) and TelosB (right)
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At the sending side, transmission of raw audio at 8KHz is clearly not possible
as the time to send 100-byte packets is well above the available time window.
4KHz audio is possible on the WaspMote but not really feasible on the TelosB
because the sampling process does interrupt the sending process which is already
very close to the maximum time window allowed, i.e. 25ms.

In the next set of benchmark, we use a traffic generator to send packets
to a receiver where we measured (i) the time needed by the mote to read the
received data into user memory or application level, noted tread, and (ii) the
total time needed to relay a packet. Relay jitter is found to be quite small and
easily handled with traditional playout buffer mechanisms.

Fig. 3. Read and relaying performances: WaspMote (left) and TelosB (right)

On the WaspMote, we found that tread is quite independent from the micro-
controller to radio module communication baud rate because the main source of
delays come from memory copies. We can see that when it comes to multi-hop
transmissions, 4KHz raw audio is not feasible neither on WaspMote nor TelosB
because the time window of 25ms for a 100-byte packets is not sufficient. We will
describe in section 5 the audio quality and the energy benchmarking process.

4 Audio Hardware

To leverage the performance issues identified during the benchmark step, one
common approach is to dedicate one of the 2 tasks to another microcontroller: (1)
use another microcontroller to perform all the transmission operations (memory
copies, frame formatting, . . . ) or (2) use another microcontroller to perform
the sampling operations (generates interruptions, reads analog input, performs
A/D conversion and possibly encodes the raw audio data). With the hardware
platforms used in the EAR-IT project we can investigate these 2 solutions:

1. Libelium WaspMote uses an XBee radio module which has an embedded
internal microcontroller that is capable of handling all the sending operations
when running in so-called transparent mode (serial line replacement mode);

2. Develop a daughter audio board for the AdvanticSys TelosB mote that will
perform the periodic sampling, encode the raw audio data with a given
audio codec and fill in a buffer that will be periodically read by the host
microcontroller, i.e. the TelosB MSP430.
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Solution 1 on Libelium WaspMote. Solution 1 has been experimented and
we successfully sampled at 8KHz to generate a 64000bps raw audio stream
which is handled transparently by an XBee module running in transparent mode.
Transmission is done very simply by writing the sample value in a register. How-
ever, we are still limited to 1-hop transmission because the transparent mode
does not allow for dynamic destination address configuration making multi-hop
transmissions difficult to configure. Moreover, as previously seen, the packet read
overhead is very large on the WaspMote. The advantage is however to be able
to increase the sampling rate from 4KHz to 8KHz when sending at 1-hop.

 

Fig. 4. Audio hardware on Libelium WaspMote

Solution 2 on AdvanticSys TelosB. The developed audio board will have its
own microcontroller to handle the sampling operations and encode in real-time
the raw audio data into Speex codec (www.speex.org). 8KHz sampling and 16-bits
samples will be used to produce an optimized 8kbps encoded Speex audio stream
(Speex encoding library is provided by Microchip). This audio board is designed
and developed through a collaboration with IRISA/CAIRN research team and
Feichter Electronics company (www.feichter-electronics.com). Here is a
schematic of the audio board design:

Fig. 5. Left: Audio board schematic. Right: TelosB with the audio board

The audio board has a built-in omnidirectional MEMs microphone (ADMP404
from Analog Devices) but an external microphone can also be connected. The
microphone signal output is amplified, digitized and filtered with the WM8940
audio codec. The audio board is built around a 16-bit Microchip dsPIC33EP512

www.speex.org
www.feichter-electronics.com
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microcontroller clocked at 47.5 MHz that offers enough processing power to encode
the audio data in real-time. From the system perspective, the audio board sends
the audio encoded data stream to the host microcontroller through an UART com-
ponent. The host mote will periodically read the encoded data to periodically get
fixed size encoded data packets that will be transmitted wirelessly through the
communication stack. The speex codec at 8kbps works with 20ms audio frames:
every 20ms 160 samples of 8-bit raw audio data is sent to the speex encoder to pro-
duce a 20-byte audio packet that will be sent to the host microcontroller through
an UART line. These 20 bytes will be read by the host microcontroller and 4 fram-
ing bytes are added to the audio data. The first two framing bytes will be used
by the receiver to recognize an audio packet. Then sequence number can be used
to detect packet losses. The last framing size stores the audio payload size (in our
case it is always 20 bytes). Framing bytes are optional but highly recommended.
If framing bytes are not used, only a Start Of Frame byte is inserted to allow the
speex audio decoder at the receiver end to detect truncated packets.

5 Experimentations

The WaspMote mote as an audio source using solution 1 is a straightforward solu-
tion therefore the experimentations described here use the AdvanticSys TelosB
mote with the developed audio board but relay nodes consist in both Libelium
WaspMote and AdvanticSys motes: some TelosB motes can be used on the San-
tander test-bed using WaspMote as relay nodes. The receiver consists in an Advan-
ticSys TelosB mote connected to a Linux computer to serve as a radio gateway.

The audio source can be controlled wirelessly with 3 commands: ”D” com-
mand defines the next hop address, ”C” command controls the audio board
power (off/on) and ”A” command defines the audio frame aggregation level
which will be described later on. The relay nodes can also be controlled wire-
lessly and they mainly accept the ”D” command to define the next hop address.
The receiver will get audio packets from the AdvanticSys radio gateway, check
for the framing bytes and feed the speex audio decoder with the encoded audio
data. The audio decoder will produce a raw audio stream that can be played in
real-time with play or stored in a file by using standard Unix redirection com-
mand. A play-out buffer threshold can be specified for play to compensate for
variable packet jitter at the cost of higher play-out latencies.

We selected a location in Santander near the marina, see figure 6(left), to
install the audio source and the relay nodes on the same street lamps than the
one deployed by the Santander test-bed, see figure 6(right). We didn’t perform
tests on the HobNet test-bed yet, but we use both HobNet (AdvanticSys TelosB)
and Santander (Libelium WaspMote) hardware as relay nodes. We placed our
nodes on the street lamps indicated in figure 6(left), at locations 11, 392, 395
and the top-right gateway. The audio node is on location 11, the receiver is at
the top-right gateway location and the 2 relay nodes are at location 392 and
395. With 2 relay nodes, the number of hops is 3. Most of IoT nodes deployed
in Santander can reach their associated gateway in a maximum of 3 hops. The

play
play
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Fig. 6. Test of acoustic data streaming: topology

original IoT nodes of the Santander test-bed are placed on street lamp as shown
in figure 6(left). We strapped our nodes as depicted by figure 6(right).

5.1 Multi-Hop Issues

We can see in figure 3 that on average an AdvanticSys TelosB relay node needs
about 19ms to relay a 25-byte packet. However, sometimes relaying can take
more than 20ms. As the audio source sends a 24-byte packet once every 20ms,
it may happen that some packets are dropped at the relay node. We observed
packet loss rates between 10% and 15% at the receiver. Figure 3 also shows that
a WaspMote needs on average 24ms to relay a 25-byte packet. We also observed
packet loss rates between 20% and 30% at the receiver.

In order to reduce the packet drop rate, we can aggregate 2 audio frames
(noted A2) into 1 radio packet at the source therefore providing a 40ms time
window for the relaying nodes. In this case, the radio packet payload is 48 bytes.
The average relaying time is about 22ms for the TelosB and 37ms on the Wasp-
Mote as shown in figure 3. While A2 is sufficient on the TelosB to provide a
packet loss rate close to 0, the WaspMote still suffers from packet loss rates
between 10% and 15% at the receiver because some relaying time are greater
than 40ms. On the WaspMote, we can aggregate 3 audio frames (A3) to provide
a 60ms time window which is enough to relay a 72-byte packet that needs about
48ms to be relayed. Doing so succeeded in having packet loss rate close to 0.

5.2 Audio Quality Benchmarking

In order to measure the receiving audio quality, we use the ITU-T P.862 PESQ
software suite for narrowband audio to get an audio quality indicator (MOS-
LQO) between the original audio data and the received audio data. Figure 7
shows for various packet loss rates the MOS-LQO indicator value when there is
no audio aggregation, i.e. 1 audio frame in 1 radio packet. The first vertical bar
(at 4.308) is the MOS-LQO value when comparing the speex encoded audio data
to the uncompressed audio format1. It is usually admitted that a MOS-LQO of at
1 Reader can listen at the various audio files at web.univ-pau.fr/∼cpham/
SmartSantanderSample/speex

web.univ-pau.fr/~{}cpham/SmartSantanderSample/speex
web.univ-pau.fr/~{}cpham/SmartSantanderSample/speex
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least 2.6 is of reasonably good quality. When there is a packet loss, it is possible
to detect it by the gap in the sequence number and use the appropriate speex
decoder mode. The red bars indicates the MOS-LQO values when packet losses
are detected. Without the packet loss detection feature, missing packets are
simply ignored and the speex decoder will simple decode the flow of available
received packets. We can see that it is always better to detect packet losses.
In figure 7 we can see that an AdvanticSys relay node without audio packet
aggregation (between 10% and 15% packet loss rate) still has an acceptable
MOS-LQO value. Using A2 aggregation makes the packet loss rate to be below
5% and therefore provides a good audio quality as indicated in figure 7(right).
When using Libelium WaspMote as relay nodes, A3 aggregation with packet
losses detection gives a MOS-LQO indicator of 3.4 and 2.9 for 5% and 10%
packet loss rates respectively.

Fig. 7. MOS-LQO: A1(left) and A2(right) aggregation when pkt loss rate is varied

5.3 Energy Consumption Benchmarking

We also investigated the energy consumption of the audio source TelosB node
with the developed audio board. Figure 8(left) plots the measured energy con-
sumption every 20ms. The first part of the figure shows the idle period where
the audio board is powered off and the radio module is on. Then, starting at
time 43s, the audio board is powered on to capture and encode in real-time dur-
ing about 20s. The audio packets are sent wirelessly. Figure 8(right) shows the
cumulated energy consumption.
During idle period, the consumed energy is about 0.068J/s (68mW). During

audio capture with the radio sending, the consumed energy is about 0.33J/s
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(330mW). With 2 AA batteries providing about 18700J, we could continuously
capture and transmit during more than 15 hours (2700000 audio frames)! With
the WaspMote (although not shown due to space limitation), the 8KHz sampling
and transmission process consumed about 0.610J/s (610mw) giving a continuous
capture during more than 8 hours.

For relay, the WaspMote relay consumed about 0.236J/s (236mW) in listen-
ing mode and 0.238J for relaying a 72-byte radio packet in A3 mode, 3 audio
frames (60B) + 3*4 framing bytes (12B). Again, with 2 AA batteries, in the
best case the relay node can relay about 78606 radio packets before energy is
down, i.e. 1h20m of audio. Data transmission in relaying has to use the API
mode therefore the energy consumption is higher than in the case of transparent
mode. However, given the results of our benchmarking process, we believe that
periodic audio streaming scenarios are very possible in the context of a smart
cities where most of sensor nodes can usually be recharged at night.

6 Conclusions

We took a benchmarking approach to study how acoustic data can be handled
on low-resource device test-beds, highlighting communication overheads and bot-
tlenecks that dramatically limit the relaying operations. We developed an audio
board to sample and encode in real-time acoustic data and presented experimen-
tations on the Santander EAR-IT test-bed for real-time acoustic data streaming.
With appropriate audio aggregation to fit into relaying capabilities we demon-
strated that streaming acoustic data is feasible on Smart Cities infrastructures
with reasonably high audio quality and node lifetime.

Acknowledgments. This work is supported by the EU FP7 EAR-IT project, http://
www.ear-it.eu
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Abstract. Several works have been done to design a simulation testbed for un-
manned aerial vehicles (UAVs) in order to simulate the UAV Network 
(UAVNet) in a cost-effective manner. Our previously developed UAVSim is 
one of those attempts and has the capability of simulating large UAV networks 
as well while giving detailed results in terms of mobility modeling, traffic 
measurements, attack analysis, etc. The usefulness of such a simulation testbed 
cannot be guaranteed unless it is hardware independent. Therefore, we present a 
performance evaluation of such a recently developed software simulation 
testbed, UAVSim, using traditional and generic hardware available in any regu-
lar computer laboratory, in order to show its usefulness in an academic research 
setup. We show performances for two different environments for two separate 
machines. Results show that the simulation time is quite predictable and rea-
sonable for a particular network size. 

Keywords: Testbed Performance · Simulation Testbed · UAVNet Security 

1 Introduction 

The domain of UAVs has broadened due to its application in every field. Initially, the 
primary focus of development was Military in nature but real world civil applications 
are on a rapid increase. With industries like pizza delivery [1] and local package de-
livery [2] systems trying to use UAVs for their businesses, there are much more ap-
plications to come. Nonetheless, the importance of their use in the military domain 
has only increased in the recent past and the inclusion of civil UAVs in the national 
airspace is being delayed due to several issues including security [3].  

As several UAV use related issues are being addressed, the need of a secure and 
safe UAV system can’t be ignored for neither military nor civil applications. Due to 
this reason, several researchers have developed different kinds of simulation testbeds 
in order to validate proper functioning of these systems and verify their characteristics 
before deployment. Software simulation testbeds developed using Matlab/Simulink 
[4], FlightGear [5], JSBSim/FlightGear [6] and Matlab/FlightGear [7] are some of the 
examples. All these simulation testbeds are focused on testing a single UAV model 
instead of modeling its behavior in the real world scenario. Some other simulation 
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testbeds using hardware along with software have also been developed where the 
hardware might be actual UAVs [8], [9], robots [10], [11], or just laptops [12], [13]. 
The only true software simulation testbed developed so far, called SPEEDES (Syn-
chronous Parallel Environment for Emulation and Discrete Event Simulation) [14], 
simulates a swarm of UAVs on a high performance parallel computer so that it can 
match the actual speed and communication rate of the real UAVNet. Keeping all the-
se important works focused on development of a simulation testbed for UAVs, we 
developed UAVSim. 

The rest of the paper is organized to provide more details about UAVSim in  
Section 2 covering its design and features. Section 3 describes all the performance 
analysis done and related results and inferences. Section 4 concludes the paper and 
discusses possible future enhancements to the work. 

2 UAVSim – Design and Features 

As discussed in the previous Section, the focus of developing a simulation testbed has 
been simulating the behavior of a single UAV to check its working and proper func-
tioning. Due to the use of a large number of UAVs nowadays, it is very much needed 
to judge the performance of these UAVs in a swarm of aircrafts when the authorities 
are talking about integrating UAVs in the National Airspace. Keeping all these re-
quirements in mind, we initially worked on the UAV component level modeling, 
individual simulation, attack classification and attack modeling [15] and later devel-
oped a software simulation testbed called UAVSim for simulations of all sizes of 
UAV networks [16].  

UAVSim is developed using the open source network simulator OMNeT++ and 
one of its independently developed open source modules called INET. The network 
design and higher level code is coded in NED, a language specifically designed for 
OMNeT++ while the lower level functioning is coded using C++ [17]. Although it 
has an in-built GUI and result analysis module, we developed most of the modules as 
per our requirement to make it more user-friendly.  

One of the most important feature and primary focus of UAVSim is the security 
simulation of UAVNet. Several attacks have been implemented in the attack library of 
the testbed. Further, basic and advanced models of UAV have also been designed as 
well as the facility of using external models is provided. These external models are 
usually XML based and developed by other researchers. As mentioned earlier, the 
interactive GUI of UAVSim lets user vary various parameters while advanced users 
can directly manipulate the configuration files. Most performance tests were per-
formed for security simulations and are reported in Section 3. Apart from supporting 
mobile wireless communication and UAV component level modeling capability, 
UAVSim also supports detailed network analysis at lower levels of the protocol stack. 
Further, attacks targeting different layers can also be designed, launched and tested in 
UAVSim. One of the most important features of UAVSim from user perspective is its 
user-friendly design and its ability to work on generic computing environment. Fig. 1 
summarizes the important features and modules of UAVSim. 
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2.1 User-Friendly GUI Simulation 

The simulation testbed supports both command line and graphical user interface. We 
have developed a custom GUI for UAVSim which lets basic users select possible 
options for some parameters. Users do not get a lot of independence in the basic GUI. 
While, the advanced users can edit all other parameters as well using the configura-
tion file in the simulation project. The advanced user GUI is still under development 
and is expected to be finished soon. Although the GUI might cost some resource, it 
definitely can be counted as one of the performance parameters as the testbed has 
been designed to be used for all levels of users, basic, intermediate or advanced. 

Fig. 1. UAVSim Design and Features. It shows the various modules [16] (on the right) which 
constitute UAVSim, as well as various simulation options. 

2.2 Server Mode Simulation  

In order to enhance the performance, a high performance computer can also be uti-
lized in our simulation testbed. The connection details to a server or high performance 
computer can be set using the GUI by the administrator or the person setting up the 
testbed for the initial use. It should be noted that the core testbed simulation files 
should be installed on the server prior to this setup and ssh should be enabled on the 
high performance computer to enable seamless communication and execution.  

2.3 High Speed (No-GUI) Simulation 

While the testbed has a well-designed GUI, the aim of providing a non-GUI option 
was to enhance the performance. There is an option of express command mode execu-
tion as well, which prints the minimum required simulation statistics in order to let the 
user know that the simulation is running and the computer is not frozen. Using this 
option, the simulation can be run at the maximum speed and thus gives the best  
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performance. This mode was primarily designed for Server mode simulation because 
the communication with the server might slow down execution. Nevertheless, this 
mode can be used on the desktop mode as well as the server mode. 

2.4 Concurrent Multi-User Simulation 

The testbed also provides a multi-user option which allows multiple users to concurrently 
run their simulations through their individual machines. This option utilizes the Server 
Mode of the testbed. As mentioned before, if the testbed needs to be used for the high 
speed simulation or, by several users at the same time, a non-GUI server option is availa-
ble. One of the most important prerequisites to use this option is the connection oriented 
access availability on the server to all the user accounts. This is necessary in order to 
enable the independent simulation for each user. The core simulation modules need to be 
installed on the server while users remotely connect to the server using UAVSim. The 
UAVSim, once configured with the server and connection details, automatically connects 
to the server and displays results in a console window. It should be noted that the multi-
user simulation is only available in non-GUI option.  

2.5 Swarm Simulation 

Although the simulation testbed was primarily developed for UAVNet security simu-
lation, it also supports the UAV swarm simulation. This feature lets users test the 
network behavior when large numbers of UAVs are used for any specific application. 
The use can be commercial, civil or military in nature but in case of swarms, usually 
it should be a sensor based application with a large number of sensors. The perfor-
mance for swarm simulation using a large number of nodes has also been evaluated. 

3 Performance Results and Analysis 

In order to demonstrate the usefulness of the simulation testbed, it is necessary to 
evaluate its performance using the already available computing infrastructure. Usual-
ly, in an academic or research setup, it is difficult to purchase new equipment as soon 
as it is needed. Therefore, enabling the use of a testbed to allow users to simulate the 
behavior of such a complicated network in the most cost-effective manner is of ut-
most importance. It should be noted that all simulations were 300 seconds in length. 
Other parameters are being varied in different performance tests. 

3.1 Number of Wireless Nodes 

We first evaluated the system performance with variable number of wireless nodes in 
the simulation scenario. Two cases were evaluated. Case I being variation of number 
of attack nodes while Case II involves use of just regular UAV nodes in order to show 
that UAVSim can be used for simulating UAV swarms as well as UAVNet security.  
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3.2 User Interface 

The second performance metric was the user interface. It is clear that having a GUI 
displaying the network animation and various network statistics during a CPU inten-
sive operation might impact the performance up to some level. Therefore, we varied 
the simulation parameter similar to the last performance test and tried to measure the 
simulation speed. As clearly shown in Fig. 4, GUI does impact the simulation up to 
some extent but the variations keep increasing as the number of nodes was increased. 

Fig. 4.  Effect of GUI (graphical user interface) usage on the total simulation time 

3.3 Number of Concurrent Users 

The third performance test was done using a number of concurrent users in the server 
mode option. All the users were using the desktop version of the UAVSim while they 
were already configured with server details. As mentioned earlier, the server based 
simulation works only in the non-GUI mode to enhance the execution performance 
and reduce the server to PC communication. The number of users was varied from 1 
to 6 and the execution time was evaluated for two types of simulation scenarios. Fig. 
5 shows the performance test results for Scenario I, which included malicious nodes. 
The number of malicious nodes was varied in this case keeping number of regular 
UAVs as 10 because these nodes generate more traffic in the network and are respon-
sible for increasing the execution time. On the contrary, Scenario II does not use ma-
licious nodes and uses only regular UAV nodes and the results are shown in Fig. 6. 
Please note that the two separate vertical axes show the variation of simulation time 
for two different numbers of nodes in each case. The error bars show the maximum 
and minimum time while the points depict the average time. 
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Fig. 5.  Impact of number of concurrent users for 5 and 10 attack nodes 

 

Fig. 6. Impact of number of concurrent users for 50 and 100 regular UAV hosts 

3.4 Analysis 

Various performance tests performed on UAVSim give us valuable insights in terms 
of the usability of the testbed. Although some simulation times are quite high in case 
of swarm simulations of a large number of nodes, for the primary purpose of security  
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simulations, the performance is reasonable. Some important points which can be not-
ed from the analysis are as follows –   

• Simulation time varies almost linearly with the number of nodes in case of secu-
rity simulations while in case of swarm simulations, the simulation time varies 
exponentially. 

• Performing a simulation using the GUI has little impact on the performance. It 
can be easily inferred that the simulation being processor-intensive, is not affect-
ed by the use of graphics. 

• Performance analysis for multiple users using the testbed in server mode reveals 
that the performance does get affected with increasing number of users but the 
overall percentage variation is less than 5% in all cases.  

• Surprisingly, in some cases, the average simulation time is reduced when the 
number of concurrent users increases. But the variation in minimum and maxi-
mum shows that total system performance is not affected that much. 

• The attack simulation for 20 attack nodes took less than an hour. Practically, this 
number would be much less, for example, we need 4 attack nodes for a GPS 
spoofing attack [18] and thus, the simulation capability is quite extensive. 

• The increase in time due to the increase in the number of concurrent users can be 
easily predicted using the obtained simulation results. Since the variation is not 
exponential, the simulation testbed seems quite capable of handling more than 20 
users concurrently on a regular server. 

4 Conclusion 

Simulation time analysis for the previously proposed testbed UAVSim are presented 
in this paper to demonstrate its use in generic computing environment instead of high 
performance parallel machines. Performance enhancement using advanced machines 
can’t be ignored. However, due to the unavailability of expensive hardware, a lot of 
researchers are forced to be limited. Therefore, the usability of the testbed for such 
usage has been proved through various performance tests. The simulation time for a 
300-second simulation for various cases show that the performance of the software 
simulation testbed is quite reasonable and lets user adjust various options as per their 
requirements. Interactive GUI, additional result analysis module, model browsing 
capability from other model development software, enhanced high speed mode of 
operation, support of concurrent users, etc. are some of the features which make this 
software simulation testbed an ideal simulation environment for UAV simulations in 
generic computing environment. Work is still in progress for enhancing the perfor-
mance and adding various other features to make it more user-friendly.  
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Abstract. Named Data Networking (NDN) is proposed for effective
content distribution when a large number of end-users demand for pop-
ular content at the same time. In this paper, NDN is implemented in
Vehicular Ad-hoc NETwork (VANET) to meet its particular require-
ments, such that all of vehicles refer to the real time traffic status for
safe driving. We propose Vehicular Named Data Networking according to
three different vehicle communication mechanisms, which are vehicle-to-
infrastructure (V2I), a hybrid of vehicle to road side unit (V2R) and vehi-
cle to vehicle (V2V). Furthermore, this paper illustrates the experimental
results conducted by OPNET Modeler, and proves that the solution with
NDN enhances the Quality of Service (QoS) of VANET significantly.

Keywords: VANET · LTE · NDN · QoS

1 Introduction

Vehicular Ad-hoc NETwork (VANET) is the technique that uses moving vehicles
as wireless nodes in a mobile network. And each wireless node takes a role as an
end-user and wireless router to create a wide range communication. Motivated by
the increasing demand for efficient and reliable information dissemination and
retrieval, the Named Data Networking (NDN) architecture presents a simple
and effective communication model [1]. In NDN, an interest packet (IntPk) and
a data packet (DataPk) are two packet types mainly used to identify a content,
which is typical hierarchical and human readable. NDN node maintains three
data structures: Forwarding Information Base (FIB), Pending Interest Table
(PIT) and Content Store (CS). Once NDN node receives a IntPk, it will lookup
for a content in the CS. If the appropriate content is found, the DataPk will
be send for a request, otherwise the IntPk will be checked in the PIT. The
PIT takes a role to keep track on unsatisfied IntPks. After the PIT creates
a new entry for unsatisfied IntPk, which is forwarded to upstream toward to a

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 116–125, 2014.
DOI: 10.1007/978-3-319-13326-3 12
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potential content source based on the FIB’s information. A returned DataPk will
be sent to downstream and stored on the CS buffer. To maximize the probability
of sharing and minimize upstream bandwidth demand, the CS should keep all
arrived DataPks as long as possible. When the CS is about to get full or receive a
new content, it will store the new one according to the replacement policy to leave
space for the new content. Least Recently Used (LRU) and Least Frequently
Used (LFU) are two dedicated replacement policies in original NDN. In [2],
Giulio et al. propose V-NDN, applying the NDN to networking vehicles on the
run. However, the design just illustrates NDNs promising potential to providing
a unifying architecture, but does not provide more details about its feasibility,
performance and practicability.

In this paper, we propose our solution, Vehicular Named Data Networking, by
inheriting the basic principle of the NDN. However, extending the NDN model
to the VANET is not straightforward application due to a lot of challenges in
the vehicle environment such as the limited and intermittent connectivity, and
the node mobility. The contribution of the paper as follows. We first introduce
some meeting challenges in different types of vehicle communication mechanism.
Then we discuss and evaluate the benefits brought by the NDN. The two schemes
LRU and LFU are successfully constructed in the NDN node. Motivation from
the NDN model simulation, the Vehicular Named Data Networking performance
is taken into account by clearly comparison the VANET under two scenarios:
with typical clients-server connection and with NDN connection.

The remainder of this paper is organized as follows. Section 2 provides the
VANET background, and reactive routing applied for the NDN. Section 3 illus-
trates simulation and evaluation results for basic NDN model. Then, Section 4
portrays envisioned Vehicular Named Data Networking architecture of the sim-
ulation setup and discusses simulation results. Finally, Section 5 concludes this
paper.

2 Background

2.1 VANET: An Overview

In vehicle-to-infrastructure (V2I) network, assistance transmission networks are
required, such as 2.5G, 3G, 4G, to centrally manage all the vehicles communi-
cation [3]. With handover technique between radio cells, vehicles always keep
pace with a server supplied VANET applications. For instance, a serving dis-
tance of mobile base stations operated at 900MHz carrier frequency is typically
from 2km in microcell up to 35km in macrocell. Therefore, vehicles are least to
handover between base stations. For this reason, proactive routing is utilized in
V2I network. In this paper, we propose to use the latest cellular network: Long
Term Evolution (LTE) [4] for V2I scheme.

Fig. 1(a) shows an example of V2I communication in LTE network. Road-
Side Units (RSUs) are cameras to capture the road traffic status. An end point
connection to RSUs can be LTE, Wireless Fidelity (WiFi) or wide area network
(WAN). Vehicle subscribers request and receive an updated road traffic status
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Fig. 1. Two aspects of vehicle communication

from the server through LTE. Because of a large number of RSUs and vehi-
cle subscribers, the server is easy to meet an overloading issue. Moreover, the
current mobile networks are centralized management, e.g. in Long Term Evo-
lution (LTE) network, all of Internet mobile traffic are come in and come out
via the Evolved Packet Core (EPC) entity, leading to high requirement for a
backbone mobile traffic. Especially in traffic jams, a group of nearby vehicles
often requires the same information from the server (e.g. traffic status), which
poses high redundancy contents in the backbone transmission.

In a hybrid network, vehicle-to-RSU (V2R) and vehicle-to-vehicle (V2V),
multi-hop networking and a short range communication are critical. Typically,
dedicated short range communication (DSRC) and wireless access in vehicular
environments (WAVE) are utilized to directly exchange data between adjacent
vehicles. However, with advances in smart-phone and tablet, the huge number
of VANET applications are designed and installed on smart-phone by using
available WiFi module on the mobile devices. The infrastructure-less network
based on vehicles has greater challenges than fixed wireless networks caused by
various speeds, traffic patterns, and driving environments. Therefore, reactive
routing should be used in V2R&V2V scheme. Fig. 1(b) shows an example of
V2R&V2V communication in WiFi ad-hoc network. At the wireless router node
(e.g. Car 2) and RSU, they meet a traffic congestion issue when a huge number
of vehicle subscribers are nearby RSU and request content at the same time. In
this scheme, WiFi route may be the bottleneck of data transmission because all
of wireless nodes share the bandwidth for the communication.

Due to the existing issues in VANET, both of V2I and V2R&V2V are pro-
posed to implement with Named Data Networking (NDN) for better network
performance (e.g. network traffic offloading, reducing traffic congestion and lower
round trip time) than the typical clients-server connection [5].
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2.2 Reactive Routing in NDN

In reactive routing, both a request node and an intermediate nodes do not have
a routing table which is known as the FIB entity in NDN mechanism. For a
wireless ad-hoc network to setup a reverse path from the server to an end-user,
flooding is a fundamental mechanism to implement the multi-hop broadcasting
the IntPk in order to build up the reverse path. However, broadcasting scheme
causes several issues as follows; i.e., i) a burst transmission is generated by
broadcasting all of received IntPks. Flooding in many cases, especially in a dense
network, introduces significant communication overhead due to redundant re-
broadcasting. ii) A loop network in routing is occurred when more than two
intermediate nodes are within a radio range communication. And iii) a data
burst of responding traffic is generated because there may exist many reverse
paths from the server to the client. To alleviate the well-known broadcast storm
problem, all broadcasting methods in VANET utilize position information to
identify the next relay node. However, in the real-life scenario, a vehicle does
not have knowledge about position information of both neighboring vehicles and
RSUs. In order to restrict the number of nodes relaying the broadcasting data
without addition requirement information, we suggest to minimize a hop count
between the RSU and the target vehicle. The minimum hop count is taken place
at intermediate nodes by checking the hop count value embedded in arrived
IntPks before broadcasting. Typically, the first arrived packet in a bunch of new
IntPk always has a minimum hop count and will be broadcasted. Then, all the
same IntPk arrived later should be deleted. Fig. 2 shows the main operations for
NDN vehicles.

3 Basic NDN Network Architecture

To evaluate the performance of NDN mechanism, we implemented NDN and
conducted simulations using the OPNET Modeler 16.0 [6][7]. There are many
simulators for VANET but none of them can provide a complete solution for
simulating VANETs [8][9]. Among a number of simulation tools such as Vanet-
MobiSim, SUMO, NS2, QualNet, etc., we would like to use OPNET because it
supports for a realistic mobile network environment (e.g. 2.5G/3G/4G). In the
simulation, NDN is overlayed over the IP layer. Indeed, we integrated the NDN
processing modules into all network elements, such as mobile stations (MSs),
Evolved Node B (eNodeB), routers, PCs, servers and IP Cloud.

3.1 Network Architecture

With every intention to consider a typical Internet network topology, we assumes
the network topology as same as shown in Fig. 3 and we apply our new caching
policies in both WAN and LTE network. The simulation LTE network includes
three cells with 2000 meters of diameter for the radio coverage in each cell. Each
cell has 1 eNodeB, 1 NDN processor node and 25 LTE MSs. And all the MSs
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request video content from the same server following a power function distribu-
tion. For example, a Pareto distribution: 20 MSs (80% traffic) request popular
video contents while the other 5 MSs (20% traffic) request unpopular video items.
There are two scenarios in the simulation,they are LRU and LFU, respectively.
Hitting rate, coverage time to final state and a percentage of traffic offloading
are important metrics to be verified in the simulation results. There are the
same configuration and scenarios in WAN network. The simulation parameters
we selected to reflect real-world implementations of in-network caching refers
to the related work [10][11]. The simulations were run multiple times and the
presented results are an average of these runs.

3.2 Performance Evaluation for Basic NDN Model

We first evaluate the performance of different content caching/replacement poli-
cies for different cache sizes. Let a relative cache size denote for the percentage
of a cache size over a catalog size. In Fig. 4(a), the relative cache size in NDN
node is increased by 0.06%, 0.1%, 0.16% and 0.2%. It should be noted that in
the simulation, the catalog size(500000 files) is much greater than the cache size
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Fig. 3. Envisioned NDN network architecture

(equal or less than 1000 files). Therefore, the relative cache size is equal to or
less than 0.2%.

In Fig. 4(a), the simulation results show that high hitting rates can be
achieved with high cache sizes for all the simulated policies. In this figure, it
is obvious that the increment of the hitting rate is not linear to the cache vol-
ume. Moreover, it also indicates that when the relative size is equal to 0.16%,
the cache can handle most requests for popular contents. However, increasing to
0.2% the performance degrades, because of the tradeoff between cache volume
(cost) and performance. Hence, there is consequently need to retrieve a suitable
cache size.

In Fig. 4(b), it illustrates the LRU and LFU performance comparison when
the relative cache size is set to 0.16%. The figure shows that LRU is just slightly
higher than LFU. In Fig. 4(c), it illustrates the further comparison LRU and LFU
for different relative cache sizes. Fig. 4(d) shows amount of traffic responding
by the server under LRU and LFU schemes and relative cache size 0.1%. With
higher hitting rate, lower requested traffic is fetched to the server, then higher
percentage of traffic offloading is achieved. Because LRU and LFU have quite
similar hitting rate, their capable of traffic offloading are similar too.
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Fig. 4. LRU and LFU performance comparison

4 Simulation and Results

4.1 Network Simulation

Motivation from the NDN model simulation, we enhance Vehicular Named Data
Networking simulation with two scenarios: V2I network and V2R&V2V net-
work. V2I network simulation is illustrated in Fig. 5(a). There are three cells
in LTE network, and each cell includes an eNodeB connected with NDN node.
The eNodeB provides a radio communication within 2000 meters range while
NDN node is added component to implement NDN protocol. Two RSUs that
are implemented in each LTE cell, generate content with 64Kbps rate and trans-
mit content to a server over LTE network. Data from different RSUs are distin-
guished by RSU identification (RSU ID) and current geometric location. The
server stores all received data from RSUs, and send the corresponding content
to vehicles and NDN nodes. There are ten vehicles equipped with LTE mobile
station. While vehicles are moving with 20km/h speed, they continuously send
IntPks attached with their current geometric location (e.g. five seconds every
IntPk), which is used to determine an appropriate content on the server/NDN
node.
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Fig. 5. VANDNET simulation

Fig. 5(b) demonstrates V2R&V2V network. There are two RSUs placed 200
meters apart. Ten vehicles divided into two groups moved slowly on two direc-
tion with 5km/h speed. Both RSUs and vehicles are equipped with WiFi card
operated under IEEE802.11g standard and within 60 meters radio range. When
the two flows of vehicles meet together, a traffic explosion caused by IntPks
and DataPks happens. This scenario is useful to compare network performance
between with and without NDN application. It should be noted that the typical
speed of vehicles is about 40 − 80km/h. However, we would like to determine
the responding of the Vehicular Named Data Networking model in some of the
worst situations, i.e., i) a group of vehicles move very slowly at handover areas
in LTE/WiFi, and ii) a long time of the traffic explosion caused by IntPks and
DataPks.

4.2 Simulation Results

Fig. 6(a) shows the vehicles would receive similar data results with or without
NDN, but the data sent by the server is different. Without caching, all requests
are fetched to the server which poses high redundancy content replied by the
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server. With caching, eNodeBs use available content to directly reply for IntPks
from vehicles, and make the request bit rate received by the server to be reduced
significantly. Fig. 6(b) shows the different results of round trip time (RTT) at
vehicles with or without NDN schemes. A trajectory of ten vehicles are setup
to move together and handover between eNodeBs around the 450th and the
750th second. At the roaming moment, vehicles are failed to received content,
then they resent IntPks again to the server/NDN node. In the scheme with
NDN, eNodeBs only need one content from server to reply all vehicles, while in
the scheme without NDN, the server needs to send the same multiple copy of
content to all vehicles.

Fig. 7(a) shows the different results between total bits sent by the RSUs
and total bits received by the vehicle, which are caused by the following three
reasons; i.e., i) with NDN mechanism, a minimum of IntPk is forwarded to
the RSU, then a minimum of DataPk is sent out by RSU while with a typical
clients-server connection, the RSU needs to reply all IntPks from vehicles. ii)
With NDN mechanism, the IntPk can be intermediately satisfied by multiple
one hop neighbor vehicles, while without NDN, the IntPk is only replied by the
server. And iii) regarding to the bottleneck of WiFi link, all stations share the
same physical channel. So that, the RSU and intermediate wireless nodes follows
a first in first serve (FIFS) policy to serve for all stations. Fig. 7(b) presents an
average RTT at vehicles. From the 100th to the 200th second, the traffic explosion
is happened, and with NDN mechanism assistant, the RTT stability at vehicles
is better than clients-server mechanism.
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5 Conclusion

In this paper, we introduced the NDN with two original replacement policies
that assist to off-load the traffic of the IP backbone as well as the server. Fur-
thermore, we implement the Vehicular Named Data Networking model with two
novel networks: V2I and V2R&V2V, respectively. The performance of the NDN
model and the Vehicular Named Data Networking model were evaluated using
computer simulations. With the obtained results, it is proved that NDN mech-
anism can improve the performance of the network significantly. In the future
work, the Vehicular Named Data Networking model should be evaluated under
various scenarios with a huge number of vehicles, mobility patterns and the
prototype.
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Abstract. The experimental evaluation of wireless and mobile networks
is a challenge that rarely substitutes simulation in research works. This
statement is even more evident in vehicular communications, due to the
equipment and effort needed to obtain significant and realistic results.
In this paper, key issues in vehicular experimental evaluation are ana-
lyzed by an evaluation tool called AnaVANET, especially designed for
assessing the performance of vehicular networks. This software processes
the output of well-known testing tools such as ping or iperf, together
with navigation information, to generate geo-aware performance figures
of merit both in numeric and graphical forms. Its main analysis capabi-
lities are used to validate the good performance in terms of delay, packet
delivery ratio and throughput of NEMO, when using a road-side segment
based on IPv6 GeoNetworking.

Keywords: Vehicular Ad-hoc Networks · Experimental Evaluation ·
Wireless Multihop Communication · Network Mobility · Visualization
Tool

1 Introduction

Vehicular networks are essential for Intelligent Transportation Systems (ITS)
to optimize the road traffic and achieve safe, efficient and comfortable human
mobility. Essentially, there are two main communication paradigms in vehicular
communications, vehicle to vehicle (V2V) and vehicle to infrastructure (V2I),
depending on whether the communication is performed directly between vehicles
or using nodes locally or remotely installed on the road infrastructure.

When the V2V paradigm is considered, the research field is commonly called
Vehicular Ad-hoc Networks, or VANET. Although there are a lot of works related
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 126–135, 2014.
DOI: 10.1007/978-3-319-13326-3 13
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to VANET applications and basic research at physical, MAC and network layers,
there is a significant lack of real evaluation analysis in this field, due to cost and
effort implications. A number of experimentation works and supporting tools
should be improved in the short term, in order to give real evidences to car
manufacturers and road operators of the benefits of vehicular communications.

Conventional network measurement tools (e.g. iperf, ping or traceroute)
assume fixed networks and assess network performances in a end-to-end basis.
However, under dynamic network conditions such as in the vehicular networks
case, it is difficult to measure detailed status of networks by using solely these
tools, because vehicles are always changing their location and the performance of
wireless channels fluctuates. In order to solve these issues, we have developed a
packet analysis and visualization tool called AnaVANET 1, which considers the
peculiarities of the vehicular environment for providing an exhaustive evaluation
software for outdoor scenarios. Both V2V and V2I networks can be efficiently
analyzed, thanks to the integrated features for collecting results, post-processing
data, generate graphical figures of merit and, finally, publish the results in a ded-
icated web site (if desired).

The rest of the paper is organized as follows. Section 2 introduces the read-
ers about the network layer protocols in vehicular networks experimentation.
Then, the issues and requirements for evaluating vehicular networks are listed
in Section 3. The evaluation methodology desired in this frame is described in
Section 4 and, as a result of our analysis, the design and implementation of the
AnaVANET evaluation tool is detailed in Section 5, together with a reference
evaluation of a network testbed using the tool in Section 6. Finally, Section 7
concludes the paper summarizing the main results and addressing future works.

2 Network Protocols in Vehicular Networks

Network protocols in vehicular networks can be classified in infrastructure-
less scenarios, i.e. V2V, and infrastructure-based scenarios, i.e. V2I, as showed
in Fig. 1.

AODV OLSR GeoNetworking,
C2CNet

Mobile IPv6 NEMOG N ki

Network Layer Protocols for vehicular communications

Topology based
Position based

Reactive Proactive
Network mobilityHost mobility

Infrastructure basedInfrastructure less (VANET or MANET)

Fig. 1. Network Protocols in vehicular networks

The infrastructure-less scenario is well-known by the research area of VANET
or Mobile Ad-hoc Networks (MANET). These approaches are designed to enable
1 http://anavanet.net/

http://anavanet.net/
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wireless communications in dynamic topologies without any infrastructure. Rout-
ing protocols here are further classified as topology-based and position-based rout-
ing protocols. Topology-based protocols were divided into two main branches by
the IETF MANET working group: reactive, where nodes periodically exchange
messages to create routes (e.g. AODV [1]), and proactive, in which control mes-
sages are exchanged on demand when it is necessary to reach a particular node
(e.g. OLSR [2]).

Unlike topology based routing, position based routing does not need to main-
tain part of the network structure in order to forward packets towards the desti-
nation node. When routing packets based on position, nodes forward the packets
with the aim of reaching the nodes within a geographical location. Thus, posi-
tion based routing can eliminate the problem that appears in topology based
protocols when routes become quickly unavailable in high mobility scenarios. In
Greedy Perimeter Stateless Routing (GPSR) [3], for instance, the intermediate
nodes make a decision based on the destination position and neighbor positions.
The Car-to-Car Communication Consortium (C2CC) also specified the C2CNet
protocol, which was later enhanced by the GeoNet project to support IPv6.
Within the ITS standardization domain, GeoNetworking [4] is being completed
by ETSI at the moment, integrating several geo-aware strategies to better route
packets in vehicular networks.

On the other side, infrastructure-based protocols have been focused on the
global connectivity of nodes to the Internet. Mobile IPv6 [5] solved the mobility
problem for mobile hosts and, later, Network Mobility Basic support (NEMO) [6]
provided a solution for the mobility of a whole network (e.g. a vehicle or bus),
which has been recommended by the ISO TC204 WG16 to achieve Internet
mobility for vehicles.

3 Issues and Requirements for VANET Evaluation

Using multi-hop and dynamic routing strategies presents a challenge in the eval-
uation of vehicular networks. Common end-to-end evaluation tools such as ping6
and iperf are useless to track the effect of route change, because they are unaware
of the path taken during a communication test. An additional lack of these tools
is the possibility to measure the performance of hop-by-hop links, since the
study is carried out end-to-end. Also, geographical and external factors such as
nodes position, distance between nodes or obstacles are not linked with network
performance figures of merit.

With the aim of summarizing these main requirements when evaluating
multi-hop vehicular networks, the next needs are found essential by the soft-
ware tools used in experimental campaigns for evaluating both V2V and V2I:

Path detection. The topology of a vehicular network with dynamic routing
changes frequently as vehicles move, and the communication path is changed
accordingly. Thus, the tool should take note of the communication path used
in every moment.
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Communication performance in links. Once the communication path is
tracked, the tool should measure the performance in a link-by-link as well
as end-to-end basis.

Geographical awareness. The network performance in a link depends on
various geographical factors, such as the distance between the nodes, the
movement speed and direction, and the existence of obstacles in the commu-
nication link. Thus, the evaluation tool should take the above geographical
factors into account.

Intuitive visualization. Performance figures of merit and environmental infor-
mation should be shown together in a synchronized way, and the spatio-
temporal data series should be available in post process to play them at
different speeds, stop when desired, or replayed freely as he or she wants.

Independence from network protocols. Given the various network layer
protocols in vehicular communications, the evaluation tool should be inde-
pendent from the one chosen.

Independent from devices. Since the configuration of vehicle and infrastruc-
ture devices may differ, the evaluation tool should not rely on any specific
device functionality.

Adaptation to various scenarios. The software evaluation tool should
accommodate to all possible communication scenarios (moving or static,
urban or highway, etc.).

Easiness for data collection. Since a lot of experiments could be needed in
a extensive campaign, the easiness of gathering data and deploying software
modules in devices is essential.

As it is later described, the evaluation tool presented in this work (Ana-
VANET) copes with the previous requirements.

4 Evaluation Methodology

The evaluation goals are to analyze which testing conditions affect which data
flows or network protocols. For achieving this end it is necessary to design a
proper evaluation methodology. Within it we should consider the tendency of
results by repeating tests with the same settings or varying parameters under
study, such as the network protocol, the mobility of nodes or the data volume.
The overall analysis should be supported by a proper evaluation tool, such as
the later presented AnaVANET. This section details both the testing con-
ditions and the possible routing protocols to consider, as it is summarized in
Fig. 2, by introducing the concept and presenting our real use case for testing
the performance of NEMO over IPv6 GeoNetworking.

4.1 Testing Conditions

Testbed Platform. The testbed used for the evaluation of a network architec-
ture should be carefully chosen to implement most relevant nodes in real software
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Fig. 2. Evaluation Methodology

and hardware. In vehicular communications, this is extremely important, since
a good deployment could be needed in case of testing V2V multi-hop networks.

In our particular case, the testbed comprises a set of four vehicles and two
roadside stations, as illustrated in Fig. 3. Each vehicle is equipped with a mobile
router (MR), with at least two interfaces: an Ethernet link to connect mobile
network nodes (MNNs) within the in-vehicle network, and a wireless adapter
in ad-hoc mode used for both V2V and V2I communications. On the roadside,
access routers (ARs) are prepared to be fixed on the top of a building or any
other elevated point near the road. Each one provides two interfaces: an Ethernet
link for a wired Internet access, and a wireless adapter in ad-hoc mode to connect
with vehicles in the surroundings. At a backend point in the Internet, a home
agent (HA) is installed to support Internet mobility of MRs by using NEMO.

Among the various testbed conditions, the hardware specification (CPU,
memory, etc), antenna and wireless settings are important factors for the eval-
uation, since they will highly affect the results. In our case, MRs are Alix3d3
embedded boxes provided with a Linux 2.6.29.6 kernel. Each MR has a mini-pci
wireless card Atheros AR5414 802.11 a/b/g Rev 0, and an antenna 2.4GHz 9dBi
indoor OMNI RP-SMA6 is used. The frequency used has been 2.422Ghz and the
data rate has been fixed to 6 Mbits/s.

Testing Scenarios. Fixing the evaluation scenarios beforehand is essential in
the planning of a testing campaign. In general, the main factors that determine
the possible scenarios are:

Mobility. Static scenarios can be chosen to test the network operation in a
controlled way, but also dynamic ones can be used in a realistic evaluation.
A dynamic scenario is considered in our case.

Location. The place in which the tests are carried out impacts on the network
performance, due to signal propagation blockage issues above all. In our case
a semi-urban scenario is used within the INRIA-Rocquencourt installations.

Number of vehicles. The number of hops between the source and the desti-
nation vehicles affect the communication delay and the higher probability of
packet looses, due to route changes or MAC transmission issues. Up to four
vehicles are considered in our case.
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As summarized in Fig. 4, testing scenarios have been divided into urban and
highway; mobility has been set to static, urban-like speed, and high speed.

4.2 Data Flows and Performance Indicators

A number or protocols and data flows can be set for evaluations, however, only
the most representative and more used in the literature should be considered to
study concrete performance indicators. For instance, in our case UDP, TCP and
ICMPv6 are used to measure the network performance between two communi-
cation end-nodes (MNN to MNN) mounted within two vehicles:

UDP is a connection-less unidirectional transmission flow. The traffic is gen-
erated by iperf in our case. It is considered that with UDP the perfor-
mance indicators under consideration can be the packet delivery ratio (PDR),
throughput and jitter.

TCP is a connection-oriented bidirectional transmission flow. This traffic is also
generated by iperf in our case. The performance indicator under considera-
tion here has been the maximum throughput.

ICMPv6 is a bi-directional transmission flow. The traffic is generated by ping6
in our case. The performance indicator under consideration can be the road
trip delay time (RTT) and PDR.

5 System Design and Implementation of AnaVANET

AnaVANET (initially standing for Analyzer of VANET) is an evaluation tool
implemented in Java to assess the performance of vehicular networks. It takes as
input the logs generated by the iperf, tcpdump and/or ping6, together with navi-
gation information in NMEA format, to compute the next performance metrics:
network throughput, delay, jitter, hop count and list of intermediate nodes in
the communication path, PDR end-to-end and hop-by-hop, speed, and instan-
taneous position.

AnaVANET is put in the context of the evaluation scenario described in the
previous section in Fig. 5 , showing also the main inputs and outputs of the tool.
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Fig. 5. Overview of AnaVANET

The sender MNN (left most vehicle) is in charge of generating data traffic, and
both the sender and the receiver (right most vehicle) MNNs record a high level
log, according to the application used to generate network traffic (iperf and ping6
for the moment). All MRs record information about forwarded data packets by
means of the tcpdump tool, and log the vehicle position continuously. All this
data is post-processed by the AnaVANET core software and then analyzed. The
tool traces all the data packets transmitted from the sender node to detect packet
losses and calculate statistics for each link and end-to-end, and then merge all
these per-hop information with transport level statistics of the traffic generator.
As a result, AnaVANET outputs an XML file with statistics on a one-second
basis, and a packet trace file with the path followed by each data packet.

Once generated, performance metrics can be graphically showed through
plots generated by gnuplot and a website where all tests are available. The screen-
shot of the website is shown in left bottom of Fig. 5. Accessing the website one
can replay the tests on a map to see momentary figures of merit.

On the map, the position and movement of the vehicle are depicted with the
speed of each vehicle and the distance between them. The transferred data size,
bandwidth, packet loss rate, RTT and jitter, for each link and end-to-end are
displayed. The network performance is visualized by the width of links and the
colors used to draw them.

6 Evaluation of NEMO over IPv6 GeoNetworking

Early versions of AnaVANET were designed for evaluating infrastructure less
network protocols, as used in our previous works for analyzing OLSR in vehicular
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environments [7] and later tests of IPv6 over C2CNet [8] in the FP7 GeoNet
project.

The current version of AnaVANET can also analyze infrastructure-based net-
work protocols such as NEMO. In this section, we report a summary of the results
collected in the evaluation of NEMO over IPv6 GeoNetworking when a vehicle
connects with a node located in the Internet using two roadside units as access
routers. The umip.org2 implementation of NEMO is used and the cargeo6.org3

software is used for IPv6 GeoNetworking. ICMPv6 and UDP evaluations in han-
dover scenarios were performed at INRIA Paris-Rocquencourt campus with the
two ARs previously presented in the testbed description. The speed of the vehi-
cle was limited to less than 15 km/h, like in a low mobility urban scenario. The
reader can directly click in Fig. 6 - Fig. 9 to see the correspondent result in the
AnaVANET web viewer, to further perceive the details of the gathered results.

ICMPv6 echo requests (64 bytes) are sent from the MNN to a common
computer located in the wired network twice in a second, which replies with
ICMPv6 echo replies. The results collected in the ICMPv6 tests are plotted in
Fig. 6. The lower part shows the itinerary of the vehicle and the locations of
AR1 and AR2 on the map, whereas the upper part shows the RTT, the packet
loss and the result of the mobility signaling. The X-axis and the Y-axis of the
upper part are the latitude and the longitude of the vehicle, corresponding to the
road stretch indicated in the lower part of the figure. When either the request
or the reply is lost, the RTT is marked with a zero value and, at the same time,
a packet loss is indicated. A binding registration success is plotted when the
NEMO binding update (BU) and the corresponding binding acknowledgment
(BA) are successfully processed. On the contrary, if either of them is lost, a
binding registration fail is plotted at the position.

Fig. 7 shows the same results of the test, but referred to the test time. The
upper graph shows the RTT and the distance to the two ARs; the middle one
shows the PDR obtained with the two ARs; and, finally, the lower plot shows
the status of the NEMO signaling. A NEMO success means that the binding
registration has been successfully performed, and a fail indicates that either the
BU or the BA has been lost.

The results collected in the UDP tests are plotted in Fig. 8. UDP packets
are sent from the MNN to the wired node at a rate of 1 Mbps and a length of
1250 bytes. The lower part of the figure shows the itinerary of the vehicle, and
the upper part corresponds to the PDR obtained with the ARs and the binding
registration results, as in the previous case. The road stretch is the same one
used above, but the vehicle moves on the contrary direction in this case.

In the time-mapped results showed in Fig. 9, the upper graph shows the UDP
throughput from the MNN to the wired node, the middle part shows the PDR
to the two ARs, and the lower plots the status of the NEMO signaling. Success
of NEMO status means that the binding registration is successfully performed
and Fail means that either the BU or the BA is lost.
2 http://umip.org
3 http://www.cargeo6.org

http://umip.org
http://www.cargeo6.org
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Fig. 6. Map-based RTT, Packet Losses
and Mobility Signaling of ICMP evalua-
tion in a handover scenario
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Fig. 8. Map-based PDR of UDP evalu-
ation using NEMO over IPv6 GeoNet-
working
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7 Conclusions and Future Work

The paper has presented the peculiarities of evaluating vehicular networks exper-
imentally, through presenting the most used protocols and detailing the needs
of the software tools to be used for this task. After that, the importance of
the testing methodology is described, and a reference design of a vehicular net-
work evaluation is used to exemplify it. The testbed design and implementation,
testing scenarios, routing protocols and data flows, are found essential to be
fixed beforehand to avoid improvisation during the testing campaign. The Ana-
VANET platform is then presented as an efficient evaluation software to process

http://anavanet.net/demo-vienna/?analysis=1296754401
http://anavanet.net/demo-vienna/?analysis=1296754401
http://anavanet.net/demo-vienna/?analysis=1296759090
http://anavanet.net/demo-vienna/?analysis=1296759090
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the data gathered by common testing tools, and then generate lots of perfor-
mance indicators of the trials. The capabilities of AnaVANET are exploited in
a novel evaluation of NEMO over IPv6 GeoNetworking, using the tool to gather
RTT, PDR and channel throughput information. The results reveal that mobile
IPv6 connectivity can be maintained in a V2I case using GeoNetworking over
WiFi to pass NEMO IPv6 traffic between vehicles and infrastructure.

Our future work includes, first, a link layer extension of the system to analyze
the channel quality (RSSI), load ratio and coverage map. Second, it is considered
the support for multicast data flows, since it is essential for the dissemination
of events in vehicular networks. Third, we plan to evaluate a real application
developed for cooperative ITS.
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Abstract. With the rapid development of smart home, it becomes essential to 
study techniques to safeguard the home area network (HAN) against various 
security attacks. In this paper, a smart home network simulation testbed has 
been developed for security research in this area. It is designed to feature high 
fidelity, cost-effectiveness and user-friendliness. The testbed enables users to 
specify the HAN network topology, communication protocols and appliances, 
as well as develop security mechanisms such as information flow tracking. For 
the evaluation purpose, two security mechanisms were implemented on the 
testbed and their effectiveness against attacks is studied using the developed 
testbed.  

Keywords: Smart Home Network Simulation Testbed · Home Area Network · 
Smart Home Security · Cyber Security 

1 Introduction 

With the development of the Smart Grid and sophisticated network technologies, it is 
possible that intelligent information services can be enabled in a household environ-
ment. Smart home provides high-quality services to the users by deploying smart 
devices in the home area network (HAN), through which the Smart Grid connects 
with the consumers. ZigBee is the most popular network protocol used in the  
HAN thus far, which is a specification for a suite of high level communication proto-
cols used to create personal area networks built from small, low power digital  
radios [1], [2]. 

However, the problem of cyber security becomes more and more important as the 
home becomes smarter, because malicious attacks may bring a significant impact to 
the HAN environment. For instance, attackers may obtain the control authority of the 
smart home through a well-designed attack. Under this condition, he or she can con-
trol all the appliances in the home, which may cause more serious consequences such 
as changing the room temperature or increasing the electricity consumption. Although 
the ZigBee protocol provides some security mechanisms, it is not sufficient to meet 
the security requirements of the smart home network. And advanced network security 
mechanisms should be deployed in the smart home network. In order to evaluate these 
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security mechanisms effectively, a smart home network testbed needs to be created 
which can support the experimentation of HAN security mechanisms. However, it 
will be costly to build and maintain a real smart home environment; therefore, we aim 
at building a cost-effective simulation testbed in this study. 

In this paper, a smart home network testbed simulation environment is created. 
Two security mechanisms are implemented in this testbed to show that it can support 
the research on the HAN security mechanisms.  

2 Possible Attacks in the Smart Home Communication 
Environment  

In the smart home communication network, four types of attacks may occur, includ-
ing radio jamming attack, device impersonation attack, replay attack and non-
repudiation attack. 

2.1 Radio Jamming Attack 

Radio jamming is the process of transmission of radio signals that disrupt communi-
cation by decreasing the signal to noise ratio. A radio jamming attack can cut off the 
communication or result in a very high latency between the sender and the receiver. 
During the data packet transmission, the packet will be damaged in a jammed com-
munication medium before it is received. A jamming attack can be launched by 
transmitting a constant stream of data in the same channel. In a smart home commu-
nication environment, this type of attack can delay the communication between the 
smart meter and home appliances for a long period of time. 

2.2 Device Impersonation Attack 

In an HAN environment, some advanced malicious devices can bypass the authentica-
tion mechanism and obtain the right of communicating. Then, they may disguise as 
any device in the HAN, which can lead to malicious data being logged into the HAN 
communication environment. If the malicious devices disguise itself as the smart 
meter, it will get the control rights of the HAN and can send the malicious control 
commands to all the home appliances, which may lead to undesired consequences. 
For instance, some appliances can be shut down unusually or the load of some appli-
ances can be set too high. Additionally, if the malicious devices disguise as the home 
appliance, it may send the malicious data to the smart meter, which may cause ab-
normal operations such as losing control to the home appliances, no response to some 
requests from the home appliances or the smart meter turned off abnormally. 

2.3 Replay Attack 

A replay attack is the network attack in which the same valid message is resent  
or delayed maliciously or fraudulently. This type of attack is usually launched by  
the third parties. In the HAN communication environment, the attacker can intercept 
the authentication information of home appliances with the smart meter through a 
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network monitoring tool. And then, the attacker can resend it to the smart meter. As a 
result, the attacker may invade the HAN successfully, which may cause the smart 
meter to overload. If the attacker launches the replay attack by controlling a home 
appliance, it may lead to the damage of the appliance by untimely activation. 

2.4 Non-Repudiation Attack 

Non-repudiation means that when a user uses or accepts one service, he or she cannot 
claim that the service is not used by him or her. In a smart grid communication envi-
ronment, non-repudiation attack occurs when a customer denies using any service 
from the utility. In an HAN, the smart meter is controlled by the utility. The utility 
provides some necessary services to the HAN smart meter such as electricity real-
time prices. The customer can deny the service of electricity real-time price in a smart 
meter by launching a non-repudiation attack, which may lead to economic losses for 
the utility companies. 

3 Related Work 

Previous research on the smart home simulator has been focused primarily on saving 
energy [3], [4]. A research to improve energy efficiency for smart building is present-
ed in [5]. Some of them focus on the real home automation applications based on the 
sensors [6] and the method to create a test-bed for smart home [7], [8]. Some of the 
research work focuses on the smart home control systems [9], [10]. The machine to 
machine (M2M) network technology and its application in some areas such as 
healthcare and energy management are presented in [11] whose contribution is not 
only on the security issues of M2M network, but also on the quality of service and 
energy efficiency. Relatively little work has been done on how to create a smart home 
simulation platform for studying various security mechanisms in the HAN. Most of 
the current simulators for network simulation cannot meet the requirements for simu-
lating a smart home environment with communication security mechanisms. 

In [12], the authors carried out a research on several reality models to build a simu-
lation platform for analyzing the network performances of the HAN. But, it primarily 
focuses on the network simulation of the HAN, and the security for the HAN is not 
considered in the study. 

In [13], the authors present a multi-purpose scenario-based simulator for smart 
home. This simulator provides the ability to design the house plan and different virtu-
al sensors and appliances. As a whole, this simulator can be good at simulating sen-
sors and the appliances in the smart home. But the communication security is not 
considered in this smart home simulator. 

In [14], the author presents a smart home simulation tool for energy consumption 
and production. This tool can give a graphical modeling platform of a smart home 
energy consumption based on the weather and energy price data input by the users. 
This simulation tool is good at simulating the energy consumption of a smart home. 
Nonetheless, as most of the smart home simulators, the network security mechanism 
in the smart home is not considered in the simulator. 



 A Smart Home Network Simulation Testbed for Cybersecurity Experimentation 139 

 

4 Requirements of the Smart Home Network Simulation 
Testbed 

Some key components are essential for building a smart home network simulation 
testbed for cybersecurity research. As shown in Fig. 1, there are four key components 
in a smart home environment, including the network module, control center module, 
home appliance module and security module. The control information is shown by 
green arrows and the status information is shown by yellow arrows. Control center 
can receive status information from home appliances and send proper control infor-
mation to the appliances through the smart home network. The security module can 
secure the data transmission. The key design requirements and characteristics of the 
four modules are described later. 

 

 
Fig. 1. Key Modules in Smart Home Network 

4.1 Smart Home Network Module 

The type of a smart home network can be wired or wireless. Wired communication is 
the fastest and most secure mode of the communication. But the cost for cabling and 
change in the existing structure of smart home needs to be considered. The wireless 
communication has an advantage over the wired communication since the wireless 
network is easy to install and configure in an HAN environment. The existing struc-
ture needs fewer modifications when the wireless communication is installed. 

Various wireless technologies can be used for implementing a smart home network 
module such as Bluetooth, Wi-Fi (IEEE 802.11) and ZigBee (IEEE 802.15.4). From 
the comparison of these technologies, ZigBee is considered to be most suitable for the 
communication in the HAN of the smart grid. Because the master-slave architecture 
of Bluetooth has a limitation that only seven slaves can be added in a piconet, which 
is a constraint to the smart home network structure. The radio launched by Wi-Fi 
consumes a large amount of power. If Wi-Fi is used in the smart home network struc-
ture, batteries replacement in battery-operated home appliances may be required fre-
quently. Compared with other wireless technologies, ZigBee provides a sufficient 
data rate for smart home network communication. Its radio consumes less power than 
other wireless technologies. In the simulation testbed, ZigBee protocol will be provid-
ed, and other communication technologies will be incorporated to fulfill the require-
ments of different users. 
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4.2 Control Center Module 

The smart meter is the control center of an HAN environment, which is different from 
the traditional meter. The traditional meter in a house only collects the data of energy 
consumption of the home. There is no communication functionality in a traditional 
meter. For a smart meter, it can not only collect the energy consumption data of the 
whole house, but also indicate the energy consumption data of every home appliance. 
There are also some important network functions in the smart meter such as sending 
control commands to the home appliances, receiving the service information from the 
utility, collecting the feedback information from the home appliances in order to mon-
itor their status, and providing the real-time electricity price to the customer. The 
communication between smart meter and home appliances is the single-hop commu-
nication. Because the smart meter needs to communicate with and control all the 
home appliances, the network type must be multi-channel. 

4.3 Home Appliance Module 

The biggest difference between home appliances in an HAN and traditional ones is 
that in an HAN they are controlled by the control commands sent from the smart me-
ter through the home network environment. The traditional home appliances are con-
trolled by using their switches. In a smart home, there may be no control switch on 
every home appliance. Instead, they are controlled by the smart meter through the 
HAN. Therefore, the network components of the sender and receiver need to be added 
to every home appliance in order to send their status to the smart meter and receive 
the control commands from the smart meter respectively. The type of the communica-
tion between every home appliance and the smart meter is single channel. The real-
time status of the home appliances needs to be monitored by the smart meter. Some 
special home appliances like air-conditioners and heaters have multi-level power 
modes and can work under different modes. For these appliances, the smart meter can 
send different control commands to change their working modes. 

4.4 Security Module 

Network communication security is important to the smart home. In the testbed, a 
security module is designed so that users can develop their own security policies by 
using this module. The security module can have multiple security mechanisms, such 
as the information security checking mechanism and security label mechanism. These 
mechanisms can make the information flow secure during their transmission among 
the control center module, network module and home appliance module. The security 
module is embedded in all the other three modules. For instance, the control infor-
mation will be checked by the security mechanisms of the security module before 
they are sent to the home appliance module through the network module. It will be 
sent after making sure that the data packet is legitimate. 



 A Smart Home Network Simulation Testbed for Cybersecurity Experimentation 141 

 

5 Design and Implementation of the Smart Home Network 
Simulation Testbed 

Based on the requirements of the simulation testbed, our simulator should be able to 
simulate the smart meter, various smart appliances and the HAN. Matlab/SimuLink 
provides a comprehensive tool to achieve the desired objective. It is able to simulate 
the power flow and communication flow in the smart home environment. For the 
communication network, TrueTime toolbox was used to facilitate the simulation of 
network protocols in a HAN. TrueTime is an add-on in Matlab/SimuLink, useful for 
real-time modeling of SimuLink models [15]. This toolbox facilitates co-simulation of 
controller task execution in real-time kernels network and transmission. It is devel-
oped in C++ language. One of its useful features lies in the network simulation in-
cluding Ethernet, CAN, WLAN and ZigBee. Nonetheless, the TrueTime toolbox does 
not provide any security mechanism when a network control system is created. In 
order to facilitate the HAN security study, additional security models should be added 
on top of TrueTime toolbox. Based on TrueTime, smart home networks with user-
specified configurations can be simulated.  

5.1 The Structure of a Typical Smart Home Network 

As seen from Fig. 2, there are ten appliances in the smart home. The smart meter is 
the smart control device, and other nine home appliances are controlled by the smart 
meter. The control commands are sent by the smart meter through the ZigBee net-
work to the home appliances. After the control commands are received by the appli-
ances, every appliance will give its energy usage information as a feedback to the 
smart meter through the ZigBee network so as to provide its current status. 

Every appliance under control has three components: controller, actuator and sen-
sor. These three components are logically independent with their appliance. They are 
embedded into each appliance. For every appliance, the control command is received 
by its controller. Then, the controller sends the control command to the actuator. After 
the actuator executes the command and changes the appliance status, the sensor sends 
the current status of the appliance back to the smart meter. The whole loop control 
process is shown in Fig. 3. 

 

 

Fig. 2. Structure of a Typical Smart Home Network 
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Fig. 3. The Process of Closed Loop Control 

5.2 Smart Home Network Simulation Testbed Implementation 

The testbed structure is shown in Fig. 4. Every block is a subsystem. The control cen-
ter subsystem block simulates the functions of the smart meter which is the control 
center in the smart home. The ZigBee subsystem block is the TrueTime kernel net-
work block which can simulate the wireless networks including 802.11 b/g (WLAN) 
and 802.15.4 (ZigBee). 
 

 
Fig. 4. Structure of the Smart Home Network Simulation Testbed 

There are mainly two parts in the meter subsystem: one component sends control 
signals to the home appliances, while the other receives the energy usage feedback 
information from the home appliances. Meter subsystem uses nine TrueTime send 
blocks and TrueTime receive blocks to implement the function of sending control 
signals and receiving energy usage feedback information, respectively. 

The TrueTime wireless network block is used in the ZigBee network subsystem. It 
provides two types of networks: ZigBee and WLAN. In this work, the ZigBee net-
work is selected. Because the control signals sent to the nine home appliances and the 
energy usage feedback information received from the home appliances must go 
through the ZigBee network subsystem, the send port has 18 inputs and the receive 
port also has 18 outputs in this block. 

For the home appliances subsystem, there are four types of blocks in the subsys-
tem, which are TrueTime send block, TrueTime receive block, switch block and  
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constant block. The TrueTime send block sends the energy usage feedback infor-
mation to the meter subsystem through ZigBee network subsystem. The TrueTime 
receive block receives the control signal sent by the meter subsystem. The constant 
block with a value 0 represents the power off status of the home appliance. Another 
constant block with a different value for different home appliances subsystem repre-
sents the power of the home appliance. The switch block is connected with other three 
types of blocks. The control signal received by the TrueTime receive block can 
change the status of home appliance through controlling the switch block. Fig. 5 
shows a LED subsystem. The power of the LED is 0.015 KW. 

 

 

Fig. 5. LED Subsystem 

5.3 Security Mechanism Implementation  

Security mechanisms can be developed by the users based on the simulation testbed. 
Essentially, hook functions have been inserted into the network communication pro-
tocols. And users can develop code for those hook functions to implement their  
desired security mechanisms. The current testbed provides two such security mecha-
nisms, which are information security checking mechanism and security label  
mechanism.  

5.3.1   Information Security Checking Mechanism Implementation 
Information security checking mechanism is designed to implement information flow 
control. In the smart home, the control information only can flow from the smart me-
ter to the home appliances, and the feedback information can only flow from the 
home appliances to the smart meter.  

The data type, source address and destination address will be checked before a 
message is sent or received in order to implement the information flow control pre-
sented above.  

For example, the smart meter needs to send a control command to an appliance. 
For the sender, the data packet will be sent under the condition that the data type is 
control information, the destination address is a legal device and the source address is 
the control center. For the receiver, the data packet will be received under the condi-
tion that the data type is control information, the source address is the control center 
and the value of the destination address is correct. 
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From the process of the information security checking mechanism of the sender and 
receiver, the source address can be seen as sender ID; and the destination address can 
be seen as receiver ID. In order to implement the security checking mechanism, the 
legality of the sender and receiver ID must be checked in both of ttsend and ttreceive 
S-Function blocks in the smart meter block and home appliance blocks of the smart 
home network simulator. The sender ID, receiver ID and the number of nodes in the 
current network can be obtained by using pointers in the ttsend and ttreceive  
S-Function. If the values of the sender ID and receiver ID are less than the value of 0 
or greater than the value of the number of nodes in the current network, they can be 
seen as illegal. And the ttsend and ttreceive S-Function will be terminated. 

5.3.2   Security Label Mechanism Implementation 
The security label mechanism is to add a security label field to the data packet before 
it is sent. The value of this label can be a string of characters defined by users, which 
make the data packet unique in the smart home network. Before the data packet is 
received, the receiver must check the security label of the data packet in order to en-
sure that the data packet belongs to the current network environment and the value of 
security label is correct.  

A constant block called SecurityLabel has been added into the send block, which 
can be used to implement the security label mechanism. Under this condition, all the 
data packets sent by the send block of the smart home network will have a unique 
security label. For the receiver in this testbed, a security label checking function needs 
to be added into the ttreceive S-Function. For the process of the checking security 
label function, the value of the SecurityLabel is obtained through a pointer, and then 
the value is checked before the data packet is received. If the value of SecurityLabel 
field is equal to the specified value, the data packet will be received. If not, the data 
packet will be dropped. 

6 Conclusions and Future Work 

This paper presents a smart home network control system simulation testbed for  
studying HAN security mechanisms based on TrueTime toolbox. Two security mech-
anisms are provided in this simulator, which are information security checking mech-
anism and security label mechanism. The process of implementing the two security 
mechanisms demonstrated that this smart home network simulator can support the 
HAN security mechanisms effectively. 

For the future work, more characteristics of the real home appliances will be im-
plemented in the home appliances module. For example, some home appliances, in-
cluding air-conditioners and heaters, have multiple energy consumption levels. In 
addition, a GUI will be designed to enhance the usability of the testbed. More security 
mechanisms will be implemented in this smart home network testbed, which can pro-
vide users more choices to conduct the research on the smart home network security. 
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Abstract. This paper describes our ongoing effort in creating a dis-
tributed highly scalable and resilient platform that can model network
interactions among a very large number of devices, in terms of their
wireless and wired network characteristics as well as multiradio hardware
capabilities. Such an emulation platform was realized as a service overlay
network atop the PlanetLab distributed testbed. Our initial results sug-
gest that the approach undertaken is highly feasible to model both device
heterogeneity ranging from simple sensors to more powerful devices, as
well as wireless network characteristics to customize link reliability, chan-
nel throughput as well as bandwidth availability.

Keywords: IoT · PlanetLab · Testbed · Connectivity

1 Introduction

The Internet of Things (IoT) is expected to be constituted of billions of inter-
connected nodes and an equally significant number of networks [1]. These nodes
comprise powerful devices as well as complexity and resource limited nodes such as
sensors and actuators. In addition to high-speed fixed and wireless networks, the
IoT is expected to comprise lossy, unreliable and limited bandwidth networks too.
Such a diversity of connected nodes and networks inevitably impacts the types of
service interactions as well as network communications, in both client-server, as
well as peer-to-peer configurations. Nodes such as smart phones possess hardware
allowing multiple radio technologies to co-exist, enabling multi-radio communi-
cation with other nodes using links of varying bandwidth and latency. Gateway
nodes also allow packets from one kind of radio technology and access network to
traverse another. Wireless sensor nodes introduce multi-hop relays into the net-
work. Obviously this implies that measuring traffic flows among disparate types
of networks, and traffic characteristics of pairwise node-based interactions are not
trivial. The management of these networks and nodes, as well as lookups and dis-
covery, are challenging problems to solve, considering the deployment scale.

In this paper, a scalable device and network emulation testbed for IoT is
described, that allows such investigations to occur, from the device to the net-
work, to subsequently execute services and monitor application level behavior.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 146–155, 2014.
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This testbed, based on device-level interface characteristics and network condi-
tions, resulted in a prototype architecture deployed atop PlanetLab [2]. Planet-
Lab guarantees neither constant network connectivity nor machine uptimes. Our
prototype leverages both the availability of multiple hosts on demand, as well as
link unreliability as positive aspects: Instantiation of emulated nodes does not
impact overall system resources, while the intrinsic unreliability of host uptimes
as well as connectivity can be typical of resource constrained nodes, which either
go into sleep state or turn off their uplinks in an effort to conserve energy. The
main objectives of our work are:

Network heterogeneity. Nodes in our testbed should feature emulation of sev-
eral types of network interfaces and properties. Network connections feature
diverse link characteristics, as well as link quality, packet loss and latency.

Flexibility. The testbed should serve as a foundation for wide research in
deploying new types of services and applications, as well as the introduction of
new application-level protocols. Such services, applications and protocols can be
connection-oriented, connectionless, client-server or peer-to-peer based.

Scalability. The testbed should offer the ability to emulate and instantiate
devices in the order of thousands to tens of thousands. Instantiation and man-
agement of instantiated emulated nodes should be accomplished using intuitive
mechanisms that do not impact the execution nor the performance of the phys-
ical hosts atop which the emulated nodes run.

Remote Node Management. The testbed should allow remote configuration
and management with a web-based front-end. Managing large numbers of nodes
should be performed by allowing nodes to be tagged, for easy retrieval afterwards.

The rest of this paper is structured as follows: Section 2 presents related work.
Sections 3 and 4 discuss the architecture, design as well as the implementation
of important components in our testbed. Testing and verification is discussed in
Section 5 while Section 6 concludes the paper.

2 Related Work

In published literature, a number of projects undertake active testbed research
and deployment.

The MagNets project [3] aimed at deploying a next-generation wireless access
network testbed infrastructure in the city of Berlin, where heterogeneous devices
possessed by university students are allowed free access to an operator supported
network. The Pan-European Laboratory (PanLab) concept [4] introduces a
resource federation framework allowing multi-domain testbeds that provide het-
erogeneous crosslayer infrastructures for broad testing and experimentation. The
SmartSantander [5] project aims to create a city-wide test facility for the exper-
imentation of architectures, key enabling technologies, services and applications
for the Internet of Things. It is conceived to provide a platform for large scale
experimentation under real-life conditions. A unified testbed platform was devel-
oped to emulate LTE over Wired Ethernet, that can be used to examine the key
aspects of an LTE system in realtime, including real time uplink and downlink
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scheduling, QoS parameters, and Android end-user applications [6]. The
Distributed Network Emulator (DNEmu) [7] investigates how realistic network
experiment can be performed involving globally distributed physical nodes under
heterogeneous environments where a requirement of experimentation control
between the real world network and emulated/simulated networks is introduced.

3 Design

We envision an emulation testbed with various device instances as shown in
Figure 1a. The PlanetLab network is abstracted as a cloud, while squares rep-
resent PlanetLab nodes atop which various internetworked device instances and
their available communication links are modeled. The network capabilities of
such device instances are modeled focusing on the link reliability, bandwidth
limitation and possible time delay.

As Figure 1.b shows, the testbed architecture comprises a central manage-
ment server controlling and managing available PlanetLab hosts, setting up
device instances on these hosts and emulating their network interfaces. An inter-
face to the PlanetLab Central (PLC) server is used to fetch detailed node infor-
mation such as node locations, addresses and uptime status. PLC provides an
RPC-based API for this purpose [8].

A database is needed to maintain and record the state of the testbed. It used
by the management server for storing and retrieving data essential for setting up
a runtime environment, such as information for configuration of device instances
as well as network links and characteristics. Such information is also retrieved
by the webserver to be presented to the user for management and use of the
emulated devices.

User-defined tags are supported by the platform to identify PlanetLab nodes
and device instances, either individually or as groups. Tags associated with nodes
and device instances are stored in the database as well.

This server also provides a web-based user-interface through which the plat-
form can be deployed and managed. Figure 2 depicts browser windows, showing

Fig. 1. a) Concept of device emulation on PlanetLab hosts b) Architecture and major
components in the emulation platform
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details of emulated devices such as the interfaces available for an emulated device
instance, user-defined descriptions, device tags, number of instances and IDs.

Fig. 2. Browser views of emulated devices

In this example, the user has defined device instances to emulate a remote
health monitoring sensor and an Arduino device capable of communication over
Bluetooth, Ethernet and WiFi based interfaces. The device ID is automatically
generated and supplied by the system. The server also supplies other views
aggregating all devices defined by a user, as well as physical PlanetLab nodes to
be added into an existing testbed. The addition of various types of tags to be
associated with PlanetLab nodes and devices to be emulated can be performed
via this interface as well.

4 Implementation

Figure 3 presents a detailed view on how the emulation testbed has been imple-
mented. The management server forms the core of the system which controls all
the other components involved. The main system processes have been developed
using PHP since the system uses a web based interface for user interaction. The
user interface was implemented with a combination of HTML and JavaScript.
To use the PLC API for fetching node information, a Python script was imple-
mented. The database engine is based on MySQL. The server and the database
use AJAX-based communication.

In order for the management server to set up the emulation testbed, it needs
to be able to connect to the PlanetLab nodes defined by the user, and configure
device instances. Therefore in addition to these components, SSH-based client
functionality was also provided to the management server, with which it forms
secure connections to PlanetLab nodes through which the required configuration
commands are transmitted and the results are obtained. The SSH communica-
tion is established using public and private keys instead of passwords. The public
key is uploaded to the PlanetLab Central server from where it gets propagated
to all the hosts that are being used. The private key is stored on the management
server and is used for authentication with the remote node.
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Fig. 3. Testbed implementation and existing connection types between them

PlanetLab provides a command-line tool for node-based bandwidth manage-
ment. The tool is based on Dummynet, a powerful and flexible tool for testing
network protocols and topologies [9]. Each physical machine runs a customized
version of Dummynet that cannot be modified or replaced by end-users. Instead, a
userspace command called netconfig is provided at each node for controlling band-
width, network latency and packet loss ratio for incoming or outgoing connections,
based on one or more known ports or addresses. In our testbed, we utilize netcon-
fig to emulate both uplink and downlink of different network interfaces which are
distinguished by using different port numbers. All incoming and outgoing traffic
is monitored, and once a packet is detected having the same source or destination
port number, rules are applied that have been specified for the traffic on that port
number. For example, a sample netconfig configuration command invoked by an
end-user for network emulation on a PlanetLab node could be:

host~> netconfig config SERVICE 6361 IN bw 2Mbit/s delay 2ms plr 0.2 OUT bw 1MBit/s delay 1ms plr 0.1

This configures the emulated link to intercept all the traffic flowing on port
number 6361 and will force the incoming packets to a bandwidth of 2Mbit/s,
cause a delay of 2 milliseconds and drop 20 % of the packets since the packet loss
ratio is set to 0.2. Similarly all the outgoing packets will be forced to a bandwidth
of 1Mbit/s, a delay of 1 millisecond and 10% packets will be dropped.

In order to start emulating the devices, the user first needs to add some nodes
to the testbed, define the required network interfaces and their characteristics,
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define new devices in the system and associate the existing network interfaces
to the device. After the required details are present, the user selects the nodes
on which the devices are to be emulated. The system application at this point
queries the database for node details and the list of available devices that can
be emulated on the selected nodes. This information is then presented to the
user who selects the device type and the number of instances that needs to be
initialized on each node. The first part of the process is represented in Figure 4
as a message sequence chart showing the communication exchange between the
different entities involved.

Fig. 4. First part of the message sequence for device emulation process

Once the server receives the user’s choice of device and the number of instances
that needs to be emulated, it queries the database for device details. The system
application then queries the database for details of each associated interface. For
each interface, a random port number is generated that is not being already used
on the selected host for some other emulated link. Based on this port number and
the interface details, a configuration command is generated by the system for exe-
cution on the node to emulate the requested network interface. This is the second
part of the process and details can be seen in Figure 5.

After the configuration command is ready for all the required network inter-
faces of the device that is to be emulated, the system establishes an SSH con-
nection with the selected PlanetLab node. Once the connection is established it
executes in a loop all the configuration commands for each interface for each of
the device instance that needs to be emulated. The system receives the result for
each command that is executed and updates the records in database accordingly.
Upon completion, the user is notified of the configuration results and is presented
with the essential information required to utilize the newly instantiated device.
This final part is represented in Figure 6.

After netconfig is executed on the PlanetLab node it creates the appropri-
ate queues for handling the traffic, known as pipes, and also creates certain
rules, which are then used for governing the flow of traffic through these pipes.
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Fig. 5. Second part of the message sequence for device emulation process

Fig. 6. Final part of the message sequence for device emulation process

Dummynet as an emulator makes use of these queues for enforcing the custom
bandwidth, delays and packet drops. Every emulated network link has one or
more pipes associated with it, and once the network packet matches the specified
rule, it is put inside this pipe and the outward or inward flow is then controlled
so that it conforms to the requested bandwidth. Similarly there could be some
time constraints applied to the traffic flowing through the pipe for the latency
effect and some packets could be randomly dropped from the queue depending
on the packet loss ratio the user has configured.

5 Testing and Verification

The design and implementation of the emulation testbed were tested under live
conditions on the PlanetLab environment. Unit testing was performed on the
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management server as well as the database, before widespread device instan-
tiation was tested over approximately 50 Planetlab nodes, although it is rela-
tively trivial to increase the number of testbed nodes to several hundreds or
thousands. On each node, we successfully tested instantiation of at least 300
emulated devices as depicted in the earlier Fig. 2.

In order to verify that our testbed is configuring network interfaces properly,
we tested the configured links across different emulated devices using a network
measurement utility called Iperf [10]. Iperf works as a service in our device
instances, supporting both client and server mode. It allowed us to create TCP
and UDP streams between two hosts and provided throughput measurements
for the underlying network.

To provide a simple example for this paper, we defined a test device in the
testbed having a network interface with an uplink and downlink bandwidth of 5
Mbit/s and we deployed this device on a PlanetLab host. Iperf was then installed
on this host and the bandwidth was measured for the traffic flowing on the port
on which the interface has been configured.

Figure 7 shows the bandwidth measurement for the incoming traffic and
Figure 8 shows the measurement for outgoing traffic. As it can be seen from
these figures, the bandwidth observed on the configured interface conforms to
the bandwidth that was configured.

Fig. 7. Incoming traffic bitrate verification

Fig. 8. Outgoing traffic bitrate verification

In order to verify that latency and packet loss factors are also functional on
the interface, it was modified first to have a delay of 50ms along with the band-
width of 5Mbit/s. The results obtained are shown in Figure 9, clearly showing
a drop in the bandwidth due to the time delay on the interface.

Secondly the same interface was configured now to have a packet loss ratio
of 0.1 i.e. 10 % of the packets on the interface would be dropped randomly. The
results from this configuration are presented in Figure 10, also showing a drop
in the observed bandwidth.
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Fig. 9. Time delay affecting bandwidth

Fig. 10. Packet loss ratio

6 Conclusions and Future Work

The main outcome of this work has been the development of a distributed
platform that allows us to emulate multiple devices on PlanetLab nodes that
possess multiple links of varying characteristics to simulate fixed, wireless and
virtual interfaces found in mobile devices and resource challenged nodes. While
we achieved the target set out in our prototype testbed, we expect greater use-
fulness can be achieved by modeling other characteristics. These include various
processor architectures, execution speeds as well as storage requirements. This
remains a challenge as physical PlanetLab machines are highly homogeneous in
terms of hardware as well as operating systems, typically running on x86-based
workstations. However we remain optimistic that in future, research projects
would arise to take on such a challenge for emulating the hardware characteris-
tics of devices. This would undoubtedly affect startup and configuration times as
well, as a PlanetLab node would have no idea of the type of device it is supposed
to instantiate until the command is issued by the management server. In such a
scenario, it can be envisioned that an additional component would be necessary
in order to transfer binary device images to end-hosts for successful emulation.

The current architecture is aimed towards providing a single realm of con-
trol, i.e. the management of the emulated devices is centralized towards a single
server while information about running nodes and their interfaces is stored in
a single database. This is highly suitable for scenarios whereby management is
controlled by a single organization. Such scenarios include a smart grid operator,
nation-wide traffic management systems as well as smart city based management
solutions. Commands for emulation are issued over the SSH protocol as blocking
operations. As future work, we intend to investigate protocol driven approaches
towards the instantiation and subsequent management of the emulated nodes.
This would imply adding a management interface to each instantiated node over
which well defined request and response messages would be sent to set or retrieve
various types of information regarding the emulated nodes. Access control as well
as transport layer security need to be well considered using this strategy.
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While bandwidth and link characteristics were successfully controlled over
TCP-based connection-oriented interactions, an operating system software bug
on physical PlanetLab machines unfortunately prevented us from achieving sim-
ilar results with UDP-based datagrams. At the time of writing, we are still in the
process of troubleshooting the issue together with the PlanetLab administration.
However, our results suggest that the approach undertaken is highly feasible to
model both device heterogeneity ranging from simple sensors to more powerful
devices, as well as wireless network characteristics to customize link reliability,
channel throughput as well as bandwidth availability.
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Abstract. It is very easy for the nodes in Named Data Networking to ignore  
the neighbor nodes. To solve this issue, this paper proposes a leading routing 
mechanism for neighbor content store. Firstly, through building the interest 
clusters, the nodes are partitioned to different reigns to announce the infor-
mation of content store. Secondly, the packets and the fast routing tables are  
designed. Finally, the best path is chosen to send the interest packets. The theo-
retical analysis and the simulation results show that this mechanism adequately 
uses the neighbor content and effectively decreases the average network delay. 
The server load is reduced by 30%. 

Keywords: NDN · Content routing · Interest cluster · Neighbor content store 

1 Introduction 

With the rapid development of Internet technology and applications, and the rapid 
growth of Internet users, the way of the address of traditional IP network representing 
both the node location information and the identity information confuses the bounda-
ries of the location and identification?, the limitations in the support of content distri-
bution business become increasingly apparent. To solve this problem, in recent years, 
an innovative proposal of separating the hosts and contents in the network layer caus-
es widespread concern. Content-centric networks become an important model and a 
developing trend of the future network. 

NDN (Named Data Networking) proposes a new network architecture---- Named 
Data Network, using hierarchical data name instead of the IP address for data transfer, 
so that the data itself becomes a core element of the Internet architecture[1-2]. The 
architecture adopts the way of "Interest packets" to complete the multipoint access 
and distribution of contents in the form of announcement; "Data packets" along the 
reverse path of the interest packets passing the content to the requester achieve a bal-
anced flow based on jump, try to reside the higher heat service content in the form of 
caching on the path to the node, and arrive at requesters in the shortest transmission 
path as much as possible. 

Named Data Network directly based on the name of the routing and forwarding meth-
od can effectively solve the problems of exhaustion, mobility and extensibility in the IP 
network address space. NDN network router is responsible for name prefix announce-
ment, spread by routing protocol in a network, and each router receiving the notice sets  
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Fig. 1. NDN model of the network routing and forwarding 

up its own FIB (Forwarding Information Base). When there are multiple Interest package 
requesting for the same data at the same time, the router will only forward the package 
firstly received and store these requests in the PIT (the Pending Interest Table).When the 
packets are sendedback, the router will find matching entries in the PIT, and forward 
packets to the interface according to the items shown in the list of interfaces. After that, 
the router will remove the corresponding PIT entries, and cache in the CS (Content 
Store).The CS is the router’s buffer memory, using a buffer replacement strategy. 

Named Data Network adopts the content-based routing method: node interest 
packets are directly forwarded to the source content server, and detect whether the 
nodes along the requesting path cache the requested content in the process of forward-
ing to achieve the goal of the shortest time of return data. Although compared with IP 
network, content-based routing method of the named data network improves the effi-
ciency of the return packets, but such path-caching way cannot make full use of the 
neighboring cache which is not in the path. As shown in figure 2, the routing nodes 
around users store the corresponding data, but cannot make full use of them, which 
leads to the long path in the access of data. 

 

 
Fig. 2. The content retrieval process diagram in Named Data Network  

As for the routing nodes’ cache utilization problems in Named Data Network, relat-
ed research has made certain progress and results. Shanbhag S ‘s team put forward a 
kind of SoCCeR service routing method, which turns the content routing problem into 
the service selection problem, and achieves to make full use of the nodes along the 
cache, while it still doesn’t consider the cache content in neighboring nodes [5]. Litera-
ture [3] compares two different routing methods, and puts forward a hybrid routing 
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method, namely establishing the routing to source server content and detecting the 
content copies of the node cache, but its starting point is to reduce the number of route 
entries and network costs. Literature [6] applys the routing based on potential energy to 
network content and designs the CATT routing cache perception target identification 
method. CATT method, however, before the request through the potential energy rout-
ing adopts the method of randomly forwarding. As a result, routing performance de-
pends on the random initial value, and may lead to a longer path delay. Literature [7] 
proposes to establish the neighbor cache table’s NCE routing strategy by detecting the 
neighbor nodes’ cache content, so as to make full use of the neighbor node resources. 
But considering the large number of the contents in NDN, the detection method has 
difficulties in implementation, which would lead to the increase of the average re-
sponse time of the contents’ request. Literature [8] has carried on the qualitative analy-
sis for the necessity and feasibility of the announcement of node copies. Although 
proposing to aggregate routing tables with the bloom filter, it still lacks the quantitative 
analysis and the concrete implementation for the routing mechanism. In addition, the 
above studies do not consider the update of node cache content according to the dy-
namic update of the heat and the differences between different content caches. 

With the reference of the idea to create shortcut links in unstructured P2P networks 
in literature [9] and [10], this paper proposes a cache-oriented neighborhood for fast 
content routing (FCR), solving the problem of the construction of the neighboring 
routing cache in the Named Data Network. The structure of this paper is as follows: 
In Section 2 we mainly discuss the definition of FCR and explain the related  
concepts. In Section 3 we make a systematic analysis for the cost of cache notice 
between the content nodes and determine the notice way between adjacent nodes 
cache. In Section 4 we discuss the FCR mechanism based on nodes’ interest clusters 
in detail. In Section 5 we provide some simulation experiments based on this mecha-
nism and previous methods, compare the experiment results, and validate the feasibil-
ity and effectiveness of the mechanism. 

2 Fast Content Routing 

Content source server path is the shortest path for the user S to send interest  
packets to the source server D, during the process, the along nodes’ set is

, the response hop is H1. 

2.1 Fast Content Path 

Define the shortest path between the user node S and the required content of recent  
neighboring cache node N ( ) as the FCP (Fast Content Path) for user S. During the 

process, the forwarding nodes are , the response hop is H2. 

Among them, the routing node N as the closest cache node for user S must make

. Otherwise, the fact that content source is the latest cache is inconsistent 

with definitions. If user S has FCP (Fast Content Path), then . 

{ , , }a b mS N N N= …,

N S∉
{ , , }FCP A B MS N N N= …,

2 1H H≤

FCPS S ≠ ∅
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Fig. 3. Fast Content Path of the request nodes 

Proof: Using the reduction to absurdity. Assume , the routing node in 

the access network is N0.As the content source path must exist in the network, now 

we have  and .And then the access point N0 for S disconnects 

with routing node N, resulting the non-exist of FCP, which has a contradiction with 
the above known. Thus, the hypothesis doesn’t succeed. 

According to the principle that FCP at least has an intersection point with the serv-

er path. In search of the construction of FCP, only by  to 

achieve the stored content in other neighbor node N with its corresponding content C, 
and compute the corresponding routing. 

2.2 The Cache Notification and Cost Analysis 

The distribution of cache around nodes can mainly be obtained from two ways, namely 
detection and active notification. Although the detection can locate the specific content 
accurately, its two-way generating traffic makes the network costs too expensive, which 
leads the difficulty of mass deployment. Compared with detection, active notification 
method is one-way traffic. With the notice in a reasonable control range, the mass dis-
tribution of its own cache items can make the network costs to a minimum. 

As assumption, the network topology is represented as , V is the set of 
nodes, E is the collection of links. The number of nodes in the network is |V|. The size of 
notice packet is B, the average link rate is m. The cache of nodes always updates accord-
ing to the heat of the content in NDN, the interval is T. In the network G, change at least 

|V| times and require N (N >= , N is an integer) notices, only by this can send the 

updates of content cache to the whole nodes in the network. The cost of traffic is: 
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As the update time of the cache of the content node is just a few seconds, the cost 

of a time unit is .
 

In order to reduce the cost of notice for the cached content, the proposed principle 
of the heuristic fast content routing announcement mechanism in this paper mainly 
contains two aspects: 

A. Set reasonable notice scale for neighboring cache content |V| 
The Internet has the feature of the small world, which visit in close distance has the 
similarity to the cache of content [11]. Due to the same cluster nodes probably inter-
ested in the same class content, we propose to build the interest cluster based on  
interest correlation standard. Therefore, the notice of nodes cache is tedious and un-
necessary in the network, which raises the utilization ratio of announcement content 
by narrowing the notice in the interest cluster. Based on this deduction, this paper 
proposes a heuristic fast content routing announcement mechanism to overcome the 
huge traffic cost brought by the flooding notice method. 
B. Choose the higher heat content to prolong the interval of notice time T 
The routing lookup in NDN network starts with the frequently updates of the node 
contents’ cache, which is dynamic and volatile. The frequently change of the cache 
items in the nodes has no significance for FCR. However, it may be cause the routing 
oscillation. Therefore, this paper proposes to notice only the higher heat node cache, 
which the steady part of the node resides data. Due of the frequently changing of the 
cache information not noticing outwards, it not only prolongs the advertisement inter-
val, but also ensures the stability of the network node cache contents. 
C. Design the unique notification message structure in order to reduce the size of 

the notification message B 

3 Leading Fast Content Routing Mechanism 

The proposed heuristic neighboring cache notification mechanism based on node 
cache heat and the similarity of demand will be divided into certain interest network 
node clusters. Cluster nodes only notice the higher heat content cache in the internal, 
and those do not belong to the same cluster don’t notice the cache. The construction 
of fast content routing can be roughly divided into three steps: cluster building, cach-
ing notices and fast route setup. After the completion of the fast routing tables, if re-
ceived content request, the node would perform corresponding forwarding operations 
according to the sequential look-up of content store tables, pending interest tables, 
fast routing tables and forwarding information base. 

3.1 The Construction of the Interest Node Cluster 

In NDN, given the content request nodes as i and j, the interest content set is
, .Their common interest set is . 

 
 
 

2
/  /C T V B T≥ ⋅

interest ( )C i interest ( )C j interest interest( ) ( )CP C i C j= 
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If node I requests certain content Mc times in the latest interval T, the IRC(Interest 
Relevancy Coefficient) is defined as: 

 

Mc,i and Mc,j respectively represent the request number in the last interval T of 
node i and j .The closer Mc,i and Mc,j, the more important influence on .This 

shows that node i and node j have a larger IRC. Oppositely, the IRC is smaller. Since 
Mc,i and Mc,j may be 0,so the positive number d ≠ 0. 

3.2 The Selection of Core Nodes 

The construction of an interest node cluster is not disorderly. Selecting the highest 
IRC Node (Leader Node) to build the interest cluster can increase the interests. Define 

the relevancy radio of node i, ,  is the standard of the Leader 

Node, which is the sum of IRC of the neighbor nodes. The higher relevancy the leader 
nodes have, the larger interest the cluster will get. 

Among interest clusters, the relevancy is the priority for selecting nodes. The 

interest nodes notice the neighbor nodes. In order to reduce the traffic redundancy in 
the selection of leader nodes, the larger  the node have, the shorter time they will 

wait. When the nodes receive the larger priority notice, they would not notice their 
own , yet only notice the larger priority node messages. 

3.3 Define the Scope of the Interest Cluster 

In order to reflect the advantage of a neighboring node to improve the efficiency of 
the fast route, the scope of request nodes of the cluster in named data network should 
not be too big ( ).Literature [7] has carried on the detailed research on the 

content network range announcement, pointing out that the average delay of network 
cluster at the scope of 2 just decrease by 3% than the scope of 1. As for the cache 
capable content network, most content requests can be satisfied within the scope of 
1~2 (i.e. 3 jump range). Taking into account the superposition of two-way transmis-
sion delay, we will limit the scope of this paper notices set to 6-hop, namely Scope = 
6, based on the literature [7]. The scope of the notice will be discussed through simu-
lation experiments in later chapters. 
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3.4 Interest Cluster Construction Algorithm 

According to that the interest correlation cluster building should consider caching 
content and its heat, the interest cluster can only notice some steady state cached data. 
The build process is as follows: 

Table 1. Nodes Interest Cluster Construction Algorithm 

Step1: node Ni calculate 
 
according to the current contents of the cache table and 

heat, and create announce packet Pi for Ni. 
Step2: After the waiting time T, the packet Pi is advertised to neighboring nodes, set the 

scope Scope and notice Hop values need to be forwarded to all interfaces. 
Step3: Within the time T, compare the received packets with information and notice the 

packet with a larger priority value out. 
Step4: In a cluster, the nodes with the best value of 

 
will be set to the leader, it sends 

a confirmation message within a cluster, complete the Cluster. 
Step5: When all the contents of the cache node reaches a certain level or after a time 

interval T, re-content announcements. 

4 Leading Neighboring Cache Notices 

4.1 The Design of Notice Message 

In order to achieve the neighboring cache of contents notice, the design of heuristic 
cache notification message in network is as follows: 

 
Fig. 4. Message format of heuristic neighboring cache notices 

In the chart, Type format represents the type of message, the Cluster format records 
the number of the present cluster. TimeStamp format is used to record the sending 
time of messages, which can distinguish the latest version of notice message. Hop 
format is used to record the hops between the notice node and the present node, which 
can be used to represent the routing costs of notice to calculate the fast routing.  
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URL and Scope respectively are the name of required notice content (the naming 
mechanism in the NDN is in the form of a URL) and notice scope (hops). Hop would 
add one and the scope minus one when notice one hop with the end of 0 of the Scope. 
The neighbor nodes determine to continue notice according that whether the scope is 
0. If scope is 0, the notice would stop. 

4.2 The Choose of Notice Content 

In order to avoid the notice message explosion caused by the frequent replacement of 
notification messages in the node cache, the notice content only choose the relatively 
stable (i.e. high heat value) content. Firstly the node cache sort the content by adopted 
caching strategies, select the top x % of the high heat copies to notice. If LRU strate-
gy is used in such nodes, then they will notice the newly pumped cache queue x % to 
neighbor nodes, which is as follows: 

 

Fig. 5. The list of the heat nodes cache 

Excessively frequent update may cause the miss of routing content items, any item 
of the current notice copy deleted by a node will trigger a new cache announcement, 
and the node will sent the information of the first node of x % cache in the current 
time sequence to all nodes within the cluster. 

4.3 Leading Neighboring Cache Notice Algorithm 

The node will be in separate to each cluster after the construction of the node cluster. 
The construction of fast routing can be divided into two stages: heuristic cache notice 
building and content delivery stage. Fast route construction mainly notices the content 
and builds the FCT (Fast Content Table). First of all, the cache nodes in the cluster 
make initialization before the announcement: node i sets the cluster number of itself, 
the content timestamp TSnew and the scope of its own announcement, and then for-
wards to all interfaces according to the first x %  cache content items based on the 
heat contents. Set the result of neighboring node j before receiving announcement: 
<NameC, Face，TSold，Hopold>. The timestamp TSold = 0 when there is no record 
for content C. It will implement such algorithm when node j receive the announce-
ment of node i. 
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Table 2. Heuristic Neighboring Cache Notice Algorithm 

Step1: Nodes i and nodes j to determine whether the same cluster; If yes, proceed to step 
2, otherwise discard the notice packet and jump to step 5. 

Step2: Determine if the contents of the current received notification packets are up to 

date. If , the notification message is stale information and discards 

the packet, step 5; otherwise, proceed to Step 3. 
Step3: if ,the content of the notice is the latest entries; Receive notifica-

tion packets and calculate the value of the received message Hop as routing con-

sideration: .if , description 

routing costs are too high, dropped packets, perform step 5; otherwise, proceed to 
Step 4; 

Step4: Query convenient routing table FCT, update the URL corresponding entries,Fill 

 
in the forwarding table routing consideration domain, and then decide 

whether to forward the contents of this notice forwarded to the next node depend-
ing on the size Scope value; 

Step5: The end of the notice 
 
After the completion of the fast routing tables, nodes compare the current routing 

cost and server path cost in the FIB after receiving the interest request. If fast routing 
cost is smaller, then process the items in the fast routing table and create one item of 
FIB. Namely, nodes perform corresponding forwarding operations according to the 
sequential look-up of the content store table, FCT and FIB. 

The forwarding process of the interest packets are as follows: 

 

Fig. 6. The interest packets forwarding process in node 
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4.4 Fast Content Routing Algorithm 

Node j would record contents name, arriving interfaces, and the price of this cache 
content after receiving the notification about the content C of its neighbor node i. 
Then it would implement the fast content routing algorithm. 

Table 3. Fast Content Routing Algorithm 

Step1: Contrast Hop of this convenient route and the costof the forwarding information 
table to the content source server, if convenient route Hop is small, easy to create 
the entry in the routing table; otherwise delete the contents of the route entry 
corresponding convenient route. 

Step2: When there are several convenient route to the same content when forwarding 
interface Select the minimum cost of the interface as the next hop. 

 
The format of FCT (Fast Content Table) built by the above algorithm is as follows: 
 

Content Name Face Hop 

/example.com/a 1 1 

/example.com/b 2 3 

/example.com/c 3 2 

5 The Simulation Experiment and Result Analysis 

These parts simulate an operation process topology in NDN network and its related 
performance using the C+ + and Matlab. The experimental environment is 4 GHZ 
Intel core 2 double processor PC with Windows 7 operating system. Firstly, build 
routing nodes based on the characteristics of named data network, then use the GT - 
ITM topology generation tool to generate a plane random network topology with 30 
routing nodes, where the probability of any two routing nodes directly connected path 
is 0.3. Next, randomly select a node from the edge nodes as the server node of the 
network node of the whole content publishing and service, whose capacity is enough 
to store all the content objects. The rest of the nodes as ordinary routing nodes is di-
rectly connected with users, whose cache capacity of the content is B (assuming the 
same content object size, B represents the node number). In order to facilitate analy-
sis, delay between adjacent nodes is set to 10ms. 

For the convenience of measurement, set the content in the source server content 
object number N = 2000, assuming that the URL routing items are equal [13], which 
is set to 128 KB. Object content popularity follows Zipf-Mandelbrot distribution 
[3,4], namely the content popularity of the Kth object is: Pk=H-1(σ, q, N)/( q +k)σ. σ 
is the shape parameter, q is the mobility parameter, σ=0.4, q=10. H(σ, q, N) is normal-
ized correlation coefficient. Content routing nodes directly connect with the user host, 
who send interest packets (data request packets) to the associated content of the 
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nodes. In the simulation of users’ sending packets, we use the Poisson arrival features 

to satisfy the process [20] ( ) to arrive at each router node randomly. The simula-
tion topology is shown as follows. The circle point represents router, the line repre-
sents link, the bandwidth is 100Mbps. 

 

 

Fig. 7. The simulation topology  

In order to effectively evaluate the experiment effect, this section simulates for the 
fast routing mechanism, and compares several previous methods of simulation at the 
same time. First one is the basic Content Routing mechanism of NDN network, re-
gardless of the adjacent nodes cache, which directly forwards the request packet to  
the content source server [6], notes for SCR (Simple Content Routing). Next, it is the 
NCE strategy proposed by literature [7].The proposition of Literature [14] is the  
notice cached copy routing which is noted for ACC. When neighboring cache node 
content is missing in these three methods, it would directly forward the request pack-
ets to the content source. Finally, this section shows the simulation of the proposed 
heuristic fast content mechanism based on the interest nodes and FCR. 

In order to validate the performance of the heuristic neighboring fast content 
mechanism, we choose the average delay of user requests and the content source 
server load as the standard to make comparison. The source server load is defined as 
the request packet number received during the simulation process. 

5.1 Best Interest Cluster Scope 

Figure 8 shows the influence on average delay and notice cost of different range  
announcement in the cluster building. According to the above simulation of the per-
centage of content announcement, take notice content to 60%. As the cluster radius 
increased, fast routing delay decreases. Heuristic notification message number also 
increases along with the cluster scope. From the figure, there happens the delay rotary 
phenomenon, which mainly caused by the large announcement scope, resulting that 
gradually close to the content source routing path length leads to the path delay pick-
ing up when the scope of interest cluster is more than 6 hops. Considering the impact 
on the performance and cost, the best range of cluster is 5. 

=4λ
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Fig. 8. The influence on time delay and the notification message number of interest cluster 
scope 

5.2 The Proportion of Content Caching Announcement 

Set the cache capacity B = 60, the total number of requests Nq = 2000.Set the propor-
tion of content caching announcement x % as variables on the shortcut route delay 
performance simulation, the result is shown in figure 9. Gradually with the increase of 
circular ratio, time delay performance improves, but after the proportion is more than 
80%, the average delay increased because the dynamic contents of the cache are part 
of the content of the frequent replacement notice to go out, causing the node forward-
ing the request to the removed content. As a result, it causes the missing of cache and 
increases the delay to get content from other nodes. In addition, with the expanding of 
notice range, this phenomenon of the increasing delay is more obvious. 

 

 

Fig. 9. The impact of the announcement ratio of cache content on performance 
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5.3 The Average Time Delay of the User Requests  

The simulation process produced 2000 content requests. Define the single request 
delay as delay for a node from the content request to receive the requested data,  
then the simulation results of the average delay of the request contents is as shown in 
figure 10. 

 

Fig. 10. The average time delay of the user requests 

Seen from figure 10, the basic content routing in NDN has the largest time delay 
regardless of the copy in node. The methods of NCE and ACC both establish a copy 
of the neighbor node routing table, but they don’t consider the differences in the heat 
of the neighbor node and the hit probability. The missing content situation is serious, 
which need to get from other resources, causing the increasing request delay. By con-
trast, the fast routing considers the update and delete of the cache node content. Once 
the cache content of announcement is replaced, then nodes update notification, and 
improve the hit probability of the request, which contributes to the minimum average 
request time delay. 

5.4 Content Source Server Load 

B= 60 cache capacity, content requests Nq = 2000. With the number of receiving 
interest in content server as norm, the performance of the server load simulation re-
sults as shown in figure 11. White represents the total number of request packets in 
the network, black for the number of received request packets for server. 
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Fig. 11. Content source server load 

From figure 11, the original NDN network routing way only routes the request to 
the determined server in the case that the total number of content requests is 2000, 
and thus it will not generate additional request packet. Lack of content, the ACE and 
NCE both have reroute request, which generate additional request packets. FCR will 
update notification timely to neighboring interest nodes within a cluster, so there is no 
reroute phenomenon. On the number of the received request packet for server, SCR is 
the most, because it only uses part of the forward path cache while the ACE, NCE and 
fast routing use the contents of the cache node resources, which effectively reduces 
the load of content server. Relative to the SCR, fast routing reduces about 30% on the 
server load. 

6 Conclusion 

The routing method improves the efficiency of the return packets through directly 
facing to the source server in the named data network, but cannot make full use of the 
neighboring cache content along the path. To solve this problem, this paper proposes 
the heuristic FCR (fast content routing) mechanism based on neighboring cache in 
interest clusters. Based on the small world feature of the Internet, we design heuristic 
announcement mechanism of cache contents in view of the different similarity be-
tween neighboring nodes in small community, and finally design the unique notifica-
tion message structure and the reasonable notification scope to achieve fast content 
routing mechanism. Theoretical analysis and experimental results show that the meth-
od effectively reduces the average delay of the user request and the load of the source 
content server. Due to the frequently update of the content node, such fast content 
routing mechanism would lead to the expansion of the node routing table items. So 
how to aggregate and compress routing table items in the forward information base is 
the key point of further research and exploration. 
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Abstract. This paper details a framework that leverages Software
Defined Networking (SDN) features to provide a testbed for evaluat-
ing handovers for IPv4 heterogeneous wireless networks. The framework
is intended to be an extension to the Global Environment for Network
Innovations (GENI) testbed, but the essence of the framework can be
applied on any OpenFlow (OF) enabled network. Our goal is to enable
researchers to evaluate vertical handover decision algorithms using GENI
resources, open source software, and low cost commodity hardware. The
framework eliminates the triangle routing problem experienced by other
previous IPv4-compatible IP mobility solutions. This paper provides an
overview of the testbed framework, implementation details for our instal-
lation using GENI WiMAX resources, and a discussion of future work.

Keywords: HeterogeneousWirelessNetworks ·OpenFlow · IPMobility ·
Testbeds ·Vertical Handovers

1 Introduction

Wireless networks and mobile devices have evolved to the point where access to
multiple radio access technologies (RATs) are commonplace. The combination
of these RATs form a heterogeneous wireless network. It is in the best interest
of both users and network operators that the network resources be distributed
fairly and efficiently amongst all users within a heterogeneous wireless network
[3]. Vertical handovers, or handovers between different RATs, cause interruptions
in connectivity for mobile users during the process of obtaining a different IP
address. This results in the temporary loss of IP connectivity. Another issue
presented by a vertical handover is that typical network applications are not
designed to support the use of multiple network interfaces.

Mobile IPv4 (RFC 5944) [7] provides a mechanism by which a mobile device
can retain the use of an IP address even after it has associated with a foreign
network. Upon migration, the mobile device reports its new IP address to the
home network, and a tunnel is formed between the mobile device and a home

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 174–183, 2014.
DOI: 10.1007/978-3-319-13326-3 17
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agent at the mobile device’s home network. Egress traffic from the mobile device
is routed normally, while ingress traffic is routed back to the home network and
through the tunnel to the mobile device as illustrated in Fig. 1. The use of a
tunnel creates what is known as the Mobile IP triangle routing problem, which
adds delay and consumes extra network resources. The introduction of IPv6
features to Mobile IP (MIPv6) [8] running on an IPv6 network can alleviate the
triangle through the use of what is known as route optimization. A limitation
of these MIPv6 schemes is that they require custom software on the client to
enable mobility.

Fig. 1. Mobile IPv4 routing triangle problem

Many handover decision algorithms have been developed to alleviate the
resource allocation problem presented by heterogeneous wireless networks. Most
of these algorithms require the ability to make a handover decision based on the
current conditions of all RATs. 802.21 [10] is a framework that was developed to
support media independent handovers. The goal of this framework is to provide
a standardized interface for every RAT that handover decision algorithms can
utilize to create a global view of the available network states. An algorithm
can build this global state by using 802.21 to query information, handle events,
and issue commands. These algorithms can then use the global network state
to intelligently trigger a handover. Testing vertical handover decision algorithms
is nontrivial due to the cost and complexity of heterogeneous wireless network
deployments and usually relies on network simulations [13]. We present a testbed
design for evaluating these handover decision algorithms using real world wireless
network resources.

The Global Environment for Network Innovations (GENI) [1] is a NSF spon-
sored effort to create a large scale testbed for network experimentation. One
feature of GENI is its use of OpenFlow (OF) [2], a specification implemented
by switches or routers that allows the forwarding plane to be modified by a
controller in software. Recently, GENI has made strides towards enabling exper-
imentation over wireless resources. It is a priority for GENI to provide mobile
hosts with seamless vertical handovers using IPv4-compatible methods within
GENI’s heterogeneous wireless networks. This feature is desirable to researchers
testing network applications as well as vertical handover decision algorithms.

Our contribution to this effort is the design of an OF-based, IPv4-compatible
vertical handover testbed for use with GENI wireless networks. In the spirit of
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GENI, researchers will be able to reserve and utilize the resources in our imple-
mentation of this testbed. However, due to the nature of wireless research, we
anticipate that other researchers may need an implementation of the testbed on
their own campus. Therefore, the majority of this paper describes the details
of how we applied, designed, and implemented the framework to provide a ver-
satile testbed. An understanding of the challenges and issues we encountered
and resolved will provide insight and guidance to other researchers who plan on
implementing this testbed on their campus.

The remainder of the paper is organized as follows. In Section 2, we discuss
and contrast our solution to similar testbed efforts. Section 3 outlines the goals,
requirements, limitations, and user model of our testbed. Section 4 describes the
system design and implementation details. Section 5 contains a discussion of our
future work to be completed on our testbed. Finally, we conclude the paper in
Section 6.

2 Related Work

In an effort to bring heterogeneous wireless network testbed resources to GENI
researchers, GENI has partnered with Open-Access Research Testbed for Next-
Generation Wireless Networks (ORBIT) [9]. GENI WiMAX resources have been
established at a number of universities across the US and are available for
researchers to use. These resources are linked via a L2 tunnel to the GENI
testbed. A subset of these campuses have received ORBIT nodes that can be
accessed by experimenters through the ORBIT Management Framework (OMF).
Clemson is one of the GENI WiMAX campuses with ORBIT nodes. These nodes
are ideal for serving as mobile hosts within a vertical handover-enabled hetero-
geneous wireless network testbed.

The WiRover [5] project at Wisconsin-Madison is a system that utilizes multi-
ple radios to increase the bandwidth and continuity of wireless network access for
buses. WiRover uses pre-collected signal data along bus routes to allow their sys-
tem to proactively make an intelligent handover decision. Although the WiRover
project itself is not a testbed, the researchers’ previous efforts in [6] include using
the vehicular network as a testbed for a 3G-WiFi heterogeneous wireless network.

There are several existing heterogeneous wireless network testbeds that pro-
vide vertical handover capabilities. For example, [4] uses MIPv4 to achieve IP
mobility, enabling the researchers to evaluate novel handover decision algorithms.
Other testbeds, such as [11], do not have the requirement of IPv4 compatibility
and can make use of MIPv6 and its route optimization features.

The proposal in [12] conceptualizes the client component of our testbed that
we have detailed in section 4.1 of this paper. In this proposal, the researchers
describe how such a client could participate in a Handover as a Service (HaaS)
scheme. With HaaS, a central database makes the handover decision for a mobile
host based on the mobile host’s current location and historical network infor-
mation for that location. We hope that our vertical handover decision testbed
will eventually facilitate the implementation of the system discussed by the
researchers in this proposal.
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3 System Framework

The system framework utilizes OF to achieve IP mobility and application-
transparent handovers. It is designed to be easily deployed to universities that
have OF-enabled campuses or that can provide a subnet or VLAN for handover
experimentation. The framework was developed and implemented at Clemson
as a part of the GENI WiMAX project. Fig. 2 provides a general overview of
how our testbed is constructed and how it integrates with the large-scale GENI
testbed. At the architectural level, the framework allows OF-enabled mobile
devices to roam across any OF-enabled wireless network. It requires a root OF
switch as the testbed ingress/egress, as well as OF switches at each edge network.
The challenge in building a testbed based on the framework is the required inte-
gration with existing network infrastructure at the campus. The testbed allows a
mobile device to roam from wireless Network X (as illustrated in Fig. 2) to Net-
work Y, preserving end-to-end socket connections that the device has with other
hosts located either on the campus network or in the Internet. With these mini-
mal assumptions, the testbed can be as simple or as complicated as desired. The
design of our testbed can be divided into two major components: the network-
level and the client-level.

Fig. 2. Clemson testbed components and integration with GENI

The network-level component is required to manage and maintain client IP
addresses, as well as the routing of client packets within the the testbed network.
Both of these tasks are performed with a Floodlight (FL) OF controller, which
maintains a global IP address pool and handles migration events within the
testbed. To maintain the global IP address pool, a custom DHCP server module
is integrated into FL. The FL controller is designed to be extensible to support
other use cases; for example, in a HaaS framework, the FL controller could also
make the handover decisions for the mobile devices in the network [12]. A key
component of the network-level is an OF-enabled switch or Open vSwitch (OVS)
located at the root, such that all IP mobility-enabled networks on the edge are
descendants of this root. As descendants of the root switch, other OF switches
or OVSs are deployed on the network-level in order to both route client packets
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and detect migration events. From a network operations point of view, benefits
of this tree-like design include (1) a single point of integration with the campus
infrastructure and (2) the requirement of no specialized hardware in the case
where OVS is used in favor over physical OF switches.

The client-level component of the testbed exists entirely on-board the client
and is responsible for both switching the active physical interface and maintain-
ing all client sockets during such a handover event. To maintain active sockets, a
default virtual network interface (VNI) is installed on the client. All applications
send and receive packets through this VNI, and by nature of a virtual interface,
it is not impacted by physical interface states. The client is also equipped with
OVSs and its own FL OF controller. This controller is responsible for routing
packets from the VNI’s OVS, through the client-level OVS network, and then to
the physical interface of choice as determined by a handover decision.

Fig. 3. Clemson’s GENI WiMAX/WiFi deployment

Researchers will soon be able to access specially configured GENI ORBIT
nodes, both stationary and vehicular, through the ORBIT Management Frame-
work (OMF) [9]. These nodes will be pre-configured to enable researchers to test
their applications and handover decision algorithms in the seamless handover
environment we have designed. Each ORBIT mobile node will be within over-
lapping coverage of both WiFi and WiMAX networks. Fig. 3 depicts the wireless
coverage areas available to GENI researchers on the Clemson main campus.

4 Testbed Implementation

On the network-level of the testbed, all WiFi APs are configured with Debian
Linux 5.1.10, and all WiMAX gateways are configured with Debian Linux 6.0.7.
On the client-level, testbed components have been verified on both Debian and
Ubuntu Linux. All Linux distributions are using kernel 2.6.32. The FL OF con-
trollers used on both the client and the network levels are sourced from FL 0.90.
Each controller has been extended with custom modules to enable the vertical
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handover solution. Also common to both the network and the client are sev-
eral OVS 1.9.0 virtual network bridges (OVSBs). A high-level diagram of the
network-level is shown in Fig. 4.

Fig. 4. Clemson testbed network configuration

4.1 Network Component

Within our testbed, the network component has the responsibility of maintaining
the IP address pool for every mobility-enabled network. The network-level FL
controller acts as a DHCP server, using DHCP requests as a trigger for migration.
In the event of a migration, this Floodlight controller is also responsible for
efficiently and quickly updating the client’s location and thus the flow of its
application packets.

The detection of a client connection and migration within the testbed is
achieved through the use of OVSBs and OF flows (flows). These flows detect,
encapsulate, and redirect client DHCP packets (on UDP destination port 67) to
the network-level FL controller. This controller contains an integrated DHCP
server module which, unlike traditional DHCP servers, associates an IP address
lease with multiple MAC addresses. Each of these MAC addresses corresponds
to a participating network interface (NIC) on the client. When processing a
DHCP packet, the controller cross-references the MAC address of the DHCP
packet with all available MAC address lists. Upon a successful match within a
MAC address list, the controller assigns the client who initiated the request the
corresponding IP. Then, upon a mobile host’s initial connection or migration
to a foreign network, flows are inserted in OVSBs starting at the testbed root
and along every hop to the client’s current location. These flows direct packets
to and from the mobile client within the testbed. When a client migrates away
from this network, any existing flows associated with the client are removed and
replaced with flows along the path from the root to the newly-migrated foreign
network. The use of a root switch and tree hierarchy allows the network-level
controller to avoid undesirable triangle-routing in the event of a migration.

The mobility testbed includes many OVSBs within the network. As discussed
previously, the network-level OVSBs connect to the network-level FL controller /
DHCP server. These OVSBs are used in the detection of client migrations and the
routing of client packets into and out of the testbed. Specifically, the OVSBs on
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the testbed edge detect client migration by intercepting DHCP request packets,
while the OVSBs in the core direct the flow of client packets from the testbed
root to the client on the testbed edge.

Each network-level node with OVSBs also uses OVS patch ports (OVSPPs).
To ensure proper routing of packets destined for an IP not routable by a for-
eign network, OVSPPs are used to connect the external and internal facing
OVSBs installed on the gateways/APs. This allows independent subnets to oper-
ate within the testbed. The OVSPPs, combined with flows that utilize these
OVSPPs, force client packets to bypass Linux routing on each hop, thus sup-
porting cross-subnet compatibility upon migration from the home network.

Fig. 5. Client Open vSwitch interface configuration

4.2 Client Component

Any mobile device should be able to connect to a network in our testbed and
maintain an IP through a vertical or horizontal handover. However, if the han-
dover is to be truly seamless to an application, there needs to be a persistent
VNI for the application to use. The VNI abstracts the handover from the appli-
cation and provides the application with an interface that is persistent for the
duration the client is active. In addition to the VNI, the client should also be
able to switch between interfaces in a manner that is simple and straightforward
to the experimenter utilizing the testbed.

Similar to the network-level design, OVSBs are also utilized in the client to
achieve a seamless handover. These client-level OVSBs are used in conjunction
with a client-level FL OF controller and are installed for each mobility NIC on
the client, as shown in Fig. 5. The local FL controller inserts flows in each OVSB
via the integrated Static Flow Pusher. These flows route application packets from
the client VNI to the NIC of choice. When a decision is made to switch NICs,
the client will issue a DHCP request egress the new interface, which will then
trigger the aforementioned events in the network-level. As a result, these OVSBs
with FL-inserted flows allow the client to seamlessly switch from one network to
another. All client-level tasks are encapsulated in shell scripts to provide testbed
experimenters with a simple and single command to execute a handover.
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Each client-level OVSB also contain OVSPPs. To ensure proper routing of
packets from the VNI to the NIC of choice, OVSPPs are used to connect the
VNI OVSB with the OVSB of each participating NIC installed on the client. (as
seen in Fig. 5). The OVSPPs, combined with flows that utilize these OVSPPs,
serve to link the VNI to each NIC’s OVSB. These flows define the route (and
thus the NIC) used by application packets.

The use of a VNI introduces a problem when associating with networks and
routing packets to the client from the network-level. The MAC address of the
VNI must be the same as that of the NIC, otherwise WiFi APs and other access
mediums will not accept packets from or know how to route packets back to the
client’s VNI at the link layer. It is not reasonable to require the modification
or ”spoofing” of each NIC’s MAC address to that of the VNI. The client-level
solution to this problem is to perform MAC-rewrite within the client OVSBs.
When an application generates packets, they are routed out of the client via flows
on each OVSB. These flows contain actions to rewrite the source MAC address of
all egress packets from that of the VNI to that of the NIC. The flows also contain
actions to rewrite the destination MAC address of all ingress packets from that
of the NIC to that of the VNI. This rewrite process allows the client to send
and receive packets from its VNI with any associated network on the link layer.
Due to a limitation of OF, ARP packets cannot be rewritten with flows; they
must be processed instead by a controller. Thus, the client-level FL controller
contains a custom module to rewrite all ARP packet MAC addresses within
the controller itself. Although out-of-band processing of packets is inefficient as
compared to in-band, ARP packets are not frequent, so an occasional rewrite
within the controller is a compromise made in our client-level implementation.

4.3 Client-Network Signaling

The sequence of events that takes place when a client migrates to a foreign
network is shown in Fig 6. To summarize the interaction between the two com-
ponents, the events are as follows:

1. Client establishes L2 connection with the network and issues DHCP discover
2. Floodlight intercepts packet, allocates IP and responds with an offer
3. Client responds to offer by sending DHCP request
4. Floodlight intercepts request, triggers migration event and DHCP acks
5. Client receives DHCP ack, establishing L3 connectivity. Meanwhile, the

network-level FL controller inserts flows at the root and gateway OVSBs
and removes any existing flows belonging to the client.

After this process completes, the client will have established full network con-
nectivity on a foreign network through the root node.

5 Future Work

We plan on integrating our vertical handover solution more tightly with GENI
wireless efforts. This includes helping other campuses install our testing frame-
work as well as using OMF to manage our mobile nodes. The GENI wireless
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Fig. 6. Client Migration Sequence Diagram

community has taken steps towards using Android handheld devices as their
test devices for mobility scenarios. To accommodate this, we will be investigat-
ing installing Open vSwitch on GENI Android devices and deploying our client
component as an Android application. This will enable researchers to test their
handover decision algorithms on Android mobile devices in a real-world hetero-
geneous wireless network.

6 Conclusion

This paper details a framework that leverages SDN features to provide a testbed
for evaluating handovers for IPv4 heterogeneous wireless networks. Based on the
framework, we have designed and implemented a testbed that we (as well as
other researchers) can use to explore ideas related to vertical handovers. The
testbed was implemented as a part of the GENI project which identified the
need for an easily deployable method of achieving seamless vertical handovers
in an IPv4 OF-enabled heterogeneous wireless environment. The testbed design
presented in this paper meets these requirements and, as a proof-of-concept, has
been implemented across wireless resources at the Clemson campus. The result
is an IP mobility solution that is achieved solely through the use of OF features.
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Abstract. Since GPRS introduction, mobile networks had gone a long way, 
however GPRS with its EDGE enhancement is still widely used, but the archi-
tecture proves to be outdated, complex and often hard to integrate with other 
technologies. With the introduction of new networking approaches such as SDN 
and NFV, many problems regarding GPRS emerge. In this paper we present a 
new architecture for delivery of GPRS service which uses modern approaches 
such as SDN and NFV. This architecture simplifies the whole network by mov-
ing mobile network intelligence to the SDN controller, while removing old, 
complex nodes such as SGSN and GGSN and mobile protocols such as GTP. 
This brings the network flexibility, programmability, service elasticity and ven-
dor independency. No changes on the radio access network or the mobile termi-
nal are required to deploy our simplified GPRS architecture, so backward com-
patibility and interoperability is ensured. Proposed architecture was implemented 
and tested with real radio access network and mobile terminal. 

Keywords: 3GPP networks · GPRS · SDN · Software Defined Networking · 
NFV · Network Functions Virtualization · OpenFlow · Signaling and user data 
separation · Wireless networks · Cellular networks · PCU-ng · PCUng · ePCU · 
vGSN · GRE 

1 Introduction 

Enormous traffic growth in today’s networks causes problems to both network opera-
tors and network equipment vendors. Operators are unable to cope with the increasing 
network complexity and expenses which growing network brings. Vendors on the 
other hand are forced to bring new more powerful products to the market to satisfy the 
operator’s needs. 

The traffic growth however does not correspond to the revenue growth, but as 
mentioned before, operators are forced to invest in the transport infrastructure which 
decreases the revenue even more. Therefore the infrastructure becomes very complex 
mix of different transport and access technologies, often managed by various Obser-
vation, Administration and Management (OAM) systems. 

Emerging approaches as Software Defined Networking (SDN) [1] and Network 
Function Virtualization (NFV) [2] seem as a solution, because they try to address 
many problems of the current networking industry. 
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Network appliances are expensive due to overall complexity, high performance and 
resiliency. Other problems include the vendor specific technologies and interfaces by 
which operators lock themselves to a single vendor, even they would wanted to 
choose every single networking element from a different network vendor. 

Next problem is the time to market and flexibility of today’s networks. Due to 
vendor specific technologies, proprietary or non-existent Application Programming 
Interfaces (APIs), introduction of new services has to be tightly consulted and cooper-
ated with vendors, which increases the overall cost and time to market. 

SDN and NFV promise to bring vendor independency, real-time analytics, more 
agile and flexible network management and quicker time to market. Mobile network 
equipment vendors have already released their first vision of SDN deployment in 
mobile networks, however they focus on the latest network technologies such as 
UMTS and LTE. There may be two reasons for this research aim. First is the better 
architectural fit of SDN and NFV to UMTS and LTE, because UMTS and LTE have 
split user-plane and control-plane transport over the network. Therefore it is more 
easy to use SDN in these networks, as SDN also builds on user and control plane 
separation. Second reason comes from the market. GPRS is an old technology and 
operators probably will not make serious investments to the GPRS based infrastruc-
ture in the future, therefore it does not make economic sense to invest into research of 
something, that might not generate enough revenue. 

We, on the other hand, consider the SDN and NFV based GPRS network as inter-
esting problem, as the 2G is still the most used mobile network due to its age, good 
coverage and penetration. 

2 GPRS Network Basics 

General Packet Radio Service (GPRS) is a technology which extends the standard 
Global System for Mobile Communication (GSM) network, so it can support packet 
switched data transport. It uses the same Radio Access Network (RAN) as the GSM 
does. RAN consists of Base Transceiver Station (BTS) and Base Station Controller 
(BSC). BTS is basically an antenna with modulation/demodulation and error correc-
tion circuitry. BSC controls a set of BTS and implements most of the logic of RAN. 
The GPRS capable BSC differs from GSM only BSC by an extra module called the 
Packet Control Unit (PCU). PCU splits incoming data from BTS into two types - 
packet switched traffic and circuit switched data/voice traffic.  

Although RANs in GSM and GPRS network are fairly similar, the core network is 
totally different. GPRS adds totally new packet switched core network. It consists of 
Serving GPRS Support Node (SGSN) and Gateway GPRS Support Node (GGSN). 
SGSN connects to the BSC/PCU by an interface or more precisely reference point 
called Gb. SGSN may be connected to multiple BSCs via Gb interface. SGSN is re-
sponsible for mobility and session management, ciphering, authentication and packet 
routing from given BSC to correct GGSN and the other way (from GGSN to correct 
BSC).  

SGSN may be connected to more GGSNs. GGSN is basically an IP based router 
which connects to SGSN by Gn reference point from one side and to external packet 
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switched networks (Internet, intranet, VPN, etc.) from the other side (Gi reference 
point). Gn reference point is based on GPRS tunneling protocol (GTP). GTP suite can 
be further divided into GPRS Tunneling Protocol – user plane (GTP-u) and GPRS 
Tunneling Protocol – control plane (GTP-c). GTP-u is used for user data transfer from 
SGSN to GGSN, where the GTP-u header is removed and a plain IP packet is sent 
towards for example Internet over Gi interface. GTP-c is used for signaling between 
SGSN and GGSN (e.g. PDP context creation, deletion and modification) and SGSN-
SGSN signaling during inter SGSN procedures (e.g. inter SGSN routing area update) 
when mobile station moves from domain served by one SGSN to domain served by 
another SGSN. Both SGSN and GGSN have connections to SGSNs and GGSNs in 
other countries and networks, for roaming purposes. This reference point is named Gp. 

Additionally to network nodes mentioned above, there are other support nodes in 
the GPRS network such as Home Location Registry (HLR), Visitor Location Registry 
(VLR), Mobile Switching Center (MSC) and Equipment Identity Registry (EIR). All 
subscription data of the user is stored in HLR. Network elements such as SGSN or 
MSC communicate with HLR to acquire user profile data (e.g. subscribed services, 
authentication info). VLR is usually collocated with MSC and stores the information 
of all users served by MSC. MSC is basically a call router in circuit switched part of 
the network. EIR is used for whitelisting or blacklisting of certain terminals, for ex-
ample the stolen ones. 

Two concepts, that are unique to 3GPP mobile networks is Packet Data Protocol 
Context (PDP context) and the Access Point Name (APN). PDP context is a logical 
connection between SGSN and GGSN through which user data is transferred. This 
connection is established during procedure called PDP context activation, by which 
the mobile station acquires an IP address (among other connection parameters). 

APN is a simple string, which identifies the external network to which the mobile 
station wants to connect. It has to noted, that APN specifies at the same time the 
GGSN and the service which mobile station wants to use. One example of common 
APN is “internet”. 

The typical scenario for GPRS mobile network consists of few procedures. First 
the mobile station has to connect to the network. This procedure is called the attach 
procedure. During this procedure the mobile network verifies the identity of the mo-
bile station and assigns it a temporary identity for security purposes – Packet Tempo-
rary Mobile Station Identity (P-TMSI). Now the mobile station can send and receive 
SMS messages and calls. To send and receive packet switched data, it has to activate 
a PDP context. During this procedure, the mobile station specifies the service, to 
which it wants to connect (e.g. internet), QoS and other parameters. Network deduces 
the IP address of GGSN which provides requested service by a DNS resolution of 
APN and assigns an IP address to the mobile station. From this moment, the mobile 
station is able to communicate with external networks. All the user data traverses 
BTS, BSC/PCU, SGSN, GGSN and then finally leaves the mobile network. It has to 
be noted that in GPRS architecture, the signaling information (between BSC/PCU and 
SGSN) and user plane information are transported together over GPRS-Network  
Service (GPRS-NS) layer. 

Later an enhancement of GPRS architecture came, called Enhanced Data rates for 
GPRS Evolution (EDGE), which brought higher order modulation and new coding 
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schemes on the radio interface towards the mobile terminal. Changes required for 
EDGE deployment were mainly made in the radio access network. 

Next generations of mobile networks such as Universal Mobile Telecommunications 
System (UMTS) and Long Term Evolution (LTE) will not be explained in this paper 
(Fig. 1.), detailed network architecture, principles and protocols can be found in 3GPP 
standards [3] [4] [5].  

 

 

Fig. 1. GSM/GPRS/UMTS/LTE network with both packet switched and circuit switched parts 
of the network 

2.1 Software Defined Network and Network Function Virtualization 

Computer networks, even if highly distributed, combined both data and control plane 
from the start. Introduction of new services and features was slow and vendor de-
pendent. 

In general the term Software Defined Networking (SDN) stands for more pro-
grammable way of controlling the network behavior. It also includes forwarding (user 
plane) and control plane decoupling, so the control plane (network intelligence) is 
logically centralized in one single place [6]. 

SDN architecture can be generalized to three basic components: forwarder, control-
ler, network/business applications. 

In addition to mentioned three entities, reference points (interfaces) can be defined: 
northbound interface, southbound interface, westbound interface, eastbound interface. 

SDN controller logically centralizes the network’s intelligence and controls the 
forwarding plane by southbound interface. Moreover forwarding plane can be queried 
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for statistical information or notifications can be received through this interface. The 
northbound interface of SDN controller is used for communication with various ex-
ternal networks and business applications which can query controller for information, 
for example network performance, topology, or request from controller some kind of 
action such as policing. Eastbound and westbound interfaces are used mainly in inter-
controller communication, for example when each controller is located in different 
domain and they want to cooperate for example in path computation. It is worth not-
ing, that all interfaces should be well standardized and information exchanged over 
these interfaces should be well abstracted to avoid vendor lock-in and emphasize fast 
adoption [7] [8].  

All in all SDN promises decrease of overall costs of the network devices, increase 
of flexibility and easier management. By the control and forwarding plane decou-
pling, each plane can evolve independently while keeping compatibility through well-
defined network APIs. As the area is very wide, many standardization bodies and 
vendors came up with their own, sometimes even open approaches. 

Network Functions Virtualization (NFV) is ETSI’s initiative to move specialized 
network functions from special and expensive hardware to general purpose x86/x64 
computing architecture. It addresses networking in general, so numerous different use 
cases are proposed, for example there are use cases which consider virtualization of 
the Customer Premises Equipment (CPE), so only the necessary part of it is really 
present at the customer’s place. CPEs can be therefore smaller, cheaper, more energy 
efficient and also more controlled and managed by the network operator. Other use 
cases include virtual base stations, IMS core, CDN networks and mobile network 
core. NFV is a complementary approach to SDN. Actually NFV and SND can benefit 
from each other. As the workgroup itself is very new, there is no exhaustive infor-
mation available at the time being. 

2.2 OpenFlow  

As we built our new architecture on OpenFlow protocol, it is appropriate to introduce the 
OpenFlow protocol. It is the currently most popular SDN approach widely accepted in 
the academic community and the vendor community. OpenFlow splits the network into 
control plane and forwarding plane. Forwarding plane implemented by OpenFlow 
switches is managed by OpenFlow controller which is logically centralized.  

OpenFlow switch behaves according to flow table, which consist of match criteria, 
actions and counters ordered in flow entries. Match criteria is a set of different proto-
col header fields and packets are compared against this criteria. Supported match 
criteria, actions and counters vary based on the OpenFlow version the switch and 
controller are compliant to. If the packet (flow) is matched, statistics are updated and 
corresponding action is executed. If packet does not match any entry in the flow table, 
forwarder can either drop the packet or send packet to the controller for further pro-
cessing. OpenFlow protocol is used to add, delete and modify the flow table inside the 
OpenFlow Switch. A different protocol, OF-Config based on NetConf/Yang, was 
added to query OpenFlow switch capabilities and change parameters of the device. 
The most widespread version is 1.0 released in December 2009. Next versions of the 
switch specification and protocol added support for multiple flow tables, group flow 
table to manage multiple flows, IPv6 support, MPLS matching, meter support for QoS 
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and support for multiple controllers. Due to its simplicity, OpenFlow was quickly 
adopted by the academic community and the commercial community. At the time 
being first commercial products are being introduced. Moreover many open source 
OpenFlow solutions exist [6].  

3 Related Work 

Mobile network operators and vendors are also trying to adopt the SDN philosophy to 
their use cases and benefit from the control and user plane decoupling, network pro-
grammability, scalability and reduction of expenses. However since the SDN approach is 
relatively new, no commercial deployment of SDN based mobile network was done yet.  

For example Alcatel-Lucent/Bell-Labs proposed a concept of vertical forwarding. 
Vertical forwarding described by their approach basically means tunneling of data 
through the network [9]. Alcatel-Lucent sees the main disadvantage of carrier network 
in numerous of gateway nodes (mobility, security, etc.). These gateway nodes have 
often vendor specific interface and use specific signalization protocols as they execute 
specific functionality. As they pose a single point of failure, they must be extremely 
resilient which increases the cost of the equipment. To deal with these drawbacks, con-
trol plane and forwarding plane split is proposed in this approach. Intelligence and con-
trol of all gateways should be logically moved to the controller and forwarding plane 
should be realized on simple hardware. By using single controller of all gateways, net-
work can react on failure of the network appliance and reroute traffic to the healthy 
nodes, without using special inter-gateway communication protocols. 

Moreover control and data plane can evolve separately, upgrades and new proto-
cols can be introduced separately for each element, where the change on one element 
will not affect the other. 

Ericsson on the other hand proposed a GPRS Tunneling Protocol (GTP) extension 
for the OpenFlow protocol for Evolved Packet Core (EPC) [10]. This approach has been 
experimentally tested, however on UMTS architecture, where instead of MME, S-GW 
and P-GW a combination of SGSN and GGSN was used. It is worth noting that Erics-
son has also patented this approach both in LTE/EPC [11] and in UMTS [12]. Authors 
of the paper argue, that EPC (and other 3GPP based mobile architectures) relies on two 
forms of routing, which are not coordinated, but on the other hand rely on each other. 
The first layer is the IP routing and second is GTP routing based on Tunnel Endpoint 
Identifiers (TEID) in GTP header. Coordination can be achieved, when the IP routing 
logic will be collocated with the GTP routing logic (MME, P-GW, S-GW, etc.).  

Huawei with its MobileFlow architecture is defining an area of Software Defined 
Mobile Networks (SDMN) [13]. Architecture consists of MobileFlow Controller 
(MFC) and MobileFlow Forwarding Engines (MFFE). MFFE are somehow similar to 
OpenFlow forwarders, but little more feature rich (but still simpler than traditional 
network nodes). MFFEs are capable of for example GTP encapsulation, charging and 
policing. They implement the MobileFlow protocol on the Smf reference point. The 
control plane is similarly to OpenFlow centralized around MobileFlow Controller. 
MobileFlow uses MobileFlow protocol as a southbound protocol to communicate 
with MFFE. Controller is capable of communication with similar controllers via east-
west interface, northbound interface is used to communicate with network applica-
tions. These applications can include EPC entities functionality (e.g. MME) or novel 
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network applications. MobileFlow preserves the interoperability with existing UEs, 
therefore the changes in core network are transparent. Huawei successfully proved 
and tested their novel architecture by implementing UMTS and LTE network with 
real eNodeB and other simulated nodes.  

All in all, it is evident that network vendors consider SDN as viable approach. 
However the market seems to be very conservative and the real commercial solutions 
are probably just yet to come. 

4 Novel SDN and NFV Enabled GPRS Architecture 

In traditional GPRS architecture, signaling and user plane data is transported together 
(between BSC/PCU and SGSN). For efficient use of SDN and NFV in the GPRS 
network, we have to separate these two types of information. This is desirably done as 
close to the radio access network as possible. 

In our new GPRS architecture, we deploy a GPRS aware OpenFlow switch, which 
separates signaling and user plane data so streams of signaling only and user plane 
only messages are available. We call this new network element PCU for next genera-
tion networks (PCU-ng). The GPRS signaling is routed to the integrated GPRS  
control element called vGSN and the stream of user plane data is encapsulated  
into Generic Routing Encapsulation (GRE) protocol and routed to desired point  
(e.g. Internet). 

vGSN combines functionalities of SGSN and GGSN from the classic GPRS archi-
tecture, mainly mobility management and security functions. For session management 
functions we use OpenFlow based SDN controller. SDN controller and vGSN com-
municate in order to setup, modify or teardown the sessions (PDP contexts) of the 
mobile stations. The advantage of splitting mobility and session management to two 
separated nodes is that architecture remains highly extensible for adding new mobility 
management nodes for future access technologies to the network with no or minimal 
impact on existing ones.  

The session management in our architecture differs from the GPRS session man-
agement. We have substituted the GTP-u protocol, which is used only in mobile net-
works for something more common – GRE protocol (Generic Routing Encapsula-
tion). Also tunnel management procedures have changed. Since we don’t have a 
standalone SGSN and GGSN, there is no need for GTP-c signaling. The transport 
core network can easily be implemented by cheap OpenFlow GRE enabled switches. 
GRE tunnels are being created, modified or teardown by the SDN controller accord-
ing to requests from vGSN. This is also an advantage since in classic GPRS architec-
ture, a PDP context could be terminated only on GGSN. As our architecture does not 
have any GGSN node, we can terminate GRE tunnels anywhere we want, which ena-
bles further traffic flow optimization (e.g. offload Internet traffic from the network as 
soon as possible). 

After the PDP context activation request from the mobile station, the vGSN in-
forms the controller of the desired GRE tunnel/PDP context parameters. These in-
clude mainly the endpoint of the GRE tunnel deduced from the APN, the beginning of 
the tunnel given by source PCU-ng and QoS. SDN controller installs this GRE tunnel 
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according to resources in the network and the user plane data can flow to and from the 
desired destination from this moment. 

It has to be noted that the signaling messages towards mobile station remain the 
same, so no changes in protocol stack in BSC or mobile station is required. 

 

Fig. 2. New SDN/NFV based GPRS architecture 

The PCU-ng operates as follows. It considers Service Access Point Identifiers (SAPI) 
3, 5, 9, 11 in the GPRS-Logical Link Control (GPRS-LLC) layer header as the user data 
and the others as signaling. It has to be noted that signaling also includes GPRS trans-
ported SMS messages and Tunelling of Messages envelopes (TOM), but this can be 
handled as signaling in the vGSN. To match the LLC-SAPI field, OpenFlow protocol 
had to be extended to match all underlying protocols and fields. First the standard IP and 
UDP protocols are matched. Certain UDP port number tuples are considered as a 
transport for GPRS – Network Service layer (GPRS-NS), this is of course configurable. 
Inside GPRS-NS the Packed Data Unit (PDU) type field is matched. This field can ei-
ther be GPRS-NS keepalive (NS_ALIVE/NS_ALIVE_ACK), which is forwarded to 
vGSN or other (NS_UNIDATA) which requires further processing.  At GPRS-NS layer 
PCU-ng also processes the BSSGP Virtual Connection ID (BVCI) which identifies a 
virtual connection between BSC/PCU and SGSN. If the packet is NS_UNIDATA type, 
PCU-ng proceeds to further processing of Base Stations Subsystem GPRS Protocol 
(BSSGP) layer. First important field is the BSSGP PDU type, which can be again a 
BSSGP level signaling (e.g. FLOW-CONTROL-BVC, FLOW-CONTROL-BVC-
ACK), or other types of messages (DL-UNIDATA, UL-UNIDATA). If other types of 
messages are matched, PCU-ng advances to analyzing the other fields such as Tempo-
rary Logical Level Identity (TLLI), which identifies the Mobile station. Last layer 
which is analyzed is the GPRS-Logical Link Layer (GPRS-LLC). Here only the Service 
Access Point Identifier is analyzed. Based on the value of this field, the PCU-ng decides 
whether the packet is a user plane message (SAPI=3, 5, 9, 11) or other (signaling, SMS, 
TOM). 

5 Experimental Setup and Results 

We implemented our solution from freely available open-source components. Our 
radio access network consists of open source hardware-based BTS. It provides one 
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quad band GSM/GPRS TRX with an IP/Ethernet connection to the core network  
(Gb over IP). Base station is EDGE capable, however support in the PCU was not  
implemented yet. This missing support affects only the radio access network part and 
it is not important for our test setup. An open-source GPRS PCU (osmo-pcu [14]) 
resides on this hardware and connects to GPRS enabled OpenFlow forwarder – PCU-
ng. This element implements custom GPRS OpenFlow actions (push/pop of BSSGP, 
GPRS-LLC and SNDC protocol headers) and custom GPRS match criteria (matching 
of selected information elements in GPRS related protocol headers) as enablers for 
the user and control plane separation. Our GPRS access controller module – vGSN is 
also based on open-source components, mainly osmo-sgsn [15] and open-ggsn [16]. 
vGSN combines the network intelligence of both nodes, while the data-path (user-
plane processing) is moved to PCU-ng and other forwarders in the network. 

OpenFlow components are based on ofsoftswitch (CPqD) [17] forwarder and RYU 
controller [18], both OpenFlow 1.3 compliant [19]. We cloned both project reposito-
ries and we are modifying the sources with a final goal to get GPRS support merged 
into project mainlines. 

At the time being we are able to split the signaling and user plane data by PCU-ng 
and forward them to required locations. User plane data is moreover encapsulated into 
GRE as mentioned before. Extensive GRE tunnel management is in the development 
phase. Regarding the mobility management, as our current setup routes mobility and 
authentication messages towards circuit switched part of core network, we are not 
dealing with them right now on vGSN. However after the tunnel management work is 
done, the setup will be change to reflect the real topology and scenarios including the 
mobility management with multiple BTS/BSC. 

6 Conclusion 

All in all we have significantly simplified the GPRS architecture from the point of 
overall infrastructure, by replacing complicated SGSN and GGSN nodes by extensi-
ble vGSN and SDN controller nodes, which can run on general x86/x64 architecture 
(NFV). In the legacy architecture, each PDP context had to be terminated only on 
GGSN node. In our architecture, PDP context can lead to any of the OpenFlow for-
warders, which will strip off the GRE header and send user data to the external net-
work. This enables offloading heavy traffic destined for the Internet from the core 
network as soon as possible. Next we have substituted the GTP protocol, which is 
only used in mobile networks for something very common and simple – GRE proto-
col (Generic Routing Encapsulation). The architecture is an enabler for seamless mo-
bility as it has a single session manager (SDN controller) which will bring a single, 
not changing IP address for mobile devices changing their access networks. Moreover 
the architecture enables extensibility for future access networks. 
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Abstract. In this paper, we extensively explore the operation of Link
Aggregation (LA) on OpenFlow switches in comparison to the LA in con-
ventional switches. The comparison of two LA implementations has been
conducted in a real testbed under the UDP and TCP traffic loads. The
testbed includes Pica8 P-3925 switches, which support two modes: an
OpenFlow switch (i.e., using Open vSwitch) and a conventional switch
(i.e., using the operating system called XorPlus). The evaluation results
show that two LA implementations achieve similar performance in improv-
ing throughput. However, the XorPlus implementation provides a better
resilience than the other. Specifically, the LA implementation on Xor-
Plus spends less than 1.49538 seconds to switch the TCP traffic on the
faulty link to the other links of a Link Aggregation Group (LAG) while
the switchover time is four times longer on the Open vSwitch. In the
case of UDP traffic, the maximum switchover time on the Open vSwitch
is twice the one on XorPlus.

Keywords: Link aggregation · Resilient · Aggregation bandwidth ·
Openflow switch · Evaluation

1 Introduction

Link Aggregation refers to the capability of combining multiple physical cables
into a logical link. The standardized link aggregation appears in IEEE 802.1AX
[1], and is widely used for connecting pairs of networking devices. The link aggre-
gation is prevalent because it provides a cost-effective way to improve bandwidth
by simply adding new links alongside the existing ones instead of replacing the
existing equipment with a higher-capacity link. For example, a 40Gbps aggre-
gated bandwidth link is formed by aggregating four cables with capacity 10Gbps
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
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each. Moreover, the link aggregation is also necessary since it increases the net-
work resilience. When a physical cable of the logical link fails, the logical one
continues to carry traffic over the remaining cables. Therefore, many network
vendors have introduced LA supported in their hardware and software prod-
ucts. However, each vendor has its own commercial solutions which are closed to
networking researchers. The same problem occurs in both the traditional man-
ufacturers as well as the ones in the fast growing OpenFlow community.

The OpenFlow technology has been emerging with the concept of software
defined networking, which provides innovation and flexibility in network opera-
tions and managements [2]. One of key features of the technology is the Open-
Flow switch, whose specification is frequently updated by Open Networking
Foundation. The switch is an extension of Ethernet switch, which also uses one
or several internal forwarding tables. However, the switch has an extra interface,
which is used to receive the control instructions from outside. The decoupling
design of OpenFlow switch not only increases advanced functionalities but also
reduces the cost and complexity of networking hardware. The OpenFlow switch
was first deployed in an academic campus network [3], and the OpenFlow fea-
tures have been supported by many networking vendors. More importantly, the
OpenFlow has been successfully deployed in several production networks, such
as Google WAN globally interconnecting datacenters [4]. However, several basic
but important technologies such as Link Aggregation are recently added to the
specification of OpenFlow Switch (version 1.1). Hence, it is necessary to exten-
sively evaluate the technologies’ performance in order to support the increasing
deployments of OpenFlow.

There exist several related works on evaluations of OpenFlow switches [5,
6]. However, the works mainly focused on evaluating several basic networking
parameters on data or control planes such as the throughput and latency. Besides
that, there is also an investigation on the performance of specific OpenFlow
hardware [7] targeting the scalability of OpenFlow switches. Different to other
works, we investigate the operation of LA in OpenFlow switches, and compare
its performance with the LA in conventional switches. The comparison of two
LA implementations is conducted in a real testbed using Pica8 P-3295 switches
[8] with UDP and TCP traffic. The switch supports two modes: an OpenFlow
switch and a conventional switch. The mode OpenFlow switch is an open source
Open vSwitch with the latest stable version 1.10.0 [9,10]. The mode conventional
switch uses Pica8 operating system called Xorplus version 2.0.4. Our aim is to
debug the traffic behaviours on the logical links of LA as well as investigate the
benefits of LA on the network (e.g., increasing throughput, resilience, etc.). In
term of network resilience, we measure the switchover time which is the duration
of switching the traffic on the faulty link over the other links in a LAG.

The remainder of paper is organized as follows. In Section 2 we describe
the theoretical background of our evaluation including basics of link aggrega-
tion, OpenFlow switch, and port mirroring. In Section 3, we present the LA
evaluations and results. Finally, we conclude our work in section 4.
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2 Theoretical Background

2.1 Link Aggregation

The first standard of Link Aggregation (LA) was introduced in the IEEE 802.3ad
[11] in 2000. In 2008, LA was removed from the IEEE 802.3 and added to the
IEEE Std 802.1AX-2008. LA is commonly used to connect pairs of networking
devices (i.e., switches, routers, etc. ), aiming to provide greater bandwidth at
the network core. For example, LA which is made up of four links with capacity
10 Gbps each, can carry 40 Gbps. However, the traffic must be a mixture of
connections since LA needs to keep the order of the packets. Moreover, LA
potentially achieves resilience against link breakage since the failure only affects
the carrying traffic that is automatically switched to the others if the connectivity
still exists.

LA uses LAG to control static local information and the LA-related infor-
mation must be configured (e.g., ports on networking devices). Each port has a
Port ID and an operational key when it is belong to a LAG. The Port ID is com-
bined with the system ID and the operational key to construct a LAG ID. On
the transmitter, LA uses an Aggregator to distribute frame transmissions from
a client to the appropriate ports in a LAG. On the receiver, the Aggregator col-
lects received frames from the ports and pass them to the client transparently as
shown in Fig. 1. Therefore, the receivers see all links in a LAG as a single logical
link. The Aggregator also decides if a new link can join a LAG by comparing its
operational Key to the operational Key of the port to which the link connect.
Once the local device and its peer agree on the LAG, frames are distributed
and collected on the aggregated link. LA uses Link Aggregation Control Pro-
tocol (LACP) for dynamic information exchanged between two LA-supported
devices. The devices commonly referred to respectively as the ”ACTOR” and
the ”PARTNER”. One simple illustration of the communication is shown in

Fig. 1. Link Aggregation 802.1AX block diagram
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Fig. 2. Dynamic Link Aggregation

Fig. 2. Typically, LACP performs a number of tasks to support the communi-
cation between the devices. First, after a LAG is created on both devices, when
cables are plugged in to the ports in a LAG, the ACTOR exchanges messages,
such as protocol data units (PDUs) with the PARTNER. The messages allow
LACP to determine whether or not both peers have the same system ID or have
the same speed. If they do, the Collecting and Distributing flags in LACP PDUs
are set, the aggregated link is capable of transmitting and receiving traffic. In
the second step, LACP monitors the status of individual links to ensure their
membership between ACTOR and PARTNER is still valid. In order to perform
the monitoring, a periodic timer on the ACTOR will trigger transmission of
PDUs to the PARTNER and vice versa. In a failure scenario, three LACPPDUs
are exchanged without dependence on timer value. Consequently, the configura-
tion resolves quickly to a stable configuration. In the third and last step, LACP
controls the addition of links to the existing LAG as well as removes down links
from the group.

2.2 OpenFlow Switch

An OpenFlow network consists mainly of OpenFlow switch(es) and OpenFlow
controller(s). Essentially, the control of a switch, such as packet routing, is moved
to the OpenFlow controller so that the controller administrator has full control
over the switch. The controller interacts with the switch by using OpenFlow
protocol. The function of the protocol is to install, modify or remove entries on
a flow table of the switch. Each entry contains a flow description and a list of
actions associated with that flow. When a packet reaches an OpenFlow switch,
the switch extracts the packet header (e.g., MAC addresses, IP addresses, and
TCP/UDP ports) and compares this information to the flow description of the
flow table entries. If a matching entry is found, an action is applied to the packet.
For example, the packet may be dropped or forwarded to one or more OpenFlow
switch ports. If a matching is not found, the switch will ask the controller for
the action that should be applied to all packets from the same flow. The decision
is then sent to the switch and saved as an entry in the switch’s flow table. The
next incoming packets that belong to the same flow are then forwarded through
the switch without referring to the controller. The earlier versions of OpenFlow
Switch Specifications did not provide LA because their forwarding model simply
supported drop, forwarding, and flood packets. Fortunately, since the version 1.1
of OpenFlow Switch specification, the concept of virtual port has been added to
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reuse the existing physical ports interface for additional functions like tunneling,
and specially link aggregation, etc.

2.3 Port Mirroring

It is not easy to capture the traffic behaviors on individual links in a LAG
because all the links are treated as a single one. We find that in order to obtain
the behaviors, the technique named port mirroring [12] is extremely useful. The
port mirroring is a fundamental option on packet switches and it is configurable
remotely. The purpose of technique is to copy all incoming/outgoing packets on
a switch port called mirrored port to another port called mirroring port. By
doing so, we can monitor the traffic on the mirrored port by placing a packet
capturing tool on the mirroring port. Moreover, the technique is also benefit for
the evaluation of system resilience as later mention in Sections 3.

3 Evaluation

The testbed in our evaluation consists of two switches and three hosts as illus-
trated in Fig. 3. As mentioned earlier, the switches run either Open vSwitch or
XorPlus. The switches are wired using two cables with capability 1Gbps each,
which are formed a LAG. The steps of creating the LAG on the two OpenFlow
swiches are implemented mostly following the two manuals of Pica switches
[13,14]. In order to effectively collect the results, three Linux hosts, which are
equipped with Intel Core I5, 4GB RAM, and Ubuntu 12.04 LTS 64 bit, are
used as a traffic generator, receiver, and monitor. On the right side of topology
(Fig. 3), the hosts H2 and H3 are attached to the switch SW2, through GE
cables. On the left side, the host H1 has four 1Gbps networking cards shown as
eth0, eth1, eth2, eth3, respectively. The eth2’s duty is to receive the traffic from
H2 and H3. The eth0 and eth1 are used to monitor the traffic on each member
of the LAG by using Port Mirroring. In the evaluation, we generate the traffic
from H2 and H3 to H1 using Iperf [15]. We capture the receiving traffic on the
observed hosts using the tool named Bwm-ng [16].

Fig. 3. Evaluation Testbed
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Fig. 4. TCP-related aggregation bandwidth measurement
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Fig. 5. UDP-related aggregation bandwidth measurement

3.1 Evaluating the Aggregation Bandwidth

The measurement procedure with TCP traffic is as follows. Initially, an Iperf
server is started on H1 listening for incoming requests. Then, an Iperf client is
enabled on H2, that attempts to establish communication with the Iperf server.
After 5 seconds, another Iperf client, which share the same destination with
the one on H2, is triggered on the host H3. The Iperf clients will be stopped
after 90 seconds. We run the procedure 50 times on the two types of switches
and the results for Open vSwitch and Xorplus are shown in Fig. 4. Figure 4
shows that the maximum TCP bandwidth of the LAG is about 1700 Mbps on
Open vSwitch. This is only marginally higher than the maximum bandwidth of
the LAG on XorPLus. We have also repeated the same procedure for the UDP
traffic. The UDP bandwidth results are shown in Fig. 5. Similar to TCP traffic,
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Fig. 6. TCP-related switchover time measurement results
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Fig. 7. UDP-related switchover time measurement results

the maximum UDP bandwidth of the LAG is 1600 Mbps and it is slightly higher
bandwidth comparing to the other.

3.2 Evaluating the System Resilience

In order to evaluate how LA improves the system resilience, we observe the
network performance when link failures occur. The focusing parameter is the
switchover time, which is defined as the duration of switching the traffic from
a faulty link to another aliveness link. Specifically, the switchover time t is the
difference between the timestamp t1 carried by the last packet on the faulty
link and the timestamp t2 on the first packet that goes over the alive one. The
shorter switchover time, the fewer packet loss, and hence the shorter one leads
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to a better system resilience. In this evaluation, we use the same scenario as in
Figure 3. The host H1 has three 1Gbps NICs called eth0, eth1 and eth2. The
NICs are used to capture traffic on a computer aiming to avoid the problem of
clock synchronization on different machines. As shown in the figure, Port 1 of
SW1 connected to the first link of the LAG and Port 2 of SW 2 connected to
the second one. SW1 was configured to copy the traffic on port 1 to another
port. This port was then connected to H1’s eth1. Similarity, the traffic on port
2 of SW2 was mirrored to another port which was connected to H1’s eth0. As a
result, H1 can monitor the network traffic on each link of the LAG. Tcpdump[17]
was used to capture the details of packets being received over H1’s eth0 and eth1.

In this evaluation, we also use both UDP and TCP traffic on the two types of
switches. Each experiment has been repeated 50 times with random link failures,
and the values of switchover time are presented in Fig. 6 and Fig. 7. Figure 6
shows that in the cases of TCP traffic the maximum switchover time on Open
vSwitch is 6.15464 seconds, which is nearly four times longer than the one on
Xorplus. However, the minimum switchover time on two types of switches is
almost similar (0.815891 seconds compare to 0.607892 seconds). Figure 7 shows
the UDP traffic switchover time on the switches. We can see the Open vSwitch
spends maximum of 2.036 seconds to switch UDP traffic, which is twice longer
than that time on Xorplus. Hence we confirms that LA enhances the system
resilience since it can automatically switch the traffic. Besides that, the evalu-
ation results also show that among two switches the conventional switch has a
better resilience performance in term of switchover time.

4 Conclusion

We have evaluated the LA performance on OpenFlow switches and compared
it against the one on conventional switches. The evaluation results confirm that
the LA can spread the traffic load to all links in a LAG. Consequently, the
aggregation bandwidth is increased linearly with the number of the aggregated
links. Comparing the LA performance on the two types of switches, we found
that the LA on OpenFlow switch provides a slightly lower throughput than
the other. We also observed that LA enhances the system resilience since the
capability of automatic switching the traffic on the faulty link to the aliveness
links lets the LA keeps the logical link alive. Moreover, the LA implementation on
XorPlus spends maximum of 1.49538 second to switch a TCP flow in the failure
scenario. This period is four times faster than the one on OpenFlow switch. In
the case of UDP traffic, it takes less than 2.036s for the LA implementation
on the OpenFlow switch, but still twice longer than the LA on the conventional
switches. We conclude that LA on Open vSwitch can be an alternative to the one
on the conventional switch in improving throughput. However, the switches need
to be furthermore optimized to achieve the equivalent performance in increasing
system resilience.

In the future, we plan to extend the investigation on a LAG made up of
more links. Moreover, we also plan to investigate the paths form by several
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LAGs through multiple switches (i.e., multi-hop). Besides that, we are going to
study the behavior and performance of LA under more complicated scenarios
such as high throughput, or delay sensitive environments. Finally, we will explore
the Fast Failover function of OpenFlow and compare the values of switchover
time achieved by the Fast Failover and the one by LA.
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Abstract. This paper presents SPICE testbed, a state-of-the-art Delay Tolerant 
Networking testbed for satellite and space communications deployed at the 
Space Internetworking Center, Greece. The core of the testbed relies on the 
Bundle Protocol and its architecture has been designed to support multiple DTN 
implementations and a variety of underlying and overlying protocols. SPICE 
testbed is equipped with specialised hardware components for the accurate 
emulation of space links and ground stations, such as Portable Satellite Simula-
tor (PSS) and CORTEX CRT system, as well as protocols and mechanisms spe-
cifically designed for space DTNs. Performance and functionality evaluations 
on SPICE testbed show that it is an ideal platform to evaluate new mechanisms 
in a variety of space communication scenarios. 

Keywords: Delay Tolerant Networking · DTN Testbed · Bundle Protocol · ION · 
DTPC · BSS · BDTE · Space Communications · Interplanetary Internet 

1 Introduction 

Delay Tolerant Networking (DTN) [1] has emerged as a promising solution to the 
upcoming explosion in the volume of data produced by space assets and delivered to 
Earth. Since 2007, the Consultative Committee for Space Data Systems (CCSDS) [2] 
has formed a work group for the standardisation of space delay-tolerant protocols. 
SPICE researchers have been actively involved in the standardisation procedures and 
have developed a prototype DTN testbed for space communications under a contract 
of the European Space Agency (ESA) [3-5]. 

Due to the nature of space communications and the restricted amount of space as-
sets, the design of a space-oriented DTN testbed does not necessarily need hundreds 
of nodes, but requires accurate emulation of space components and links that support 
diverse protocol stacks, depending on the nature of each asset. It is crucial to offer to 
researchers a realistic testing environment in order to evaluate, benchmark and opti-
mise new protocols. In this context, SPICE testbed has received funding from EC’s 



206 I. Komnios et al. 

 

FP7 SPICE project [6] in order to be enhanced with more nodes and specialised com-
ponents that accurately emulate the functionality of typical ground stations, space 
links and satellites. Our aim is to build an experimental research environment for 
developing and evaluating a variety of new architectures and protocols for space 
communications. In particular, SPICE testbed presents the following key features: 

i) Realistic emulation of space communications. Unlike the majority of existing 
DTN testbeds, which focus on terrestrial delay-tolerant communications, SPICE 
testbed provides a realistic experimental environment for satellite and space commu-
nications, including real and flight-ready components. Indeed, specialised hardware 
and software components have been incorporated into the testbed, enabling the test-
ing, evaluation and validation of implemented mechanisms and protocols. Further-
more, a link with a geostationary satellite, namely HellasSat 2, is utilised on demand, 
to provide real satellite link characteristics for experimental purposes. 

ii) Compliance with typical equipment of major space agencies. SPICE testbed in-
corporates typical components used by space agencies for the evaluation of protocols 
prior to mission launch. In particular, the Portable Satellite Simulator (PSS) [7] was 
built in compliance with ESA’s requirements, while CORTEX CRT [8] is used by all 
major space agencies in their ground station facilities to support their missions.  
Finally, Satellite Tool Kit (STK) [9] is employed by mission designers as a tool to 
calculate not only exact satellite trajectories and contact durations, but also detailed 
communication characteristics, and perform link-budget analysis. 

iii) Interface provision for multiple underlying protocols. SPICE testbed not only 
supports a variety of convergence layers for underlying protocols that comply with 
CCSDS standards and major space agencies, but also facilitates the development of 
novel routing, transport, and management schemes. Taking advantage of this func-
tionality, SPICE researchers are able to validate such schemes against standardised 
protocols and perform interoperability testing. 

iv) Scalability. SPICE testbed includes numerous nodes for the evaluation of com-
plex communication scenarios that involve several space assets and can be further 
enhanced with virtual nodes installed on a high-performance server. Therefore, com-
plex scenarios involving constellations of satellites (e.g., cubesats) and several end-
users can be realistically modeled. It should also be mentioned that this scalability 
comes without adding any complexity, since the testbed is easily configured and con-
trolled through dedicated workstations.  

The remainder of the paper is structured as follows: Section 2 details the architec-
ture of SPICE testbed and its major components. In Section 3 we refer to protocols 
and mechanisms that have been developed and evaluated in the testbed, along with 
sample results, while in Section 4 we present related work. The paper is concluded in 
Section 5. 

2 SPICE Testbed Architecture and Components 

2.1 SPICE Testbed Architecture 

Notionally, the testbed comprises two distinct parts, namely the data plane and the con-
trol plane, and its architecture is depicted in Fig. 1. Data is transferred between nodes to 
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emulate communication among space and ground assets through the data plane, while 
configuration scripts, control messages, and reports related to the emulation are man-
aged through the control plane. Each plane is described in detail below. 

Control plane - The control plane is responsible for (a) configuring and controlling 
the testbed nodes in real time based on user input, (b) monitoring the correct node 
operation, (c) collecting any associated performance statistics, and (d) delivering the 
experimental results to the researchers. These operations are coordinated by a main 
controller accessible via the internal network or the Internet. A hardware firewall 
restricts remote access, allowing only encrypted VPN connections. Researchers con-
figure the experiments to be conducted through a user interface (UI), available at the 
main controller. Link characteristics and emulation parameters are either imported 
directly by the users or provided by the STK workstation after conducting the relevant 
simulations. Upon the completion of an experiment, results are collected and stored in 
the main controller. 

Data plane – SPICE testbed supports the emulation of a wide variety of space and 
satellite communication scenarios, including present and future missions. These sce-
narios may involve (a) a number of landed assets, such as landers and rovers, that 
generate scientific data and can possibly form a planetary network, (b) a set of space 
assets near Earth or in deep Space (e.g. LEO/MEO/GEO satellites, spacecraft, plane-
tary relay satellites etc.) that can produce and/or relay data, (c) terrestrial facilities 
such as typical ground stations (GS), mission operation centers (MOC) and end-users. 
Researchers are able to emulate all these types of space communications taking ad-
vantage of the diverse protocol stack configurations supported by SPICE testbed (Fig. 
2). 

In particular, an implementation of Proximity-1 [10] is employed as a CCSDS data 
link protocol to interconnect planetary nodes with relay satellites. Within space DTN 
network each space asset is emulated by a distinct DTN node. Depending on the objec-
tive of the emulation, researchers may use one of the three available CCSDS data link 
protocol implementations to interconnect space and ground station DTN networks: 

Type I: Software-based emulation of the basic functionality of TM/TC/AOS proto-
cols [11-13]. Space assets and ground stations are emulated using only ION-DTN 
implementation [14]. 

Type II: Software-based emulation of the full functionality of TM/TC/AOS protocols 
including Space Link Extension (SLE). Space assets are emulated using ION-DTN, as 
well as SIMSAT Software. Ground stations do not support DTN and receive 
AOS/TM/TC packets using SIMSAT. 

Type III: Hardware-based emulation of the full functionality of TM/TC protocols. 
Space assets are emulated utilizing ION-DTN and the combination of SIMSAT and 
PSS. In this case, ground stations do not support DTN and only receive TM/TC 
frames using CORTEX CRT system. 

Communication between a ground station (GS) and a mission operations center 
(MOC) can be either DTN-based (Type I) or SLE-based (Type II and Type III). Space 
data are then transferred to the end-users using ION-DTN. HellasSat 2 satellite may 
also be employed to provide real satellite link characteristics between DTN nodes. 
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Fig. 1. SPICE Testbed Architecture 

2.2 Hardware Components 

DTN Nodes - The DTN nodes are fifteen rack-mounted servers used as distinct emu-
lation nodes in experiments with network protocols of the DTN architecture. Each 
node is equipped with a quad-core Intel Xeon CPU operating at 2.4GHz with 4GB  
of RAM and 1TB of storage, running a Linux distribution. Private IP addresses  
are assigned to these servers so that they can communicate directly with each  
other locally. Additionally, they are divided into three groups of five, with a public  
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IP address used by each group for inbound/outbound Internet traffic. Inbound traffic 
is strictly limited to a few ports needed for remote access and the DTN frameworks. 
Users have the ability to gain access by means of an IPSec VPN, which is configured 
on a hardware firewall. Each server constitutes a standalone DTN node implementing 
the full DTN stack. In certain scenarios, where more DTN nodes are needed, the 
testbed core can be extended by employing a number of virtual machines. For this 
purpose a high-performance computer is used, featuring two hexa-core Intel Xeon 
CPUs, 24GB of RAM and 12TB of redundant storage. The high-performance com-
puter runs a bare-metal hypervisor, VMware vSphere, which sets up the virtualization 
layer. This makes for a scalable testbed core capable of accommodating more than 35 
nodes, enough to emulate most space missions. 

Portable Satellite Simulator (PSS) - Portable Satellite Simulator Mark III (PSS)  [7] 
is a generic PC based system capable of injecting telemetry into the downlink chain of 
a ground station and receiving telecommands from the uplink chain, complying with 
CCSDS recommendations and European Cooperation for Space Standardisation 
(ECSS) and ESA standards. PSS offers several monitoring and control interfaces and 
a maintenance interface, which allows controlling and monitoring the PSS locally at 
the ground station or remotely from the control center. PSS is deployed in the testbed 
as a state-of-the-art hardware satellite model, incorporating the link layer protocol 
stack of a real satellite. 

CORTEX Command Ranging and Telemetry System (CORTEX CRT) - 
CORTEX CRT [8] is a state-of-the-art Telemetry and Telecommand base-band COTS. 
CORTEX CRT system allows a continuous improvement of the signal processing and 
supports future standards through telemetry processing, CCSDS telecommanding pro-
cessing, ranging measurements etc. In essence, CORTEX CRT is able to decode and 
process telemetry data received from a satellite through an antenna and encode 
telecommand data transmitted to a satellite. CORTEX CRT has field-proven compati-
bility with most of satellites, high level of reliability with no preventive maintenance, 
and has been extensively used by many space agencies, including NASA, ESA and 
JAXA. Within SPICE testbed, CORTEX CRT emulates the functionality of a real 
ground station collecting and transmitting data from/to satellites. 

 

Fig. 2.  SPICE testbed protocol stack 
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HellasSat 2 - A satellite link over HellasSat 2 has been set up at the premises of 
SPICE for the evaluation of Bundle Protocol (BP) [15] over a real satellite link, sub-
ject to errors and disruptions due to weather conditions. 

2.3 Software Components 

DTN Implementations - Interplanetary Overlay Network (ION) [14] is an imple-
mentation of the DTN architecture developed by Jet Propulsion Laboratory (JPL) and 
released as open source software. It includes implementations of the DTN Bundle Pro-
tocol, the Licklider Transmission Protocol (LTP) [16], Bundle Security Protocol (BSP) 
[17], and two CCSDS application protocols that have been adapted to run over the 
BP/LTP stack: class-1 (unacknowledged) CCSDS File Delivery Protocol (CFDP) [18] 
and Asynchronous Message Service (AMS) [19].  ION is the key DTN implementation 
of SPICE testbed, since it has been specifically designed for delay-tolerant space com-
munications. Several protocols that have been developed by researchers of the Space 
Internetworking Center have been already incorporated in the latest ION release, and 
other are planned to be released in the following versions. DTN2 [20], which is the 
reference implementation of the DTN architecture, and IBR-DTN [21], an implementa-
tion of the Bundle Protocol designed for embedded systems and smartphones are also 
included in the SPICE Testbed, mainly for interoperability testing purposes. 

CCSDS File Delivery Protocol (CFDP) [18] - The ESA CFDP ground segment im-
plementation provides a full implementation of the CCSDS File Delivery Protocol. 
ESA’s CFDP provides a Java library and a daemon implementation for reliable and 
unreliable file transfer in space and on the ground. This implementation will be used 
by the European Space Agency on ground for upcoming space missions. 

SIMSAT - SIMSAT [22] is a general-purpose real-time simulation infrastructure 
developed for ESA. SIMSAT supports standard simulation services such as cyclic and 
event-based real-time scheduling of models, logging of simulation events etc. The 
SIMSAT User Interface is used to coordinate experiments that utilise the Portable 
Satellite Simulator. 

Satellite Tool Kit (STK) - STK [9] is an off-the-shelf mission modeling and analysis 
software for space, defense and intelligence systems and is used as an external com-
ponent to the DTN testbed. STK Professional Edition is used to create and manage 
high-level objects (satellites, aircraft, facilities, etc.), propagate and orient vehicles, 
analyse relationships between objects, visualise objects in 2D and 3D and animate in 
real or simulated time. With STK Communications detailed transmitter and receiver 
elements with antenna pointing are defined, direct or bent pipe communication links 
over time are analysed and link budget analysis of each communication link is  
performed, contact periods among communicating elements are calculated, acci-
dental/intentional jamming effects are analysed etc. Finally, Integration Module inte-
grates with other applications in order to develop custom applications to automate 
repetitive tasks from outside of the application. Information like bandwidth, error 
rates, propagation delay, disruption periods and connectivity schedule constitute net-
work parameters that are imported to SPICE testbed prior to each experiment. Several 
scenarios have been implemented so far both for satellite and deep-space communica-
tion experiments. 
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Netem - The netem tool [23], which is included in recent Linux kernel versions 
(2.6+), is used to alter networking properties and emulate variable delay, loss, dupli-
cation and re-ordering. 

3 Protocols Designed and Evaluated 

SPICE testbed is an ideal platform to evaluate different DTN implementations, proto-
cols, applications and services. Its architecture and components have already contrib-
uted to the design, implementation, and optimization of novel algorithms and proto-
cols, with respect to the challenging conditions of satellite and space communications 
[24-29]. Moreover, SPICE testbed has been used as the key testing platform in several 
European and ESA funded projects including FP7 SPICE, FP7 Space Data Routers 
[30], ESA’s Extending Internet Into Space, ESA’s BitTorrent study and more. In the 
following subsections, we briefly present sample works, along with experimental 
results obtained with SPICE testbed.  

3.1 Delay-Tolerant Payload Conditioning 

Delay-Tolerant Payload Conditioning (DTPC) protocol [31] is an end-to-end transport 
protocol that was designed in collaboration with NASA’s Jet Propulsion Laboratory 
and is used on top of the Delay-Tolerant Networking (DTN) architecture, offering 
services such as controlled aggregation of application data units (ADUs) into DTPC 
data items with application-specific elision, end-to-end reliability, in-order delivery 
and duplicate suppression. A thorough evaluation procedure was developed to assure 
the correct functionality of the services offered by the DTPC protocol using up to 4 
DTN nodes of SPICE testbed, as well as Netem to emulate various link properties (i.e. 
propagation delay, data rate and error rate). DTPC protocol was implemented into the 
ION-DTN software platform, along with two test applications for sending and receiv-
ing data, respectively. The evaluation scenarios are space-oriented in that propagation 
delays are in the order of seconds and contact times are scheduled. Therefore, LTP 
protocol was used as a convergence layer protocol in all bundle nodes. The time-
sequence graph depicted in Fig. 3 tracks the delivery of ADUs at the receiver and 
shows that DTPC successfully retransmits items that were lost or considered lost due 
to loss of ACKs. In the latter case, the duplicate items are recognized as such and are 
discarded. DTPC protocol has been included in the official ION-DTN distribution 
since version 3.2.0. 

3.2 Bundle Streaming Service 

Bundle Streaming Service (BSS) [32] is a framework that supports the delivery  
of streaming media in DTN bundles. It exploits the characteristics of such networks  
to allow for reliable delay-tolerant streaming while improving the reception and storage 
of data streams. BSS is a joint work between Space Internetworking Center and Jet 
Propulsion Laboratory, NASA. It is incorporated into ION-DTN, along with two test 
applications for sending and receiving data, respectively, using the BSS framework. The 
extensive evaluation process of BSS mechanism was solely based on SPICE DTN 
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as well as the operation of typical ground stations. SPICE testbed has leveraged the 
development and evaluation of novel protocols and mechanisms for space DTN. Prom-
ising results so far showcase the competence of SPICE testbed as an experimental plat-
form with potential to be the first European validation and evaluation tool for future 
space internetworking protocols. Our aim is to encourage researchers to develop and test 
new space DTN concepts utilising SPICE testbed. 
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Abstract. IPv6 is yet to become more than a worthy successor of IPv4,
which remains, for now, the dominant Internet Protocol. Behind this fact
is the complicated transition period through which the Internet will have
to go, until IPv6 will completely replace IPv4. This transition has pre-
sented the Internet Community with numerous challenges. One of these
challenges is to decide which transition technology is more feasible for
a particular network scenario. As an answer, this article is proposing
the IPv6 Network Evaluation Testbed (IPv6NET), a research project
whose ultimate goal is to obtain feasibility data in order to formulate
a coherent, scenario-based IPv6 transition strategy. The paper presents
the overview of IPv6NET, the testing methodology and empirical results
for a specific network scenario. The scenario was introduced by the IETF
and it was dedicated to an Enterprise Network which is using IPv6 as
backbone technology. The Enterprise needs to convey communication
tjo IPv4 capable nodes through the IPv6-only infrastructure. A suitable
IPv6 transition implementation, covering multiple transition technolo-
gies, was tested in relation with this scenario. The presented empiri-
cal feasibility data includes network performance data such as: latency,
throughput, packet loss, CPU load, and operational capability data, such
as: configuration, troubleshooting and applications capability.

Keywords: IPv6 transition · IETF IPv6 scenario · 464 scenario · Enter-
prise Networks · IPv6NET · Asamap · MAPe, MAPt · DSLite · 464XLAT

1 Introduction

The Internet community found in IPv6 an answer for the continual expansion of
the Internet, threatened by the limitations of IPv4. IPv6 uses an 128 bit address,
extending the address space to 2128 ≈ 3.4 · 1038 unique IP addresses, enough
for many years to come. However the light aura of IPv6 has dimmed since 1998,
mainly because it is not able to communicate directly with its predecessor, IPv4.
This introduced the Internet Community with a great challenge, usually called
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the transition to IPv6. The transition is represented by the stages the Internet
will have to withstand until IPv6 will completely replace IPv4.

Given the complexity of the current IPv4-dominated Internet, the Transition
to IPv6 will be a long and complex process. So far, only a small number of pro-
duction networks are IPv6 capable. The APNIC Labs IPv6 deployment report
shows that only about 1.7 % of the users worldwide are currently using IPv6.
IPv6 transition scenarios have been researched within the IETF by the v6ops
and Softwire Working Groups. The scenarios were dedicated to four main types
of networks: ISP Networks, Enterprise Networks, 3GPP Networks and Unman-
aged Networks. The IETF ngtrans Working Group has made many efforts to
propose and analyze viable transition mechanisms. Many transition mechanisms
have been proposed and implemented. All have advantages and disadvantages
considering a certain transition scenario, but no transition mechanism can be
considered most feasible for all the scenarios. This opens many research oppor-
tunities. One of them is a scenario-based analysis of IPv6 transition implemen-
tations, and represents the ultimate goal of our research.

In this paper, we are proposing the IPv6 Network Evaluation Testbed
(IPv6NET), which is dedicated to measuring the feasibility of transition mech-
anisms in a series of scenario-based network tests. As a study case, the article is
focusing on one of the scenarios introduced by the IETF for Enteprise Networks
in [4], targeting enterprises using an IPv6-only network infrastructure but with
IPv4-capable nodes, which need to communicate over the IPv6 infrastructure.

The paper is organized as follows: section 2 presents related literature, section
3 introduces the IPv6NET concept and the testing methodology, in section 4 the
empirical results are introduced and the feasibility of the tested implementation
is analyzed in relation with the specific scenario, section 5 discusses our approach
and lastly section 6 states the conclusions and future work.

2 Related Work

There are a variety of articles dedicated to IPv6 transition experimental envi-
ronments in current literature. They can be generally classified into closed envi-
ronments and open environments. The closed environments are usually small
scale, local environments, which are isolated from production networks or the
Internet. In [12], the performance of Linux operating systems is evaluated in
relation to an IPv4-v6 Configured Tunnel and a 6to4 Tunnel. Four workstations
were employed to build the testbed. In [14], differences in bandwidth require-
ments for common network applications like: remote login, web browsing, voice
communication, database transaction, and video streaming are analyzed over 3
types of networks: IPv4-only, IPv6-only and a 6to4 tunneling mechanism. The
environment was built using the OPNET simulator. Also based on the OPNET
simulator was the testbed presented in [7], which analyzed the performance of
transition mechanisms over a MPLS backbone. A common trait of the above
mentioned closed environments, is the thorough performance analysis, which
resulted in quantifiable data like: CPU and memory utilization, throughput,
end-to-end delay, jitter and execution time.
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However, before transition mechanisms are applied in a large scale envi-
ronment, a systematic and quantitative performance analysis should be per-
formed. This gets us to the second group of experimental environments, namely,
open environments. They can be defined as experimental networks connected
to a large scale production network or the Internet. [2] describes the lessons
learned from deploying IPv6 in Google’s heterogeneous corporate network. The
report presents numerous operational troubles like: the lack of dual-stack sup-
port of the customer-premises equipments (CPE ), or the immature IPv6 sup-
port of operating systems and applications. One of their conclusions was that
the IPv6 transition can affect every operational aspect in a production environ-
ment, hence interoperability considerations have to be made. In [1], experiences
with IPv6-only Networks are presented. NAT64 and DNS64 technologies are
tested in two open environments: an office and a home environment. Common
applications like: web browsing, streaming, instant messaging, VoIP, online gam-
ing, file storage and home control were tested. Application issues in relation to
the NAT64/DNS64 technology are identified, for example: Skype’s limitation
to connect to IPv6 destinations, or the lack of network operational diagnostics
for certain standalone games. Experiences with IPv6-only Networks from pre-
vious WIDE Camp events in [9] present many meaningful interoperability data
such as IPv6 capability of OSes, applications and network devices. Many oper-
ational issues have been identified. Some examples are: long fall-back routine,
low DHCPv6 capability of certain OSes, lack of IPv6 support in some network
devices, DNS64 overload, inappropriate AAAA replies or inappropriate selection
of DNS resolvers. Considering these examples we can conclude that open envi-
ronment testing has the potential of exposing interoperability issues, which can
otherwise get overlooked.

Combing the advantages of the two testing methods can lead to a complete
feasibility analysis. Hence the IPv6NET project is considering both methods for
testing.

3 Testing Methodology on IPv6NET

The IPv6 Network Evaluation Testbed (IPv6NET) is dedicated to quantifying
the feasibility of IPv6 transition implementations in relation to a specific net-
work scenarios. IPv6NET has two main components: the testing component and
the infrastructure component. The testing component has the following build-
ing blocks: a specific network scenario, an associated network template and a
test methodology. The infrastructure component is represented by the imple-
mentations under test and the network test environment. As mentioned, we are
considering building both closed and open environments.

The scenario targeted in this article was introduced by the IETF in [4] as
Scenario 3. It is dedicated to an enterprise which decided to use IPv6 as the
main protocol for network communications. Some applications and nodes, which
are IPv4-capable would need to communicate over the IPv6 infrastructure. In
order to achieve this, the Enterprise would need to apply an IPv6 transition
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technology, which would allow both protocols to coexist in the same environment.
For simplicity, the technologies suitable for this specific scenario could be referred
to as 464 technologies.

3.1 IPv6NET Feasibility Indicators and Metrics

This subsection presents some clarifications regarding the semantics used for the
methodology associated with IPv6NET throughout this paper. For the empirical
feasibility analysis presented in this article, we are using the term feasibility indica-
tor as a generic classifier for performance metrics. For closed environment testing,
the proposed feasibility indicator was network performance. Network performance
indicates the technical feasibility of each technology in relation with existing com-
puter network standards. To quantify network performance, we have used well
established metrics, such as : round-trip-delay, jitter, throughput, packet loss and
CPU load. For open-environment testing, we have proposed as feasibility indica-
tor operational capability, which is showing how a certain technology fits in with
the existing environment or how it manages to solve problems. To our best knowl-
edge, there are no associated metrics for operational feasibility of network devices
in current literature. Consequently we have introduced the following three metrics:

– configuration capability : measures how capable a network implementations is
in terms of contextual configuration or reconfiguration

– troubleshooting capability : measures how capable a network implementation is
at isolating and identifying faults

– applications capability : measures how capable a device is at ensuring compat-
ibility with common user-side protocols

Details about the measurement process for these three metrics, as well as other
methodology and infrastructure details, are presented in the following subsections.

3.2 Closed Environment

Infrastructure. The basic, small scale template for 464 technologies is com-
posed of a set of network routers, a Customer Edge (CE) router which would
encapsulate/translate the IPv4 packets in IPv6 packets, and a Provider Edge
(PE) router, which would handle the decapsulation/translation from IPv6 back
to IPv4. The IPv4-only backbone would be used for forwarding the IPv4 traf-
fic. The IPv6 traffic would be directly forwarded by the IPv6 backbone. The
closed experiment’s design, presented in fig. 1a, follows the basic network tem-
plate, including one Customer Edge (CE) machine and one Provider Edge (PE)
machine.

Multiple technologies can be considered suitable for the 464 scenario: MAPe
[15], MAPt [10], DSLite [6], 464XLAT [11]. Some implementations support-
ing these technologies have been proposed. One of those is the asamap vyatta
distribution, which covers 4 of those technologies: MAPe, MAPt, DSLite and
464XLAT. Both 464 PE and 464CE machines have used as Operating System
the asamap vyatta distribution.
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Fig. 1. Experimental setup

The closed experiment has used as underlaying infrastructure the StarBED,
a large scale general purpose network testbed, administered by the National
Institute of Information and Communications Technology (NICT) of Japan. Four
computers were used for this experiment: two for the devices under test (DUT),
464 PE and 464 CE, and two for the testing platform. The testing platform
computers have used Ubuntu 12.04.3 server as base operating system. One of
the computers preformed the ITGSend function, generating the traffic, while the
other ran the ITGRecv function, receiving the generated traffic.

Methodology. The experimental workload was represented by the amount of
traffic inserted into the experimental network. We have considered the com-
binations of frame size and frame rates displayed in Table 1. These have been
recommended in RFC5180, IPv6 Benchmarking Methodology for Network Inter-
connect Devices, [13] as maximum frame rates × frame sizes for 10 Mbps Ether-
net. 10 Mbps rates represent the first experimental baseline. For future tests we
intend to expand to 100 Mbps as well as 1000Mbps. The traffic was generated
using the Distributed Internet Traffic Generator (D-ITG) [3].

As other important parameters affecting the network performance we have
considered: the IP version, IPv4 and IPv6, the upper layers protocols, UDP and
TCP, the IPv6 transition technology and the IPv6 transition implementation. A
full factorial design was employed, hence 12×2×2×4×1 = 192 experiments were
conducted. As recommended by RFC2544 [5], the duration of each experiment
was 60 seconds after the first timestamp is sent. Each test was repeated 20 times
and the reported value is the average of the recorded values.

3.3 Open Environment

Infrastructure. The open experiment topology, presented in fig. 1b also fol-
lows the basic, small scale 464 network template. The major difference is that
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Table 1. Framesize× Framerate

No Frame size Frame rate No Frame size Frame rate

1 64 14880 7 1518 812
2 128 8445 8 1522 810
3 256 4528 9 2048 604
4 512 2349 10 4096 303
5 1024 1197 11 8192 152
6 1280 961 12 9216 135

the testing platform was replaced by open up-link and down-link connections.
The open environment was part of a bigger experimental network, which sup-
plied Internet access to participants at the WIDE Camp 1309, a networking
event, held between September 10 and September 13 2013, at Shinsu-Matsushiro
Royal Hotel, Nagano, Japan. The 464 network consisted of two virtual machines,
the Customer Edge machine (CE) and the Provider Edge machine (PE). The
two machines have ran on a virtual environment constructed using a Dell Pow-
erEdge R805 server and the Citrix Barebone XenServer 6.0 as hypervisor. The
base implementation for all four tested transition technologies, MAPe, MAPt,
DSLite, 464XLAT has been the asamap vyatta distribution. The technologies
have been tested sequentially during the four days of the event. On the up-link,
the IPv4 and IPv6 traffic was routed by a dual-stack core router. WIDE Camp
participants were able to connect to the environments trough a single SSID,
464exp, handled by the Layer 2 Cisco WiFi Mesh.

Methodology. For operational capability we have used as metrics: configuration
capability, troubleshooting capability and applications capability. As measurement
method for configuration capability, we have considered a number of configura-
tion tasks, which have been inspired by the abstracted guidelines presented in [8].
The tasks can be organized in three generic groups, initial setup,reconfiguration
and confirmation. For an easier referencing we have associated each task with a
task code in accordance with the respective group association.

1. IinitialSetup1: Configure an encapsulation/translation virtual interface using
a command line interface or a graphical user interface

2. IinitialSetup2: Save the current temporary configuration commands in a file
which can be loaded at start-up

3. IinitialSetup3: Self configuration according to contextual configuration details
4. InitialSetup4: Display warnings in the case of misconfiguration and reject

the mis-configured command
5. InitialSetup5: Display warnings in the case of missing command and reject

saving the temporary configuration
6. InitialSetup6: Display contextual configuration commands help
7. Reconfiguration1: Convert current configuration settings to configuration

commands
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8. Reconfiguration2: Back-up and restore the current configuration
9. Confirmation1: Show the current configuration

10. Confirmation2: Show abstracted details for the 464 virtual interface

The configuration capability was measured as a ratio between the number of suc-
cessfully completed configuration tasks and the total number of tasks. Similarly,
for troubleshooting capability we have proposed a number of troubleshooting
tasks. The tasks follow the fault isolation, fault determination and root cause
analysis (RCA) guidelines presented in [8]. Consequently the tasks can be orga-
nized into the three generic categories: fault isolation, fault determination and
root cause analysis RCA. For easy referencing, these tasks as well were associated
with group codes:

1. FaultIsolation1: Capture and analyze IPv4 and IPv6 packets
2. FaultIsolation2: Send and receive contextual ICMP messages
3. FaultDetermination1: Identify a mis-configured contextual route
4. FaultDetermination2: Identify a mis-configured contextual line in the virtual

464 interface configuration
5. FaultDetermination3: Perform self-check troubleshooting sequence
6. RCA1: Log warning and error messages
7. RCA2: Display log
8. RCA3: Display in the user console the critical messages with contextual

details
9. RCA4: Log statistical network interface information

10. RCA5: Display detailed statistical network interface information

The troubleshooting capability was also measured as a ratio of successful tasks
over total number of troubleshooting tasks. To measure applications capability,
we have tested a non-exhaustive list of common user applications in relation with
the 464 transition technologies. The measurement result is presented as a ratio
between the number of successfully tested application and the total number of
applications.

4 Empirical Results

4.1 Closed Experiment Results

The network performance of the devices under test (DUTs) was compared with
a Direct Connection setup in which the two test platform servers were con-
nected directly. The results have been graphed as a function of frame size and
the error bars present the margin of error for the mean, calculated at a 99%
level of confidence. The latency results, composed of end-to-end delay 2 and jit-
ter 3 show a slightly better performance for 464XLAT, by comparison with
the rest of the technologies. Also, in average, translation-based technologies
(MAPt, 464XLAT) had a better performance than encapsulation-based tech-
nologies (MAPe, DSLite).
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(a) UDP (b) TCP

Fig. 2. Delay results

(a) UDP (b) TCP

Fig. 3. Jitter results

The average throughput results, presented in fig. 4, show a similar perfor-
mance for the four technologies. The overall average shows a small lead for
DSLite and encapsulation-based technologies.

The loss rates, with the exception of some outliers for translation-based tech-
nologies over UDP (MAPt and 464XLAT), are very close to 0. For the outliers, the
maximum loss-rate is approximately 0.003 %, considered negligible in most cases.

The average CPU load for the provider edge (PE) router, presented in fig. 5,
shows a higher average CPU load for translation-based technologies(464XLAT
and MAPt). By contrast, the average CPU load of the customer edge (CE)
router, shown in fig. 6, is higher for the encapsulation-based technologies. As an
overall MAPe seems to have the smallest impact on CPU load. Also notable is
that encapsulation-based technologies outperformed the translation-based ones
from this standpoint.
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(a) UDP (b) TCP

Fig. 4. Throughput results

(a) UDP (b) TCP

Fig. 5. CPU Load PE results

Considering the overall average of these measurements, the best performance
was achieved by MAPe followed closely by DSLite, MAPt and 464XLAT. Also
notable was the the IPv6-only connection outperformed all of the 464 technologies.

4.2 Open Experiment Results

During the four days of the WIDE Camp 1309 event, we had the chance to
test the operational capability of the asamap implementation. The results for
configuration and troubleshooting capability have been summarized in table 2.

Regarding the configuration capability, most of the tasks have been com-
pleted successfully. However, a self-configuration setup sequence is not yet avail-
able for the asamap implementation. Given the complexity of the transition
technologies, a guided self-configuring setup would be a beneficial feature. For
the troubleshooting capability as well, most of the tasks have been completed
successfully. Two of the troubleshooting tasks couldn’t be completed: FaultDe-
termination3: Displaying critical messages with associated details and RCA3:
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(a) UDP (b) TCP

Fig. 6. CPU Load CE results

Table 2. Operation capability results

Operational Capability
Asamap

MAPe MAPt 464XLAT DSLite

C
o
n
fi
g
u
ra

ti
o
n

C
a
p
a
b
il
it
y IinitialSetup1 Pass Pass Pass Pass

IinitialSetup2 Pass Pass Pass Pass
IinitialSetup3 Fail Fail Fail Fail
IinitialSetup4 Pass Pass Pass Pass
IinitialSetup5 Pass Pass Pass Pass
InitialSetup6 Pass Pass Pass Pass

Reconfiguration1 Pass Pass Pass Pass
Reconfiguration2 Pass Pass Pass Pass
Confirmation1 Pass Pass Pass Pass
Confirmation2 Pass Pass Pass Pass

Configuration capability result 9/10 = 0.9 9/10 = 0.9 9/10 = 0.9 9/10 = 0.9

T
ro

u
b
le

sh
o
o
ti

n
g

C
a
p
a
b
il
it
y FaultIsolation1 Pass Pass Pass Pass

FaultIsolation2 Pass Pass Pass Pass
FaultDetermination1 Pass Pass Pass Pass
FaultDetermination2 Pass Pass Pass Pass
FaultDetermination3 Fail Fail Fail Fail

RCA1 Pass Pass Pass Pass
RCA2 Pass Pass Pass Pass
RCA3 Fail Fail Fail Fail
RCA4 Pass Pass Pass Pass
RCA5 Pass Pass Pass Pass

Troubleshooting capability result 8/10 = 0.8 8/10 = 0.8 8/10 = 0.8 8/10 = 0.8

self-check sequence. Regarding the first one, some critical messages are dis-
played in the user console. However these are hard to interpret and understand.
We believe this feature needs improvement. As for the second one, a self-check
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Table 3. Applications capability results

Applications
Asamap

MAPe MAPt 464XLAT DSLite

W
in

7
/

W
in

8
/

U
b
u
n
tu

1
2
.0

4
/

A
n
d
ro

id
2
.3 Browsing

Chrome Pass Pass Pass Pass
Firefox Pass Pass Pass Pass
Dolphin Pass Pass Pass Pass

E-mail
Outlook Pass Pass Pass Pass

Thunderbird Pass Pass Pass Pass
Aquamail Pass Pass Pass Pass

IM&VoIP

Skype Pass Pass Pass Pass
Facebook Pass Pass Pass Pass
Google+ Pass Pass Pass Pass

VoIP Buster Pass Pass Pass Pass
Viber Pass Pass Pass Pass

DigiOriunde Pass Pass Pass Pass

VPN
OpenVPN Pass Pass Pass Pass
Spotflux Pass Pass Pass Pass

Cloud
Dropbox Pass Pass Pass Pass
GDrive Pass Pass Pass Pass

FTP Filezilla Pass Pass Pass Pass

Troubleshooting
puTTY Pass Pass Pass Pass
WinSCP Pass Pass Pass Pass

ConnectBot Pass Pass Pass Pass

Applications capability result 20/20 = 1 20/20 = 1 20/20 = 1 20/20 = 1

sequence is not available yet. This would represent a substantial improvement
of the troubleshooting capability.

As for applications capability, inspired by [1], during the WIDE Camp event
we have tested a non-exhaustive list of common applications. The full list of
applications and the results are presented in table 3. To summarize we didn’t
encounter any applications troubles for any of the four technologies.

5 Discussion

IPv6 transition scenarios and IPv6 transition technologies have already been
introduced for some time to the Internet Community. However the worldwide
deployment rate of IPv6 is still very low. Given the complexity and the diversity
of transition technologies, one of the biggest challenges is understanding which
technology to use in a certain network scenario.

This article is proposing an answer to that challenge in the form of a net-
work evaluation testbed, called IPv6NET. The contribution of this paper is
represented by the detailed testing methodology associated with IPv6NET and
the empirical feasibility results, which to our best knowledge represent a first in
current literature.

Analyzing the empirical results, we found that one transition technology is
more feasible than the rest, namely MAPe. We have also identified possible
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performance trends in IPv6 transition technologies benchmarking, for example
encapsulation-based technologies seem to have better throughput performance
and translation-based technologies better latency performance. A limitation of
this method is represented by the lack of control data, since there is no similar
alternative system to act as comparison base for the empirical results. We are
planning to solve this by comparing the current open source based measurement
system with existing commercial network benchmarking tools.

The empirical results can serve as a direct guideline to network operators
faced with a similar transition scenario. One limitation of this approach is repre-
sented by the diversity and complexity of existing production networks by com-
parison with the presented scenario. However, by using the detailed methodology,
any interested party could potentially implement it, and obtain customized fea-
sibility data. The methodology can also serve as guideline for other researchers
interested in joining this effort. Coping with a large number of technologies and
their future developments may very well be solved by research collaboration. It
can transform this project in an exhaustive IPv6 transition resource.

6 Conclusion

In this article we have introduced IPv6NET, a project aiming to empirically
analyze the feasibility of IPv6 transition technologies in relation with specific
network scenarios. From the methodology standpoint IPv6NET combines two
types of testing environments, closed environments for thorough network perfor-
mance data, and open environments for operational data. The network perfor-
mance results, obtained in the close experiment, indicate MAPe as most feasible
transition technology for the 464 scenario. However the other three technologies,
DSLite, MAPt and 464XLAT follow it closely. As performance general guide-
lines, for latency, the translation-based technologies (464XLAT, MAPt) had a
better performance. For throughput and CPU load the results were in favor of
encapsulation-based technologies (MAPe, DSLite). Also a notable thing was that
the IPv6-only connection outperformed all the 464 transition technologies.

In terms of applications capability we did not experience any application
troubles. The operational capability results indicate that asamap had a good
performance as well. Considering the overall operational results, we can safely
conclude that the asamap vyatta distribution is a feasible implementation for
the 464 network scenario.

For future work, we consider as first step increasing the scale of the net-
work template. Regarding the open environment methodology, we are consider-
ing adding security as a feasibility indicator and proposing an associated metric.
Another future step is proposing an unique general feasibility indicator (GFI),
associated to each transition technology, which would help better centralize and
compare the the results.

Acknowledgments. The authors would like to thank Mr. Masakazu Asama for pro-
viding the vyatta asamap distribution, upon which the experimental networks were
implemented.
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Scale Tests of Multimedia Applications

Including Network Behavior
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Abstract. This paper presents the test platform NESSEE that can be
used for reproducing network behavior in large-scale experiments with
distributed systems. The main target group of our platform consists of
companies that require an easy-to-use in-house emulation environment
for testing their developed applications. In our scenario we use NESSEE
to test the video conferencing software of our industry partner Citrix.
We illustrate this with examples from scalability, functional and network
testing. The evaluation of the concepts shows its applicability in other
scenarios as well.

Keywords: NESSEE · Emulation platform · Network characteristics ·
Application behavior · Testing

1 Introduction

During the development of an application, there should be a testing phase in
which the application is executed under different real-world conditions. Various
inputs are passed to the program to examine if it can meet its requirements
and to find faulty behavior. In current software engineering models, this testing
phase already starts in an early stage of the implementation using prototypes and
is repeated regularly. This requires much coordination efforts, especially when
testing large distributed systems. Therefore, there is the need of tool support
and automation to facilitate this recurring process.

Every application communicating over a network must also be tested under
various network conditions, especially if the overall system is distributed over
several nodes. To do this you have to find a suitable environment to perform
those tests in. Companies usually use the targeted production environment of
the application for this. The results have great practical relevance, but often
this approach is not feasible because of security reasons and confidentiality of
the software. An alternative is a dedicated test environment with characteristics
similar to the target environment. But rebuilding a global-scale infrastructure
for large-scale experiments is time-consuming and expensive. Simulation is a
synthetic approach, where the application itself and all necessary conditions, for
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example the network behavior, are transformed into a model that is used for
calculations. Due to model complexity it is only applicable in small scenarios.
Furthermore, the abstraction of the original application under test may lead
to less accurate tests and experiments. In the research community there are
federated test platforms in which emulation can be used to reproduce network
behavior. Emulation is a combined approach using the original application and
calculating only some of the real-world conditions with a model. Unfortunately,
these federated systems are missing means for automated testing and are not
suitable for most companies.

We therefore developed own concepts for an in-house emulation platform for
large-scale tests with distributed systems and implemented these in a testbed
called NESSEE (Network Endpoint Server Scenario Emulation Environment).
In conclusion, our main contributions are:

– combination of a large-scale testbed with the fine-grained emulation of multi-
ple network characteristics

– emulation of application behavior
– means to continuously integrate into the application developer’s work flow
– a generic specification of test cases using a scripting approach

The remainder of this paper is structured as follows. At first, we discuss
the problems of performing large-scale tests with real-time multimedia applica-
tions and derive certain requirements. We then highlight similar approaches and
discuss their shortcomings. Then we present the main concepts of our own app-
roach, the NESSEE platform, and illustrate some of the experiments it allows
to perform. After the evaluation of our concepts, we finally conclude the paper.

2 Problem Discussion and Requirements

In our use case we require a test platform for performing various experiments
and different kinds of tests with the video conferencing solution of our indus-
try partner Citrix. Especially those real-time multimedia applications which are
offered as software as a service have to reach a certain quality level to meet
the users’ expectations. This requires an extensive testing phase including the
reproduction of occurring real-world effects that could influence the application.

One major aspect that must not be concealed is the network with all its
characteristics and technology-specific effects, including basic network parame-
ters like bandwidth limitation, packet delay and loss as well as advanced net-
work parameters and effects like packet reordering, duplication, jitter, connection
hand overs and disconnects. In the real world, the systems running the applica-
tion are connected with each other via multiple hops and the network behavior
depends on concurrent traffic. Therefore, emulation of network topologies of any
complexity and background traffic are required. All mentioned parameters and
effects should be re-configurable during run time of the experiment to increase
the flexibility. The dynamic reconfiguration should be based on time and user
interaction.
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The coordination effort for the testers should be as small as possible, espe-
cially the creation of test cases should be facilitated. Furthermore, the aim is
to run automated tests, which require the emulation of the application behav-
ior. When performing scalability tests, thousands of software under test (SUT)
instances need to run on the test systems and they must be started and con-
trolled in an automated way. To achieve this, the SUT must provide some kind
of control interface that can be used by the emulation platform. The necessary
adaptions of the SUT for this interface should be as slight as possible to emulate
the real application behavior as precise as possible. Another way to reduce user
efforts is to support current best practices of software engineering like continu-
ous integration and test-driven development. The emulation platform should be
able to seamlessly integrate into the application developer’s work flow.

To be able to share test resources among users we require a multitenancy
approach, allowing multiple users to run experiments concurrently. Of course,
the emulation platform is supposed to handle multiple large experiments at once.
This especially requires a good scalability of the overall system.

3 Related Work

In the last decade much research work has been done in the area of large testbeds
for realistic measurements and experiments. FIRE [1] and GENI [3] are initiatives
supporting the development of those testbeds. Some existing and well-established
testbeds, each designed with different goals, are presented in the following.

OneLab [2] and PlanetLab [6] are very large and well-known testbeds sup-
porting the development of new network services. PlanetLab provides more than
thousand nodes all over the world that can be used for experiments. However,
the number of users is also quite big which makes it difficult to reserve enough
resources for own experiments. G-Lab [10] is an experimentation platform for
future Internet studies and development with the main focus on routing, mobility
and security. The G-Lab testing facilities are located in several German universi-
ties and consist of wired and wireless hardware with over 170 nodes. The Topol-
ogy Management Tool [9] allows the user to create virtual network topologies
using the G-Lab experimental facility. Emulab [11] is a network testbed offering
various different experimental environments, for example emulation, simulation
as well as live experimentation in the Internet. Resources like hosts, routers and
networks are virtualized and the experimenter just specifies the desired topology
and characteristics. The experiment itself is then launched on selected suitable
machines and switches. Emulab is open source software and was used to build
many independent testbeds all over the globe. ProtoGENI [8] extends Emulab
and follows the approach of bridging different physical sites into one testbed.
ORBIT [7] focuses on wireless network experiments. The experimental facili-
ties consist of about 400 wireless nodes and support both, network emulation
and field-trial capabilities. FEDERICA [4] is a European testbed very similar to
GENI, using the concepts of sliced infrastructure for processing and networking.

Despite efforts of the providers the presented federated research testbeds
do not completely fit the needs of companies, which prefer in-house solutions
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because of legal and security reasons. Some testbeds have complex registration
procedures and unflexible membership dues for companies. Furthermore, all men-
tioned testbeds focus on research instead of software testing. They provide the
means for manually performing non-recurring experiments. If the results of the
experiment are successfully obtained, it usually gets archived. Software testing on
the other hand requires recurring and reproducible test runs as well as means for
automation. Beside the detailed reproduction of network conditions, automated
software testing also requires the emulation of application behavior during the
experiment. We therefore developed an own test platform that is chiefly based
on well-established concepts of existing network testbeds, but that is also able
to meet the requirements of testing software, especially multimedia applications.

4 Concepts of the NESSEE Test Platform

This section covers the main concepts of our own test platform called NESSEE.
Its general architecture is illustrated in Figure 1. Client/server-based distributed
systems and especially multimedia applications are the main focus of the plat-
form. Therefore the environment consists of Test Systems for emulating the
client- and server-side Software Under Test (SUT) behavior. As discussed pre-
viously companies usually prefer in-house solutions. Therefore the test systems
are either physical or virtual machines inside the company network. If security is
not that relevant, the test systems could of course be located at cloud computing
providers. NESSEE integrates with Amazon EC2 allowing to start up and shut
down virtual test systems dynamically. To achieve the large number of applica-
tions for scalability tests, multiple SUT instances must be executed on a test
system. A performance metric is used to determine how many instances can be
handled. Each test system further runs the TestNodeModule (TNM), which
starts and controls the SUT instances via Inter Process Communication
(IPC). Depending on the used operating system the supported IPC mechanisms
are COM (Windows), Unix command-line access, SSH and a custom IPC mech-
anism using message passing. The SUT developer just has to implement one
of these mechanisms to make the SUT controllable via NESSEE. As this usu-
ally requires only slight adaptations, it enables NESSEE to emulate the real
application as accurately as possible without abstracting from the original SUT.

The central NESSEE Server coordinates all components involved, includ-
ing the test systems running the TNM. It further collects log files from the SUT
and NESSEE components and stores them in the central log repository for later
inspection by the tester. A multi-tenant web front end can be used to control
and configure the NESSEE Server. Additionally, one can use a Web service API
to interact with NESSEE. This is especially useful for build and continuous inte-
gration software that automatically trigger NESSEE tests. Using this approach,
NESSEE seamlessly integrates into the development process of the SUT.

The actual test cases are described in a dedicated format using the generic
XML-based Test Description Language (TDL). It consists of modules describ-
ing the network conditions, the application behavior and the composition of the
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Fig. 1. General architecture of the NESSEE platform

test case. Additionally, the testers can use JavaScript to specify the application
behaviorwithin scripts.During the test, these scripts are executedby script engines
inside the NESSEE Server and the TNM. The scripting approach provides the
tester with all means of a programming language and therefore allows a flexible
specification of the application behavior. The NESSEE Editor is a graphical
environment for authoring TDL modules as well as scripts and thus reduces the
efforts of test case creation.

The Degrader component is responsible for the emulation of the desired
network behavior. It acts as a router for all test systems and artificially deteri-
orates the characteristics of all incoming traffic based on source IP address and
port. Before a test run is started, the Degrader is configured by the NESSEE
Server according to the network description of the test case. Among others, the
Degrader emulates complex topologies, bandwidth limitations, packet delay, jit-
ter, loss, reordering and duplication as well as connection handovers and discon-
nects. Detailed information about NESSEE’s network emulation is given in [5].

5 Types of Experiments

This section discusses common types of experiments that are necessary when
testing multimedia applications. We further illustrate and give concrete examples
of how these experiments can be performed with the help of our previously
discussed concepts.

5.1 Functional Testing

Functional testing is essential not only in the multimedia scenario, but for all
kinds of software. The functions of the software are tested by providing input
and comparing the output with the expectations that come from the software
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specification. At first, the functions of the SUT must be identified. As we use
well-defined interfaces to the SUT (see Section 4) this list of functions is given
by the SUT’s API. The creator of the test can then write a script that calls
the corresponding methods of the SUT via its helper object. When creating the
input, especially borderline cases should be checked. The expected output is also
specified in the script and is compared to the actual output during the test run.
This process is illustrated in Figure 2. In this example, the SUT just provides
two functions, one for setting a desired video resolution and one for getting it.
If setting fails or getting it afterwards does not return the expected resolution,
the test fails.

TestNodeModule Software Under Test

API
+ SetResolution(TRes res) : bool

+ GetResolution() : TResCO
M

SUTHelper
+ SetResolution(TRes res) : bool

+ GetResolution() : TRes

ScriptEngine

Functional_test.js
var res = new TRes("640*480");
if(!sut.SetResolution(res) ||  
   sut.GetResolution() != res)
     test.fail("Wrong resolution");

Fig. 2. Example of a functional test in the NESSEE platform

5.2 Scalability Testing

Scalability testing is a type of non-functional testing and its aim is to test
whether or not a system behaves as expected when it is changed in size in
order to meet a growing need. In multimedia applications, scalability plays an
important role for server-side components, that serve a certain number of clients.
The objective is to find out the maximum number of clients and to examine the
behavior under heavy load.

With the presented concepts, NESSEE is able to handle those scalability
tests with minimal coordination effort for the testers. Such large-scale tests are
described in TDL like any other test and behavior of the applications can be
scripted. The emulation platform automatically chooses suitable test systems,
deploys and starts the SUT and the tester can concentrate on the test itself even
if many test systems and SUT instances are involved in the test.

In our use case, we examine the scalability limitations of the video con-
ferencing server components running experiments with up to 6,000 client SUT
instances. Figure 3 is a screen shot of the web front end, giving an overview
about involved SUT instances running on the test systems.

5.3 Network Testing

The aim of network testing is to examine the behavior of the software under
various network conditions. Basically, every application communicating over a
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Fig. 3. In large-scale tests the web front end visualizes the states of the SUT instances
with different icons and provides detailed information via tool tips

network should undergo those tests, but it is essential for real-time multimedia
applications, because the quality and the user experience directly relate to the
network conditions. As discussed in Section 4, the NESSEE emulation platform
supports the fine-grained configuration of a variety of network parameters. But
this configuration is not static as network testing requires the network conditions
to change. Therefore, the testers have the possibility to reconfigure the charac-
teristics manually using the web front end, but also automatically using the test
scripts. Figure 4 illustrates this with an example of a network test. Changing the
network characteristics is usually combined with one of the previously mentioned
test types, functional or scalability testing.

6 Evaluation

NESSEE fulfills the analyzed functional requirements of a platform for auto-
mated tests of multimedia applications. In the evaluation of our concepts the
non-functional requirement of scalability should be examined.

The scalability and accuracy of the network emulation components
was already shown in previous work [5]. We evaluated the deviations of config-
ured and actually measured values for various network characteristics in large
and complex scenarios and produced the following results:

– data rate: ±3.50%
– packet delay: ±0.20%
– packet loss: ±0.10%

– packet reordering: ±0.13%
– packet duplication: ±0.00%

All parameters are emulated accurately, except for the data rate, which still
needs improvement. We also observed effects like bandwidth sharing and the
variation of delay (jitter).
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Network_test.js

// env is the helper for the
// network environment 
var delay = env.Get("Delay_up", "DSL2000");
// delay is now 25 – see GUI example above.
// now double the delay:
env.Get("Delay_up", "DSL2000", delay*2);

Fig. 4. For network tests the characteristics can be changed manually via the web front
end and automatically via the test scripts

The scalability of the script engine approach was evaluated in mul-
tiple scenarios. We compared the NESSEE Script Engine with other similar
engines regarding the performance of long-running functions, big data handling
and multiple calls of smaller functions. Our engine did not always achieve best
results, but it is sufficient for the usage inside the emulation environment. One
quite important aspect is calling native code from JavaScript as illustrated in
Figure 2 with the sut helper object that is resolved to the native class SUTHelper.
This feature is used frequently by test scripts during the test run and therefore
requires good performance. To evaluate this, we measured the execution time
for a varying number of calls and compared it with other commonly used script
engines. The results in Figure 5 show the very good performance of our script
engine in comparison with other implementations.

We further investigated on the scalability of the IPC approach used to
start and control the SUT. Regarding this, it is necessary to know how many SUT
instances can be run on one machine at the same time. In our evaluation we used
the COM interface that the video conferencing client provides and measured the
starting time of a varying number of instances. The results of two different test
machines are shown in Figure 6. Obviously, the results depend on the hardware
performance. They show that it is possible to start over 500 instances of the
SUT at the same time, although the start up phase was up to two minutes.
Nonetheless, this amount of time is acceptable in such large-scale scenarios.

Beside these components, the overall scalability of the whole emulation
platform was already shown in Section 5.2 with the illustration of the large-scale
tests we performed with NESSEE.
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Fig. 5. Time for making calls from script to original code using different script engines

Fig. 6. Time to start a given number of SUT instances for two test systems

7 Conclusion

This paper presented concepts of a platform for various kinds of tests with mul-
timedia applications. Most of the concepts originate from existing testbeds for
network research and were adapted to the use case of automated software testing.
Especially the in-house approach makes the platform attractive for companies.
We implemented and evaluated our concepts in the NESSEE platform. Our
main contribution is the combination of accurately emulating various network
characteristics as well as application behavior inside a large-scale test platform.
Furthermore, we provide means to continuously integrate testbed experiments
in the software development workflow. Finally, we created a generic specification
of test cases using a description language and a scripting approach. Although



238 R. Lübke et al.

the focus of this work is testing of multimedia applications, the generic concepts
can easily be adapted to tests of any large-scale distributed system.
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Abstract. The management of resources on testbeds, including their
description, reservation and verification, is a challenging issue, especially
on of large scale testbeds such as those used for research on High Per-
formance Computing or Clouds. In this paper, we present the solution
designed for the Grid’5000 testbed in order to: (1) provide users with
an in-depth and machine-parsable description of the testbed’s resources;
(2) enable multi-criteria selection and reservation of resources using a
HPC resource manager; (3) ensure that the description of the resources
remains accurate.

Keywords: Testbed · Resources · Discovery · Description · Reserva-
tion · Verification

1 Introduction

All scientific domains relying on experimental methodology require testbeds:
particle colliders, synchrotrons, telescopes, greenhouses and experimental farms,
etc. Computer science is not different, and the availability of testbeds is a require-
ment for solid science in fields such as distributed systems and networking.

When working on distributed systems such as Cloud computing infrastruc-
tures, high performance computing (HPC), peer-to-peer systems, or grid infras-
tructures, the scalability of solutions is often of central importance. To evaluate
it, researchers rely on large-scale testbeds, much larger than what one labora-
tory or organization can usually fund and host, and often composed of a large
number of resources scattered over various geographical locations.

Such testbeds and their resources raise a number of challenges, from both
a testbed operator’s and a user’s point of view. Specifically, testbed operators
need to keep track of all available resources, expose information about them
to users, and make sure that they are still functioning adequately. Conversely,
users need to be able to explore the resources and reserve them according to
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 239–247, 2014.
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their experimental needs. Those operations have a critical role in the quality of
research performed on such testbeds, both by ensuring that the initial experi-
mental results are not tainted by malfunctioning or misdocumented resources,
and by enabling the experimenter to describe the experimental environment in
a way suitable for reproducible research.

This paper describes the framework designed in the context of the Grid’5000
testbed [5,7], a large scale testbed focusing on Cloud, HPC, P2P and Grid com-
puting, to address the challenges of resources description, selection, reservation
and verification. The remainder of this paper is organized as follows. Section 2
describes the Grid’5000 testbed in order to provide the context of this work.
Section 3 describes our multi-tier framework for resources management. Related
work is discussed in Section 4. Finally, we conclude that paper in Section 5.

2 Context: The Grid’5000 Testbed

Bordeaux
Grenoble

Lille

Luxembourg

Lyon

Nancy

Reims

Rennes

SophiaToulouse

Fig. 1. Map of the Grid’5000 testbed

Started in 2003 and opened to the general public in 2004, the Grid’5000
project aims at providing a testbed for research on parallel and distributed sys-
tems, enabling researchers to validate their theoretical results and their software
developments. It has been used for a large number of experiments, ranging from
small scale to very large scale, and on a variety of topics: low level network proto-
cols, virtualization environments, applications, etc. Grid’5000 has had between



Resources Description, Selection, Reservation and Verification 241

500 and 600 active users per year since 2009, and at least 328 publications have
been using Grid’5000.

As of 2014, Grid’5000 is composed of 11 sites (Figure 1), 26 clusters, 1260
nodes, and 8000 CPU cores. One particular focus of the testbed is the level
of reconfiguration available to users: they can deploy their own software stacks
(operating system, applications) on the bare metal using Kadeploy [10], with
no particular constraint. They can also reconfigure the network to isolate their
experiments on the ethernet level (VLAN), in order to protect it from external
perturbations, or to protect the testbed from intrusive protocols involved in
the experiment. Thanks to those reconfiguration capabilities, Grid’5000 enables
users to work on Cloud or Grid middlewares (OpenStack, OpenNebula, Nimbus,
gLite) for the duration of an experiment.

3 Resources Management in Grid’5000

Figure 2 provides a general overview of our framework designed in the context
of the Grid’5000 project to manage resources. This framework is composed of
three components:

– The Reference API (Section 3.1) contains the description of all resources, as
a set of JSON documents.

– The OAR resource manager (Section 3.2) enables users to select and reserve
resources.

– The g5k-checks tool (Section 3.3) is in charge of the verification of resources.

3.1 Resources Description with the Reference API

All resources descriptions are centralized in a NoSQL database, as a set of JSON
documents that can be retrieved through a RESTful API. Those documents

Selection and
reservation of

resources
(OAR)

Description of
resources

(Reference API)

Verification of
resources

(g5k-checks)

Users High-level tools

OAR commands
and API requests

nodes descriptionOAR properties

API requests

Fig. 2. General structure of resource management framework
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"supported_job_types" : {
"deploy" : true,
"besteffort" : true,
"virtual" : "ivt"

},
"chassis" : {

"serial" : "27Q7NZ1",
"manufacturer" : "Dell Inc.",
"name" : "PowerEdge R720"

},
"bios" : {

"version" : 2,
"release_date" : "08/29/2013",
"vendor" : "Dell Inc."

},
"architecture" : {

"platform_type" : "x86_64",
"smp_size" : 2,
"smt_size" : 16

},
"processor" : {

"instruction_set" : "x86-64",
"cache_l1i" : 32768,
"version" : "E5-2650",
"cache_l2" : 262144,
"model" : "Intel Xeon",
"cache_l1d" : 32768,
"cache_l3" : 20971520,
"vendor" : "Intel",
"clock_speed" : 2000000000

},
"main_memory" : {

"ram_size" : 270991937536,
},
"storage_devices" : [

{
"rev" : "DL10",
"model" : "INTEL SSDSC2BB30",
"interface" : "SATA II",
"device" : "sda",
"size" : 300069052416,
"driver" : "megaraid_sas"

},
{

"rev" : "DL10",
"model" : "INTEL SSDSC2BB30",
"interface" : "SATA II",
"device" : "sdb",
"size" : 300069052416,
"driver" : "megaraid_sas"

}
],

"network_adapters" : [
{

"ip" : "172.16.68.1",
"rate" : 10000000000,
"mountable" : true,
"interface" : "Ethernet",
"mounted" : true,
"mac" : "b8:ca:3a:69:12:68",
"enabled" : true,
"version" : "82599EB",
"device" : "eth0",
"ip6" : "fe80::baca:3aff:fe69:1268",
"network_address" : "graphite-1",
"switch_port" : "F1",
"switch" : "gw-nancy",
"management" : false,
"driver" : "ixgbe",
"vendor" : "intel"

},
{

"version" : "IDRAC7",
"ip" : "172.17.68.1",
"device" : "bmc",
"network_address" : "graphite-1-bmc",
"switch_port" : "1/0/41",
"rate" : 100000000,
"switch" : "sgraphene3-ipmi",
"mountable" : false,
"interface" : "Ethernet",
"mounted" : false,
"mac" : "f0:1f:af:e1:9a:0c",
"management" : true,
"vendor" : "DELL",
"enabled" : true

}
],
"sensors" : {

"power" : { "via" : { "pdu" : {
"uid" : "graphene-pdu9",
"port" : 24

},
"api" : { "metric" : "pdu" }

},
}

},
"mic" : {

"mic_model" : "7120P",
"mic" : true,
"mic_count" : 1

},
"performance" : {

"core_flops" : 13170000000,
"node_flops" : 187900000000

}

Fig. 3. Description of one node in the Reference API
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provide an in-depth description of most of the testbed’s resources: nodes of course
(Figure 3), but also network equipment (switches, routers) and other equipment
such as power distribution units (PDU), with information such as the vendor,
product name and reference, how the equipment is connected, and instructions
on how to access remote control and measurement capabilities through SNMP.

This API is used by a number of tools, to generate documentation (list of all
available resources), maps (e.g. network topology), and to enable remote control
of resources. For example, the KaVLAN tool in charge of network isolation using
VLAN reconfiguration on switches, relies on the mapping between nodes and
network switches provided by the Reference API.

Most of the data in the Reference API is collected automatically by g5k-
checks, which will be described in Section 3.3. A few data fields, whose value can-
not be automatically discovered, require manual intervention from the testbed
operator.

The data stored in the reference API is archived in a Git repository, which
makes it possible to follow the testbed’s evolutions over time, or retrieve the
state of the testbed at a given date, which is useful in order to explain specific
experimental results.

3.2 Resources Selection and Reservation with OAR

As the Grid’5000 infrastructure was originally designed by the HPC community,
it felt natural at the time to use a HPC batch scheduler as the building block for
resource reservation. The OAR resource manager [1,6] provides two main useful
features in the context of a testbed.

Resources Properties. Most HPC resource managers such as Slurm [13] limit
the structuring of resources in partitions of nodes considered identical. On the

Reserving two nodes for two hours. Nodes must have a GPU and power
monitoring:

oarsub -p "wattmeter=’YES’ and gpu=’YES’" -l nodes=2,walltime=2 -I

Reserving one node on cluster a, and two nodes with a 10 Gbps network adapter
on cluster b:

oarsub -I -l "{cluster=’a’}/nodes=1+{cluster=’b’ and eth10g=’YES’}/nodes=2,walltime=2"

Advance reservation of 10 nodes on the same switch with support for Intel VT
(virtualization):

oarsub -l "{virtual=’ivt’}/switch=1/nodes=10,walltime=2" -r ’2014-11-08 09:00:00’

Fig. 4. Example uses of OAR properties to request resources matching requirements
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Fig. 5. Visualization of the usage of a Grid’5000 site using a Gantt diagram

other hand, with OAR, each node can be associated with a number of properties,
that can later be used to request resources fulfilling specific needs, as shown in
Figure 4. This enables users to request resources matching specific properties,
rather than rely on explicit naming of requested resources: the burden of filter-
ing resources for specific user requirements is transferred from the user to the
resource manager.

On Grid’5000, OAR properties are generated automatically using data from
the Reference API, and cover most of the data available in it. Also, resources are
not limited to nodes. On Grid’5000, we also use OAR to reserve storage space
and network subnets (for experiments requiring additional network addresses for
virtual machines).

Advance Reservations of Resources. Most HPC resource managers focus on
batch tasks, where the resource manager tries to start tasks as early as possible
given available resources, but does not provide an opportunity for the user to
specify when the resources should be allocated. This is a reasonable strategy
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for a HPC cluster, as the tasks do not require any user intervention. However,
in the context of a testbed, most experiments require human intervention, as
experiments that can run automatically without problems are quite rare.

OAR provides a batch scheduling mode, but also provides the possibility to
request advance reservation of resources: at the time of the resource request,
users can specify when they would like the resources to be allocated, and for
which duration. On Grid’5000, this is coupled with a policy of only allowing
large reservations of resources during nights and week-ends: during week days,
this favors shared use of the testbed by many users so that they can prepare
their experiments, and then run the actual experiments during nights and week-
ends. OAR also provides a visualization of the planned reservations as a Gantt
diagram (Figure 5).

3.3 Resources Verification with g5k-checks

A key challenge when maintaining a description of a testbed is to ensure that
it is accurate. Inaccuracies could mislead researchers into making false assump-
tions, with dramatic consequences: incorrect results, publications that need to be
retracted, etc. Unfortunately, hardware failures that have an impact on exper-
iments are not uncommon: malfunctioning hard disk drives or broken RAM
memory banks that result in less memory being available occur on a weekly, if
not daily basis on Grid’5000.

On Grid’5000, we designed a tool called g5k-checks. g5k-checks is run when a
node boots, and at regular intervals when no jobs are scheduled on a node. It is
in charge of verifying that the node matches its description in the Reference API,
by: (1) retrieving the current description of the node; (2) using several tools to
acquire information on the node; (3) comparing the acquired information with
the one from the Reference API, and marking the node as unavailable if the
information does not match.

For most of its work, g5k-checks uses Ohai [2], a Ruby library to detect
various attributes on a node. Additionally, it also relies on tools such as ethtool
to gather the configuration of network interfaces.

g5k-checks has two additional modes of operation. First, it can be run directly
by users during jobs where they pushed their own software environment to the
nodes, which is useful in order to record the execution environment of a job.
Second, testbed operators can use it to collect the information needed to fill the
Reference API. This procedure is also a good opportunities to detect outliers
among nodes, which are not uncommon when one installs a large new cluster.

3.4 Interfaces with External Tools

During the design of this framework, a lot of focus has been put in enabling
external contributors to develop their own tools. Both the Reference API and
OAR provide APIs that can be used to automate complex tasks. For exam-
ple, one limitation of the Grid’5000 testbed is its distributed nature: each site
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has its own instance of the resource manager, which can make it hard to reserve
a large number of resources on several sites at once. So one Grid’5000 user
developed a tool, called Funk, that uses the Reference and OAR API to find
resources matching a specification, and analyze the planning of reservations in
order to find a matching time slot.

4 Related Work

Despite a large number of testbeds, both for Internet of Things and WSN [9]
and for HPC and Cloud [8], our work is the only one presented as an integrated
solution for the management of resources – most of the testbeds seem to only
address a subset of the facets addressed in that paper.

Resource description and selection has been the focus on the more atten-
tion. Several solutions have been designed over the years, such as PlanetLab’s
SWORD [11], GENI’s RSpec [3] or SensorML [4].

Most testbeds, especially in the WSN context, do not provide a way to reserve
resources in advance. A notable exception is SensLab [12], which also uses OAR,
and was actually inspired by our work on Grid’5000 (as both testbeds are mainly
located in France).

Finally, while many tools can be used to explore the content of a resource
(lshw, hwinfo) or to benchmark it, we are not aware of any other general attempt
of comparing the results of such tools with a reference in order to detect mal-
functioning hardware in the context of a testbed.

5 Conclusions and Future Work

In this paper, we presented an integrated, and fully-functional solution for the
management of resources designed in the context of the Grid’5000 testbed. This
solution provides users with an in-depth and machine-parsable (JSON) descrip-
tion of the testbed’s resources. It enables multi-criteria selection and reservation
of resources by using the OAR HPC job scheduler. Finally, it ensures that the
description of resources remains accurate, by comparing it on a regular basis
with information retrieving by a tool executed on each resource.

The main area of future improvement of this work is the verification of
resources. Most of the tests currently implemented confirm the presence and
the vendor & product information of a given piece of hardware, but do not
verify its performance. It would be extremely useful to extend g5k-checks with
some performance testing, especially for pieces of hardware that tend to fail
frequently, such as hard disk drives. However, this needs to be balanced with
the load imposed on the testbed by such testing – one need to use or design
testing tools that are sufficiently efficient to provide an accurate performance
measurement after a very short test.
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Abstract. For the downlink of OFDMA network without Quality of Service 
(QoS) provision, it has been proved that the network energy efficiency (EE) 
achieved by best Channel Quality Indicator (CQI) subcarrier allocation scheme 
is in close proximity to the optimal EE. However, for the downlink of OFDMA 
network with the provision of QoS, the existing algorithms directly assigning 
subcarriers have the problem of high complexity. This paper proposed a new 
subcarrier allocation algorithm by readjusting the subcarrier allocation obtained 
via the allocation principle of best CQI. The proposed algorithm attempts to 
maximize the EE of network, and at the meanwhile reduce computational com-
plexity. Simulation experiments indicate that the proposed algorithm signifi-
cantly reduces computational complexity and achieves nearly the same EE as 
the optimal solution.  

Keywords: OFDMA · QoS · Subcarrier allocation · Energy efficiency · Compu-
tational complexity 

1 Introduction 

With the explosive growth of high-data-rate wireless services, energy consumption 
has drawn more and more attention. It has been reported in [1] that for many mobile 
operators, the radio access part takes up more than 70% of the total energy consump-
tion. For both the user equipment (UE) side and base station side, energy-efficient 
design is increasingly important and becomes an inevitable trend. 

Orthogonal frequency division multiple access (OFDMA) has been widely used for 
the next generation wireless communication system due to its performance of anti-
inter- symbol interference. Hence, resource allocation in OFDMA network recently 
has focused on maximizing energy efficiency [2-16] rather than maximizing through-
put [17-20]. In [3], the tradeoff between EE and SE (spectrum efficiency) with certain 
rate constraints has been addressed. In the energy-efficient resource allocation, circuit 
power is also accounted in addition to the transmitted power. Circuit power is as-
sumed to be static in [3-10], while in [11-12] circuit power includes static power and 
dynamic power decided by data rate. A water-filling based subcarrier allocation  
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algorithm in a single cellular downlink OFDMA is proposed in [4]. In [5], energy 
efficient resource allocation in uplink and downlink OFDMA wireless network has 
been addressed with the consideration of network QoS. The proposed suboptimal 
subcarrier allocation algorithm which is named MDSA (Maximizing-EE-lower-
bound-based Downlink Subcarrier Allocation) achieves the network EE closed to the 
optimal solution, while the calculation of each user’s circuit power factor greatly in-
creases the computational complexity. The uplink energy-efficient transmission is 
studied in single-cell OFDMA systems in [6-7]. In [8], the convex optimization theo-
ry is utilized to obtain the optimal joint subcarrier and power allocation, but it’s too 
complex to achieve the resolutions of transcendental equations. The fading channels 
are assumed to be flat in [9], however the fading channels across all subcarriers are 
frequency selective in reality world. In [9-10], the proposed iteration algorithms both 
use time-sharing technique to achieve high EE performance, but the complexity de-
pends on the number of iterations. The work in [13-16] investigates multi-cell re-
source allocation in interference-limited scenarios to improve network energy effi-
ciency. Base station closed strategies are studied in [13-14] while game theory based 
resource allocation algorithms are proposed in [15-16]. All these related work directly 
allocate the subcarriers by specific techniques, while the computational complexity of 
proposed algorithms doesn’t seem satisfactory.  

In this paper, we address the energy-efficient resource allocation in downlink 
OFDMA wireless network with QoS in frequency selective fading channels. We 
model the problem of energy-efficient resource allocation as the optimization problem 
of maximizing EE under certain constraints. To reduce computational complexity, the 
optimization problem is decomposed into two subproblems-subcarrier allocation and 
power allocation. In subcarrier allocation, we propose BCSA (Best Channel quality 
Subcarrier Adjustment) algorithm which readjusts the subcarrier allocation obtained 
via the allocation principle of best channel quality. Based on the subcarrier allocation 
obtained in BCSA, we will use BPA (Bisection-based Power Adaptation) algorithm 
proposed in [5] to finish power allocation. Compared with MDSA, BCSA significant-
ly reduces computational time and achieves comparable network EE. This will be 
demonstrated in simulation results.  

The rest of the paper is organized as follows. Section 2 describes the system model 
and formulates the energy- efficient resource allocation problem. Section 3 tackles 
subcarrier and power allocation problems and proposes BCSA algorithm. This is fol-
lowed by the performance comparison in section 4, and the paper is concluded in 
section 5. 

2 System Model 

A typical downlink OFDMA wireless network with a single base station transmitting 
towards K users is shown in figure 1. As described in [2], the EE is defined as trans-
mitted bits per consumed joule and can be expressed as: EE = total data rate/total 
consumed power.  



 Energy-Efficient Subcarrier Allocation for Downlink OFDMA Wireless Network 253 

According to [5], assume that the channel state information (CSI) of K users across 
N subcarriers is known to the scheduler of the base station and each subcarrier is only 
assigned to one user during one scheduling period. The energy-efficient resource 
allocation problem for the OFDMA downlink transmission can be formulated as 
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Fig. 1. A typical downlink OFDMA wireless network 

Where EEη̂ is the optimal downlink network energy efficiency, the bandwidth of sub-

carrier is W, cP  is circuit power of the base station, P  is the total transmission pow-

er, and ζ  is the reciprocal of drain efficiency of power amplifier. k,nγ  is channel-
gain-to-noise ratio (CNR) of the kth UE on the nth subcarrier. The CSI of the network 

can be expressed as k,n K N
CNR

×
 = γ  . = {1, 2 , 3,...K}  and  

denote the sets of K subcarriers and N UEs, respectively. { }k,n 0,1ρ ∈  indicates 

whether the nth subcarrier is assigned to the kth UE. The subcarrier allocation matrix 
ρ  and power allocation matrix p  can be expressed as 
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Besides, to guarantee QoS for each UE, the scheduler provides minimum rate k,minR  

for every user.  

3 Energy-Efficient Resource Allocation 

The resource allocation Problem (1) is generally NP hard for the optimal solution. To 
reduce the computational complexity, we decompose the problem into two sub-
problems. We first determine the subcarrier allocation and derive the power allocation 
by BPA algorithm based on water filling.  

As to subcarrier allocation, a straightforward approach is to assign the subcarrier to 
the user which has the best channel quality. This allocation strategy is easy to imple-
ment and sometimes can lead satisfactory results, however it’s not fair to the users 
whose channel quality are generally poor across all subcarriers. To balance high EE 
and computational complexity, [5] proposes MDSA which maximizes the minimum 
single-user EE. Numerical results show that the EE obtained by MDSA is close to that 
of the optimal solution. However, in MDSA, every user’s circuit power factor needs 
to be solved, while the problem of solving circuit power factors is a multivariable and 
multi-constrained nonlinear optimization problem. The procedure increases the com-
putational complexity and the circuit power factors need to be resolved once channel 
states change, which makes MDSA impractical in reality world.  

For the network without guarantee of QoS, simulations have shown that the best 
CQI subcarrier allocation scheme can achieve the network EE which is very close to 
the optimal solution and the scheme takes very low complexity. In the situation with 
QoS, a promising solution is to readjust the subcarrier allocation obtained by best 
CQI, which can approach the optimal EE with low computational complexity. Based 
on this, we propose the BCSA algorithm which mainly readjusts the subcarriers be-
tween the highest EE UE and the lowest EE UE to achieve higher network EE. The 
EE of single UE is defined as 

k
EE,k N

N k,nn 1
k,n cn 1

R

p P
N
=

=

η =
ρ

ζ +
                          (4) 

Where kR  is the total data rate for user k across the allocated subcarriers. The al-

gorithm in detail is sketched in table 1. It starts by normalizing the CNR and deter-
mining the number of subcarriers allocated to each UE, which is shown from line 1 to 
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line 2. The original subcarrier allocation is determined by choosing the best quality 
channel, which is described from line 3 to line 10. We readjust the subcarrier alloca-
tion between the highest EE UE and the lowest EE UE to improve the total network 
EE, which is illustrated from line 11 to line 13. 

Table 1. Best channel state subcarrier adjustment (bcsa) algorithm  

Algorithm   BCSA 

Input:  k,n K NK N ××
 ρ ←  0ρ = , k,n K N

CNR
×

 = γ  , cP , ζ  

k,min{R k }∀ ∈ , M < N   

Output: k,n K N×
 ρ ρ =  
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7.       Else 

8.           * *

*
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0γ = ; 

9.       End 
10. End 
11. Using single-user water filling [5] to obtain power allocation k,np and 

data rate kR  for user k. According to (1a) and (4) to get the network 

EE EEη , and the EE for user k EE,kη .  

12. ; ;  
13. Repeat 

1 EE,k
k
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Table 1. (continued) 
 

Using single-user water filling to obtain power allocation
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End 
M M 1← − ; 

   Until M = 0;     
 

 
Compared with MDSA algorithm, we don’t calculate the power factor kα  [5] for 

each UE in BCSA algorithm. The complexity of the MDSA algorithm is roughly 
( )2/OL OLN K N Nδ + times of water-filling, while ( )2/OLN K δ  is for the calcula-

tion of kα  and ( )OLN N  is for the subcarrier allocation. The complexity of BCSA 

algorithm is roughly ( )OLN M  where M is less than N and determined as a quarter 

of N in the following simulation. Obviously the complexity of BCSA is greatly less 
than that of MDSA.   

After the subcarrier allocation is determined, we tackle the power allocation. As 
proved about problem (1) in [5], when ρ  is fixed, EEη is continuously differentiable 

and strictly quasiconcave in P, and can be easily obtained by the proposed algorithm 
which is named bisection-based power adaptation (BPA). Finally, the resource alloca-
tion is finished. 

4 Performance Comparing  

In this section, we use MATLAB to present simulation results to verify the benefit of 
BCSA compared with MDSA. We also simulate the PFB (Proportional Fairness Sched-
uling) algorithm which similarly determines the number of subcarriers allocated to each 
user and assigns every subcarrier to the user of best channel quality. In our simulation, 
the bandwidth of each subcarrier is 15kHz and the circuit power is 10W. For the down-
link transmission, there are four UEs each with the same minimum rate requirement of 
100 kbps. We assume that the drain efficiency of power amplifier is 38%. 

The model of the wireless channel includes the distance dependent path loss, shad-
owing fading and small scale fading. The simulation parameters in detail are listed in 
Table 2. 
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Table 2. Simulation Parameter 

Parameter Setting

Number of users 4 
Circuit power  
Number of subcarriers 
Bandwidth of subcarrier 
Shadowing standard deviation 
Small scale fading distribution  
Thermal noise spectral density  
Minimum rate requirement  
Drain efficiency of power  

10W 
<72 
15kHz 
7dB 
Rayleigh distribution 
-174 dB/Hz 
100kbps 

0.38 

 
To verify when ρ  is fixed, EEη  is strictly quasiconcave in P, We determine ρ  

by allocating the subcarrier to the user whose channel quality is the best. Figure 2 
shows the relationship between EEη  and total consumed power P with different cir-

cuit power. From it, we can see that EEη  is strictly quasiconcave in P even the circuit 

power is different and the network EE increases as the circuit power decreases. 
Similarly, Figure 3 shows the relationship between EEη  and total consumed power 

P with different number of total subcarriers. It shows that EEη  is strictly 
quasiconcave in P even the number of subcarriers is different and the network EE 
increases as the number of total subcarriers increases. 

Figure 4 compares the EE of algorithm MDSA, PFB and BCSA. From it, we can 
see that the EE of BCSA is higher than that of PFB, which is obvious as PFB is just 
similar with part of BCSA without the procedure of readjusting the subcarrier alloca-
tion. The EE of BCSA is a little lower than that of MDSA, sometimes even higher 
when the number of subcarriers is small. 

Figure 5 plots the throughput corresponding to the EE in figure 4. We can find that 
the throughput of BCSA and MDSA are higher than that of PFB, while the throughput 
of BCSA is nearly close to that of MDSA. When the number of subcarriers is not 
large, the throughput of BCSA is higher than that of MDSA. 

Like figure 5, Figure 6 plots the transmitted power corresponding to the EE in fig-
ure 4. It indicates that PFB consumes more power than MDSA and BCSA, while 
MDSA consumes less power than BCSA. 

Figure 7 compares the CPU running time of the three algorithms. Compared with 
the left graph in the figure, in the right graph the CPU running time of MDSA doesn’t 
include the time to calculate each user’s circuit power factor. We can see that MDSA 
takes greatly more time than the other two algorithms so that it’s impractical to im-
plement in reality world. MDSA consumes the most time in the three algorithms even 
the time used to calculate factors is removed. It is easy to understand that PFB is less 
than BCSA as PFB is similar with part of BCSA. Compared with MDSA, BCSA 
consumes greatly less CPU running time.  
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Fig. 2. Energy Efficiency-total translated Power 
relationship with Pc=10W, Pc=15W, Pc=20W, 
respectively. The number of subcarriers is 7. 

Fig. 3. Energy Efficiency-total translated 
Power relationship with N=7, N=32, N=64, 
respectively. The circuit power is 10W.  

Fig. 4. Comparing of the EE for three algo-
rithms as the number of subcarriers changes  

Fig. 5. Comparing of the network total rate for 
three algorithms as the number of subcarriers 
changes 

 

Fig. 6. Comparing of the transmitted power 
for three algorithms as the number of subcar-
riers changes 

Fig. 7. Comparing of the CPU running time 
for three algorithms. The CPU is Intel(R) 
Core(TM)2 Duo CPU E7500 @2.94G. 
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5 Conclusion 

This paper studies the energy-efficient resource allocation in downlink OFDMA wire-
less network. Although the subcarrier allocation MDSA algorithm achieves the close 
performance to the optimal EE of the network, but it takes impractical computational 
time to operate. To reduce the computational complexity, we propose the subcarrier 
allocation algorithm BCSA, which readjusts the subcarrier allocation in terms of the 
best channel quality. Simulation results show that the proposed algorithm with low 
complexity can achieve significant improvement on CPU execution time as well as 
the comparable EE of network with respect to the MDSA scheme. 
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Abstract. In the era of cloud and mobile social computing, a plethora
of mobile applications demand mobile stations (MSs) seamlessly interact
with the cloud anyplace in a real-time fashion. The mobility character-
istic may cause a service on MS to be migrated between different Data
Centers (DC); otherwise, a packet delay is increased due to the fact
that a considerable geographical distance between MS and serving DC.
With a current networking architecture, IP address of either MS or vir-
tual machine (VM) is changed because of the VM migration, and an IP
session between two peers is released and the service is disrupted as a
result. In this paper, we leverage the emerging Content Centric Network-
ing (CCN) as a straightforward solution to these issues. Based on unique
content name identification, instead of IP address, service migration can
be continuous. Furthermore, a seamless service migration framework is
proposed to conduct the user’s service request to the optimal DC, which
satisfies user requirements, minimizes the network usage and ensures
application Quality of Experience (QoE).

Keywords: Data Center · Cloud Computing · Virtual Machine Migra-
tion · Content Centric Networking

1 Introduction

Virtualization technology provides a better way to utilize computation resources,
improve scalability, reliability and availability while decrease operation costs.
With a huge number of advantages, virtualization technology is gaining more
and more interest in high-performance computing.

A hardware virtualization technique allows multiple operating systems as
known as virtual machines (VM) to run on a single cluster of physical hard-
ware. The visualization hides underlying computing system and presents an
abstract computing platform by using a hypervisor (or virtual machine man-
ager) [1]. In data center (DC), the number of physical machines can be reduced
by using virtualization that consolidates virtual appliances into shared servers,
which help to improve the efficiency of Information Technology (IT) systems.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 261–270, 2014.
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Virtual appliances are virtual machine images containing everything needed to
run a particular task (operating system, databases, configuration, software, etc.)
that can be used as a “black box”. Obviously, it allows multiple virtual machines
to be run on a single physical machine in order to provide more capability and
increase the utilization level of the hardware.

Virtual machine (VM) migration is another important technique that always
accompanies with the virtualization technology. Migration of VMs is a useful
capability of virtualizing clusters and data centers. VM migration supports for
the VM to be moved between physical machines (e.g. between two servers in the
same DC) as known as live VM migration technique. Hence, the flexible man-
agement of available physical resources by making load balance and maintaining
the infrastructure are easy to be done by VM migration and do not affect to
available applications located on. VM migration is expected to be fast and VM
service degradation is also expected to be low or even non-interruption during
migration. In some previous works, the envision of VM migration occurs within
internal DC and the VM needs to reserve the IP address [2,3]. However, it is a
great challenge to migrate a VM to a different DC, as routine network operations
would not allow non-continuous IP assignment.

It should be noted that VM migrates between different DCs only when all
DCs are running the same hypervisor platform. Normally, cloud provider dis-
tributes many DCs in the large scale due to the growing business or other feasi-
ble condition when all DCs are handled by the same cloud provider [4]. In this
paper, leveraging the emerging Content Centric Networking (CCN) strategy,
we propose a novel method to support the VM migration without any service
interruption. Specifically, communication with VM is identified via the name of
the service running on it instead of IP address. The routing is found by the
service name. In this way, services and VMs are decouple from their locations.
Under framework proposed, our research focuses on designing a VM migration
protocol between DCs and optimizing the Quality of Experiment (QoE). Fur-
thermore, communications are expected to provide ubiquitous connectivity and
continuously between machines and humans with Seamless servIce MigratiON
(SIMON), instead of human intervention [5].

The remainder of this paper is organized as follows. In Section 2, we give the
motivation and problem statement. Section 3 introduces the proposed seamless
service migration framework. Section 4 portrays the envisioned network archi-
tecture of the simulation setup and introduces and discusses simulation results.
Finally, Section 5 concludes this paper.

2 Motivation and Problem Statement

Cloud computing has been greatly developed in the IT market in recent years.
With the multiple advantages and features, cloud computing supports a wide
range of services, and the cloud provider upgrades its network by expanding a
number of DCs. Thus, DCs are distributed over a wide area network (WAN) to
cope with the growing number of business and users.
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Cloud Provider

DC-1 DC-2 DC-3

AP-1 AP-2 AP-3 AP-4 AP-5 AP-6

User Moving direction

Location-1 Location-2 Location-3

Router/
Gateway

Subnetwork_1 Subnetwork_2 Subnetwork_3

Fig. 1. Distributed Data Center

Fig. 1 presents three separate DCs under the same cloud provider that are
geographically distributed and interconnected by the IP backbone network. In
general, users in the location-1 access to the service running on DC-1. However,
when a user moves to the location-2, it is likely that the user accesses to the
subnetwork-2 but still uses the service on DC-1 in location-1 which is far from
the user. The longer distance between the user and the appropriate VM, the
more communication resources consume. Furthermore, it results in high packet
latency and poor Quality of Experience (QoE). This intuitively results in an
inefficient connectivity service caused by the absence of an optimal end-to-end
connectivity. Therefore, there are following challenges.

– What is the suitable time to request for the optimal VM? Which entity can
take a role to find out the optimal VM? And how to find out the optimal VM?

– Suppose that the user had enough information about the optimal VM, then
VM is need to migrate. With the current network operation based on IP
address, the IP address changing on VM will cause the IP session between
user and VM being released.

This paper proposes a solution that address all these issues, defining a seam-
less service framework that interworks between a distributed DCs. Hereunder,
the key feature of the proposed solution is to replace IP address connection by
service/data identification in the context of Content Centric Networking (CCN).

3 Seamless Service Migration Framework

In this section, we consider a network topology showed in Fig.1 and we add a
new component named Controller as illustrated in Fig.2. The controller can be
an independent entity, or a software embedded into DCs [6,7].
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Cloud Provider
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d(DC[1],AP[3])

d(DC[2],AP[3])

d(DC[3],AP[3])

Fig. 2. Controller entity

In this paper, we focus on how to minimize a geographically distance between
a mobile station (MS) and the optimal DC. Let d(DC[i]AP [j]) denote the dis-
tance between DC i and Access Point (AP) j, the controller can select the optimal
DC k for AP j based on Equation (1) and (2).

d(DC[i]AP [j]) =
√

(XDC[i] − XAP [j])2 + (YDC[i] − YAP [j])2 (1)

kj = argmin{d(DC[i]AP [j]),∀i = 1, ..., N} (2)

Functions of the controller include:

– Collecting and updating position, eg. latitude and longitude, of all DCs
within a cloud provider.

– Pointing out the optimal VM to the MS based on the minimum distance
location between the MS and the DC.

– Decision and management for VM migration between DCs.

By leveraging the concept of CCN [8], we replace IP address by content name
identification. A specific application designed for CCN strategy is installed on
MS, AP and DC. CCN is not only a theoretical strategy but also a capable of
the real-life implementation. Indeed, many projects and prototypes have been
implemented with CCN successfully [9–12]. CCN decouples location from iden-
tity and communication, and enables continuous communication in dynamic net-
work environment. In CCN, the MS can switch to other network and continue to
reserve former session or service regardless IP address. The service is identified
by a location-independent unique name instead of the network address. There-
fore, the MS can access the service without awareness about the allocation and
migration of VMs.

Fig.3 shows the flow of messages and procedures carried out to establish a
service session migrated to a different DC. In the initial state, DCs update their
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Fig. 3. Flowchart for the procedure of service migration

positions to the controller, which is confirmed by an acknowledgment (ACK)
packet. A MS stays within the coverage of a radio station of AP-1. After con-
nected successfully, the MS sends a trigger location packet to the controller.
Based on the current location of the MS and a table of DCs’ location, the con-
troller selects the appropriate DC (as known as DC-1 in this example) and
establishes a service session between MS and DC-1. As a default, we suppose
that the service application for the MS is available on the DC-1.

In the second state, during the mobility of the MS, the MS becomes aware
of either non-available AP or new AP service set identification (SSID). When
connecting to a different AP, the MS will send a trigger location packet to the
controller. Once the controller finds that the service is not available at DC-2,
the service should be migrated from DC-1 to the optimal DC-2. Then a service
session will be established between the MS and DC-2. In spite of a change in the
IP address of both the MS and DC server, the service session continues without
being torn down as all request and content are identified by the unique name.
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Fig. 4. Network simulation

4 Simulation and Results

To evaluate the performance of proposed service migration framework, we imple-
mented CCN strategy and conducted simulations using the OPNET Modeler
16.0 [13,14]. In the simulations, CCN is overlayed over the IP layer. Indeed, we
integrated the CCN processing modules into all network elements, such as MS,
AP, routers, servers and IP Cloud.

4.1 Network Simulation

Fig.4 is a network simulation to demonstrate a procedure of the service migration
in DC. There are three separate areas connected to IP core, which makes some
delay for each packet passed through, e.g. constant distribution 0.01s. Each area
includes one AP and one server. It should be noted that the server presents one
or more VM servers.

In order to clarify the procedure of service migration in this scenario, there
is only one MS moving from area-1 to area-2 and area-3. The trajectory of this
MS is presented in Table 1. And Table 2 shows all the simulation parameters.

4.2 Simulation Results

Fig. 5 illustrates the status connectivity of the MS to APs and the time stamp
tracking for using optimal server. Because of the mobility of the MS, it connects
to APs with the SSID 1; 2; 3 respectively, while the SSID −1 indicates that non-
AP is available. In the dashed line, the value one indicates that MS currently
uses the optimal server and the value zero indicates that the MS is waiting for
VM migration while it continues using non-optimal server.
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Table 1. Trajectory of the MS

(X;Y) (m) Distance
(m)

Traverse
time (s)

Ground
speed
(km/h)

Wait
time
(s)

Accom.
time (s)

(0;0) n/a n/a n/a 1800 1800

(6200;64) 6200 558 40 1800 4158

(10291;4774) 6239 561 40 1800 6519

Table 2. Simulation parameters

Element Attribute Value

Link between Gateway OC-24 data rate

WAN Link for Switch,AP and server 1000 BaseX

IP core latency Constant 10ms

Wireless interface IEEE802.11g

CCN directory ccn://epic lab/myVM i

CCN IntPk interval 50ms

IntPk size 32B

DataPk size 1500B

VM VM size 1GB

VM transfer rate 12.106bps

Fig. 6(a) presents for the Round Trip Time (RTT) and data bit rate received
by the MS. In Fig. 6(a), when the MS uses the optimal server, the RTT reaches
a minimum delay because of the shortest distance between the MS and optimal
server. However, as waiting for VM migration, the MS must continue using non-
optimal server. As shown in Fig. 4 about network simulation, when the MS is not
in the same area with its serving server, the IntPk and DataPk go through IP
Core and got some delay. Therefore, Fig. 6(a) clearly shows that RTT in-case-of
non-optimal server is greater than RTT in-case-of optimal server about 0.02s.

Fig. 6(a) also illustrates the seamless VM migration in the context of CCN.
Typically, the IP-connection will be dropped down when either source’s or desti-
nation’s IP are changed. Leverage from the concept of CCN, the data conversa-
tion is based on unique name of content and CCN supports well for the mobility
of both producers and consumers.

Fig. 6(b) illustrates a traffic transmission between DCs caused by VM migra-
tion. In this simulation, we support that the size of a VM is 1GB and be trans-
ferred with a constant rate (12.106bps). Hence, it takes about 716s to complete
transfer the VM. It also means that the MS keeps an former conversation with
the un-optimal server within the first 716s until moving on the optimal server
during the service migration.
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Fig. 6. Simulation results for one MS

4.3 Evaluation

In order to evaluate the performance of our proposed framework, we expand
the simulation by increasing the number of MSs up to 10. Moreover, we make a
comparison between two mechanisms: with and without VM migration. Each MS
occupies a separate VM in the server and distinguished by the name of content,
(e.g. ccn : //epic lab/myVM [i]), where i refers to the identification of MS. The
increasing number of MSs will affect most of simulation results, e.g. RTT and
total VM migration traffic.

Fig. 7(a) shows a big gap of RTT between these two mechanisms. Obviously,
without service migration, the RTT will increase as along as the MS is moving. In
the contrary, with service migration, the MS does not only get the data latency
delay because of a long communication, but also gets extra data latency because
of the data burst caused by transferring VM traffic between servers.
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Fig. 7. Simulation results for 10 MSs in two scenarios

Finally, Fig. 7(b) illustrates the VM traffic rate sent and received by servers.
In this scenario, all MSs have different services and each MS occupies one VM in
the server. Moreover, all MSs have the same trajectory, so their service migration
consume the same time.

5 Conclusion

In this paper, we investigate the challenges of seamless VM migration for DC.
Then we introduce the framework supports continuity and QoE of mobile client
with seamless service migration. It is considered that CCN strategy can be
overlayed on any kind of network transmission (e.g. Internet layer is the most
popular). Hence, the framework is thus highly feasible, practical, and standards-
compliant without any major complexity being added to the current network
architecture.
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Abstract. We present the design and experiments from a testbed imple-
mentation of multi-source mobile video streaming that combines three
mechanisms: 1) load balancing among different paths from multiple
sources, 2) resilience to link and server failures, and 3) enhanced offload-
ing by exploiting mobility and throughput prediction to prefetch video
data in caches located at hotspots that the mobile will encounter. Our
testbed consists of an Android mobile video streaming client that can
utilize both cellular and Wi-Fi interfaces and request different parts of a
video from different servers, a server that accepts client requests for parts
of a video, and a cache server that accepts client requests to proactively
fetch parts of a video so that they are immediately available when the
mobile client enters the cache server’s hotspot.

1 Introduction

A major trend in mobile networks over the last few years is the exponential
increase of powerful mobile devices, such as smartphones and tablets, with mul-
tiple heterogeneous wireless interfaces that include 3G/4G/LTE and Wi-Fi. The
proliferation of such devices has resulted in a skyrocketing growth of mobile traf-
fic, which in 2013 grew 81%, becoming nearly 18-times the global Internet traffic
in 2000, and is expected to grow 10-fold from 2013 until 20181. Moreover, mobile
video traffic was 53% of the total traffic by the end of 2013 and is expected to
be over two-thirds of the world’s mobile data traffic by 2018. The increase of
video traffic will further intensify the strain on cellular networks, hence reliable
and efficient support for video traffic in future networks will be paramount.

Efficient support for video streaming in future mobile environments, in terms
of both network resource utilization and energy consumption, will require

This research has been co-financed by the European Union (European Social Fund-
ESF) and Greek national funds through the Operational Program “Education and
Lifelong Learning” of the National Strategic Reference Framework (NSRF)-Research
Funding Program: Aristeia II/I-CAN.
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integration of heterogeneous wireless technologies with complementary char-
acteristics; this includes cellular networks with wide-area coverage and Wi-Fi
hotspots with high throughput and energy efficient data transfer. Indeed, the
industry has already verified the significance of mobile data offloading to exploit
fixed broadband and Wi-Fi technology: globally, 33% of total mobile data traffic
was offloaded onto Wi-Fi networks or femtocells in 20121.

The contribution of this paper is to present the design and experiments from
the testbed implementation of a system for multi-source mobile video streaming
that combines functions for load balancing and fault tolerance, in addition to
implementing an innovative procedure for enhanced mobile data offloading that
utilizes mobility and throughput prediction to prefetch video data in local caches
at hotspots that a mobile will encounter. Indeed, prior work has verified that
mobility and throughput prediction is possible; this paper is not concerned with
developing a system for such prediction, but rather focuses on an actual imple-
mentation of mechanisms that exploit such prediction. The work in this paper is
different from our previous work in [11,13] that considers mobile data offloading
for delay tolerant traffic, which requires transferring a file within a time thresh-
old, and delay sensitive traffic, which requires minimizing the file transfer time;
unlike these traffic types, video streaming requires a continuous transfer of video
data to avoid impact on a user’s QoE (Quality of Experience), thus necessitates
a totally different prefetching procedure and evaluation. Also, unlike [12] which
contains trace-driven simulation, here we focus on the design and experiments
from an actual implementation of enhanced offloading using prefetching, which
is combined with mechanisms for load balancing and fault tolerance.

The rest of the paper is structured as follows: In Section 2 we present related
work. In Section 3 we present the design of the multi-source mobile video stream-
ing system and in Section 4 we present the mechanisms for load balancing, fault
tolerance, and enhanced offloading using prefetching. In Section 5 we present
experiments that illustrate the behavior of the system and the gains in terms of
increased mobile data offloading and improved QoE.

2 Related Work

Prior work has demonstrated bandwidth predictability for both cellular networks
[16] and Wi-Fi [7]. Bandwidth prediction for improving video streaming is inves-
tigated in [4,17], and for client-side pre-buffering to improve video streaming in
[10]. The work in [4,10,17] focuses on cellular networks, whereas we consider
integrated cellular and Wi-Fi networks. Moreover, our goal is not to develop a
new system for mobility and bandwidth prediction, but to exploit such prediction
to prefetch data in order to improve mobile video streaming.

Multi-source video streaming for improving robustness in mobile ad hoc net-
works is investigated in [9], which focuses on video and channel coding. The work
in [2] investigates joint routing and rate allocation for multi-source video stream-
ing in wireless mesh networks. Load balancing over multiple radio interfaces is
investigated in [3], which focuses on client-side scheduling. [14] investigates load
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Fig. 1. The system architecture consists of an Android multi-source mobile video
streaming client, video servers, and local hotspot caches for prefetching video data

balancing by probabilistically splitting a video flow across multiple radio inter-
faces based on video transmission patterns. The adaptation of P2P techniques
for multi-source video streaming to Android clients is investigated in [8].

The feasibility of using prediction for prefetching is investigated in [1], which
however does not propose or evaluate specific prefetching algorithms. Prefetching
for improving video file delivery in cellular femtocell networks is investigated in
[5], and to reduce the peak load of mobile networks by offloading traffic to Wi-Fi
hotspots in [6]. Our work differs from the above work on multi-source streaming
and prefetching in that it presents an actual testbed implementation of multi-
source mobile video streaming that combines mechanisms for load balancing,
fault tolerance, and an innovative procedure for prefetching video data in Wi-Fi
hotspots that the mobile will encounter in order to improve video streaming.

3 System Design

The system consists of i) an Android client running in a mobile device that
can playback a video while streaming different parts of the video from multiple
servers, ii) video servers that accept requests for parts (chunks) of a video, and
iii) caches located in Wi-Fi hotspots that accept requests from mobile clients to
prefetch chunks of a video from a remote server, Figure 1. Next we describe in
more detail each of these three entities.

The multi-source mobile video streaming client contains all the intelligence
for downloading parts of a video file from multiple servers. In particular, the
video streaming client implements the following three procedures:

– load balancing: the client measures the throughput that it receives data
from different video servers, and adjusts the number of video chunks that it
requests from each server based on the measured throughput.
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Fig. 2. Android multi-source mobile video streaming client design

– fault tolerance: the client can detect when a server or the path from a server
is down, and request video chunks from another available server.

– enhanced offloading with prefetching: the client exploits mobility and through-
put prediction to send to local caches in hotspots that it will encounter requests
to prefetch parts of the video, so that they are immediately available when the
mobile device connects to these hotspots.

The high-level design of the multi-source video client is shown in Figure 2.
The download manager obtains mobility and throughput prediction information,
based on which it instructs a local cache in the Wi-Fi hotspot that the mobile will
encounter to prefetch video data. The video is segmented into multiple chunks
that are contained in separate files. Each chunk is transferred to the mobile client
through a separate TCP connection; this is performed by the downloader mod-
ules, Figure 2, where each downloader is responsible for transferring video data
from a particular server. Such an approach for TCP-based video streaming, by
breaking the video into multiple chunks, is used in the MPEG-DASH standard.
However, we did not use the MPEG-DASH video standard because at the time of
our implementation there was no stable MPEG-DASH video player for Android.
Nevertheless, the design of the multi-source mobile video streaming client and
the procedures implementing the aforementioned functionality are independent
of the details of the protocol used for transferring video chunks.

To download video from multiple servers, the mobile client needs to know
the IP addresses of these video servers, which can be included in the mobility
prediction information or in metadata files such as MPEG-DASH’s Media Pre-
sentation Description (MPD). Alternatively, knowledge of the video servers’ IP
addresses is not necessary in Information-Centric Network (ICN) architectures,
where users request content based on the name for the content [15].

Unlike the multi-source mobile video streaming client which implements
load balancing, fault tolerance, and prefetching, the video server simply accepts
requests for video chunks, which are stored locally in separate files. Cache servers
located in Wi-Fi hotspots are involved in video transfer only when prefetching is
used. The advantages of prefetching are that transferring video data from a local
hotspot cache can fully utilize the Wi-Fi throughput, which is typically higher
than the backhaul throughput that connects the hotspot to the Internet. If the
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video is not prefetched, then the amount of video data transferred through the
Wi-Fi hotspot is constrained by the available backhaul throughput.

4 Mechanisms

In this section we describe in more detail the three mechanisms implemented in
the multi-source mobile video streaming client.

4.1 Load Balancing

This mechanism balances the load among the available servers, based on the
throughput from each server. Specifically, the transfer of a video file occurs in
rounds. In each round a specific number of video chunks C are transferred, which
depends on the video playout rate Rplayout and the chunk size S. In particular,
the number of chunks C should satisfy C ·S ≥ Rplayout ·T, where T is the time for
transferring C chunks, and depends on the number of servers and the throughput
from each server. Let ri be the throughput from video server i measured in one
round. If N is the number of servers, then the number of chunks ci transferred
from server i in the next round is given by

ci =
ri∑N
j=1 rj

C for i = 1, ..., N − 1 and cN = C −
N−1∑
i=1

ci .

The throughput from each video server is measured by the downloaders, whereas
the calculation of the number of video chunks that are requested from each server
is performed in the download manager, Figure 2.

4.2 Fault Tolerance

The fault tolerance mechanism detects when a video server or a path from a
server is down, in which case it downloads video chunks from an alternative
server. Detection of a server or path fault is performed by the downloaders based
on both a timeout (set to 50 milliseconds) for creating a new TCP connection and
a broken TCP connection. Moreover, to handle the case of transient failures, the
client periodically requests video data from a server that was previously down,
allowing it to detect when the server becomes operational again.

4.3 Enhanced Offloading with Prefetching

Mobility prediction provides knowledge of how many Wi-Fi hotspots a mobile
will encounter, when they will be encountered, and for how long the node will
be in each hotspot’s range. In addition to this mobility information, we assume
that information on the estimated throughput in the Wi-Fi hotspots and the
cellular network is also available; for the former, the information includes both
the throughput for transferring data from a remote location, e.g., through an
ADSL backhaul, and the throughput for transferring data from a local cache.
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The procedure to exploit mobility and throughput prediction for prefetching
is shown in Algorithm 1, which is implemented in the download manager of
the multi-source mobile video streaming client. The algorithm extends the one
investigated using trace-driven simulation in [12], by exploiting knowledge of
the video buffer playout rate to reduce the throughput which it downloads video
data over the mobile network. The procedure defines the mobile’s actions when
it exits a Wi-Fi hotspot, hence has only mobile access (Line 9), and when it
enters a Wi-Fi hotspot (Line 14). Mobility and throughput prediction allows
the mobile to determine when it will encounter the next Wi-Fi hotspot that
has higher throughput than the cellular network’s throughput. From the time to
reach the next hotspot and the average video buffer playout rate, the mobile can
estimate the position that the video stream is expected to reach (CurrentPosition
+ Offset) when it arrives at the next Wi-Fi hotspot (Line 10). It then sends a
request to the cache in the next hotspot it will encounter to start caching video
data from that position (Line 11). The video buffer playout rate is also used to
estimate the throughput at which it should download video data while in the
mobile network (Line 12).

Algorithm 1. Using mobility and throughput prediction to prefetch video data
1: Variables:
2: Rplayout: average video buffer playout rate
3: Tnext Wi-Fi: average time until node enters range of next Wi-Fi
4: CurrentPosition: current position of video stream
5: Offset: estimated offset of video stream when node enters next Wi-Fi hotspot
6: B: amount of video data in buffer
7: RateMobile: rate at which video is downloaded from mobile network
8: Algorithm:
9: if node exits Wi-Fi hotspot then

10: Offset ← Rplayout · Tnext Wi-Fi
11: Start caching video stream in next Wi-Fi starting from CurrentPosition + Offset
12: RateMobile ← Rplayout − B

Tnext WiFi
13: Download video data from mobile network with rate RateMobile
14: else if node enters Wi-Fi hotspot then
15: Transfer video data that has not been received up to Offset from original location
16: Transfer video data from local cache
17: Use remaining time in Wi-Fi hotspot to transfer video data from original location
18: end if

When the node enters a Wi-Fi hotspot, it might be missing some portion of
the video stream up to the offset from which data was cached in the hotspot; this
can occur if, due to time variations, the node reaches the Wi-Fi hotspot earlier
than the time it had initially estimated. In this case, the missing data needs to
be transferred from the video’s original remote location (Line 15), through the
hotspot’s backhaul link. Also, the amount of data cached in the Wi-Fi hotspot
can be smaller than the amount the node could download within the time it is in
the hotspot’s range. In this case, the node uses its remaining time in the Wi-Fi
hotspot to transfer data, as above, from the video’s original location (Line 17).
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5 Experiments

In this section we present experimental results that illustrate the load balancing
and resilience mechanisms and the performance gains of enhanced offloading with
prefetching, in terms of a higher percentage of offloaded traffic and improved
Quality of Experience (QoE), expressed through the reduced number of video
pauses (or stalls). Our goal also includes demonstrating the flexibility provided
by combining an actual multi-source mobile video streaming implementation
with mobility emulation, in terms of time-varying connectivity type (mobile or
Wi-Fi) and throughput, to execute experiments with different throughput values
and different hotspot configurations.

5.1 Experiment Setup

In the beginning of each experiment the mobile client obtains a description of
the experiment scenario in an XML (Extended Markup Language) file. The file
specifies the mobile’s connectivity, e.g. Wi-Fi or cellular, for different segments
and the IP addresses of the video servers and caches (in the case of prefetching);
the connectivity segments are specified by their starting time. Essentially, the
scenario description file allows us to emulate the device’s mobility, in terms of
different connectivity scenarios, in addition to different maximum download rates
for the mobile, Wi-Fi, and ADSL backhaul link; the latter is performed using the
wondershaper network traffic shaping tool. The above mobility (in terms of time-
varying connectivity type) and throughput emulation provides the necessary
flexibility to perform experiments with a range of parameters and assess the
performance of the system in scenarios with a different number, location, and
throughput of Wi-Fi hotspots. Finally, our testbed implementation can support
scenarios where both the mobile and WiFi interface are used simultaneously;
this is achieved with the tethering feature of Android devices, which allows both
the mobile and Wi-Fi interface to be simultaneously active.

The video used in the experiments was a 596 second clip from Big Buck
Bunny, encoded at 1280x720 and with an average rate of approximately
1.65 Mbps. The video was segmented into 1229 chunks, each with size approxi-
mately 97 KBytes. In the experiments the multi-source mobile video streaming
client was running on a Galaxy S2 smartphone with Android 4.0.4. The video
and cache servers were running on two virtual machines with Ubuntu 13.10,
executed in a workstation with VirtualBox 4.3.6.

5.2 Results

Load Balancing: Figure 3(a) shows the download throughput when video is
streamed from two servers. Initially, the maximum throughput from each server
is 1 and 3 Mbps. At approximately 40 seconds the maximum downlink rate from
each server becomes 2 Mbps, and the achieved download throughput from both
servers approaches this value. Of course, throughout the experiment the video
is played back without any pauses (stalls).
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Fault Tolerance: Figure 3(b) shows the download throughput from two servers.
Initially, the load is balanced among the two servers. At approximately 40 sec-
onds the second server falls and the download throughput from the first server
increases. Later, at time 65 seconds the second server becomes available again
and the load is again equally distributed between the two servers.
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Fig. 3. Load balancing and fault tolerance

Enhanced Offloading with Prefetching: The next set of experiments show
the performance gains that can be achieved with prefetching, in terms of the
increased percentage of offloaded traffic and the improved video QoE through
the reduction of the number of frame pauses (stalls). By default each experiment
involves a total of 6 Wi-Fi hotspots, which the mobile encounters at time 0, 100,
200, 300, 400, and 500 seconds. The mobile is able to download video data
in each hotspot for a duration of 20 seconds; note that prefetching cannot be
performed in the first hotspot, since the experiments begin when the mobile is
already in the first hotspot. We also assume that there is some randomness in
the time a hotspot is encountered and in the maximum download throughput
in each segment. The default variability of the time and throughput is 2% and
5%, respectively, while we also present results for different variabilities. A 5%
variability for throughput 1 Mbps means that the actual throughput is randomly
selected from the interval [950, 1050] Mbps, hence there is a mismatch between
predicted and actual throughput. The graphs in this section show the average
of five runs and the corresponding 95% confidence interval.

Percentage of offloaded traffic: Figure 4(a) shows the percentage of video traffic
offloaded to Wi-Fi for three schemes: 1) no prefetching (i.e., when the mobile
enters a hotspot the video is downloaded from a remote server using the max-
imum ADSL bauckhaul throughput), 2) prefetching and downloading of video
data over the mobile network at the maximum rate, and 3) prefetching and
downloading video data over the mobile network at a smaller rate, Algorithm 1.
Observe that the percentage of offloaded traffic with prefetching increases when
the Wi-Fi throughput increases, verifying that prefetching can utilize the higher
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Wi-Fi throughput; on the other hand, without prefetching the percentage of
offloading is independent of the Wi-Fi throughput, since the ADSL backhaul
is the bottleneck. Also, a higher percentage of offloading is achieved with pre-
fetching and reduction of the mobile throughput. Note that maximum offloading
percentage is approximately 85%, since the video data transferred in the second
mobile segment, which is approximately 15%, cannot be offloaded.

Figure 4(b) shows the percentage of offloading for a different number of
hotspots: 4 hotspots located at times 0, 100, 300, and 500 seconds, and 3 hotspots
located at times 0, 100, and 300 seconds. More hotspots allow a higher per-
centage of offloading. Also, note that the two prefetching schemes achieve the
same offloading for 3 hotspots; this occurs because when the number of hotspots
is small, prefetching fully utilizes the available Wi-Fi throughput, hence Algo-
rithm 1 uses the maximum mobile throughput. In general, the offloading gains
depend on the location and duration of connectivity in hotspots. Moreover,
higher values of the time variation (up to 10%) and throughput variation (up
to 20%) yielded similar offloading results and are not included due to space
constraints.

(a) Wi-Fi throughput, 6 hotspots (b) # of hotspots, RWi-Fi = 8 Mbps

Fig. 4. Mobile video data offloading. Rmobile = 2 Mbps, Radsl = 3 Mbps.

Improved video QoE: Next we investigate the improved QoE that can be achieved
with prefetching, in terms of fewer video frame pauses. Figure 5 shows that the
gains in terms of fewer pauses is higher when the mobile throughput is smaller;
this is expected since more frame pauses occur when the mobile throughput
is smaller, which is when the higher throughput of Wi-Fi can be utilized with
prefetching to download more video data and avoid frame pauses; on the other
hand, when prefetching is not used, while in a hotspot the video downloading
rate is constrained by the ADSL throughput. Note that in the scenarios of this
subsection traffic is downloaded over the mobile network using the maximum
throughput, hence we do not differentiate between the two prefetching schemes
considered in the previous subsection.

Influence of time and throughput variability: Figures 6(a) and 6(b) show the QoE
for different time and throughput variabilities, respectively; these figures show
that the variance of the measured pauses increases with higher variability, but
prefetching still achieves fewer frame pauses.
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(a) Mobile throughput, 6 hotspots (b) # of hotspots, Rmobile = 1.2 Mbps

Fig. 5. Mobile data QoE. RWi-Fi = 8 Mbps, Radsl = 3 Mbps.

(a) Time (b) Throughput

Fig. 6. Influence of time and throughput variability. RWi-Fi = 8 Mbps, Radsl = 3 Mbps,
Rmobile = 1.2 Mbps.

6 Conclusions and Future Work

We have presented a testbed implementation of multi-source mobile video stream-
ing for integrated cellular and Wi-Fi networks that combines mechanisms for
load balancing, fault tolerance, and enhanced offloading with prefetching video
data in local hotspot caches. Experimental results illustrate the functionality and
performance of the above mechanisms in addition to the ability of the testbed
framework to execute scenarios with different connectivity types, throughput
values, and hotspot configurations. Future work includes extending the imple-
mentation to investigate QoE-aware adaptation of Scalable Video Coding (SVC)
streaming.
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Abstract. Nowadays, the spreading and development of multi-access mobile de-
vices together with the proliferation of different radio access technologies make 
possible to users to actively benefit from the advances of heterogeneous and over-
lapping wireless networks. This fact and the varying characteristics of mobile  
applications in means of the required network resources and Quality of Service 
parameters invoke elaboration of effective flow-based mobility handling algo-
rithms and their cross-layer optimization. Aiming to help research and develop-
ment in the above topic, we propose an advanced, Android-based testbed and 
demonstration environment incorporating a cross-layer optimization platform and 
a flow-aware, client-based mobility management scheme. The testbed relies on 
MIP6D-NG, which is a client-based, multi-access Mobile IPv6 implementation 
with different extensions (e.g., Multiple Care-of Addresses registration, Flow 
Bindings etc.) and an advanced cross-layer communication API. We also intro-
duce an adaptive flow handover system for multi-access environments based on 
cross-layer information transfer between the applications and the MIP6D-NG 
core, all implemented and evaluated in the proposed testbed.  

Keywords: Android · Cross-layer-optimization · Mobile IPv6 · Flow Bindings · 
Vertical handover · Heterogeneous network · Mobility management · Testbed 

1 Introduction 

Recent Android devices are usually provided with multiple network interfaces, thus 
making able users to reach Internet resources using Wi-Fi or 3G/4G networks. The 
increasing number of heterogeneous and overlapping radio accesses [1] demand to 
design and implement algorithms which are able to exploit the available network 
resources. This motivated us to design and evaluate an extensive, modular, Android-
based testbed environment with an advanced flow-aware mobility management 
framework working in different layers of the TCP/IP stack, a technique for cross-layer 
information transfer, and an adaptive decision algorithm operating as the engine of 
this fine-grained mobility management solution. With this system it became possible 
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to dynamically bind flows of any Android application to the available access net-
works and likewise to control the mobility management in the flow level. The deci-
sion core of the architecture manages the control of the flows of Android applications 
by determining the most appropriate interface (i.e., access network) for them. This 
decision algorithm is an exchangeable module in the testbed and able to optimize the 
binding of flows and to control the relevant mobility management tasks according to 
any aspect of the dynamically changing network environment. All the above features 
of the environment are using a real-time network measurement module continuously 
providing up-to-date information to the decision engine from the physical, MAC, IP, 
or even above layers. Based on the current/past network characteristics and the differ-
ent optimization criteria selected by the mobile user, the decision engine will perform 
evaluation and in case of need, will send commands to the mobility execution module 
implemented by MIP6D-NG [2]. We used this testbed to evaluate the performance of 
different algorithm variants of adaptive cross-layer decision running on Android 
Smartphones. 

The remainder of the paper is organized as follows. In Section 2, we introduce the 
related work on the existing solutions for cross-layer optimized flow mobility. Both 
theoretical and practical (i.e., implementation based) researches are depicted here. 
Section 3 introduces the architecture of our highly customized Android environment. 
Section 4 in turn details our overall testbed system setup. Section 5 presents our re-
sults. In Section 6 we conclude the paper and describe our future work. 

2 Background and Related Work 

Rapid evolution of wireless networking has provided wide-scale of different wireless 
access technologies like Bluetooth, ZigBee, 802.11a/b/g/n/p, 3G UMTS, LTE,  
LTE-A, WiMAX, etc. The complementary characteristic of the above architectures 
motivates network operators to integrate them in a supplementary and overlapping 
manner. 

Benefits of such multi-access environments can only be exploited if mobility be-
tween the different networks is efficiently handled. The Mobile IPv6 [3] protocol 
family solves the session continuity for mobile nodes on the move. Two MIPv6 im-
plementations are publicly available nowadays. Both the UMIP and the MIP6D-NG 
are Linux-based open source implementations of MIPv6 and its core extensions  
(NEMO [4], MCoA [5]). While UMIP [6] is the more mature and widespread solu-
tion, MIP6D-NG is a novel, emerging, more extendable implementation comprising 
some advanced and innovative functions which are not available in UMIP. From this 
set of pioneering features Flow Bindings [7] and a cross-layer communication API 
makes MIP6D-NG a promising client based cross-layer optimization supporting mul-
ti-access mobility management solution, and that was our motivation to apply it in our 
testbed architecture. However, further optimization can be achieved by assigning 
application flows to the appropriate interfaces using intelligent decisions and 
adaptivity based on the available network resources. Vertical handover and network 
flow mobility algorithms are the basics of an optimal and cross-layer driven mobility 
management method for future heterogeneous mobile networks. 
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2.1 Vertical Handover and Decision Algorithms 

The literature on vertical handover (VHO) solutions is extensive. Many papers intro-
duce special handover schemes, network topologies and architectures with decision 
engines for VHO management (e.g. [8]). One of the most crucial elements of our 
testbed is the decision engine, thus we start the introduction of the related work on the 
most important VHO decision techniques and approaches. 

We categorize the decision mechanisms based on the input parameters they rely 
on. A summary about the used parameters for VHO decision can be found in [9], 
where authors rate VHO algorithms into four categories: RSSI-, bandwidth-, cost-
based and combined solutions. In [9], Xiaohuan et al. also present a novel algorithm 
but it does not rely on other inputs than RSSI. Majority of the existing algorithms use 
only signal strength as input parameter (e.g., [10]), and authors usually evaluate their 
solutions based on simulations or analytical calculations. However the RSSI based 
techniques are the most widespread in the literature, the efficiency of this type of 
VHO algorithms can be very low, if the parameters of other layers in the TCP/IP 
stack (e.g., packet loss rate in L3) are not appropriate. Aiming to increase the effi-
ciency of the applied decision scheme we have to use more input parameters, not only 
signal strength. Authors of [11] and [12] follow this path and also rely on other input 
parameter types (e.g., monetary cost, bandwidth, and user preferences) beside the 
RSSI to design more a sophisticated handoff solution. Majority of the existing deci-
sion schemes are not capable to support decisions for flow level mobility manage-
ment, meaning that during the handover all the flows are moved to another interface, 
hence eliminating the possibility to differentiate between applications neither in the 
VHO decision nor in the execution phase. For more fine-grained mobility manage-
ment it is indispensable to define network flows and manipulate them separately  
during handover events. The concept of network flows allows us to assign flows to 
applications and link them to different interfaces. We can describe a flow with a 5-
tuple: source address and port, destination address and port, protocol type. We focus 
on the literature of flow mobility in the following section. 

2.2 Flow Mobility 

Most of the papers in the subject discuss the definition and management of different 
flows in protocol level [13]. In our testbed the advanced toolset of MIPD6-NG solves 
all the protocol level questions of flow mobility management by relying on the Flow 
Binding and MCoA RFCs, so we do not detail this in this paper.  Instead, we focus on 
the flow-aware VHO schemes and existing flow mobility implementations. 

In [14], Haw et al. examine a multi-criteria VHO decision mechanism to manage 
the network flows efficiently. In their flow mobility scenario two flows were defined 
(FTP and VoIP), however the flow mobility was managed by the operator side and in 
the context of the mostly theoretical content centric networking (CCN). Contrarily we 
designed and implemented an IPv6 client-based mobility management which provides 
more freedom to the end users and relies on the practical IPv6 networking schemes. In 
[15] also a multi-criteria decision engine is presented. The introduced algorithm sup-
ports handover decisions based on network cost, signal strength, packet loss and pre-
defined weight of the flows. This paper introduces theoretical results and doesn’t 
contain evaluation based on real implementations.  
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The articles above present only recommendations and/or simulation models for flow 
mobility management. The first publicly available Flow Bindings implementation was 
designed for Linux distributions by the authors of [16], however their implementation 
supported only NEMO environments, regular mobile nodes were not able to register or 
update network flows. Francois Hoguet et al. [17] showed a Linux based flow mobility 
environment and the possibilities of  porting it to Android Smartphones. They used the 
UMIP’s MIPv6 implementation and a proprietary flow binding solution. The authors 
measured the performance differences between a laptop and an Android Smartphone. 
This is a real implementation for Android devices, but does provide neither efficient flow 
mobility management nor complex decision engine. [18] and [19] also introduces a 
Linux based scheme, but this solution covers only a special NEMO use-case, always 
moves every flow (its predictive mobility management scheme prohibits separation of 
individual flows) and does not rely on the Flow Bindings RFCs. Ricardo Silva et al. [20] 
examine the mobility management on Android systems. They created a custom Android 
ROM to use the 3G and Wi-Fi interfaces simultaneously. IEEE 802.21 Media Independ-
ent Handover framework [21] is applied to support IPv6 based mobility. From this article 
also the flow mobility and the flow based decision mechanism are missing compared to 
our architecture. 

3 Customized Android Architecture 

In our proposed testbed environment the Mobile Node (MN) entity is realized by an 
Android Smartphone. The overall customized Android Smartphone architecture will 
be introduced in this section using a bottom-up approach (Fig. 1).  

The mobile device must be able to run the MIP6D-NG daemon. MIP6D-NG re-
quires special kernel therefore we modified the kernel part (added Mobile IPv6 sup-
port, MIP6D-NG compatibility, modified header files, external modules). To execute 
these modifications a custom ROM is required. The daemon runs on the native layer 
of the architecture. The porting MIP6D-NG to Android systems was a non-trivial 
task, because it required libraries and header files that do not exist on Android OS or 
if exists, differ from their original GNU Linux implementations. Therefore we created 
a cross-compiler toolchain which contains the ARM compatible versions of all the 
necessary components. We extended the NDK stand-alone toolchain1 with our own 
libraries and header files. Other important daemons are located in this layer, such as 
Pingm6, Socat, and Lighttpd. Pingm6 is a modified Linux ping6 command which 
allows testing the flow mobility features. We used Socat for the UDP file transfer. 
Lighttpd is an open-source web server optimized for speed-critical environments. We 
used this for TCP video streaming purposes. 

For multi-access communications, the MN needs the ability to communicate via 
two (3G and Wi-Fi) network interfaces (with IPv6 support) simultaneously. Despite 
the fact that recent Android devices usually possess multiple radio interfaces, even the 
newest Android OS versions (Android 4.4) do not allow the simultaneous usage of 
them. In fact, the built-in mechanisms for network interface management in Android 
phones are very simple: if a 3G interface is active and Wi-Fi is available, the 3G will 
                                                           
1  Android NDK toolchain: http://developer.android.com/tools/sdk/ndk/ 
index.html 
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shut down, while if only a 3G network is available, then the Wi-Fi interface will be in 
down state. Android OS designers are currently pushing a solution which saves bat-
tery power so only one interface can be active at the same time. To change the mech-
anism described above it was necessary to modify the source code of the Service 
module of the Android OS managing network connections. The Service module con-
tains the ConnectivityService.java where the handleMessage()method of 
NetworkStateTrackerHandler class is responsible for the state management of net-
work interfaces: a switch-case statement contains the implementation of each scenar-
io. We implemented a new statement as an extension: if the 3G interface is active and 
Wi-Fi is available, then 3G should remain active, therefore real multi-access became 
usable. It meant that the Android OS itself also required modifications. 

Another issue to be solved was that the 3G interface doesn’t support native IPv6 on 
most Android devices. In order to solve this problem and also to provide portability of 
the testbed (i.e., testing and demonstration possibilities over any legacy IPv4 3G net-
work) we were implementing an OpenVPN connection with a bridged interface on the 
Android Smartphone. Our custom ROM therefore contains the OpenVPN binary and the 
required busybox commands (e.g., ifconfig, route, etc.). In order to be able to create 
the bridge interface we needed the following kernel modules loaded: bridge.ko, 
llc.ko, psnap.ko, p8022.ko, stp.ko. To configure the environment variables of 
openvpn, the Smartphone runs the OpenVPN-Settings application. The OpenVPN server 
is located on a router, which provides an appropriate IPv6 prefix for the Android 
Smartphone 3G connection through the OpenVPN tunnel. 

In order to perform the required modifications inside the source code of the Android 
OS and the kernel, a build environment was created which was able to make a custom 
ROM image with our MIP6D-NG ready kernel source code and with our modified An-
droid OS code. We used CyanogenMod2 Android sources and Andromadus3 kernel tree 
distribution as a base code platform for our extensions. The result is a custom ROM with 
Android 4.1.2 and Kernel 3.0.57 with the appropriate patches and settings (MIP6D-NG 
requires kernel 3.x version, some kernel patches and special configuration). In the Java 
layer we designed and implemented a modular Android application comprising three 
main parts. The so called Radio Access Network Discovery Module (RANDM) is de-
signed to measure the different parameters from multiple layers of the available networks 
(e.g., signal strength, delay, and packet loss). For signal strength measurements we used 
the TelephonyManager API. The packet loss and delay are calculated from the output of 
Pingm6. To run Pingm6 (which is not a so called system binary) from Java layer we had 
to use an external library, the RootCommands4. RANDM forwards the measurement 
results to the Handover Decision and Execution Module (HDEM). HDEM is able to 
direct the Android OS to connect an available WiFi network using the 
WifiConfiguration and WifiManager APIs. The Handover Execution module (HEM) 
communicates with the native MIP6D-NG daemon, creates and sends flow register and 
flow update messages induced by the advanced decision algorithm. For the cross-layer 
information exchange a socket based communication scheme was designed and devel-
oped. The Handover Decision module (HDM) decides about the necessity of the  
 

                                                           
2 CyanogenMod github: https://github.com/CyanogenMod 
3 Andromadus github: https://github.com/Andromadus 
4 RootCommands external library: https://github.com/dschuermann/ 
root-commands 
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Fig. 1. Highly customized Android architecture 

handoff based on the decision algorithm introduced in the next section. HDM directs 
the HEM to send flow register or update command to MIP6D-NG. The HDM is a 
modular, exchangeable part of the architecture, thus we can alternate the used deci-
sion algorithm very easily.  

Currently we have three different decision mechanism implemented in our testbed: 
Static Flow Assignment (SFA), a purely Signal Strength based [9] (RSSI) and our 
custom cross-layer optimized algorithm. The SFA is able to register flows using 
MIP6D-NG, but cannot move them between the available interfaces. The RSSI algo-
rithm reassigns the flows on the basis of the signal strength measurements of the 
available networks. Contrarily, our scheme relies on cross-layer information. The 
most important input parameters of our decision algorithm are the actual measurement 
data, the static information obtained during the network measurements in the current-
ly used networks, and a knowledge database containing the information of all the 
previously visited networks. The first step of the algorithm is the registration of data 
flows to the default 3G interface using cross-layer communication between the appli-
cation and the network layers. After this step starts the phase of passive measurements 
of Wi-Fi networks. If there are no available networks, the algorithm holds the flows 
on the 3G interface and waits for the appearance of new Wi-Fi access points. Other-
wise starts the cross-layer measurements, in which it measures the signal strength 
from link-layer, and packet loss, RTT and jitter from network layer. If the parameters 
of the current measured network are not suitable for the QoS profile, the scheme  
starts to measure the next available network. If the measured QoS values are appro-
priate, the MN connects to this Wi-Fi network and moves the corresponding  
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Fig. 2. The proposed cross-layer optimized decision algorithm 

flow(s) to the Wi-Fi interface based on the flow(s) QoS profile(s). After that, the ap-
plication waits for a random time to avoid ping-pong effect of handovers similarly to 
the solution applied in [22]. 

The third and last part of the Java layer application is the Source of Data Flows 
which serves as a simple traffic generator: produces an UPD audio stream and/or a 
TCP file transfer. 

4 Overall Testbed Architecture 

Fig. 3 presents the overall architecture of our testbed environment designed and im-
plemented for real-life evaluation of advanced cross-layer optimized, flow level mo-
bility management protocols and algorithms. The Home Agent is realized by a Dell 
Inspiron 7720 notebook running a MIP6D-NG daemon configured for Home Agent 
functionality. This entity requires special kernel configuration, which means the need 
of a MIP6D-NG compatible kernel.  
 

 
Fig. 3. The overall testbed architecture 
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A HTC Desire S Smartphone plays the role of the MN. In our testbed the core 
router is an ASUS WL500 with DD-WRTv24 OS (CrushedHat distribution). Two 
OpenVPN daemons are running on this router. On one hand an OpenVPN Server 
provides an appropriate IPv6 address for the 3G connection of Android Smartphone 
using RADVD5. On the other hand an OpenVPN client operates as an IPv6 over IPv4 
or IPv6 over IPv6 tunnel, interconnecting the testbed with our IPv6 domain, inde-
pendently of the router’s actual IP access. It means that the overall architecture could 
be portable and in the worst case only recovers legacy IPv4 connection for the core 
router. Wanulator6 network emulator nodes are also applied in the environment. This 
entity is a Linux distribution which allows us to manipulate the QoS parameters (e.g. 
delay, packet loss, jitter etc.) of the link to which it is connected (i.e., the wireless 
connections in the depicted setup). Using Wanulator we are able to evaluate different 
decision algorithms in any set of network QoS parameters. 

5 Results 

In order to present the feasibility of our testbed and to evaluate the proposed flow 
mobility decision algorithm, we implemented three measurement scenarios. In the 
first test case the significance of the lack of flow level mobility management is pre-
sented by the static flow assignment scheme that involves the following: 

• the Smartphone connects to the Internet using only the 3G interface  
• the Flow Application registers two different type of flows (e.g., TCP and UDP) 

to the MIP6D-NG, both statically assigned to the only available 3G interface 
• a new Wi-Fi AP appears and the application connects to this new AP 
• newly started flows, that favor Wi-Fi by their QoS profile can be registered to 

this newly available Wi-Fi, but ongoing sessions cannot be moved to use the 
novel access networks: they remain on the 3G connection 

Relying on SFA we could communicate simultaneously with two different types of 
network, but because of the lack of fine-grained mobility, the data flows remain on 
the interface they were statically assigned to. Using such a static flow assignment 
algorithm we cannot exploit optimally the available network resources. On the contra-
ry, our algorithm is able to handle the registered flows separately (e.g., we move only 
the TCP flow to the Wi-Fi (which has higher bandwidth value) and hold on the 3G 
interface the VoIP flow (which is reactive to the frequent handoffs). By running TCP 
and UDP tests we measured the amount of the transmitted data (audio and video files) 
of SFA and our proposal during transmissions of 90 seconds. Fig. 4 left part shows 
clearly that an algorithm which is able to dynamically move flows between interfaces 
(i.e., access networks) can transfer much more data. In case of the evaluated schemes 
in our scenario the average gain was 100.8%. Majority of handover decision algo-
rithms in the literature are (purely) signal-strength based. The efficiency of this type 
of vertical handovers can be very low if the chosen network shows degraded QoS 
parameters in network layer of the TCP/IP stack (e.g., packet loss or high jitter oc-
curs). In order to highlight this, our second measurement scenario  
 

                                                           
5 Router Advertisement daemon: http://www.litech.org/radvd/ 
6 Wanulator Network Simulator: http://wanulator.de/ 
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Fig. 4. Comparison between SFA (blue) and our algorithm (green) [left], comparison between 
RSSI (orange) and our algorithm (green) [right] 

manipulates the network level parameters (e.g., packet loss) using the Wanulator box. 
This scenario from the RSSI algorithm’s point of view: 

• 3G network is available and the application connects to the 3G network  
• the application registers two different types of flow to the 3G interface 
• a new Wi-Fi network with good signal strength but high packet loss appears 
• the application connects to this Wi-Fi network 
• flows favoring Wi-Fi by their QoS profile will be moved to Wi-Fi  

In this case the RSSI algorithm moves the data flows to the Wi-Fi interface, but 
because of the degraded network layer parameters it has much lower efficiency. On 
the contrary, our algorithm measures the packet loss and holds the flows on 3G inter-
face until it finds an appropriate Wi-Fi network. Fig. 4 right part compares the two 
schemes: the amount of transmitted data over the TCP flow as a function of the packet 
loss is depicted. In the two cases (packet loss = 0% and 1%) the performance of RSSI 
algorithm is better, because our algorithm keeps the data of flows on 3G interface 
during the measurement session, while RSSI starts to use the Wi-Fi (which has a big-
ger bandwidth in the first and second test case) earlier. The measurement phase of our 
algorithm takes 20 seconds, but this will be enhanced in the future. The cumulative 
average gain of the cross-layer scheme in this scenario was 139%. 

6 Conclusions 

In this paper we aimed to present a highly customized Android-based testbed and dem-
onstration environment involving a cross-layer optimization platform and a flow-aware, 
client-based mobility management scheme based on MIP6D-NG. We confirmed the 
applicability of our testbed by evaluating our flow mobility management proposal with 
the help of real-life measurements. We performed a comparison between our algorithm 
and two other scheme implemented from the literature (SFA, RSSI). As a part of our 
future activities in the designed testbed we are planning to refine our algorithm  
(e.g., decreasing the measurement period) and combining our client-based approach with 
network-based mobility management techniques. 
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Abstract. Recent developments have heightened the optimization of Dynamic 
Adaptive Streaming over HTTP (DASH) services in mobile network condition 
(e.g. LTE/WIFI networks). The aim of this paper is to discuss how Mobile 
Cloud Computing (MCC) can assist DASH in a special scenario that a set of 
neighboring mobile devices take interests in watching the identical video 
stream. A mechanism is proposed to provide higher resolution live streaming 
with less expense (both in bandwidth and dollar-cost per device) by the cooper-
ation among devices. The cloud-based live stream server will transcode the 
original stream segment according to the estimation of the devices' group 
bandwidth, every device then share received fragments (part of the segment) 
with each other through the free device-to-device interface, and finally gets the 
whole segment. An emulation testbed is realized with Android Smartphone im-
plementation according to the proposed improvement to DASH. Experiments 
results demonstrate its performance with today's commercial players on the 
Quality of Experience (QoE), Peak Signal to Noise Ratio (PSNR) and network 
utilization across a range of scenarios. 

Keywords: Dynamic Adaptive Streaming · Mobile Cloud Computing · Cooper-
ative · Smartphone 

1 Introduction 

Recent technological advances are bringing Over-The-Top (OTT)-based video 
streaming services over mobile networks closer to reality. In mobile network, the 
available bandwidth differs among each device and changes over time. Compared 
with the wired Internet, it is even more important and difficult for the Dynamic Adap-
tive Streaming over HTTP (DASH) [1]service to select the proper video rate. The 
design of robust adaptive HTTP streaming algorithms is critical not only for the per-
formance of video applications, but also the performance of the mobile network as a 
whole.  

Today’s most commercial DASH services are built on standard HTTP servers, the 
rate selection is solely realized by the client device[2]. However, in consideration of 
storage costs, it is very difficult to the server to provide numerous options of media 
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streaming quality, and if the client device bandwidth condition changes drastically, 
the appropriate media quality cannot be instantly switched, which degrades user expe-
rience. Mobile Cloud Computing (MCC) is an emerging technology to improve the 
quality of mobile services. MCC can improve the performance of mobile applications 
by offloading data processing from mobile devices to servers. With the help of MCC, 
the network condition of the whole mobile and server environment can be taken into 
consideration to determine the real-time transcoding procedure [3]. 

In this paper, we consider a scenario that a set of neighboring mobile devices take 
interests in watching the identical video stream. This scenario will occur when a 
group of users want to watch a live show or soccer game on their own mobile devices. 
The best stream coding rate may not be reached if the device asks for the stream sepa-
rately. Worse still, when the mobile devices are within the same cover range of the 
base station, the network resource will be more scarce. However, if these users are 
willing to cooperate as a group, the mobile connections can be combined together to 
apply a better streaming rate and then extended by wireless Device to Device (D2D) 
links established through WiFi-Direct or Bluetooth [4].  

Considering the above scenario, a cloud assisted real-time transcoding mechanism  
is proposed in this paper, which contains a bandwidth recorder, a media transcoder,  
a group-based resource manager and a HTTP live streaming server. This paper  
focus on our improvement to DASH and experiments on the emulated testbed with 
Android smartphones, aiming at providing better Quality of Experience (QoE) for mo-
bile users.  

The structure of the rest of the paper is as follows. Section 2 presents related work. 
Section 3 gives the scheme and the algorithm in details for each module in the system. 
Section 4 presents an emulation testbed and gives our analysis to the result. Finally, 
conclusions are drawn in Section 5. 

2 Related Work 

It is clear that the coding rate selection is determined by devices in most of the com-
mercial DASH services. However, it is difficult to measure the accurate bandwidth of 
device-side above HTTP layer [2]. The natural variability of video content is taken 
into consideration to reduce the quality fluctuation rather than measured network 
bandwidth in [14], which do not consider the cooperation of mobile devices. The 
trade-offs problem is studied by [9] between the two QoE metrics—probability of 
interruption in media playback, and the initial waiting time before starting the  
playback. 

A file downloading system within the adjacent cooperated mobile devices is pro-
posed by [5], however the purpose of this paper is not aiming at streaming video. 
Furthermore, the paper [6] has considered the similar scenario, but the energy con-
sumption is the main concern in this paper instead of QoE. Moreover, the device  
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cooperation mechanism is quite simple that the captain device downloads the whole 
media content from cloud and sends it to its members by broadcasting. So the devices 
could not take advantage of cooperation which may lead to better video quality and 
less traffic cost. The system in [4] and [7] have nearly the same cooperation with this 
paper, but it does not consider DASH and cannot provide adaptive streaming to im-
prove video quality.  

A DASH based standard is presented in [10] considered the interoperability needs 
due to devices and servers that come from various vendors. Traditional methods de-
mand multiple versions of the same video content with different bit rates stored on the 
server which may incur tremendous storage overhead, so cloud-assisted adaptive vid-
eo streaming is proposed by [3] and [11]. A cloud based transcoder is proposed and 
implemented by [12] with an intermediate cloud platform to provide the format reso-
lution considered the gap between Internet videos and mobile devices. In [13], a  
control-theoretic approach to select an appropriate bitrate is proposed with multiple 
content distribution servers but the author do not take advantage of the server cluster’s 
computing capability and increase the burden of the client. However, these approach-
es on cloud do not consider the cooperation of mobile devices. 

3 Proposed Scheme 

In this paper, a prototype of the system in both the server side and the device side is 
implemented. In the remaining of this section, we give a basic overview of the mod-
ules in the functional entity and their interaction with each other. The following sym-
bols are used in this section. 

 N  The number of devices. 

 m
nS  The fragment of segment n sent to the device m, while nS  means 

the whole segment.  

 nL  The length of the segment n. 

 m
nd  The start position of the segment n sent to the device m. 

 m
nO  The offset of the segment n sent to the device m. 

 m
nv   The bandwidth of device m  at the transmission of segment n. 

 m
nT  The tuple ( , , )m m m

n n nS d O  of segment n that device m share with 

others. 
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The HTTP Server handles the HTTP request from the devices. When a captain de-
vice requests the play list, the HTTP Server notifies the Group-based Resource Man-
ager to create a certification key, and sends the requested m3u8 list along with the key 
back to the device. When a video segment requests during the playing, the HTTP Server 
forwards the request to the Group-based Resource Manager to deal with. 

3.3 Modules on Devices 

The device side contains three modules which are Device Resource Manager 
(DRMm), Device Downloader(DDm) and Device Broadcaster(DBm). The DRMm 
takes charge of managing the whole operations on the devices such as segment cach-
ing, scheduling with other modules and interaction with Graphical User Interface 
(GUI). There is a list of segments in the server to be downloaded by each device. The 
DDm cares about the fragment download from the server. If the DDm receives the 
failure message from DRMm which is broadcasted from other devices with the failure 

tuple m
nT , all the devices try to request the server for failure fragment. Only one de-

vice can receive acknowledgement from the cloud and start to initiate the DDm to 
download this failure tuple, where the decision mechanism is based on the wireless 
channel bandwidth and the download speed of each device. The DBm is the coordina-
tor that make all the devices available to connect with each other. The DBm can deal 
with the broadcast message from other devices as well as sending the broadcast mes-
sage to other devices. Finally when all the fragment of one segment are all received, 
then the DRMm is responsible for assembling all the fragment to one whole segment 
and dispatch it to the video player.  

3.4 Algorithm Procedure 

Figure 2 shows the general sequence of flow for the device-setup period. During this 
period, the Captain Device requests the live video streaming playlist with the group 
number N  from the server, and the server returns the list along with a random key 
which could be the certification of the group member. The Captain Device then 
broadcast the playlist and the key to other devices to start the playing. 
 

Captain 
Device 

Device NServer

Return m3u8 list and key

Device 2 ……

Device Downloader Request 

for m3u8 list with N

Device Broadcaster broadcast m3u8 list and key to other devices

Device Broadcaster broadcast 

m3u8 list and key to other devices

 
Fig. 2. Flow chart for the device-setup period 

After receiving the play list, devices request the live video segments described in 
the list, as shown in Figure 3. At the first time the HTTP Server will simply divide 
the segment into equal fragments and send them to devices separately. For example, if 
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the number of devices is N . The fragment size of each devices will be 1 1

1mS S
N

= , 

where m  indicates the thm  device，  and 1 indicates the first segment. When 

sending the fragments to devices, the server also provide the segment length 1L , start 

position 1
md  and offset 1

mO  to the thm  device so that the devices can record the 

fragment into appropriate position based on these information. When the DDm re-
ceives the fragment, the DBm directly broadcasts the fragment to other devices of the 
group through D2D interface. When all the fragments are collected, the DRMm will 
assemble them into one whole segment and send it to the real-time video player. 
When the DDm sends the request the server for the second segment with the key, the 
server will predict the network bandwidth of the group, according to the download 
speed of previous segment. Then the server transcodes the origin video into proper 
bit-rate to fit the network condition of the whole group, and separates it into frag-
ments with different sizes according to the network ability of each device and send 

the 2 1 1 2
1

S ( )S
N

m m k

k

v v
=

=   segment to the thm  device, where 1
mv  indicates the 

bandwidth of the thm  device in the wireless channel at the first transmission. The 

server also provide the segment length 2L , start position 2
md  and offset 2

mO .  

 

 

Fig. 3. Flow chart for normal transmission period 
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4 Testbed Emulation and Performance Analysis 

We present an emulated testbed to testify the performance of the designed system, in 
order to show the advantage in QoE and network utilization. Finally, a PSNR meas-
urement is used to evaluate the quality of the video segment.  

4.1 Emulation Environment 

Due to the complex smartphone system of the experiment environment and the con-
trol over the process, some conditions are set differently from the modules which will 
not affect the result. We use WiFi as HTTP downloading interface to simulate the 
3G/4G connection in real system. Because it is more accurate to control network 
bandwidth as we want for the emulation in WiFi network than in 3G/4G, in order to 
repeat the scenarios in emulation. While WiFi module on mobile device is occupied 
by HTTP downloading, the Bluetooth on the device is used to exchange data between 
devices in the group. The details of transcoder in cloud are not closely related to the 
whole system, so we prepared up to 29 fixed streaming rate levels transcoded from an 
original 5000kbps video stream, in order to simulate the real-time transcoding approx-
imately. The video stream lasts for 200 seconds which is divided into 20 trunk seg-
ments. While the minimum and maximum are 200kbps and 3000kbps with a step of 
100kbps. And the small deviation towards the real appropriate transcoding will not 
affect our performance analysis and conclusions. 

 

 

Fig. 4. Emulation environment architecture 

The emulation environment network topology consists of three Android 
smartphones and a Linux server. Android devices in the system include client 1 as 
Samsung GT-I9070, client 2 as Samsung GT-I9100 and client 3 as Google Nexus S. 
The server has an 8 cores Intel Xeon E5-1620 CPU and 16GB RAM, and uses Cen-
tOS as its operating system.  

4.2 Validation of Scheme on the Cloud Transcoder  

This section shows the benefit of more effective network bandwidth utilization by the 
Media Transcoder. Traditional DASH server usually provides several fixed level of video 
stream as smooth, standard definition (SD) and high definition (HD) to face the network 
vibration. While in the transcoder scheme, definition level is more adaptive. Figure 5 (a) 
shows that using the transcoder scheme, the devices can get a video stream with a proper 
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bit-rate closer to the limitation. The normal device get the DASH video with three fixed 
level which are 1000kbps, 1700kbps and 2500kbps in this case while the sim-transcoder 
device use our approach. The comparison indicates the video quality and network utiliza-
tion with cloud transcoding is obviously improved. The bandwidth limit is emulated with 
network vibration by the Linux kernel Traffic Control (TC) module.  
 

 
(a) Bandwidth of using normal DASH and 
Sim-transcoder 

(b) PSNR of the 29 fixed video levels 

Fig. 5. Performance of the Cloud Transcoder Scheme 

 
(a) Bandwidth usage in the non-cooperative 
scheme 

(b) Bandwidth in the cooperative scheme 

 
(c) PSNR comparison in the cooperative scheme and the non-cooperative scheme 

Fig. 6. Bandwidth and PSNR Comparison in the cooperative scheme and the non-cooperative 
scheme 

This paper uses the PSNR to measure the video streaming quality by calculating 
the image pixel difference between the original one and the received one. The compu-

ting formula of PSNR is well-known as  where MSE 
( )2

10

2 1
10 log

n

PSNR
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stands for the Mean Square Error between the original image and the compared one 
and n represents the number of bits occupied by each sampling point. The higher 
PSNR means the less distortion. For a video stream consists of N frames, the PSNR of 
the video is presented as the average value of the N frames’ PSNR. In our case, a 
Linux open source tool called VQMT is used to calculate the value. Figure 5 (b) 
shows the PSNR of the 29 fixed video levels compared with the original 5000kbps 
one.  

4.3 Performance of D2D Cooperation 

This section describes the emulation result of the cooperative scheme and the non-
cooperative scheme. In the non-cooperative scheme, three adjacent devices are watch-
ing the same live streaming video and competing for the network bandwidth in the 
range of same access point. Figure 6 (a) shows that devices in the non-cooperative 
scheme could own approximately one third of network bandwidth as competitors. As 
a result every device can only consume the video quality with rate lower than one 
third of the network bandwidth.    

In the cooperation scheme, the requested bandwidth of the three devices is calcu-
lated as a group watching a streaming video synchronously. As shown in Figure 6 (b), 
although each device can only obtain part of the network bandwidth, the acquired 
video quality achieve better performance and more smooth facing to the network 
vibration. What’s more, the network bandwidth is under higher resource utilization. 
Figure 6 (c) shows the PSNR between the non-cooperative and cooperative devices as 
mentioned in Figure 6 (a) and (b). It is observed that the PSNR is increased on aver-
age, which present that the media quality viewed by the user is on average better than 
the original mechanism.  

As more component established on the device, more resource of computation and 
memory storage is cost. Figure 7 shows the CPU utilization and the memory usage of 
the each device in the cooperative scheme and the non-cooperative scheme. The CPU 
utilization of one device in the cooperative scheme is average 10 percent higher than 
those in the non-cooperative scheme, mainly because of the broadcasting mechanism. 
The same 10 percent higher usage also happens in the memory of the device. 

 

 

(a) CPU utilization (b) Memory usage    

Fig. 7. Resource usage of cooperative and non-cooperative 
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5 Conclusions and Future Work 

In this paper, we have proposed an optimization solution for high resolution streaming 
video over HTTP in mobile network. We considered the scenario that a set of neigh-
boring mobile devices take interests in watching the identical video stream. We have 
taken a pragmatic stance to work within the network constraints (w.r.t. resource shar-
ing and adaptation) that have spurred the growth of video traffic by the help of mobile 
cloud computing. We proposed a framework to improve the quality of video services 
with the MCC and D2D technology. This article designs a cloud-assisted real-time 
transcoding mechanism based on DASH protocol, implements the bandwidth record-
er, a media transcoder, a group-based resource manager and a HTTP live streaming 
server, and provides the optimum media quality. The experiments on our emulated 
network with Android smartphones show that this framework provides higher resolu-
tion live streaming with less expense, better QoE and more effective network utiliza-
tion. According to the experimental results of the implemented testbed, the bandwidth 
utilization rate can be higher than 80 percent when the bandwidth is in steady state, 
even if the bandwidth is unstable, the bandwidth utilization rate is maintained at 60 
percent - 80 percent. The PSNR analysis also shows that the video stream quality 
increased even with the network vibration due to the mechanism.  

Fairness, efficiency, and stability are three potentially conflicting goals that a  
robust adaptive bit-rate selection algorithm must strive to achieve the Quality of Ex-
perience. In the future, we will try to present a principled understanding of bit-rate 
adaptation of DASH service in mobile cloud computing environment and analyze 
through at least three main components: bandwidth estimation, bit-rate selection, and 
chunk scheduling. 
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Abstract. Linux bonding is a feature allowing to group multiple physi-
cal network interfaces into a logical one on Linux machines. Known as a
low-cost method to improve fault tolerance and network throughput, the
Linux bonding with seven supported modes is increasingly deployed in
various scenarios such as datacenters, home networks, etc. However, the
strengths and weaknesses of different modes have not been well investi-
gated. While previous works mostly pay attention on the performance
of the popular round-robin mode, this work extensively and addition-
ally evaluates other modes based on three major criteria: throughput
improvement, load balancing, and fault tolerance. To the best of our
knowledge, this is the first work investigating the capabilities of fault tol-
erance using Linux bonding. The evaluation results show that the active-
backup mode achieves the flow switch-over time, which is the duration of
traffic flow discontinuation due to a network failure, as small as 10 mil-
liseconds. Moreover, in the round-robin mode with two bonded network
interfaces, Linux machines can achieve the maximum throughput close
to double of that in case of non-bonding. However, the out-of-order and
switch compatibility issues may limit the utilisation of the round-robin
mode in certain scenarios. In the 802.3ad mode, the out-of-order issue
can be avoided, although load balancing is not always optimal.

Keywords: Linux bonding · Link aggregation · Fault tolerance ·
Switch-over · Throughput improvement · Load balancing

1 Introduction

With the continuous development of online applications and services, network
operators and service providers have to deal with an ever-increasing bandwidth
demand [1]. On the other hand, the customers expect their network services
always available, despite the fact that every element in network can fail.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 307–317, 2014.
DOI: 10.1007/978-3-319-13326-3 29
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A common approach for increasing network resilience and throughput is to com-
bine multiple communication links. In the transport layer, there are many recent
works focus on multipath TCP [2,3]. In the network layer, equal cost multipath
routing is widely adopted [4]. In the lower layers, the combination is usually
done by interface aggregation, which means grouping multiple physical network
interfaces to form a single logical one. There are several flavours of interface
aggregation in networks today. On networking devices, this feature is called
EtherChannel [5] by Cisco, or Link Aggregation in 802.3AD standard [6] by
IEEE. On servers, this feature is implemented as Ethernet bonding [7] in Linux
environment, or NIC teaming in Windows environment.

Ethernet bonding feature is currently deployed in various datacenters, server
systems, and even in home networks [8]. Additionally, the Ethernet bonding
provides a valuable tool for research, for example in building high performance
systems [9] or maintaining connectivity during virtual machine migration [10,11].
Despite the popularity of Linux bonding in industrial and research environments,
its performance has not been well investigated. For that reason, we extensively
measure the performance of different Linux bonding modes. Further, this work
is potentially a base for network designers and researchers to choose the right
bonding mode for their specific network scenarios and requirements.

Different to previous evaluation works [12,13], we evaluate the performance
of Linux bonding based on three major criteria: throughput enhancement, load
balancing efficiency, and fault tolerance. To the best of our knowledge, this is the
first work evaluating the fault tolerance capability of Linux bonding. Moreover,
apart from round-robin mode, several bonding modes are also investigated in our
evaluation. The experiment results show that the UDP flow switch-over time is
in the range of 5 - 20 milliseconds with active-backup bonding mode. In another
experiment, by bonding two physical interfaces in round-robin mode, the transfer
duration of a file in FTP is decreased by nearly a half.

To accomplish our evaluations, there are several technical challenges must be
overcome. First, measuring the switch-over time of traffic flow is not trivial. In a
high-speed network, measurement tools may not work fast enough in recording
network events or capturing packets. On the other hand, we need to make sure
that our measurements do not impose heavy load on system and affect network
performance. Another issue is related to failure detection feature of Network
Interface Cards (NICs) hardware. Many NICs do not detect link failures in a
timely manner, resulting in a very long flow switch-over time. This requires test-
ing NICs carefully before using them for bonding both in experiment networks
and in production networks.

The rest of paper is outlined as follows: after Section 2 mentioning the related
work, Section 3 provides a brief overview on Linux bonding feature. In Section 4,
after the description of experiment set-up, we present our evaluation results and
discussions. Finally, conclusion remark is given in Section 5.
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2 Related Work

There are various works related to investigating Linux bonding. The most close
ones to our work are [12] and [13], in which the authors evaluated the perfor-
mance of wired and wireless bonding accordingly. However, the fault tolerance,
which is an important aspect of Linux bonding, was not considered in these
works. Moreover, the works only examined the round-robin mode although there
are seven different modes in Linux bonding. In [8], the authors evaluated Linux
bonding in a home network environment. This work analysed the packet loss and
throughput improvement of round-robin mode and broadcast mode with varied
attenuation level.

3 Overview of Linux Bonding

Linux bonding means aggregating several NICs together into a group on Linux
machines. This group of interfaces appears as a single interface to higher network
layers. In the Linux bonding, physical interfaces in the group are called slaves,
while the logical interface is called master. When a packet is sent from higher
layer to the master interface, the bonding driver will deliver this packet to one
(or more) slave interface. Packets can be delivered in several ways, depending
on which mode the bonding driver is in. The process of receiving packets is
similar to sending process. When a packet comes to a slave from a remote host,
the bonding driver will decide to direct this packet to the master or to drop it,
depending on the bonding mode.

Linux bonding provides fault tolerance by monitoring link or NIC failure and
switching traffic from failed slave to other slaves. Linux bonding uses two meth-
ods for link monitoring. The first one is MII monitoring, which relies on NIC
driver to maintain its knowledge about local link status. MII monitoring is the
default option in Linux bonding and can be used with all modes. The second
method is ARP monitoring. With this method, the bonding driver maintains a
list of remote peers, periodically sends ARP requests to these peers and moni-
tors whether slave interfaces still send or receive traffic recently. At the time of
writing, the latest version of Linux bonding (v3.7.1) supports 7 different bonding
modes. Table 1 shows a brief overview [7] of each mode.

Round-Robin Mode. In this mode, each packet is sent to one slave interface
in turn. For example, in case of a bonding group with two slave interfaces, the
first packet will be sent through slave 1, the second one will be sent through the
slave 2, the third one will be sent through slave 1, and so on.

Active-Backup Mode. In this mode, there is one interface is active at a time.
Other slaves are in standby state and do not send or receive packets. When the
active one is failed, one backup slave will be chosen as the new active one.



310 H. Tran-Viet et al.

Table 1. List of bonding modes

Mode Fault tolerance Throughput enhancement

round-robin Yes Yes

active-backup Yes No

balance-xor Yes Yes

broadcast Yes No

802.3ad Yes Yes

balance-tlb Yes Yes

balance-alb Yes Yes (for both incoming and outgoing traffic)

Balance-Xor Mode. In this mode, outgoing traffic is balanced per flow of pack-
ets. While different flows may be sent over different slaves, all packets belongs
to a flow will be sent through the same slave. This ensures all packets of a flow
will in order at destination host. Specifically, for each packet coming to bonding
group, the bonding driver will decide to send it through which slave by using a
XOR hash function on its header information. By default, the outgoing traffic
is balanced based on layer 2 information only. Each packet will be sent through
the slave with the SlaveID determined by:

SlaveID = (srcMAC ⊕ destMAC) mod N
where srcMAC and destMAC are the source MAC address and destination

MAC address; N is the number of live slaves in a bonding group. This algorithm
let all traffic between two MAC clients go through the same slave. Linux bonding
also supports load-balancing based on layer 3 (IP addresses) or layer 4 (TCP or
UDP port numbers) information:

SlaveID = (srcPort ⊕ destPort) ⊕ (srcIP ⊕ destIP ) ∧ FFFFh) mod N .

Broadcast Mode. Each outgoing packet is copied and broadcast on all bonded
interfaces. Currently, this mode is not widely used in real networks.

802.3ad Mode. 802.3ad is an IEEE standard for link aggregation [6], which
also includes Link Aggregation Control Protocol (LACP), between two network-
ing devices. In this mode, a Linux host can connect to a LACP-enabled switch
through a group of aggregated links. The limitation of this mode is that the
802.3ad requires all links running in full duplex mode at the same speed. Out-
going traffic from Linux host is distributed by the same algorithm as in the
balance-xor mode.

Balance-tlb Mode. In this mode, outgoing traffic is balanced per remote host.
However, incoming TCP/UDP traffic is always received on one slave.

Balance-alb Mode. This mode is almost similar to the balance-tlb mode, but
has a difference in balancing the incoming traffic. By intercepting ARP packets,
the bonding driver can decide that traffic from a specific IP address will be
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received on which slave. However, the interfaces must be able to change their
MAC addresses while they are running. The feature that is not supported by
commodity NICs is also a big disadvantage of balance-alb mode.

4 Evaluation Method

In this section we present the evaluation of three bonding modes: round-robin
mode, active-backup mode, and 802.3ad mode. These modes are chosen because
they represent well for three major criteria on which we want to focus: through-
put improvement, fault tolerance, and load balancing.

4.1 Experiment Set-Up

Each bonding mode has been evaluated using two network topologies. The first
one is host-to-host bonding, as illustrated in Fig. 1a, in which two Linux comput-
ers are connected directly through a group of bonded links (i.e., CAT5e Ethernet
cables). Each computer (Core i5 Ivy Bridge, 4GB RAM, Ubuntu 13.10 64-bit,
kernel version 3.11.0-14, with the latest version of bonding drivers) has sev-
eral network cards with the same negotiated speed at 100 Mbps. This topology
allows us to conveniently monitor how traffic is distributed among bonded links.
In real deployments, high performance clustering systems can use this kind of
bonding topology. The second topology is shown in Fig. 1b, in which the same
Linux computers are used. However, the computers connect to a switch, and the
bonding configuration is enabled on one computer (i.e., host 1). In the topol-
ogy, we use the Pica8 P3295 switch, which has 48 Gigabit Ethernet Ports and
supports LACP. The topology allows us to explore how computers with bonding
interoperate with networking devices.

(a) Topology 1 (host-to-host) (b) Topology 2 (host-switch-host)

Fig. 1. The evaluation topologies

During the bonding initialisation process, it is essential to specify the link
monitoring interval; otherwise the mechanism of link failure detection will be
disabled. In our evaluations, the monitoring interval is set to 1 ms, which is the
minimum value supported on Linux.
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4.2 Round-Robin Mode Evaluation

Round-robin is the only mode allowing a TCP/UDP flow to be spread across
multiple links. In this evaluation, we use Iperf [14] to generate a UDP flow with
500 Mbps offered rate from host 1 to host 2. Figure 2 shows the total throughput
with different UDP datagram sizes in case of topology 2 (Fig. 1b). In case of
topology 1 (Fig. 1a), the results are similar. As shown in the figure, when the
size of UDP datagram is less than 1472 bytes, the total throughput provided
by two NICs or three NICs bonding is nearly double or triple compared to that
of non-bonding scenario, respectively. However, the UDP datagrams larger than
1472 bytes are fragmented. With round-robin bonding, different parts of a UDP
datagram are sent through different links. Combining with out-of-order issue,
these fragments are not re-assembled correctly at the receiver. We also investigate
the behavior of round-robin mode in response to link failures. The results for
TCP traffic with topology 2 are shown in Fig. 3a. A failure of link 1 (eth1)
occurs at t = 5s, and then the link is recovered after 5 seconds. We observed
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that even after this link is recovered, from t = 10s to t = 19s, the transfer rate is
dropped nearly to zero on both slaves. This issue does not happen with topology
1. The root cause of this issue is that the Pica8 switch is not aware that two
links are bonded at Linux host, hence the packets go through newly recovered
link are dropped at the switch. Although link 0 is still alive, the packet loss on
link 1 triggers TCP congestion control to reduce congestion window to 1, hence
reducing the sending rate close to zero. To solve this problem, it is necessary
to aggregate these switch ports by using Static Link Aggregation (SLA), that
is known as 802.3ad without LACP. With SLA enabled, the switch can quickly
determine that an aggregated link is recovered, and correctly receive packets
from recovered link, as the results of same evaluation in Fig. 3.

Table 2. Round-robin mode, 361 MB file transfer time in FTP (average in 10 runs)

361 MB file transfer time

no bonding 32.12 seconds

round robin 16.20 seconds

In the case of TCP, significant out-of-order issue will trigger congestion con-
trol at the sender to reduce the sending rate. To investigate how this issue affects
the throughput performance from application level, we conduct a simple FTP
traffic test. We send a 361 MB file in the binary mode of FTP from host 1 to host
2 in topology 2 and measure the file transfer time (FTT). Table 2 shows the FTT
value in two cases: host 1 connects to switch by a single link (no bond) or by
two bonded links. The results show that FTT has been reduced to nearly a half
with round-robin mode, and out-of-order issue only imposes a minor overhead
on network performance in this application.

4.3 Active-Backup Mode Evaluation

Active-Backup mode is specifically designed for fault-tolerance, so we focus on
evaluating how fast this bonding mode can switch traffic to a backup link when
the active link fails. For this purpose, we use flow switch-over time (FST), which
is defined as the duration of traffic flow discontinuation due to a network failure,
as a criterion to assess fault-tolerance capability. We determine FST as the dura-
tion from the time of last data packets on old active slave (that is, just before
link failure) to the time of the first data packets on new active slave.

We do the experiments with both topology 1 and 2. While traffic is being
sent, failures on the active link happen for every 10 seconds. With the topology
1, we capture all incoming data packets at the receiver (host 2) using Wireshark
[15]. Figure 5a shows the FST values of UDP and TCP traffic, each case is
measured in 20 times. In the case of UDP, the FST values fall in the range of 5 -
20 ms, however in the case TCP flow, the FST values are divided into two groups:
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normal and huge. The huge group contains the values higher than 200 ms. In
these cases, the congestion window is reduced to 1, which means that the TCP
transmission timeout (RTO) has occurred. This happens if the TCP sender has
sent all packets in congestion window, and it has not received acknowledgements
during the RTO. It is noted that the minimum value of RTO in Linux TCP is
200 ms by default.

With topology 2, above method cannot be used to measure FST, since all
packets are received on a single NIC at the receiver (host 2). In this case, we
use another method which based on the port-mirroring feature. Specifically, we
mirror the traffic from the port which associated with link 0 to another NIC
(eth3) of host 1, as shown in Fig. 4. By using port mirroring, we can determine
correctly the FST as the duration from the last packet captured on eth3 and
the first packet on eth1. As shown in Fig. 5, the FST results measured with two
topologies are similar.

192.168.1.11/24

1Gb/s

192.168.1.22/24
bond0

Host 1 Host 2
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Port 40 Port 42

eth0

eth3
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Fig. 4. Measuring FST in topology 2 with port mirroring
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Fig. 5. Flow switch-over time, active-backup mode

4.4 802.3ad Mode Evaluation

This evaluation focuses on load balancing capability supported by hashing algo-
rithms. In the evaluation, we use “layer 3+4” load balancing option, which is
based on both IP addresses and layer 4 port numbers. This allows different
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TCP/UDP flows between two hosts to be distributed among multiple slaves.
The 802.3ad bonding mode works in the two topologies with similar behaviors.
The traffic is set up and load-balanced toward the direction from host 1 to host
2. We create four 40 Mbps UDP flows with random UDP port numbers. After
that, we measure the receiving rate at both slave interfaces on the host 2, and
the results are shown in Fig. 6a. The figure clearly shows the load balancing of
the traffic. We repeat same procedure but using the different traffic flows. The
link 1 is saturated with one full 100 Mbps flow and three other 40 Mbps flows
are on link 0. The results in Fig. 6b show that the load balancing is not optimal.
Even though, the link 1 is full, other traffic flows are not switched to the other
available link.
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Fig. 6. Receiving rate on two links in the Topology1 of 802.3ad evaluation

To further understand the efficiency of the load balancing mechanism, we
conduct experiments using two different traffic patterns: pattern 1 with four 10
Mbps flows and pattern 2 with sixteen 2.5 Mbps flows. The direction of flows is
from host 1 to host 2. In each case of traffic pattern, we measure the sending
and receiving rate in 100 different runs to see how load balancing mechanism
allocates flows on each link. Figure 7 shows the number of flows on link 1 with
each traffic pattern. For the 4-flow pattern, the worst situation is that all 4 flows
run on only one link happened in 10% (10/100 runs). For the other pattern, the
situation that all flows run on a single link did not happen in 100 runs. These
results indicates the load balancing mechanism of this mode works better in case
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of a large number of flows. Furthermore, the evaluation suggests that when the
UDP/TCP port numbers are random, the number of flows on a link follows a
binominal distribution.

5 Conclusion

In this paper, we have presented the performance evaluation of the three typi-
cal Linux bonding modes (i.e., round-robin, active-backup, and 802.3ad modes)
on three major criteria: throughput improvement, fault tolerance, and load bal-
ancing. With no packet fragmentation, the round-robin mode with two bonded
NICs can provide the throughput nearly double of that in the non-bonding case,
even for a single flow. However, when the fragmentation happens, the out-of-
order issue will affect the throughput performance severely. Moreover, we point
out that this mode requires the adjacent peer (i.e., switch) to aggregate ports
in order to achieve fault tolerance. In contrast to the round-robin mode, the
active-backup mode does not require any special support by the switch and
neither suffer from out-of-order issue. The active-backup mode, which is origi-
nally designed for the fault tolerance purpose, can provide the FST in the range
of 5 - 20 ms with UDP traffic and less than 300 ms with TCP traffic. In the
802.3ad mode, the Linux host can dynamically cooperate with an LACP-enabled
switch following in a 803ad standard (or LACP). The hashing algorithms allow
the Linux host to load balance outgoing traffic among several physical links;
however, the traffic distribution is not optimal.
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Abstract. Community-based Question Answering (CQA) services, such as 
Baidu Zhidao, have attracted increasing attention over recent years, where the 
users can voluntarily post the questions and obtain the answers by the other us-
ers from the community. Question classification module of a CQA system plays 
a very important role in understanding the user intents, which could effectively 
enhance the CQA systems to identify the similar questions and retrieve the can-
didate answers. However, the poor semantic information could be obtained 
from the questions because of the short sentences. This paper proposes a refined 
feature extraction method for question classification. The method aims to use 
Wikipedia to expand the semantic knowledge of sentences, and extract the fea-
tures step by step to overcome the shortness of semantic knowledge. Experi-
mental results on 714,582 Chinese questions crawled from Baidu Knows show 
that the proposed method could effectively improve the performance of ques-
tion classification in CQA. 

Keywords: Community-based Question Answering · Wikipedia · Question 
Classification · Semantic Knowledge 

1 Introduction 

During the last few year, Community-based Question Answering (CQA) websites, 
such as Baidu Zhidao (zhidao.baidu.com), Sina iAsk (iask.sina.com.cn) and SOSO Ask 
(wenwen.soso.com), have emerged and become a popular form of online service. In 
these communities, web users can voluntarily ask and answer questions. Unlike the 
traditional search engines which retrieve a large number of candidate pages for users, 
CQA is an interactive platform where the posted questions could get a feedback by 
other volunteers. CQA provides a similar list of resolved history questions to the post 
items, where some good quality answers could be obtained by a small number of ex-
perts among the large population of users. These communities assure the quality of 
questions and answers through the mechanisms of voting, badges and reputation [1].  

Understanding the user intent behind the questions would help a CQA system to find 
similar questions, recommend questions and obtain potential answers [2]. The goal of 
question classification is to accurately label the questions into predefined target cate-
gories. Question classification is an essential part of question answering systems, 
because it can not only impose constrains on the possible answers but also narrow the 
scope of finding answers. For example, if the question “how much to repair my 
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iphone5?” can be correctly classified into the category of maintenance in Consumer 
Electronics, the search scope for the answer will be significantly focused on the price 
instead of each word in the candidate documents. 

Various machine learning algorithms have been proposed for question classification, 
which extract syntactic and semantic features from large quantities of training corpus to 
build the learning model. D. Zhang and W.S. Lee [3] used a special kernel function called 
tree kernel to enable the SVM to take advantage of the syntactic structures of questions. A. 
Moschitti et al. [4] defined tree structures based on shallow semantic encoded in predicate 
argument structures for question classification. A prominent achievement in Chinese 
question classification is the modified Bayes model proposed by Y. Zhang [5], where the 
accuracy rate reaches 72.4% on the 65 Chinese question classes. Compared with normal 
texts, questions in CQA are usually short and cannot provide sufficient syntactic and 
semantic features. To tackle the problem of data sparseness, Hotho et al. [6] used the 
synonym and hypernym included in WordNet to expend the text characteristics. Cai et al. 
[7] proposed a two-stage approach for question classification in CQA. The large-scale 
categories are pruned to a small subset, and then the questions are enriched by leveraging 
Wikipedia semantic knowledge (hypernym, synonym and associative concepts).  

Unlike normal texts and documents, questions in CQA are usually short. Therefore, 
the traditional learning model based on bag-of-word in vector space model extracts a 
lot of feature value with zero due to the data sparseness. There is another difficulty in 
question classification in CQA. The traditional methods can classify the questions into 
several limited categories, while the number of categories in CQA is very large. For 
example, category level in Baidu Knows is roughly divided into three layers. From the 
top layer to the bottom layer in the taxonomy, the larger number of categories may 
cause a significant decline in classification accuracy. 

In order to solve the above problems, we propose a refined feature extraction approach 
for question classification in CQA. First, the Wikipedia semantic library is constructed 
where the theme relationship can be used to extend the semantic knowledge of questions. 
Then, the proper nouns table, features extracting from categories and the refined feature 
extracting method could be employed based on bag-of-word. Experimental results on the 
714,582 Chinese questions crawled from Baidu Knows show that the proposed method 
could significantly improve the classification accuracy in CQA. 

The rest of this paper is organized as follows. Section 2 introduces the method of 
constructing the Wikipedia knowledge library. Section 3 describes the refined feature 
extraction for question classification. Section 4 reports and analysis the experimental 
study on the Chinese question classification in CQA. Finally, section 5 summarizes this 
paper and introduces the future work. 

2 Wikipedia Knowledge Library Construction 

2.1 Wikipedia Semantic Knowledge 

Wikipedia is a free, open-content online collaborative encyclopedia, which provides 
link designed to guide the user to related pages with additional information. It can be  
an effective knowledge base resource because of the rich semantic knowledge.  
In particular, research has been done to exploit Wikipedia for document categorization 

[8–10] and text cluster [11–13].  
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Each article in Wikipedia describes a topic or a concept, and it has a short title, which is 
a well-formed phrase like a term in a conventional thesaurus. Each article belongs to at 
least one category, and hyperlinks between articles capture their semantic relations. Spe-
cifically, the represented semantic relations are: equivalence (synonymy), hierarchical 
(hyponymy), and associative [9]. Articles in Wikipedia form a heavily interlinked 
knowledge base, enriched with a category system emerging from collaborative tagging, 
which constitutes a thesaurus [14]. Thus, Wikipedia contains a rich body of lexical se-
mantic information, which includes knowledge about named entities, domain specific 
terms or domain specific word. To use Wikipedia semantic knowledge, we preprocess the 
Wikipedia articles to construct the topic library and the category library. The topics in 
Wikipedia are organized as a theme tree, where the topic pages are equivalent to the top 
nodes and linked to the relational nodes. According to the degree of relationship, each 
category with the different level can be organized as leaf in the Wiki tree. 

Following [5], the semantic relations, such as synonym, polysemy, hypernym and 
associative relation, can be extracted from the article pages. The synonym relations 
mainly come from the redirect hyperlinks whose means are usually similar. Wikipedia 
provides disambiguation for a polysemy concept. Wikipedia categories contain the 
hypernym relations by hierarchical relations, including relations between categories 
and links. The associative relation of each hyperlink between Wikipedia articles could 
be measured by three kinds of method: content-based, out-link category-based and 
distance-based [10]. 

(1) Content-based measurement (Stfidf) is based on vector space model. The relat-
edness of two articles is evaluated by the extent to which they share terms using tf-idf 
scheme. 

(2) Out-link category-based measurement (Solc) could be defined as the out-link 
category similarity. If most of the out-linked categories of two articles focus on several 
same ones, the concepts described in these two articles are most likely strongly related. 

(3) Distance-based method (Dcat) measures semantic distance as the number of 
nodes in the category taxonomy along the shortest path between two conceptual nodes. 
This measurement is normalized by taking into account the depth of the taxonomy. 

The overall relatedness evaluation is defined as: 

Soverall=λ1Stfidf+λ2Solc+(1-λ1-λ2)(1-Dcat)                          (1) 

where λ1 and λ2 are the weight parameters. 

2.2 Semantic Knowledge Library from Wikipedia 

Java-based Wikipedia Library (JWPL) is already freely available for research purpose 
and is used to construct semantic knowledge library [14]. The category and topic 
databases from Wikipedia are established respectively. 

Categories can reflect semantic relations in Wikipedia, so question expansion could 
use category information. The category database includes four tables: 

(1) Category table: the patent and child categories are stored from Wikipedia, where 
two fields CategoryID (ID of category) and Name (name of category) are included. 

(2) Category_inlinks table: the relations between the categories and their parent 
categories are stored, where two fields CategoryID (ID of category) and Inlinks (ID of 
parent category) are included. 
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(3) Category_outlinks table: the relations between the categories and their child 
categories are stored, where two fields CategoryID (ID of category) and Inlinks (ID of 
child category) are included. 

(4) Category_pages table: the relations between the categories and the topic articles 
which belong to the categories are stored, where two fields CategoryID (ID of cate-
gory) and Inlinks (ID of topic article) are included. Therefore, the categories and the 
topics can be connected by this table. 

The topic database includes six tables: 
(1) Page table: the detailed topics are stored in this table, which is the most im-

portant table in the knowledge library. The four fields, PageID (ID of page), Name 
(name of page), Text (detailed topics) and IsDisambiguation (whether it is a disam-
biguation page or not), are included in this table. 

(2) Page_category table: the relations between the categories and the topic pages are 
stored, where two fields PageID (ID of page) and CategoryID (ID of category that the 
page belongs to) are included. 

(3) Page_inlinks table: the relations between the pages and the child pages are 
stored in this table, where two fields PageID (ID of page) and Inlinks (ID of page which 
links to the page) are included. 

(4) Page_outlinks table: the relations between the pages and the parent pages are 
stored in this table, where two fields PageID (ID of page) and Outlinks (ID of page 
which the page links to) are included. The associate rules are extracted from this table. 

(5) Page_redirects table: the relations between the pages and the disambiguation 
pages, where two fields PageID (ID of page) and Redirects (ID of page which the page 
redirects to) are included. 

(6) Page_mapline table: the allover information about the redirection pages is 
stored in this table, where three fields, PageID (ID of page), Name (name of the topic) 
and Redirects (ID of page which the page redirects to) are included. 

The topic pages provide the associative relations through a large number of links. 
The rich semantic knowledge, such as synonym, polysemy, hypernym and associative 
relation, could be used to construct the library from the categories in Wikipedia. 
Therefore, the semantic knowledge library could be applied into question expansion. 

3 Refined Feature Extraction 

Compared to text documents, questions contain fewer words in each sentence. Therefore, 
the sparse data is inevitable and maybe degrade the performance of classifier. To tackle 
this problem of data sparseness for Chinese question classification in CQA, we expand the 
questions by using Wikipedia semantic knowledge library. The nearest mirror of Wik-
ipedia is used to construct the library, which contains almost 8 hundred thousand topics. 
The index of topic is constructed to improve the processing speed. Therefore, the corre-
sponding synonyms, hypernym about the topics could be obtained. 

3.1 Question Expansion with Wikipedia 

ICTCLAS platform (http://ictclas.nlpir.org/) is used to do word segmentation for 
Chinese questions and stop words are removed. LTP platform [15] is employed to 
words or phrases disambiguation. 
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According to Wikipedia knowledge library, the questions could be expanded by using 
their synonyms. For example, the question  

 is processed into the word list  
after word segmentation. In this sentence, the term 

 has three synonym words  , 
 and  Obviously, the first word  

is the most similar to the term and could be added to the sentence according Wikipedia 
knowledge. The question after expansion is shown in the following figure 1. 

 
Fig. 1. Question expansion with Wikipedia 

After question expansion, the word list has become 

 

3.2 Refined Feature Extraction Methods 

3.2.1   Domain Proper Nouns Table 
In Community-based Question Answering system, there are some domain proper nouns 
which can contribute to category identification. For example, Dungeon-Fighter is a 
popular game and becomes a hot topic in the game community of Baidu Zhidao. The 
domain term  cannot be spitted into . Therefore, the domain 
proper nouns are collected and adopted as a dictionary for word segmentation tools. 
The dictionary contains 427 domain words and phrases with 13 top categories. 

3.2.2   Feature Table upon Category Tree 
The categories are organized as a tree from top level to bottom level in CQA. We 
collect labeled question in CQA belong to the category tree and extract the word fea-
ture. On top level, the features with the coarse categories are extracted, and the data 
sparseness is very obvious because of the huge amount of questions. Therefore, the fine 
features are extracted according to the bottom level. 

We set a predefined dimension D, and extract the high-frequency terms from labeled 
questions. First, the number of terms belong to the category i with high frequency is 
Counti, and the number of overall terms is counted as Sum. Then, the proportion of the 
number of term with high frequency is set to Pi= Counti/Sum. So, the number of fea-
tures extracted from the labeled questions upon the bottom categories is Ni= Pi*D. 

3.2.3   Refined Feature Extraction 
Considering the poor contributions to the classification by the single words in Chinese 
questions, these features with single words are removed from the feature table. Then, 
feature table upon categories tree contains only those features with two words or upon. 
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Because of the imbalance number of high-frequency words upon each category, the 
features extracted with types are different. With the increasing of the high-frequency 
terms on i-th category, the Pi on the feature table is more than others. Because the total 
number of D is fixed, the number of features extracted upon the other categories is 
decreased. Therefore, this imbalance maybe affects the classification accuracy. In order 
to solve this problem, those features where the threshold on frequency is below 10 are 
removed from the feature table. 

4 Experiments 

Chinese question data collected from Baidu Zhidao are used as training examples in the 
experiments. The types in the categories tree can be divided three layers from top to 
bottom. The top layer contains 13 categories, and the second layer contains 141 cate-
gories. In the second layer, there are 41 categories which can be divided into the third 
layers and then the third layer contains 289 categories. 

We collect 714,582 questions from Baidu Zhidao and randomly select 87,149 ques-
tions for the training examples because the whole data set is too large. Each question 
belongs to one category at each category level. Ten times 10-fold cross validation is 
performed on the experimental data set. In detail, the data set is partitioned into ten 
subsets with similar sizes and distributions. Each fold is selected once as the test set 
with 10% examples of the whole set while the remaining nine folds are combined into 
the training set. The whole above process is repeated for ten times and the results are 
averaged. 

Maxent Entropy Model is a general purpose machine learning framework that has 
proved to be highly expressive and powerful in NLP community. We employ the 
Maxent Entropy tool [16] as the classifier for questions classification in CQA.  

4.1 Experiments on Top Layer 

The top layer contains 13 categories. The high-frequency terms are extracted from the 
training dataset. According to the different thresholds, the dimensions of features are 
set to 1,500 and 2,000 respectively. The baseline method is the traditional TF-IDF. The 
second method uses the domain proper nouns table and the third method imports the 
feature table upon category tree. Here, the number of iteration in the Maxent Entropy is 
fixed to 20. The experimental results are as follows in table 1. 

Table 1. Experiment Results on Top Layer 

The Method of Feature Extraction 

Classification Accuracy Rate 

Dimension 

1500 2000 

TF-IDF 55.98% 59.00% 

Domain Proper Nouns Table 60.58% 63.60% 

Feature Table upon Category Tree 66.67% 70.79% 
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From the above experimental results, compared to the TF-IDF method, it can be seen 
that the accuracy rates could be effectively improved by the method of features ex-
traction after importing both the domain proper nouns table and the feature table upon 
category tree. For instance, the accuracy rate by feature table upon category tree on 
2000 dimension achieved 70.79% and increased clearly compared with TF-IDF. 

4.2 Experiments on Middle Layer 

Compared to the top layer, the second layer contains more categories. In this experiment 
on middle layer, the methods importing the domain proper nouns table and the feature 
table upon category tree are directly used. The dimensions of features are also set to 1,500 
and 2,000 respectively. Furthermore, we adopt the refined method to extract features with 
removing the single words and remove those features whose frequency is bellow 10. 
Table 2 tabulates the detailed information of the experimental results. 

Table 2. Experiment Results on Middle Layer 

The Method of Feature Extraction 

Classification Accuracy Rate 

Dimension 

1500 2000 

TF-IDF 50.07% 52.81% 

Remove Features with Single Word  57.45% 58.89% 

Remove Features Whose Frequency Is Below 10 61.23% 62.23% 

 
From the experiments, it can be observed that the classification accuracy rates are 

increased with the refined methods. Furthermore, compared to the method of removing 
single words, the accuracy rates are improved after the low-frequency terms are re-
moved from the feature table. For example, on 1500-dimension, the classification rate 
by the all above refined method achieved 61.23%. 

4.3 Experiments on Bottom Layer 

There are 289 categories on the third layer. First, both the domain proper table and the 
feature table upon categories are used to expand the questions. Then, the refined 
methods of feature extraction are employed by removing both the single words and the 
low-frequency words. Figure 3 is the comparison of classification accuracy rates by the 
different methods. 

Table 3. Experiment Results on Bottom Layer 

The Method of Feature Extraction 

Classification Accuracy Rate 

Dimension 

1500 2000 

TF-IDF 51.34% 54.61% 

Domain Proper Nouns Table and Feature Table 

upon Category Tree 
62.79% 64.18% 

Refined Feature Extraction 69.20% 71.21% 
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From table 3, it can be seen that classification accuracy rates are obviously improved 
by the proposed refined method of feature extraction. For example, on 2000-dimension, 
the classification accuracy rate is 71.21% by the refined feature extraction. Note that 
the accuracy rate obtained on the third layer is even higher than on the second layer. 
Compared to the second layer, categories on the third layer become more finely. The 
categories on the third layer may be the most relevant to the features for question 
classification.  

5 Conclusion 

Community-based Question Answering has become a hot topic in recent years. Ques-
tion classification is an important part for CQA systems. In this paper, the Wikipedia 
knowledge is used to expand the Chinese questions to enrich the features. Then, the 
refined method of feature extraction is proposed step by step. Experiments show the 
proposed method could significantly improve the classification accuracy rate in the 
Chinese question classification. Explore more powerful methods of feature extraction 
for the Chinese question classification in CQA is an interesting issue for future work. 
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Abstract. Although the multi-level route analysis (e.g., AS, subnet, IP
levels) is very useful to many applications (e.g. profiling route changes,
designing efficient route-tracing algorithms, etc.), few research investigates
how to conduct such analysis efficiently. Regarding routes as
sequences, current approaches only handle two routes at a time and they
just apply algorithms designed for general sequence comparison. In this
paper, we propose and implement a new approach named Fast-rtd that
contrastsmultiple routes simultaneouslyandexploits theunique featuresof
Internet routes to decrease the computational complexity in terms of time
and memory. Our extensive evaluations on real traceroute data demon-
strate the efficiencyof Fast-rtd, suchasmore than45%memory reduction,
3% to 15% pruning rate increase, and up to 25% speed improvement.

Keywords: Multi-level route analysis · Multiple LCS · BGP

1 Introduction

Identifying the common and/or the different portions among a set of routes in mul-
tiple levels (e.g., AS, subnet, IP levels) is a primitive of route analysis [1]. Such a
primitive is very useful to many applications, such as profiling route changes and
their impacts [2–6], measuring route asymmetry and diversity [7–10], and design-
ing efficient route-tracing solutions [11], to name a few. Although the primitive’s
basic idea is straightforward, it is non-trivial to efficiently realize this primitive
because of the tremendous volume of data. For example, the Ark project collects
500 million traceroutes in each probing unit and more than 10 billion traceroutes
have been recorded. [12]. Moreover, the majority of existing systems process each
level independently, thus resulting in redundant processing and high demand of
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 327–337, 2014.
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resources [1]. Our previous system, rtd, improves the analysis efficiency by inte-
grating all levels recursively [1].

However, we identify another two deficiencies in existing approaches including
rtd. First, existing methods only handle two routes at a time. Applications
may need to process multiple routes at the same time, such as locating the
invariant portions of the routes collected during a period of time, determining
the common IP/Subnet/ASes among a set of routes, etc. Although it is possible
to first analyze each pair of routes and then synthesize the result, such approach
is inefficient because the number of comparisons may increase exponentially.
Second, existing approaches usually regard routes as sequences and then apply
algorithms designed for general sequences to process routes. In other words, they
do not exploit the unique features of Internet routes to optimize the processing.
Note that routes are special sequences. For example, each IP address will appear
in a correct route once to avoid loop. In this paper, we propose a novel approach
named Fast-rtd for multi-level route analysis, which can overcome the above
two limitations and achieve higher efficiency. We make three contributions:

1. We identify the limitations of existing multi-level route analysis approaches,
including the inefficiency of processing multiple routes and the lack of opti-
mization by exploiting the unique features of Internet routes.

2. We propose a new approach named Fast-rtd that supports contrasting
multiple routes at the same time and exploits the unique features of Internet
routes to further decrease the computational complexity in terms of time
and memory.

3. We implement the new approach in around 800 lines of C++ codes and con-
duct extensive evaluations on its performance using real traceroute data. The
results show that Fast-rtd can achieve more than 45% memory reduction,
3% to 15% pruning rate increase, and up to 25% speed improvement.

The remainder of this paper is organized as follows. Section 2 introduces the
multi-level route analysis. We detail the algorithm in Section 3 and evaluate it
in Section 4. After introducing related work in Section 5, we conclude the paper
in Section 6.

2 Multi-level Route Analysis

Following [1], we define a legitimate route R as an ordered sequence of nodes
r1r2 . . . r|R|, where ri �= rj (i, j ∈ {1, 2, . . . , |R|}) to avoid routing loops. Each
node ri, i ∈ {1, 2, . . . , |R|}, is an IP address having n levels of labels, and its
t-th level of label is denoted as Lt(ri). The levels construct an ordered set L =
{L1, ..Ln} with a transitive relation � that have the following properties:

1. Lt � Lt+1 ⇒ if Lt(ri) �= Lt(rj) then Lt+1(ri) �= Lt+1(rj).
2. L1 � L2 · · · � Ln.
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Note that Lt+1(ri) �= Lt+1(rj) does not imply Lt(ri) �= Lt(rj), ∀i, j ∈ {1, 2, . . . ,
|R|}. Following [1–4,7–10], we use AS(ri)/SN(ri)/IP (ri) to denote the AS/
subnet/IP-level label of ri and define L = {AS-level, subnet-level, IP-level} with

AS − level � subnet − level � IP − level (1)

The goal of a multi-level route analysis is two-fold. First, it identifies the
common portions among a set of routes Rk (k = 1, . . . ,M , M ≥ 2) on different
levels. Then, based on the common portions, it outputs the difference among
these routes on different levels. Instead of conducting the comparison on each
level independently, our previous work (i.e., rtd) integrates the analysis of all
levels recursively [1]. Note that rtd compares two routes at a time using LCS
algorithms for general sequence. Although we can use it to analyze each pair of
routes and then synthesize the result, it has much larger computation complexity
than the algorithms designed for locating LCS of multiple sequences. For exam-
ple, for a set of M routes, rtd will conduct M(M−1)

2 comparisons. In this paper,
we propose Fast-rtd to extend rtd’s functionality from comparing two routes
to multiple routes by using an advanced multi-string LCS algorithm and further
improve the performance in terms of time and memory by exploiting Internet
routes’ features. We will use an example shown in Fig. 1 to introduce the basic
idea of multi-level route analysis and then detail Fast-rtd in Section 3.

As shown in Fig. 1, we compare two routes R1 ={IP1, IP2, IP3, IP4, IP5,
IP6, IP7, IP8, IP9, IP10, IP11, IP12, IP13, IP14, IP15} and R2 ={IP1, IP2, IP3,
IP6, IPa, IPb, IPc, IPd, IPe, IP12, IPf, IP14, IP15}. rtd starts the comparison
from the AS level. Since R1 and R2 differs in the second AS (i.e., AS2 and AS5),
we know that subnets/IPs belonging to AS2 in R1 and those belonging to AS5
in R2 are different according to Eqn.1. Therefore, rtd will compare subnets in
the same ASes (e.g., AS1, AS3, and AS4). Taking AS1 as an example, rtd will
contrast AS1’s subnets in R1 (i.e., {SN1, SN2, SN3}) and that in R2 (i.e., {SN1,
SN2, SN3}). Since they are the same, rtd will compare the IPs in R1 (i.e.,{IP1,
IP2, IP3, IP4, IP5, IP6}),and those in R2 (i.e., {IP1, IP2, IP3, IP6}) and identify
the common IPs (i.e., {IP1, IP2, IP3, IP6} ) and the difference (i.e., {IP4, IP5}).
After that, rtd will conduct the same analysis to AS3 and AS4. As shown in
Fig. 1, elements in red box are the differences between R1 and R2.

3 Fast-rtd

To extend the comparison from two routes to multiple routes, Fast-rtd adopts
the Fast-LCS algorithm [13], which provides a near-linear solution to the problem
of finding the longest common subsequence (LCS) among a set of sequences,
which is a NP-hard problem [13,14]. Fast-rtd further improves the performance
of Fast-LCS in terms of speed and memory usage by exploiting routes’ features.
Fast-rtd consists of three steps to be elaborated in the following Sections 3.1
- 3.3. The first two steps are the same as those in the Fast-LCS algorithm and
our improvements are introduced in the third step.
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Fig. 1. Example of multi-level route analysis

3.1 Building Successor Tables

Given a set of routes Rk (k = 1, . . . ,M , M ≥ 2), Fast-rtd first constructs a set
RU for containing all unique rk,i (k = 1, . . . , M , i = 1, . . . , |Rk|) and then builds
a successor table (denoted as Tk) for each route Rk following [13]. Each element
in Tk is defined as follows:

Tk(i, j) =

{
min{a|a ∈ Sk(i, j)}, Sk(i, j) �= φ

−, otherwise
(2)

Here, Sk(i, j) = {a|Rk(a) = RU (i), a > j)}, it stores the positions of RU (i) in
Rk, where i = 1, . . . , |RU | and j = 0, . . . , |Rk|. Since the same r will not appear
twice in a route, each row of Tk has only one integer.

Fig. 2. The successor tables of R1, R2 and R3

We use an example to illustrate how to construct successor tables. Given
R1 = {r1, r2, r4, r3, r5}, R2 = {r2, r1, r4, r3, r5}, and R3 = {r2, r1, r3, r5}, we
build RU = {r1, r2, r3, r4, r5} and construct T1, T2, and T3 as shown in Fig. 2.
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Fig. 3. Example of Fast-rtd’s pruning operations

3.2 Constructing LCS Tree

The LCS tree is constructed from the successor tables. We define an identical
tuple as (i1, . . . , im) if r1,i1 = r2,i2 = . . . = rm,im . Let (i1, . . . , im) and (j1, . . . , jm)
be two identical tuples. If ik < jk for k = 1, . . . , m, (i1, . . . , im) is a predecessor
of (j1, . . . , jm), or (j1, . . . , jm) is a successor of (i1, . . . , im). For an identical tuple
(i1, . . . , im), its direct successors can be identified through Eqn.3. Starting from
the identical tuples on the first level, we can emulate all direct successors and
construct a tree.

(i1, . . . , im) → (T1(k, i1), . . . , Tm(k, im)) (3)

From (3) we can see that the operation of producing successor tuples is to couple
the elements of the (im)th column of Tm.

Following the example in Section 3.1, we enumerate all the first identical
tuples: r1(1, 2, 2), r2(2, 1, 1), r3(4, 4, 3), r4(3, 3,−), r5(5, 5, 5). The first identical
tuples are those whether r1, r2, r3, r4, r5 appear firstly in route sequences R1,
R2 and R3, individually. Take r1(1, 2, 2) as an example, we can see R1[1] =
R2[2] = R3[2]. To generate its direct successors, r1(1, 2, 2) couples the 1st col-
umn of T1, the 2nd column of T2, and the 2nd column of T3 to produce new
tuples:r1(−, 2, 2), r2(−,−,−), r3(4, 4, 3), r4(3, 3,−), and r5(5, 5, 5). Note that
although all tuples can produce its successors, not all its successors are valid.
Four pruning operations, to be introduced in the next section, are used to remove
the invalid successors.

3.3 Pruning the Tree and Outputting LCSes

Since not all paths in the tree lead to LCSes, we employ four pruning operations
to remove tuples that do not belong to LCSes. Two operations (i.e., valid prun-
ing operation and level pruning operation) are from Fast-LCS and the other two
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operations (i.e., parent-child pruning operation and track-back pruning opera-
tion) are proposed by us exploiting the features of route sequences. We detail
the four pruning operations belows.

Valid Pruning Operation. The valid pruning operation removes identical tuples
with ′−′. Tuples like (k,−) or (−, k) are invalid and can be pruned directly.
Given N route sequences, to determine whether a tuple (i1, i2, ..., in) contains
′−′ or not, Fast-rtd will do a linear search, and hence the time complexity is
O(N/2).

LevelPruningOperation. The level pruningoperation removes redundant identical
tuples on the same level. More precisely, given two identical tuples (i1, . . . , im) and
(j1, . . . , jm), if i1 < j1 and ik ≤ jk (k=2,. . . ,m), then (j1, . . . , jm) will be removed.
Given N route sequences, for two tuples (i1, i2, . . . , in) and (j1, j2, . . . , jn),
Fast-rtd will conduct N times comparison to make sure whether the one should
be pruned or not, thus the time complexity will be O(N).

Parent-Child Pruning Operation. The parent-child pruning operation deletes a
child identical tuple if it has the same upper level label as its parent. Given
a subsequence {r1, r2, . . .} where AS(r1) = AS(r2) = AS0 and AS(r3) =
AS(r4) = AS1, in the AS − level, the subsequence can be represented as
{AS0, AS0, AS1, AS1, . . .} with redundant AS0 and AS1. Parent-child prun-
ing operation can help to avoid the redundance during the construction of the
LCS tree, because it makes sure that all the tuples have different level label with
their parent. As it just processes the level label to decide whether a tuple should
be pruned or not,the time complexity of it will be O(1).

Trace-Back Pruning Operation. The trace-back pruning operation deletes tuples
whose labels have occurred on the path from itself to the root of the LCS tree.
This is motivated by the observation that legitimate route sequences do not
contain loops. Given a subsequence {r1, r2, . . .}, if L(rj)! = L(ri),(j > i), then
L(rj)! = L(rk), (0 < k < i). Trace-back pruning operation removes all the tuples
that may form a loop by tracing back to the root of the LCS tree. The tracing
time is O(D), where D is the depth of the tuple in the tree. Since the length of
a route is usually short (i.e., less than 30), O(D) can be approximated as O(1).

Example. By applying these four pruning operations during the construction
of the LCS tree, Fast-rtd can prune a large amount of tuples during the con-
struction of the LCS tree to improve the efficiency. Fig. 3 demonstrates the LCS
tree and how pruning operations remove tuples. The LCS tree begins with the
initial tuples r1(1, 2, 2), r2(2, 1, 1), r3(4, 4, 3), r4(3, 3,−), and r5(5, 5, 5) on the
first level. The valid pruning operation will prune the tuple r4(3, 3,−1), and
then using level pruning operation, we can prune r3(4, 4, 3) and r5(5, 5, 5) with
r1(1, 1, 2), r2(2, 1, 1) left on the first level. Then r1(1, 1, 2) produces its child
tuples r1(−,−,−), r2(2,−,−), r3(4, 4, 3), r4(3, 3,−), r5(5, 5, 5) on level 2 and
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r2(2, 1, 1) generates its child pairs r1(−, 2, 2), r2(−,−,−), r3(4, 4, 3), r4(3, 3,−),
r5(5, 5, 5) on level 2.

On level 2, using the parent-child pruning operation, we prune r1(−,−,−),
r2(−,−,−). The valid pruning operation removes r2(2,−,−), r1(−, 2, 2),
r4(3, 3,−), r4(3, 3,−) and the level pruning operation removes r5(5, 5, 5),
r5(5, 5, 5) with the only r3(4, 4, 3), r3(4, 4, 3) left on level 2. Then we produce the
child tuples of r3(4, 4, 3), r3(4, 4, 3), including r1(−,−,−), r2(−,−,−),
r3(−,−,−), r4(−,−,−), r5(5, 5, 5), r1(−,−,−), r2(−,−,−), r3(−,−,−),
r4(−,−,−), r5(5, 5, 5) on level 3.

By adopting the parent-child pruning operation, we prune the tuples
r3(−,−,−) and r3(−,−,−) on level 3. The trace-back pruning operation removes
r1(−,−,−) and r2(−,−,−), because they have appeared on LCS path to the root.
The valid pruning operation eliminates r1(−,−,−), r2(−,−,−), r4(−,−,−), and
r4(−,−,−). Continuing the pruning process, we find that r5(5, 5, 5) and r5(5, 5, 5)
are the leaf tuples left on the level 3, meaning that the construction of the LCS
tree is finished. By tracing back from the two r5(5, 5, 5) on the level 3 to the root,
we will obtain two LCS: r1r3r5 and r2r3r5.

3.4 Order of Using the Four Pruning Operations

While there are four pruning operations, we find through extensive experiments
against various data sets that they had better be used in the order of parent-
child, trace back, valid and finally level pruning. By first using the parent-child
pruning operation and the trace-back pruning operation, a large number of tuples
on the same level will be pruned. Then the number of tuples to be pruned by the
valid pruning operation and/or the level pruning operation will be significantly
decreased, thus reducing the computation time.

Analysis. Let N be the number of routes and K denote the number of tuples to
be pruned by the valid pruning operation or the level pruning operation in the
Fast-LCS algorithm. Since the time complexity of the valid pruning operation
and the level pruning operation are O(N/2) and O(N), the time complexity of
pruning tuples in the Fast-LCS will be T1 = K∗O(N) if we regard both as O(N).
Note that the number of tuples to be pruned by the valid or the level pruning
operations is reduced in the Fast-rtd algorithm, because the parent-child and
the trace-back pruning operations have pruned a portion of these tuples. Let p
be the pruning rate of the parent-child and the trace-back pruning operations.
Then the time complexity of using the parent-child or the trace-back pruning
operations will be T21 = K ∗ p ∗ O(1) and that of using the valid or the level
pruning operations will be T22 = K ∗ (1 − p) ∗ O(N). Therefore, the total time
complexity in the Fast-rtd algorithm will be T2 = T21 + T22 . Compared to the
Fast-LCS, we can see that the saved time T ′ = T2 −T1 = K ∗p∗ (O(N)−O(1)).
When N and p increase, Fast-rtd will be more efficient.

Example. Consider the example in Fig. 3 where there are three routes. Tuples
r3(4, 4, 3) on level 2 produces its child tuples r3(4, 4, 3) and r3(4, 4, 3), includ-
ing r1(−,−,−), r2(−,−,−), r3(−,−,−), r4(−,−,−), r5(5, 5, 5), r1(−,−,−),
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r2(−,−,−), r3(−,−,−), r4(−,−,−), and r5(5, 5, 5) on level 3. In the Fast-LCS
algorithm, using only the valid pruning operation and the level pruning opera-
tion, it will prune the child tuples r1(−,−,−), r2(2,−,−), r3(−,−,−),
r4(−,−,−), r1(−,−,−), r2(2,−,−), r3(−,−,−), and r4(−,−,−). The time com-
plexity will be 8 ∗ O(N/2). However, in the Fast-rtd, by using the parent-
child operation first, we can prune r3(−,−,−) and r3(−,−,−) in 2*O(1), and
then prune r1(−,−,−) and r2(−,−,−) by using the trace-back pruning opera-
tion in 2*O(1). After that, we will prune r4(−,−,−) and r4(−,−,−) through
the valid pruning operation in time 2*O(N/2). Therefore, the saved time t =
8 ∗ O(N/2) − 2 ∗ O(N/2) − 4 ∗ O(1) = 6 ∗ O(N/2) − 4 ∗ O(1). When N increases,
t will increase significantly. Therefore, by first using the parent-child pruning
operation and the trace-back pruning operation, the number of tuples on the
same level will be largely reduced. Hence, the number of tuples to be pruned
by the valid pruning operation or the level pruning operation will decrease, thus
reducing computation time.

4 Evaluation

We implement both Fast-rtd and Fast-LCS for comparisons. They are tested
against two sets of real traceroute data. The first one is the iPlane data set
[15] from April to July in 2012. The other one contains traceroute data from
Planetlab nodes to two subnets in Taiwan, which were collected by ourselves
through paris-traceroute [16]. The two data sets have around 100K routes. For
each unique IP address in these routes, we get its subnet and AS information
through WHOIS database and team cymru’s IP to ASN mapping service [17].

Since Fast-rtd is designed to handle multiple routes, we evaluate it using
three types of routes, which represent different use cases. The first type of data
(denoted as S-S) include routes from one IP address to another collected during a
period of time. Such kind of data will be examined when a user wants to know the
evolving of the routes between two hosts. The second type of data (denoted as M-
S) comprises of routes from a set of IPs to one IP, for example, from an AS to one
IP. Such type of data is useful for inspecting the multiple routes to a destination.
For example, a multi-homing user may have server upstream providers, which
provides different paths and even performance for the user to communicate with
another IP. The third type of data (denoted as M-M) consists of routes from a
set of IPs to another set of IPs, for example, from an AS to another AS. Such
type of data may be used by network administrator for investigating the routes
between ASes, which are useful to traffic engineering.

Fast-rtd improves Fast-LCS by taking into account the features of Inter-
net routes. Fig. 4 illustrates the increased pruning rate and decreased memory
usages. The X-axis is the number of routes and each point represents an average
value from 20 times experiments, where a certain number of routes were ran-
domly selected from our data set. Fig. 4(a) shows that the increased pruning rate
is within the range of [3%,15%]. The value increases with the number of routes.
The M-M types of routes have much larger pruning rate than the M-S and S-S
types of routes. Moreover, the increment of pruning rate is fast for the M-M type



Speeding Up Multi-level Route Analysis 335

0 500 1000 1500 2000
0

5

10

15

20

Number of routes

P
ru

n
in

g
 r

at
e 

(%
)

 

 

S−S
M−M
M−S

(a) Pruning rate

100 400 800 1200 1600 2000
40

42

44

46

48

Number of routes

M
em

o
ry

 r
ed

u
ct

io
n

 (
%

)

 

 

S−S
M−S
M−M

(b) Memory reduction

Fig. 4. The performance improvement introduced by Fast-rtd in different scenarios

of routes when the number of routes increases. The reason may be that the M-M
type of routes have much larger number of unique IPs. Fig. 4(a) demonstrates
that Fast-rtd can lead to more than 40% memory reduction. Moreover, the
reduction rate increases along with the number of roues.
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Fig. 5. The speed comparison between Fast-rtd and Fast-LCS in different scenarios

Fig. 5 compares the time required by Fast-rtd and Fast-LCS to process
different scale of routes in different scenarios. The X-axis is the number of routes
and the Y-axis is the computation time. Each point is also an average value from
20 times experiments with randomly selected routes. We can see that Fast-rtd
uses much less time than Fast-LCS and the improvement increases along with
the number of routes. For example, when conducting experiments on 2000 routes,
we can observe up to 25% speed improvement. When the number of routes is
small, the difference is small. The type of data also affects the improvement. For
example, as the improvement of pruning rate due to Fast-rtd is small for the
S-S type of data compared to other type of data as shown in Fig. 4, the time
reduction in Fig. 5(a) is less obvious than that in Fig. 5(b) and Fig. 5(c).

5 Related Work

Contrasting routes on different levels is very useful to many applications, such
as characterizing route changes [2–6], measuring route asymmetry and diversity



336 P. Tu et al.

[7–10], and designing efficient route-tracing solutions[11]. Some research uses
Jaccard Distance to quantify the changes in routes [4,7,8]. Since this metric
does not contain order information, people propose using Edit distance and its
variants to profile route changes [2,9,10,18]. However, all these approaches may
result in computational redundancy because they process the information on
different levels independently [1]. We propose rtd to eliminate redundancy by
integrating all levels, thus achieving much better efficiency. However, all these
approaches including rtd have two deficiencies. First, they only compare two
routes at a time and cannot be easily extended to handling multiple routes.
Second, they just apply algorithms designed for processing general sequences to
routes without exploiting the unique features in Internet routes. Inheriting the
basic idea of integrating all levels, Fast-rtd extends rtd by identifying LCS on
multiple routes and improving the performance in terms of time and memory.

6 Conclusion

In this paper, we propose and implement a new approach named Fast-rtd for
multi-level route analysis. Different from existing approaches that can only deal
with two routes at a time, Fast-rtd can contrasts multiple routes simultane-
ously. Moreover, instead of directly applying algorithms for processing sequences,
Fast-rtd adopts new pruning operation and storage techniques, which are moti-
vated by Internet routes’ features, to decrease the computational complexity in
terms of time and memory. Our extensive evaluations on real traceroute data
demonstrate the efficiency of Fast-rtd, such as more than 45% memory reduc-
tion, 3% to 15% pruning rate increase, and up to 25% speed improvement,
compared with Fast-LCS, the approach for analysis of general sequences.
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Abstract. Model driven development has been considered to be the hope of im-
proving software productivity significantly. However, it has not been achieved 
even after many years of research and application. Models are only and still 
used at the analysis and design stage, furthermore, models gradually deviate 
from system implementation. This paper integrates domain-specific modelling 
and web service techniques with model driven development and proposes a uni-
fied approach, SODSMI (Service Oriented executable Domain-Specific Model-
ling and Implementation), to build the executable domain-specific model so as 
to achieve the target of model driven development. In this work, Domain-
specific modelling is the key to construct xDSM (the eXecutable Domain-
Specific Model). Web services are used as the implementation entities of the 
core functions of xDSM with the support of DSMEI (the Domain-Specific 
Model Execution Infrastructure). Finally, xDSM is transformed into the form of 
internetware to achieve system implementation. 

Keywords: Model driven development · Domain-specific modelling · Executa-
ble model · Model execution infrastructure · Internetware 

1 Introduction 

Software is the spirit of a computer system. It has substantial impacts on success in 
business today. However, faced with increasing demands and more challenging mar-
ket pressures, software systems become more and more large and complex. The tradi-
tional software development technologies are insufficient for ensuring a successful 
outcome that fulfills requirements and quality goals set out [1]. The complexity, va-
riety and changeability make the large software projects have staggering failure rates: 
difficult to maintain, low dependability, high cost and the longer time-to-market. The 
Standish Report [2] states that nearly a third of projects are cancelled before comple-
tion and more than half suffer from serious cost overruns. 

Developing and maintaining complex, large-scale, product line of highly custom-
ized software systems is difficult and costly. Part of the difficulty is due to the need  
to communicate business knowledge between domain experts and application  
programmers. Domain specific model driven development (MDD) addresses this 
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difficulty by providing domain experts and developers with domain specific abstrac-
tions for communicating designs [3]. Model describes system and its environment 
from a given view. It is an abstract representation of system and its environment. For 
a specific aim, model extracts a set of concepts relevant to the subject in order to 
make developers focusing on the whole system and ignoring irrelevant details [4]. 

In this paper, we discusses how to build the executable domain-specific model to 
achieve the target of MDD. This paper proposes an approach to the executable do-
main-specific modelling based on web services. Domain-specific modelling is the key 
to construct the eXecutable Domain-Specific Model (xDSM). Web services are used 
as the implementation entities of the core functions of xDSM with the support of the 
domain-specific model execution infrastructure which named DSMEI. Finally, xDSM 
is transformed into the form of internetware to achieve system implementation. 

2 Proposed Approach 

The role of model for software analysis and design is irreplaceable. Developers estab-
lish software analysis and design models in accordance with a variety of software 
standards, and communicate with each other by models. Model is expected to bring an 
essential leap of software development, and drive the whole software development 
process. It means that modelling is not only related to the requirement analysis, soft-
ware design and software implementation, but also able to support unit testing, system 
testing, long-term system maintenance and software reuse, etc. The above all require 
the executability of model. Only executable models can strictly ensure that model 
validation, system-generation and system maintenance are based on the models. 

The key elements of the executability of model lies in whether there are a well-
defined models and whether there is a code generator which can automatically and 
completely generate code. Both of them are mutually constraining and complemen-
tary. Code generator can be simple and easy to implement while the model is com-
plete and accurate. On the contrary, code generator must be difficult to achieve with 
complex structure and required adaptability and flexibility while the model is impre-
cise. In order to build the executable model, and achieve the automatic transformation 
from models to system implementation, there are two aspects both need to be con-
cerned. On one hand, models ought to be refined and the degree of abstract ought to 
be reduced so that models can gradually approach system implementation; on the 
other hand, code generator ought to have strong adaptability and flexibility to reflect 
the model description.  

This paper is based on domain-specific modelling to construct the executable mod-
el. During the process, the key is behaviour modelling. Based on the complete,  
consistent, detailed and accurate model description by XDML, model parsing  
and executing mechanism are used to replace code generator, and combine with Do-
main Framework as the infrastructure of the domain-specific model implementation. 
Different from other domain specific modelling approach, the abstract level of  
code implementation is enhanced by the standardised, self-contained, self-describing, 
modular web services. Encapsulating the details of code implementation, the related 
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functions, but it does not ignore the necessary details of the behaviour execution  
yet -- the data flow, the control flow and the related constraints of behaviours must be 
described in detail.  

On one hand, the measurement of the accuracy of models is determined by domain 
experts and technical experts through xDSM meta-modelling and DSMEI. Namely, if 
the application model which is built according to the definition of the meta-model can 
be accurately and completely executed by DSMEI, the models can be regarded accu-
rate enough. On the other hand, the application model which is built in accordance 
with end users' requirements can ensure the integrity of the model. Namely, if the 
results of the application model execution meet the system requirements completely, 
or the generation system realises the functional requirements completely, the models 
can be regarded complete enough. Moreover, application modelling also facilitates 
the improvement of meta-modelling and the execution environment, to meet the re-
quirements to application modelling better. 

Furthermore, the description of the behaviour details in xDSM also increases the 
complexity of modelling. It requires to adjust the complexity of modelling through 
meta-modelling and application modelling. That is guided by domain experts and 
developers mainly in the meta-modelling phase. On one hand, the behaviour complex-
ity is encapsulated in the meta-model while the behaviour details are hidden in do-
main objects and relationships with the different granularity; on the other hand, the 
complex behaviour descriptions are hidden by the implementation convention of the 
meta-model and the execution environment. So end users can do the application mod-
elling simply and flexibly. So it is easier for end users to build the executable model 
with high-quality. 

4 XDML – Executable Domain-Specific Meta-modelling 
Language 

Following the guide of MMLs5, XDML is defined to describe xDSM meta-model and 
its application model. XDML extends the semantic basis of XMML language -- a visu-
al meta-modelling language [6], and integrates the well-defined behaviour semantics to 
support the domain-specific behaviour modelling. XDML defines the concrete syntax 
of AS&MC which provides accurate definition for dynamic behaviours of models. 

XDML improves the description accuracy of the specific domain problem and its 
solutions, and reduces the complexity of the language itself. XDML is simpler and 
more accurate in syntax and semantics than the universal modelling languages. That 
reduces the difficulty of XDML compiler, interpreter and the supporting environment 
development. 

XDML is at a higher abstract level. Generally, the main domain concepts are map-
ping to the objects in XDML, while other concepts are mapping to the attributes, rela-
tionships, sub-model of the object or model links of other languages. Therefore, 
XDML makes developers use domain concepts directly to construct the domain mod-
els. It is able to describe domain concepts, the relationships between domain concepts 
and domain rules with larger granularity morpheme. Developers can use the domain 
knowledge elements in XDML directly to develop the application system, rather than 
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6 AGOS 

To a certain extent, the code is also a model. It is the most refined model, and a lan-
guage description defined precisely. It can be used to describe a system, but it is also 
platform-dependent. But such an iterative refinement is not necessary. On one hand, 
over-refinement makes the scale of model so large that the model loses its abstract 
nature. On the other hand, to deal with the ever-changing system requirements, even 
if the advanced language also needs to be added SDK (Software Development Kit) 
continuously, it must be much harder to the model which only have a weaker descrip-
tive ability. Consequently, a better software functional entity must be found to realise 
the executable model.  

The software functional entity has undergone several evolutions: from functions to 
objects, from objects to components, then from components to web services. Web 
services architecture adds and standardises a new layer, named "Service Layer" be-
tween the logistic layer and technical implement layer. The standardisation and dy-
namic characteristics make web services be able to provide the abundant and flexible 
software functional entities. AGOS adopts web services that is standardised, self-
contained, self-described and modulised to enhance the abstract level of the code 
implementation, encapsulates the details of the code implementation, and provides the 
related domain-specific software functional entities to DSMEI by the way of web 
services cluster. Web services are not stand-alone. They depend on the domain-
specific application systems and their processes. The development and reuse of web 
services have already been determined when the xDSM meta-model is constructed. It 
is a top-down design process. Based on the domain concepts, it describes the domain 
behaviour process dynamically according to the model, and drives the definition and 
functionalities of web services according to the realisation requirements of the model. 
The design principles of web services are as follows: the common parts of the specific 
domain are encapsulated into web services. The changeable parts are divided into two 
kinds: one kind that is easy to deal with by xDSM is defined directly by model; the 
other kind that it is not easy to deal with by xDSM will be transformed into service 
parameters, and use the parameterised means to handle the change-point. Web ser-
vices provide the minimal software functional entities in the entire system. It is also 
the implementation foundation of the entire executable model.  

Various web services at the different levels are required to support the problem 
space involved in the domain-specific modelling. AGOS regards a group related web 
services of a specific domain as a service cluster. On one hand, it requires a lot of web 
services entities to provide different functions; on the other hand, there may be sever-
al corresponding web services entities to the same functional requirement. So DSMEI 
is able to not only support the protocol of the service itself, but also deploy web ser-
vices cluster dynamically in the software life cycle, for examples, querying services, 
matching services, assembling services, replacement services, load balancing of the 
service group of the same functional node, and adjustment of the coordinated ser-
vices, etc. The flexible architecture of DSMEI is the foundation of the above all. It is 
able to provide Domain Framework dynamically based on web services, and adjusts 
the existing web service cluster to adapt software changes quickly. 
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7 Features of SODSMI 

SODSMI is aimed at modelling for system implementation, which reduces the model 
complexity and improves the model accuracy. This method has a holistic and sustain-
able system to support the transformation from models to system implementation. 
Compared to other modelling methods, such as MDA system, the proposed approach 
is more suitable for the establishment and support of executable models, mainly 
shown as follows: 

1. SODSMI is customised for solving software development problems in a certain 
application areas. It is dedicated and problem-oriented. Although it is at the ex-
pense of commonality, it improves the accuracy of the description on domain spe-
cific problems and its solutions, and reduces the complexity of modelling. 

2. SODSMI improves the abstract level of models, and XDML provides an abstract 
mechanism to deal with the complexity of specific domains. It provides concepts 
and rules of the corresponding application domain, rather than those of a certain 
given programming language. Modellers face the domain concepts with different 
granularity directly, rather than construct the implementation details in the light of 
classes and objects, etc. 

3. SODSMI pays attention to the integrity of MDD. Its goal is to achieve the system 
implementation, rather than to simply use models as a means of analysis and de-
sign. SODSMI completes the whole process from model establishment to code 
generation.  

4. SODSMI emphasises on the capacity of meta-modelling, and adopts the separation 
of meta-modelling and domain application modelling to establish models that 
adapts better to specific domain. At the same time, it is able to separate users’ ap-
plication modelling from domain experts' meta-modelling as well as developers’ 
creating support tools. 

5. In SODSMI, the establishment of meta-model and code generator are developed 
within the organisation. They are mutually complementary: the model establish-
ment is adapted completely to code generator; the generated code is practical, 
readable, and efficient as same as the code is written by experts who define the 
code generator. Meanwhile, the establishment of meta-model and code generators 
implicates a lot of implicit implementation convention that need not be expressed 
at the model layer, which observably reduces the complexity of models. 

6. SODSMI is based on domain engineering, which provides a well support in es-
sence for software reuse; on the contrary, the software reuse techniques also pro-
vides a well support for the DSM method. 
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Abstract. The security research of Cyber-physical system is a dynamic devel-
opment process. Because no single technique could ensure the absolute safety 
of CPS, so its safety problem must be considered from the overall and systemat-
ic researches. Based on the structure of CPS, CPS is here divided into some 
subjects, and various subjects are then discussed in face of security threats in 
the design of subject oriented CPS security model. This model is supplied with 
the WPDRRC security system model as a protective layer. With the technology 
oriented CPS system, subject oriented system security will have superiorities 
such as initiative, systemic, portability and simplified. 

Keywords: Cyber Physical System (CPS) · Security researches · Subject-
oriented · The WPDRRC security model 

1 Introduction∗ 

The technologies in computers, wireless communication, the network control, sensor 
and embedded technologies are rapidly developed. The physical system emerge. Once 
the concept was put forward by the literature [1], it is widely intentioned in the do-
mestic and foreign fields in computers, communication, control, health, and so on, 
because it has wide application prospects and commercial values [2]. 

In a broad sense, the cyber-physical system is physical network equipment which 
can be controlled and trusted. At the same time, it can deeply integrate the computa-
tion, control and communication. Through the calculation process and physical pro-
cess of interacting feedback, it can achieve fusion depth and real-time interaction to 
increase or expand with new functions and CPS monitors, or it can control a physical 
object entirely in a safe, reliable, efficient and real-time style. The ultimate goal of 
CPS will surely realize the complete integration of the information and physical 
worlds, build a controllable, reliable, scalable, secure CPS network, and it will ulti-
mately change the human construction in engineering physics system [3]. 

                                                           
∗ Xiangdong Wang: Prioject Supported the National Natural Science Fundation of Guang dong 

(S2013010014485) and Technology Project of Guangdong Province (2013B020314020). 
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At present, the CPS system research is mainly focused on the concept of CPS, CPS 
architecture, CPS modeling, CPS application and CPS challenges [4–6]. Like all tra-
ditional network, security and reliability are very important. For the large information 
and physical component, interaction has more freedom and equality than the tradi-
tional network. Therefore the CPS system will face a series of new security problems. 
How to construct the CPS security architecture, the completion of the safety commu-
nication and security control is an important and challenging problem.  

For the security of CPS, scholars at home and abroad have launched a series of dis-
cussions from the angle of technology. The security problem about the congestion and 
tampering with CPS perception data in the CPS system has been discussed [7], which 
will cause the error of the network state estimation and the error control command. 
Privacy protection, security controls and security vulnerability assessment technology 
of CPS have preliminarily been studied. Based on semantic models in CPS, the secu-
rity analysis of information flow was put forward through information flow tracking 
and automated analysis process algebra specification [8].Starting from the structure of 
the CPS, the CPSlayers of security threats and solutions are analyzed in literature [9]. 
Fine-grained model of CPS was presented [10] in order to ensure the safety of CPS 
system. 

However, the research of CPS security is a dynamic development process. Any 
single technique is too difficult to guarantee the absolute security, so the safety prob-
lem must be considered from the overall and systematic angle. This paper segments 
subject-oriented and discusses various subjects to solve security threats from the CPS 
system structure. Based on the theme of the CPS system security, the subject-oriented 
security model has more advantages than the technology-oriented security model. 

2 CPS System Structure 

The structure is the most fundamental contents in CPS system, and the scientific and 
reasonable system structure is the base of the realization of overall safety perfor-
mance, and it plays an important role in the system safety analysis. 

Considering the various definitions of CPS system and the need of completing the 
various functions, the CPS system is divided into physical layer, network layer and 
dynamic control execution layer in-depth analysis on the basis of [11–13]. 

1) Physical Dynamic Layer: The physical dynamic layer refers to the CPS system 
and the physical environment in close connection with the large number of isomor-
phic or heterogeneous physical components. 

2) The Communication Network Layer: The communication network layer which 
controls the execution layer provides the real-time and effective multidimensional 
perceptual information, data and so on.. 

3) To Control the Execution Layer: The executive control layer in the real-time ac-
quisition is the integrated perception information under premise according to the spe-
cific control demands of the semantic rules and the control logic in order to realize the 
large-scale entity in the real-time control and the global optimization control.  
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3 CPS System Topic Partition 

CPS is a complex dynamic system. From a technical point of view to study the securi-
ty of the system, and from the technical details of a starting solution which is the 
emergence of CPS security issues, it will make the CPS system security in a passive 
position. Facing the new emerging safety concerns, the security must be studied 
through the analysis to obtain a solution. Then it will enhance the CPS system securi-
ty research in a chaotic state, and a passive defense situation. 

In view of the above analysis, from the angle of technology on CPS system securi-
ty passive study, the proposed subject oriented CPS system design idea and purpose 
are the security problems of CPS which is also subject to study, so that CPS system 
security will break up the whole into parts.  

In the depth study of CPS function, on the basis of the system structure and the oper-
ation mechanism, the abstract is divided into perceptual systems, storage systems, 
communications equipment, intelligent network, distributed computing, control system 
and the implementation of the system. The seven themes are shown in figure 1. 

3.1 CPS Theme Connotation and Technical Support 

1) CPS system, perception system of dynamic physical layer in various physical com-
ponents, which track location, condition, environment and other kinds of real time 
information access, needs a lot of sensing devices. The technical support can be pro-
vided by RFID, GPS global positioning technology, sensor technology, image capture 
apparatus, laser scanning, mobile terminals and other technology development for the 
perceptual system. 
 

 

  

Fig. 1. 7 subjects of CPS  system Fig. 2. The WPDRRC security model 

2) Storage system: the perception system generates a large amount of real-time in-
formation of data stream, and the control system which produces a large number of 
parallel control instructions requires powerful storage support. NAS storage technolo-
gy, cloud storage technology, direct attached storage, network attached storage, stor-
age area network and discs [11] can server storage scheme for CPS system storage 
system with some technical support; 
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3) CPS system of communication equipment in dynamic physical layer and appli-
cation layer is connected to the calculation of a variety of communications equipment 
for the CPS system in material objects, so people, objects and other information can 
provide hardware support. 

4) CPS intelligent network in real-time communication and the information inter-
action require a certain transmission pathway of CPS intelligent communication  
network. CPS intelligent communication network is required in the transmission of 
information in the course of the digital / analog converter.  

5) CPS distributed computing systems require real-time processing massive infor-
mation system to realize a large number of physical devices with optimal control. The 
powerful computation and information processing ability are the keys of realizing this 
goal. Distributed computing, grid computing[14] or cloud computing, distributed 
computing technology for CPS system are all provided to calculate the theme of tech-
nical support. 

6) Control system: according to CPS function target and control requirements, the 
collection and analysis of all kinds of information systems, real-time monitoring and 
integrated simulation are all generated by applying the control command.  

7) Execution system: the implementation system is the control system which gen-
erates instruction execution mechanism. CPS system is involved in all walks of life, 
the performing system also differs in thousands of ways according to different appli-
cations. 

3.2 CPS System Subject Facing Security Threats 

The CPS system is large and complex because it has many hidden security dangers, 
vulnerable to various attacks, combined with the structure of CPS system, CPS sys-
tem from themes, and analysis of CPS system potential security threats. 

1) Sensing system: it includes hardware, node capture, attack, denial of service, 
collision attack, energy depletion attack, perception data destruction, tapping, illegal 
access and other security threats; 2) Storage system: it includes database attack, priva-
cy disclosure, unauthorized access, virus, Trojan horse attacks and other security 
threats; 3) Communication equipment: it includes physical destruction, Hello flooding 
attacks, tapping, virtual attacks; 4) Intelligent network: it includes network attack, 
routing attacks, malicious network, response to selective forwarding attack, tunnel, 
misleading, direction, black hole attack against security threats; 5) Distributed compu-
ting: it includes cloud computing services such as security threat; 6) Control system: it 
includes unauthorized access, vulnerability, control command forgery attacks, mali-
cious code attacks, denial of service attacks, blocking, tampering with CPS data and 
other security threats; 7) Execution system: it includes equipment failure, node con-
trol, physical destruction, and denial of service attacks, unfair competition and other 
security threats. 
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3.3 CPS Security Service Demand  

Different from the traditional communication network, computer network, Internet, 
CPS information in the system and the physical component interaction are more con-
venient than traditional network. And the frequent, intelligent component can enjoy 
more freedom and equality. Therefore, the CPS system security problems put forward 
higher requirements to the social service. 

1) Confidentiality: the unauthorized person cannot obtain the content of the mes-
sage, but CPS system complex network composed of the information is easy to leak, 
so it must ensure that the system information transmission will not be tapped. 

2) Integrity confidentiality guarantees the information safe, but it cannot guarantee 
that the information is to be modified. CPS system information from emergence to 
application process is due to transmission network openness, vulnerable to attackers 
tamper, add, resulting in the loss of information and the data is damaged. The packet 
message authentication mechanism, data monitoring and other means to identify can 
ensure data integrity and transfer command. 

3) Identity authentication of identity authentication is the most important one of all 
the security properties; other security services are dependent on the service implemen-
tation, the node which can confirm the communication node identity. 

4) Access control determines who can access the system, who are able to access the 
resources system and how to use these resources. The appropriate access control can 
protect CPS system of massive terminal information from unauthorized physical ac-
cess. 

5) CPS system adaptability to dynamic characteristics of the physical entity must 
be able to target the change of the external environment, rapid response to the intelli-
gent selection, adaptive adjustment of the balance state, to ensure that the system can 
adapt the changes in safety.  

6) In providing personalized privacy of user experience, CPS can, at the same time, 
master more user privacy. On the other hand, CPS tasks are normally performed by 
distrust of the entity in the process of collaboration. The entity output information 
may cause privacy. 

7) Real-time, or timeliness [14]:Once the network delays, the actuator can receive 
controller command, and the system will not enter into a stable state. The availability 
of the CPS requirements is more stringent real-time environment than traditional in-
formation system. 

4 Subject Oriented CPS System Security Model 

CPS system security model formulation can be achieved in CPS overall system secu-
rity protection system, overall, plan and normative, which makes CPS system control 
flow and data flow information confidentiality. The integrity and availability are 
comprehensive, reliable protections. 

At the beginning of the design, due to the OSI reference model and TCP/IP refer-
ence model without consideration of the security problems in network communication,  
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the reference model of any dimension to find security vulnerabilities will be enemy 
attack. In order to avoid similar situations, the subject oriented CPS system security 
model design, this paper uses the WPDRRC security system model for the CPS securi-
ty model of protective layer. 

WPDRRC security system model is considering the safety aspects, technology, 
management, strategy, project the respect such as the process, the design and con-
struction of the security side case strong basis is closely guided here. As is shown in 
figure 2. 

4.1 Subject Oriented CPS System Security Model 

In the CPS system security service demand as the basis, the CPS system as the basis, 
the WPDRRC security system model is introduced into the CPS system security mod-
el design, design subject oriented CPS system security model.  

1) The Model Center. The model center in perceptual systems, storage systems, 
communications equipment, intelligent network, distributed computing, control sys-
tem and the implementation of the system of the seven-theme service requirements of 
security as the core, in accordance with the overall, systematic thinking, combined 
with its own characteristics and needs of each subject and theme between interaction 
design requirements. 

2) Model of the System. CPS system architecture consists of physical layer, net-
work layer and dynamic control execution layer, in the design of security model, the 
three layers require both interrelated and need depend on each other. Therefore, this 
paper in the CPS system security model design puts forward the interlayer with pro-
tective layer of train of thoughts. When a layer of security threats passes through the 
isolating layer isolation effect, prevents the spread to other levels of security threats. 
On the other hand, between layers needed to have the cooperation function, as an 
organic whole, one layer of problems needs the other layer to provide the appropriate 
security measures, and the CPS system has become an organic whole security  
defense. 

3) Model of the Protective Layer. The security of CPS system needs its own securi-
ty policy, at the same time, needs protection. Therefore, in the CPS system security 
model, the WPDRRC security system model is introduced. WPDRRC warning, pro-
tection, detection, response, recovery, counter functions of six parts can all comple-
ment each other, so that the security of CPS system come into a flow  
entity.  

4) Model, Validation of Safety Standards. Subject oriented CPS system security 
model in the outer layer is the safety management standard and verification system. The 
safety standards include CPS security and verification of the lack of universal recog-
nized standards, safety management of security techniques, global trust degree evalua-
tion, collaborative process of privacy protection, system validation considerations from 
system scheduling capability, system energy consumption, the speed of the system, the 
system memory usage, deadlock and privacy aspects of the research. 
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4.2 Oriented CPS Model Comparison 

The technology of secure CPS system work flow as is shown in Figure 3. 
Along with the rapid development of CPS, new technology also changes rapidly, 

and a kind of any new technology is not completely safe. Technically oriented re-
search strategy will also need continue to carry out new technology of safety research, 
to meet a variety of technical and safety requirements.  

 

 

Fig. 3. Subject oriented CPS safety research 
process 

Fig. 4. Technology oriented CPS safety re-
search process 

Subject oriented CPS system security research process as is shown in Figure 4.  
Researches can be active from each subject’s own security needs, forming a closed 

loop security defense system, and can fundamentally change the CPS system security 
research in the passive position of state. 

Subject-oriented study of safety design strategies leads to themes of safety demand 
as the research object, and leads to the theme of their own needs as the starting point, 
so it is relatively stable and oriented with respect to the technical security researches. 

Subject-oriented security design research strategy has a better system.  Each sub-
ject was a safety research. The importance of the theme, the connection and coopera-
tion make it become an organic whole. And in the technical security research, it lacks 
the whole CPS system security planning, and ignores the CPS system sex. 

Subject-oriented study of safety design strategies leads to themes of safety property 
as the object of study, and it has good portability.. 

To sum up, subject-oriented CPS system security research is better than the tech-
nology research of CPS security initiative, and its changes are numerous for their 
advantages are brief, systemic, and portable. 
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5 Summary 

In the system, safety is one of development process problems which cannot be ig-
nored. In the Internet design in the initial stage, because of the single attention to the 
practical application, ignoring the consideration of the system safety, the current  
Internet has many defects. Internet dependence of TCP/IP protocol has the bigger 
hidden safety trouble, and it makes Internet security in a passive position. Although 
active defense has got certain development, Internet security will not be able to reach 
the ideal state over a period of time. 

As a global information technology and information industry’s new development 
trend, the CPS system will be the information world and the physical world, which 
includes fusion and development of the computer system, embedded systems, indus-
trial control systems, networked control systems, networking, wireless sensor net-
work, hybrid system, permeability and economic life. In all areas of production it can 
produce far-reaching effect. Therefore, in the initial stage of development, the system 
security cannot be ignored. 

This paper proposes the subject-oriented CPS system security model for CPS secu-
rity research, and provides a good idea to effectively promote the development of 
CPS system. 
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Abstract. Through theoretical and experimental methods, the feasibility of the 
dielectric permittivity as the decay of lubricants evaluation index was verified. 
To overcome the shortcoming of existing oil monitoring with high costs, com-
plicated operation and poor real-time, it’s necessary to develop the wireless 
online monitoring system. A new type of capacitance sensor for trace moisture 
measurement was presented. Oil monitoring principle according to the idea of 
difference was described. Node deploy mode of wireless sensor network is pre-
sented in this paper, and asynchronous sleep scheduling algorithm based on the 
data variation was given. By means of the grey correlation analysis and experi-
ment in allusion to moisture measurement, the results confirm that the accuracy 
and reliability was improved.  

Keywords: Lube · Permittivity · WSN · Grey correlation analysis · Moisture 

1 Introduction 

The deterioration level of lubricants affects working conditions of the engine directly, 
and the decay process of the engine lubricating oil is a complicated process. Tradi-
tional detecting methods of lubricating oil predominantly use off-line detection, ex-
tracting the pre-existing oil sample and bringing it to the special detection mechanism. 
The off-line detecting method is laborious, time-consuming, costly and requires a 
long monitoring cycle. Therefore the development of online lubricant monitoring 
system has very significant theoretical and practical significance.  

It shows that moisture in the lubrication system of utility-type unit is one of the 
important causes leading to the equipment problem, especially in the petrochemical 
industry. The moisture content in lubricating oil, according to the regulations, should 
be below 0.03%, and the oil change level is controlled in 0.1%~0.5%. If the standard 
is not met, lubricating oil will be emulsified, and the lubricating properties of oil will 
grow poorer, causing parts to rust, axle suspension bush to burn and other machinery 
accidents. Therefore moisture monitoring in the lubricating oil is particularly im-
portant, not only can it monitor the equipment operational condition indirectly, but 
also provides evidence for the mechanical fault diagnosis. 
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2 Related Work 

As the lubricant is oxygenized and polluted, the permittivity becomes increasingly 
apparent; therefore the permittivity can be seen as the comprehensive evaluation in-
dex of the lubricant decay extent. Through the reasonable threshold of the permittivi-
ty, the rate of lubricants deterioration can be evaluated comprehensively. Among the 
lubricant physicochemical index, the change of the metal particles, water, and acid 
substance are the principal factors which affect the lubricant quality decay. Especially 
the water, whose permittivity is much larger than the lubricants’ and other two fac-
tors, plays a key role in the permittivity’s change [1].  

Currently, the moisture content of lubricating oil online measuring is mainly by the 
capacitive moisture sensor which based on the variable dielectric permittivity. Au-
thors of literature[2-5] discussed the performance of the capacitance sensor with flat, 
cylindrical, and probe sensors; experiments were carried out to validate correlation 
models. The structure of the sensor under the condition of high moisture content per-
formance comparatively ideal, and it is appropriate for detecting water well like crude 
oil, which moisture content is high. But for lubricating oil, which moisture content is 
extremely insignificant, the situation is completely different. In the first instance, the 
sensor's capacitance is too minuscule, usually only a few picofarad. Though some 
improved sensors[6] with a layer of insulating layer on the plate can increase the ca-
pacitance to dozens of picofarad, but the capacitance variation caused by the dielectric 
permittivity change remains unchanged. This does not increase the sensitivity of the 
sensor, and it is difficult to distinguish for less than 0.1% moisture. Secondly, we 
cannot ignore the edge effect, parasitic capacitance, stray capacitance for the sensor's 
minuscule capacitance, as they impact the mapping relationship between moisture 
content and capacitance. And lastly, though moisture content has noticeable differ-
ences in dielectric permittivity measurement between water and oil, but it is not a 
single-valued function of the lubricating oil dielectric permittivity; the influence of 
abrasive particle and temperature on dielectric permittivity cannot be ignored. There-
fore, in order to improve the sensitivity and accuracy of trace moisture measurement, 
it needs to be improved for the sensor and methods of measurement. 

3 Design of Lubricant Monitoring System 

In this section, the lubricants online monitoring system, which focuses on moisture 
detecting, is described. Details on hardware and software designing are discussed.  

3.1 The Capacitance Sensors 

A lot of literature and experiments show that moisture content in lubricating oil has 
significant influence on the dielectric permittivity; it can go as far as offsetting the 
effect of other impurities on the oil dielectric permittivity in the interval of high mois-
ture content. However, the absolute variation of the dielectric permittivity of oil, with 
moisture content less than 1000ppm, is very diminutive; it is difficult to measure with 
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detection purpose. When the permittivity exceeds the threshold of the system, the 
system alarm will sound. But to date, none of the methods developed is perfect and all 
are far from ready to be used in practice systems. So it will be followed by a descrip-
tion of how to set up the network of monitoring system, and details on the sensors’ 
structure are discussed in later sections. 

The project, which is part of the Maoming Petrochemical rotating machinery fault 
diagnosis project, provides one-dimensional fault diagnosis evidence for multi-sensor 
information fusion. The large units of Maoming Petrochemical are equipped with a 
lubrication system. Lubricating oil filter is an important part of the lubrication system, 
and its role is to filter and remove impurity and abrasive particle in the lubricant, and 
to protect life of operation components. 

The design is based on the idea of the differential. Sensors with the same structure 
are mounted in vital parts such as the oil tank, filter, cooler, and dehydrator. By moni-
toring the permittivity between different nodes, we can calculate the difference to 
analyze the impact of numerous factors on the oil dielectric permittivity. So the per-
mittivity increment made by moisture, abrasive particle and thermal can be calculated 
by measuring the difference of capacitance. The structure of the lubricant monitoring 
system in Maoming Petrochemical is shown in Figure 2. 
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Fig. 2. Diagram of the general design 

The monitoring system obtains real-time oil data online generated by sensors men-
tioned above. Then, it utilizes the Zigbee protocol to communicate between the clus-
ter head node and sensor nodes, by which data is collected. Finally, sink node uses a 
USB interface and uploads the data to the PC. 

The sensor node for each unit is composed of a cluster, using single hop communi-
cation between the sensor nodes and the cluster head. The sensor nodes transmit the 
collected data to the cluster head. Cluster head collects the data from sensor nodes for 
fusion to remove data redundancy. After that, the cluster head then transfers the data 
to the sink node. Sensor nodes using regular sleep mechanism wake every ten minutes 
to collect data from units. And it can also be awakened by the cluster head itself in 
order to collect data from specific parts of each unit. 
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When the data is gathered, the sink node uploads the data to the PC by USB inter-
face. Oil expert system can be used for further analysis on the PC, and can also be 
connected to the larger oil analysis laboratory implementation of remote analysis. 

3.3 The Software Design 

The diagram of the software is given in figure 3. In order to save the energy of sensor 
nodes, wireless communication module nodes usually remain dormant and opened 
only when the value is mutated or when the sink nodes are required to transmit da-
ta[7][8]. Considering the energy efficiency and characteristics of oil monitoring, we 
designed the asynchronous sleep scheduling algorithm based on the data variation as 
follow. The data are collected by sensor nodes once every ten minutes and compared 
with preceding data. If changed little, it will be stored in memory and will overwrite 
the previous data. If the data is mutated, the wireless communication module will 
power on the wireless communication module for alarm. Sink node will then send the 
command to WSN to open all nodes when the oil needs to be analyzed, sensor nodes 
distributed storage data to the cluster-head node, and then send to the sink node by 
them. Fluids information can be chosen by the sink node at all monitoring points, and 
can also be separately collected. 
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Fig. 3. The flowchart sleep scheduling algorithm 

4 Gray Relational Grade Analysis 

The dielectric permittivity of the lubricating oil, mainly affected by the moisture, 
abrasive, temperature and other unknown factors, can give a representative property 
of physicochemical parameters roundly. It belongs to grey system. The grey system 
theory put forward the concept of the grey relational grade of various factors, and 
determines the degree of correlation between factors according to geometry curve 
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similarity of factors. Take water content monitoring for an example, to find out rela-
tionship between the sensor output and water content, the bigger correlation degree 
between factor and moisture content, the more accurate for using it as a monitoring 
water content index. The major steps are making the original data dimensionless, 
calculating the correlation coefficient, correlation degree and ranking evaluation in-
dex according to the correlation degree. 

Set the moisture content as the main sequence Y={Y(k) | k = 1, 2, ……,n}, and 
factors as sub sequence Xi={Xi(k) | k = 1, 2, ……, n}, i = 1, 2, ……, m.  

The physical meaning of each factor is different, so data dimension is inconsistent. 
In order to eliminate the influence of dimensional and enhance comparability between 
different dimensions of factors, we need the grey correlation analysis, and first of all 
the elements of raw data need to be normalization with non-dimensional treatment, its 
computation formula is[9]: 
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According to the definition, the correlation coefficient for main sequence Y(k) and 
sub sequence Xi(k) is 
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In the formula the ρ is distinguishing coefficient, the smaller the ρ is, the greater 
the resolution ratio. The resolution is best, the when the ρ≤0.5463 or less, usually take 
ρ=0.5. The correlation degree of sequence of sub factors represents the relationship to 
the main sequence, the greater the correlation degree of the factors, the influence is 
more obvious to the main sequence. 

5 Experiment 

Results of an experiment focus on moisture content we validated are given to illus-
trate the proposed technique. In the experiment, the actual sample of lubricating oil is 
measured regularly from a unit in maoming petrochemical company, model for mobil 
dte25. Take 20 samples of actual oil, and five of them at room temperature, adding 
suitable amount of water that making lubricating oil moisture volume fraction were 
0.01%, 0.1%, 0.3%, 0.5%, 0.3%. And the real moisture content was measured by Karl 
fischer moisture meter. Stir well for 10 min making water dissolves in lubricating oil. 
Measuring the capacitance value Cx1. Then filter the oil with the precision of 15  
microns, measuring the capacitance value Cx2. Experimental data measured in tem-
peratures of 26.7℃, 40℃, 55℃, 70℃. The relations between moisture content and 
capacitance value under different temperature is shown in figure 4 and 5. Obviously, 
compared with two figures, we know that coincidence degree is higher when using 
ΔCw to represent the moisture content than using a single sensor. Therefore, it can 
reflect real water content more exactly.  
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6 Conclusions 

1. In this paper, the design of the capacitance sensor with adjustable plates not only 
has high sensitivity, but also reduces the volume signally than the sensor with the 
type of cylinder and plate. And it is suitable for the oil online monitoring. 

2. Lube oil monitoring for industrial unit needs a large amount of sensor nodes. This 
requirement has been fulfilled through WSN. According to the characteristics of 
slowly changing in monitoring data, the design of asynchronous sleep scheduling 
algorithm based on the data variation can reduce the network energy consumption 
and prolong the life cycle of the network. 

3. A new way to accurately distinguish the ingredient of contaminants in lubricating 
oil is proposed. Through the idea of difference, reduces the combined impact of 
multiple factors on oil permittivity. Take measuring trace moisture in oil for exam-
ple, the method can improve the correlation between moisture and dielectric, by 
grey relation analysis and experiment validation. It can predict the moisture content 
in lubricating more accurately. Through the same way can also measure the content 
of abrasive particle.  
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Abstract. At present, how to trade off the balance between the memory re-
sources and sampling accuracy balance has become one of the most important 
problems focused on by the network packet sampling algorithms. This paper 
discusses a novel adaptive fair packet sampling algorithm (AFPS) to solve the 
above problem by improving the use ratio of memory resources. The key inno-
vation of AFPS is the reconfigurable counter structure composed of two counter 
arrays, by which the AFPS count the small flow and large flow in a differential 
way and the size of two arrays can be adjusted adaptively according to the dy-
namic flow size distribution. The reconfigurable counter structure ensures not 
only a high memory use ratio value under different network conditions but also 
accurate estimation of small flows so that the overall sampling accuracy of 
AFPS is improved. The theoretical analysis and evaluation on real traffic traces 
show that AFPS can estimate the small flows accurately and the estimation er-
ror of the large ones’ equals to SGS. Besides AFPS keeps the memory resource 
use ratio on almost 0.952 under different conditions so that it can use the 
memory resource efficiently. 

Keywords: Network traffic measurement · Packet sampling · Estimation error ·  
Reconfigurable parameter 

1 Introduction 

Network traffic measurement is essential for network routing, management and secu-
rity. As the rate of networks links increases rapidly, the confliction between limited 
measurement resources and measurement accuracy becomes more and more serious. 
In order to improve the measurement accuracy, packet sampling [1] is usually used. 
Packet sampling can reduce the number of flow records as well as keep the traffic’s 
primitive characters.  

The traditional packet sampling algorithms often keep the flow records in memory 
resources such as SRAM, DRAM or other fabric structures. The size of memory re-
sources used to store the information of sampled flows affect the accuracy of meas-
urement result directly. Due to the limited memory resources, the information of sam-
pled flows can only be recovered partly. So how to make a trade-off between memory 
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resource and measurement accuracy is the most important problem to be solved. 
Some algorithms only focus on parts of flows which they are interested in just like SH 
and MBF [2]. Others adjust sampling rates adaptively according to the flow size or 
some other conditions [3]. Although these improved sampling algorithms can ensure 
the accuracy of traffic measurement results partly, they do not use the memory re-
sources efficiently. In the future, the high-speed network bandwidth and the various 
new network applications will need more and more memory resources to store sam-
pled flows. So a good sampling algorithm in the future network must try to use the 
memory resources enough as well as ensure a high sampling accuracy.  

Recently SDM(software defined measurement) is proposed and discussed [7][8]. In 
SDM, the tradeoff between resource usage and accuracy is one of the important prob-
lems to be solved. Kinds of resources (CPU, memory, network) are be orchestrated by 
a controller. The memory usage becomes a function of measurement requirement in 
different spatial and time granularity. 

This paper proposes a novel adaptive fair packet sampling algorithm (AFPS). The 
key innovation of AFPS is the reconfigurable counter structure, which structure is 
composed of two counter arrays counting packets in a differential way. One counter 

array named mC is used to count packets of small flows one by one. The other named 

eC is used to count large flows by counting sketch [4]. The two counter arrays share 

one memory space and the size of each counter array is decided by a reconfigurable 
parameter TEF (the Threshold to judge Elephant Flow). TEF can be adjusted adap-
tively according to the dynamic change of the maximal flow size on the link so that 
the memory resources can be used efficiently under different network conditions. 
Counting small and large flows in a differential ways ensures that the estimation error 
of small flows is 0 and the estimation error of large ones’ equals to SGS. The dynamic 
adjustment of TEF makes AFPS estimate more small flow while the maximal flow 
size becomes small so that AFPS can get small average standard error.  

2 Analysis of the Problem 

Packet sampling can reduce the number of flow records stored in memory resources. 
But with the rapid development of network bandwidth and the appearance of some 
new network applications, existing sampling algorithms can not ensure high sampling 
accuracy within the constrain of the memory resource.  

Especially to the network application such as anomaly detection, collecting as 
much as traffic information is very important. The information loss on small flows 
will affect the estimation accuracy of such network application’s statistics. Fair sam-
pling is a kind of methodology to settle the above problem. SGS[4] is a classic fair 
sampling algorithm. It makes the packet sampling probability as a decreasing function 
of the size of the flow which the packet belongs to. In this way, the packet belongs to 
the small flows can be sampled with high probability while low sampling probability 
of the elephant flows will not decrease the estimation accuracy, resulting in much 
more accurate statistic results.  



 An Adaptive Fair Sampling Algorithm Based on the Reconfigurable Counter Arrays 373 

 

SGS uses the counting sketch to encode the approximate of all flows. The hash col-
lision in counting sketch might cause more than one flows to be hashed to the same 
index, resulting in the increasing of estimation error. This inaccuracy has more impac-
tions on small flows than elephant ones.  

The existence of hash collision in SGS is due to the limitation of memory re-
sources. Today’s memory technique does not support allocate a single counter to each 
flow. Though the memory resources used as the counters are very limited, SGS wast-
ed lots of memory spaces because of its counting sketch structure. So we try to 
change the counting structure and improved the use ratio of  the limited memory 
resource. 

3 Our Algorithm 

To solve the problem that the counting sketch structure used by SGS results in the 
decreasing of estimation accuracy for flows, the accuracy of the approximation for 
small flows used to calculate the sampling probability must be improved.  This paper 
proposed an adaptive fair packet sampling algorithm (AFPS) to increase the estima-
tion accuracy of fair sampling algorithm. The key innovation is the reconfigurable 
counter structure composed of two counter arrays, in which the size of counter arrays 
can be adjusted according to the changes of dynamic traffic characters on the net-
work. Introducing of this novel counter structure can not only eliminate the hash col-
lision to small flows but also improve the memory use ratio. AFPS can provide better 
overall accuracy than SGS. 

3.1 The Architecture of AFPS 

The adaptive fair packet sampling algorithm (AFPS) is mainly composed of three 
modular: flow counting, packet sampling and adaptive adjusting. The overall architec-
ture of AFPS is shown in figure 1. Once each packet arrives, the AFPS scheme firstly 
tries to count the size of the flow which the currant packet belongs to by the reconfig-
urable counter structure. AFPS use the value in counters directly as the unbiased es-
timation of flow size which is the parameter to calculate the sampling probability. 
Secondly, the packet sampling modular samples the packet with the probability which 

is calculated by the decreasing sampling function f of the flow size the packet be-
longs to. If the packet is sampled, the flow record which the packet belongs to will be 
update. Finally, at the end of each sampling cycle (a predefined period of time), AFPS 
adjusts the size of two counter arrays according to the estimation of the maximal flow 
size during the sampling cycle. The overall architecture is similar to SGS besides the 
additional adaptive adjusting modular. 

The sampling function used by AFPS is : 

21 1P( i ) / ( i )ε= +                             (1) 
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Where i is the value of flow size. AFPS simply uses the counter value in the reconfig-
urable counter structure as the approximation of the concurrent flow size so that 
AFPS can support full line speed processing. The small flow counter array eliminates 
the hash collision by counting packet one by one. So AFPS can estimate the small 
flows accurately. The adaptive adjustment of the counter arrays ensure a high effi-
ciency usage of memory spaces resulting in the increasing of overall estimation accu-
racy. 

 

 

Fig. 1. The overall architecture of AFPS 

3.2 The Sturcture of the Reconfigurable Counters  

The most important part and the innovation of AFPS is the structure of the reconfigu-
rable counter (RC) which can not only counts packet of small flows one by one but 
also ensure the high efficiency usage of memory spaces. The structure of RC is shown 
in figure 2. 

 

 

Fig. 2. The structure of RC 
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AFPS is composed of a Bloom Filter for small flows(BFMF), counter array for 

small flows mC , counter array for elephant flows eC and a reconfigurable parame-

ter: the Threshold to judge Elephant Flow(TEF). The bit length of counters in mC is 

smaller than in eC  while the number of counter in mC is more than in eC . mC and 

eC share the same memory space. The structure of RC is shown in figure 2. 

Upon the arrival of a packet, one counter in RC will be updated. The updating pro-
cess of RC is described in table1. 

Table 1. The updating process of RC 

The updating process of RC: 

1. Initialize the BFMF, mC , eC and TEF; 

2. Abstract the flow identification idf ; 

3. Search the BFMF by idf ,judge the bit 1i id( h ( f )),i ,...,kφ = ; 

4. If 1,....,i i k∀ =， , 
1i id( h ( f ))φ = ,then: 

5. The packet belongs to a small flow, and then get the counter address of the 

flow mAddr in mC according to the idf by content addressing; 

6. If [ ]m mC Addr TEF< ,then [ ] [ ] 1m m m mC Addr C Addr= + ; 

7. Else a new elephant flow appears, then; 

8. Get the counter address of the flow eAddr in eC according to  

the idf by idHASH( f ) , update the counter in eC , 

[ ( )] [ ( )] [ ] 1e id e id m mC HASH f C HASH f C Addr← + + , set the counter in 

0m mC [ Addr ] =   ; 

9. Remove the current flow record from TEF, Set the bit in TEF to 0; 
    
 

Based on the above section, we know that the memory resource of AFPS is mainly 
used by the RC structure. Since the concurrent flow number on the link of back bone 
is about 0.5 millons or 1 millons[6] , the size of each counter arrays in RC is no more 

than 106bit. So the mC  and eC  can both be implemented on SRAM. Besides the 

maximal time spent to sample a packet equals (2 4)*k T+ , where k is the number 

of hash functions in BFMF, T is a memory access time. On the 10Gbps links 
(OC-192)，AFPS can support the line-speed processing. 
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4 Evaluation and Discussion 

4.1 Theoretical Analysis 

AFPS aims to improve the accuracy of the estimation of small flows. Since AFPS 
allocates one counter to each small flow, the hash collision is avoided completely. 
AFPS can ensure the absolutely accurate flow size estimation for small flows. On the 
other hand, AFPS use the same counting sketch structure as SGS to count the packet 
of elephant flows. Thus the estimation error of large flows in AFPS is equal to SGS. 
Here we define average standard error as the mean of standard error of all flows in 
one sampling cycle. In table 2, we show the average standard error of AFPS and SGS 
in different TEF values. In our analysis, we suppose 0.1ε = . 

Table 2. Average standard error of the two algorithms under different parameters 

 TEF=100 TEF =600 TEF=1000 TEF=1500 

AFPS 0.0856 0.0829 0.0734 0.0723 

SGS 0.0958 0.0958 0.0958 0.0958 
 
As can be seen from Table 2, the average standard error of AFPS is smaller than 

SGS. With the increasing of TEF, the average standard error of AFPS becomes small-
er and smaller but the average standard error of SGS is a constant. So the sampling 
accuracy of AFPS is better than SGS. 

The use ratio of the memory resources is another important index to measure the 
performance of sampling algorithms. As discussed in the above sections, the AFPS 
can keep a high use ratio of memory resources by adjusting the TEF. Here we analyze 
the use ratio of AFPS theoretically and compare the results to the assumption that the 
TEF cannot be changed. Figure 3 is the evaluation result where M is the maximal size 
of flow in the sampling cycles. 

 

 
Fig. 3. The use ratio of memory in different schemes 
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4.2 Evaluation on Real Traffic Trace 

The dataset used by the evaluation is from NLARN PMA’s 2011[5], which is 
anonymized to protect the network users’ privacy. The dataset file name is COS-
1075142054-1.tsh.gz, and the detail information is shown in table 3. 

Table 3. Detail information of the dataset 

dataset time Flow 
numbers 

Packet 
numbers 

Speed of 
link 

File name 

NLARN 
PMA 
DATA-set 

90s 162785 2268944 2.5Gbps COS-1075142054-
1.tsh.gz 

 

 
      (a) the std. error of ASPF               (b) the std. error of SGS 

Fig. 4. The standard error of  ASPF and SGS 

As can be seen from Fig. 4, the standard error of small flow size estimated by 
ASPF is 0 and the one of large flows is very close to the theory value. The flow size 
estimation of ASPF is more accurate than that of SGS. ASPF is very useful for the 
network applications which need the traffic information of small flows. The proposed 
algorithm is an effective way to improve the sampling accuracy with the memory 
resources constrains. 

5 Conclusions and Future Work 

In the proposed algorithm, the problem of confliction between memory resources 
constrain and sampling accuracy is resolved by a novel adaptive fair sampling meth-
od. ASPF introduces a reconfigurable counter structure to estimate the small flows 
and large flows in different way. The reconfiguration of the counter arrays ensures the 
use ratio of memory almost close to 1 under different network conditions. High use 
ratio of memory and different counting method for small flows and large flows result 
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in the increasing accuracy of flow size estimation. AFPS is an absolutely effective fair 
packet sampling algorithm which can estimate small flows with 0 errors as well as do 
not increase the estimation error of large flows. 

In the future, we will do deeper research on the direction of network measurement 
resource usage. We will study the influence on the measurement accuracy caused by 
other resource such as CPU or communication bandwidth. Then we want to explore a 
novel network measurement architecture which can allocate measurement resources 
between different measurement tasks so that the accuracy can be ensured and the 
resources can be utilized efficiently. 
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Abstract. Network virtualization realizes new possibilities for the evo-
lution way to future network by allowing multiple virtual networks over
a shared physical infrastructure. In this paper, we discuss the short-
coming of current network virtualization and propose our approach, a
framework that improves current infrastructure by extending link virtu-
alization with a new component which we call Multi-Hop Virtual Link.
At last, we present preliminary design of our proposal.

Keywords: Network Virtualization · Virtual Link · Router Virtualiza-
tion Architecture

1 Introduction

In a past three decades, Internet has become critical infrastructure for supporting
multitude distributed systems, applications, and a widely various networking
technology. Just as many successful technologies, Internet has been suffering the
adverse effects of inertia [1], and recent efforts show that it is hard to design
a one-fit-all network architecture [19]. Network virtualization is considered to
be an effective way to fend off this problem [2]. With network virtualization,
multiple isolated virtual networks with potentially different routing algorithms,
network protocols and data process can share the same physical infrastructure
[3].

Network virtualization decouples network functionalities from those physical
realization by separating the role of the traditional Internet Service Providers
(ISPs) into two parts: infrastructure providers (InPs), who manage the physi-
cal network infrastructure, and virtual network operators (VNOs), who create
virtual networks by aggregating resources form more than one InP and offer
network services based on users needs[5].

In a network virtualization scenario, InPs should maintain a network envi-
ronment supporting network virtualization which must allow the coexistence of
multiple virtual networks with different architectures and protocols over a shared
physical infrastructure. Thus, the deployment of network virtualization intro-
duces new requirements in relation to what the architecture of network infras-
tructure and how virtual network are provisioned, managed and controlled under
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 379–386, 2014.
DOI: 10.1007/978-3-319-13326-3 36
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the condition of virtualization. In conventional network virtualization architec-
ture, the physical network infrastructure is divided into a plurality of slices that
are assigned to different users to guarantee resource and support multiple virtual
networks [19].

Unfortunately, current networking infrastructure cannot fully meet any of
these goals, which causes significant ossification for network operators who want
to provide network virtualization services for end-to end users or applications[9].
To fend off this inability, network research communities have made lots of mean-
ingful works to design a framework of infrastructure which can satisfy the needs
of network virtualization[4].

In this paper, we begin with revisiting the previous conception of network
virtualization and discuss limitations and explain how current works would fall
short of our goals. We then explore how we might improve current network
virtualization architecture. Roughly, our idea is to be dubbed as two improve-
ments for the existing work, including, i) extend current abstraction mechanism
of a network with a more detailed link virtualization abstraction; ii) present a
preliminary design of a network virtualization platform, describing how to lever-
age virtualization primitives in current general-propose hardware. Our modified
approaches introduce a new modularity in network infrastructure which we think
is necessary to achieve our goals.

We begin this paper at Section 2 by reviewing the basics of current network
technologies. We then, in Section 3, introduce our proposal and preliminary
design thought. We end with a discussion of the implications of this approach in
section 4.

2 Background of Network Virtualization

As shown in Figure 1, previous researches have proposed conventional virtual
network architecture running on the sharing infrastructure which must consist
of two basic components, virtual node and virtual link [1]. In a networking envi-
ronment that is capable of supporting network virtualization, each underlying
node should be able to contain multiple virtual nodes and bearers more one
virtual links[12]. By far, most use cases demand a one-to-one mapping between
each virtual node of a virtual network and a physical node. On the other hand,
a virtual link is corresponding with a physical path which may consist of more
than two physical nodes.

In a common view, virtual node is often considered as virtual router, and
data plane virtualization is the basic component of router virtualization[4]. Thus,
earlier researches on node virtualization focus on isolation, reconfiguration and
partitioning of underlying hardware resources, such as CPU, memory, IO band-
width, through recent developments in para-virtualization (such as XEN) and
operating system virtualization (e.g. OpenVZ). Link virtualization is another
central component of network virtualization. Compared with node virtualization,
link virtualization is used for forming a virtual network through interconnecting
multiple virtual nodes according to the topology of the virtual network. From
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Virtual Node

Virtual Link

Physical Node

Physical Link

Virtual Network 1

Virtual Network 2

Physical Network

Fig. 1. Basic components of network virtualization

Figure 1, it is easy to see that link virtualization need realize a mapping virtual
links between a physical link and guarantee link bandwidth of each virtual link.
Particularly, Due to the difference between physical network topology and vir-
tual network topology, there may be some virtual links that traverse more than
two physical nodes (in this paper, we call it multi-hop virtual link. Due to
the existing of multi-hop virtual links, each physical node in a virtual network
must play one of two roles, one is one of the two nodes who terminate the virtual
link, we call it Link End Node; the other is intermediate node which is tra-
versed by the virtual link, we call it Link Intermediate Node. At the aspect
of implementing link virtualization, some researches argue that time-division
multiplexing (TDM) and wavelength division multiplexing (WDM) can be used
for isolation and partitioning of link bandwidth and todays common network
technology (e.g. MPLS, ATM) can be suitable for building a virtual link.

3 Network Virtualization Extending Design

3.1 Requirements Analysis

While previous works have permitted significant advances in terms of fairness
and preference, we consider that there is still room for improvement through
recent advances in other domains. In this section we will explore how our proposal
in network virtualization framework might be extended to better meet the goals
listed in the introduction. There are relevant improvements we consider here:

First, previous studies do not pay enough attention for multi-hop virtual
links. Packet processing of multi-hop links on Link Intermediate Node only
requires switch hardware to lookups over a small table consisted of multi-hop
virtual link tags. Therefore, it unnecessarily couples the whole requirements on
Link End Node to packet processing on Link Intermediate Node.

Second, while node virtualization based on operating system virtualization
has permitted significant advances in terms of fairness and isolation, but this
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may introduce additional overhead, especially in support of forwarding plane
virtualization with IO-bound feature. Moreover, the environment of forwarding
plane virtualization does not require so strict isolation as operating system vir-
tualization. We argue that it is necessary to implement a lightweight forwarding
plane virtualization hypervisor without operating system virtualization.

Thus, our proposal is to extend network virtualization architecture in a way
that improves some aspects yet still retains current benefits. Then, we will
present a preliminary design and prototype implementation of our proposal,
describing how to leverage existing virtualization primitives in todays general
hardware to achieve ideal network virtualization.

Forwarding Engine

Link Switch Engine

Substrate Node 1

Forwarding Engine

Link Switch Engine

Substrate Node 2

Forwarding Engine

Link Switch Engine

Substrate Node 3

Logical 

Engine

Logical 

Engine
Logical 

Engine

Logical 

Engine

Fig. 2. Proposed Physical Node Model

3.2 Architecture Overview

In this section we explore how the Network Virtualization architectural frame-
work might be extended to better meet the goals listed in the introduction.
Our proposal involves two changes for physical nodes in network virtualization
environment, which is based on our discussions last section.

Figure 2 shows an example of the proposed architecture. Compared to exist-
ing network virtualization, we introduce a new component in physical node sup-
porting network virtualization, which we call Link Switch Engine. Link Switch
Engine carries out a simple and fast packet switch process like MPLS, when the
physical node acts as a Link Intermediate Node. In this way, we separate packet
process of Link End Node and Link Intermediate Node into two separate pro-
cesses and guarantee individual packet processing ability for multi-hop virtual
links. A seemingly natural choice to implement multi-hop virtual link would to
refer to simplified hardware, such as OpenFlow or MPLS. For the implemen-
tation of Link End Node, there are many solutions based on general-purpose
server ,programmable hardware[17], such as FPGA[11][14][16] and additional
accelerator, e.g.GPU[15]. Other researchers use IO optimization mechanism[7]

In order to achieve reconfiguration, flexibility and isolation, Link End Nodes
should host instances of logical engines which carry out customized forwarding
processing of packets that flow through them and require isolation among logical



An Evolving Architecture for Network Virtualization 383

instances. Recent promising technologies proposed by Intel show that software
data plane using general-purpose high-preference processors may be a replace-
ment of traditional hardware-based data plane, since it is able to support rates
of 10 Gbps[9]. By these results, forwarding hardware could get more improve-
ments in terms of reconfiguration and flexibility. As for isolation, direct mapping
each logical instance on an individual core could avoid additional overhead intro-
duced by operating system virtualization [10], which we plan to advance packet
processing in Link End Node in future.

3.3 Multi-hop Virtual Link Service Model

Under our modified model, packet processing on a multi-hop virtual link can be
represented as a process of packet switch rather than packet forwarding, since it
does not need intelligence, just a relatively dumb, but very simple, fast fabric,
which we call Link Switch Engine.Even if someone believes that in-network pro-
cessing will introduce more and more complexity and underlying infrastructure
needs to become more flexible, it does not mean that packet processing in a Link
Intermediate Node of a multi-hop virtual link and it only need a minimal set
of switch primitives without internal forwarding processing. The design of the
additional component in network device for Link Switch Engine is a reasonably
good analogy for a network virtualization architecture that includes multi-hop
virtual links. In a network virtualization environment with multi-hop virtual
links, Link End Node will implement network policies and finish encapsulating
and decapsulating virtual link tags.

The complexity in the environment lies in mapping the Link End Nodes and
Link Intermediate Nodes to physical nodes according requirement of the virtual
network for network resources and topology. By the processing of mapping, we
embed a virtual network into a given network. There are also four primary
mechanisms for this:

Identifying a Multi-hop Virtual Link. As we have described above, packet
processing in a Link Intermediate Node differs from in a Link End Node, which
is not required to use source or destination addresses for switching. Thus, one
option would be to use the identification of the virtual network, since a virtual
network only has a multi-hop virtual link instance in a physical node.

Lookup Tables. A Link Intermediate Node will maintain a small table con-
sisted of all multi-hop virtual links through it, and Link Switch Engine delivers
a packet to its output interface based on this table. Our proposal is designed
around MPLS so we adopt a simple and generalized table structure which can
be built around a pipeline of hardware.

Packet Processing in Link Switch Engine. In our proposed architecture,
every packet will be identified by virtual network ID. Received packet is firstly



384 S. Ma et al.

checked by Link Switch, judging whether the packet should be processed by it.
If not, then, the packet will be delivered to packet forwarding engine. If yes,
Link Switch Engine looks up its forwarding table ,make switch decision for the
received packet and deliver it to corresponding outport.

Switch Ability Isolation. In a network virtualization environment, isolation
of processing resource is a key question for resources guarantee for each virtual
network[13]. Therefore, in our proposal, a multi-hop virtual link may be imple-
mented as a tunnel which traverses multi-hop physical nodes. Thus, if a physical
node bearer more than one virtual link, Link Switch Engine would be required
for strong isolation of switch ability offered to different virtual links.

Beside what we listed above, there are also many practical challenges in
implementing such a mechanism we will not cover in this paper. These include
control architecture of multi-hop virtual links, the detailed definition of the vir-
tual link tag, and the virtual link tags distributing protocol .etc. We aim to
address these challenges in our next phase.

3.4 Feasibility Analysis

There are a multitude of approaches which would be suitable for implementing
proposed design presented in the previous section. In what follows, we describe
our implementation which we would build as a prototype. While we have pro-
posed the design thought of our implement. Then, we present some of practical
issues we have considered in our system.

Multi-hop Virtual Link Switch Engine. In our design, we plan to use a
changed MPLS to provide fast switching for multi-hop virtual links, and try
to realize it on NetMagic[8], a programmable platform deployed for network
innovation. NetMagic can offer multiple simultaneous hardware resources for
each multi-hop virtual link and easily reconstructed.

Isolation among Multiple Virtual Links. In order to provide switch ability
isolation for multiple virtual links on Link Switch Engine, we prefer to allo-
cate separate hardware to each virtual link, which can facilitate strong isolation
among multiple virtual links. For a further work, we are ready to propose a
simple but effective scheduling algorithm to enhance isolation among multiple
virtual links.

4 Discussion

The approach proposed in this article is conceptually quite simple: rather than
requiring forwarding planes to support Link End Node and Link Intermediate
Node at the same time, our proposal depends on mapping each of them on an
individual element. By separating packet processing element into Packet For-
warding Engine and Link Switch Engine, there will be significant benefits for
network infrastructure designed for supporting network virtualization as follow:
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Two Free-Running Packet Processing. Independent Link Switch Engines
may relieve contradiction between requirements for flexible functions and high
preference by mapping the two targets on a flexible packet processing engine
and a simple but fast Link Switch Engine. Link Switch Engine only requires
the minimal set of packet switch and is suitable for a hardware-based appliance.
And flexible packet processing engine could be realized by general-purpose multi-
core processors. Based on optimizations on packet I/O and buffers, preference of
software packet processing may catch or even exceed hardware-based appliance.
Thus, network devices designed based on our proposal will be easy to build,
operate and accommodate future innovation.

More Flexible Virtual Network Mapping Model. In traditional network
virtualization architecture, the packet processing capacity of a physical node
is always described by packet forwarding ability, and in this mapping model, a
multi-hop virtual require all Link Intermediate Nodes on its corresponding phys-
ical path with forwarding capacity which is equal to its two Link End Nodes.
However, in our proposal, by introducing description of Multi-hop Virtual Link
and Link Switch Engines, we can get a more flexible virtual network mapping
model. Separation of packet processing changes the ability description of phys-
ical node into Link Switch capacity and Packet Forwarding capacity. By this
approach, our proposal can provide more choices for virtual network mapping.

5 Conclusion

In this paper, we discuss the shortcoming of current network virtualization
architecture and give a more detailed description for network virtualization by
describing multi-hop virtual link ,a virtual link pass through more than two
physical routers. Based on what our description, we propose out extended net-
work virtualization architecture and represent a preliminary design. In order to
support multi-hop virtual links, we introduce a new packet component called
”Link Switch Engine” used to bear packet switch in a Link Intermediate Node
of a multi-hop virtual link. At last, we give our realization idea of our proposal.
Although we have discussed a lot of things of our proposal, we clearly know that
it is more complex than we consider to give a complete description and realiza-
tion idea. This approach merits further investigation, as we have only begun to
scratch the surface of this idea.
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Abstract. Today’s Internet architecture was designed and proposed in the 60s 
and 70s with the intention to interconnect several computing resources across a 
geographically distributed user group. With the advent of substantially various 
Internet businesses, traditional Internet is increasingly powerless to satisfy the 
unprecedented demands. This paper probed the polymorphic routing prototype 
based on proposed Flexible Architecture of Reconfigurable Infrastructure 
(FARI) which attempts to emerge as a clean-slate revolution of future Internet 
and resorts to centralized control manner. Routers in FARI were reconfigurable 
to adapt to different businesses in terms of identifier type. Moreover, a 
preliminary framework of FARI is proposed in the end of the article. 

Keywords: Polymorphic routing · Prototype · Reconfigurable · Clean-slate 

1 Introduction 

The over 40-year-old Internet has become an incomparable important component of our 
daily life in contemporary society and is now facing many unprecedented challenges 
especially from the market demand. Though its enduring success continues today, the 
contradiction between single function of Internet and diverse internet business increases 
day by day. More and more study, work and entertainment rely on the networks which 
makes the idea of smart terminals and stupid networks unsuitable for the development 
of Internet. As a result, two opinions represented by clean-slate revolution and 
incremental evolution have been proposed by the research community to build the 
future Internet. The former opinion deems that novel network architecture should be 
built to satisfy the brand-new demands [1], while the latter considers improvement and 
integration as a better manner for the large scale of current Internet [2]. 

Actually, Internet experts have been exploring the improvement of Internet 
including IPv6, firewall, mobile IP, IPsec and so on. Therefore, great development 
has put on the stage and presented in front of us. However, patchwork is not a 
thoroughly solution to the defect of Internet, which may even complicate the networks 
and result in more difficult problems. For example, network address translation 
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(NAT) is introduced to solve the exhaustion of IPv4 address and network security 
separation, which makes many end-to-end applications disabled and brings in another 
program called Cross-NAT. Hence, a consciousness to lots of Internet experts is that 
completely different network architecture must be proposed as quickly as possible. 

Future Internet Design (FIND) [3], as a major new long-term initiative research, 
was announced by National Science Foundation (NSF) several years ago. It was 
executed by affiliated Computer and Information Science and Engineering (CISE) 
administrative committee. FIND solicits research across the broad area of network 
architecture, principles and mechanism design, and helps conceive the future by 
momentarily letting go of the present - freeing our collective minds from the 
constraints of the current state of networking. Besides FIND, Future Internet Research 
and Experimentation (FIRE) [4] from European Union and AKARI [5] from Japan 
are also clean-slate revolution as FIND. 

In this paper, we are going to probe the polymorphic routing prototype in Flexible 
Architecture of Reconfigurable Infrastructure (FARI) proposed by us as a clean-slate 
revolution. The rest of the paper is organized as follow. Some useful definitions with 
proposed FARI are introduced in Section 2. The polymorphic addressing method of 
FARI is discussed in Section 3. The working mode is given in Section 4. Finally a 
conclusion together with future work is presented in Section 5. 

2 Flexible Architecture of Reconfigurable Infrastructure 

The design of novel architecture for future Internet should not only keep open, simple 
and robust features as traditional one, but also follow some new principles such as 
interaction, variety and selectiveness. It is interaction rather than a simple expansion 
of current Internet or extension of telecommunication network. As more and more 
businesses and demands appear in the Internet, variety and selectiveness are essential 
to choose the proper service type according to users’ demands. In our proposed FARI, 
the concept of reconfiguration will cover all the features above. As it known to all, 
demands are multiple and changing, while network service is relatively finite and 
stable. Thus, the significant discrepancy between them became a bottleneck which has 
restricted the current network to be a better one. FARI which adopts centralized 
control can provide flexible, universal, customizable and variant network service. 

We introduce definitions that will be useful throughout the paper. 

Definition 1 (Atomic Capability, AC): It is the minimum function abstraction of basic 
transmission capability such as forwarding, fragment, safety etc.  

The atomic capability is composed of two parts, the basic and expanded. It is 
notable that AC cannot be used alone and it only makes sense once combined together 
according to certain rule. This leads to the following definition. 

Definition 2 (Atomic Service, AS): The atomic service consists of several kinds of 
atomic capabilities according to certain rule and is identified by upper businesses for 
understanding atomic capability. 

In order to realize reconfiguration, polymorphic addressing methods, derived from 
the ground state addressing method, are essential to adapt to different businesses.  
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Definition 3 (Basic Addressing Method, BAM): It is an AC set of current addressing 
methods including location, content and the possible future addressing methods. 

The BAM is an all-inclusive set which can meanwhile adjust the addressing 
method corresponding to specific business. It is more like a full described framework 
or abstraction before specializing to certain addressing method. 

Definition 4 (Polymorphic Addressing Method, PAM): Polymorphic addressing method 
is derived from BAM and has different header formats which are used to business 
distinction during data transmission. 

Actually, the mapping between BAM and PAM is a relationship of framework and 
example, while AC and AS stands for realization and demand. 

The BAM in FARI supports four kinds of addressing methods for now which bases 
on location, identity, service and content as shown in Fig. 1. The specified PAM has a 
unified format including identifier type prefix and identifier value, and replaces the 
traditional IP addressing. 

D
er

iv
ed

Derived

 

Fig. 1. Four kinds of addressing methods are supported by FARI for now 

Definition 5 (Polymorphic Routing, PR): The path calculation and updated procedure 
according to PAM and specific demand is called polymorphic routing. 

 

Fig. 2. The source and destination address for PR 
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In order to achieve PR, a unified Internet protocol we call it Polymorphic Internet 
Protocol (PIP) is needed to compatible with traditional IP networks. The PIP is based 
on IPv6 and uses a variant of IPv6 header. Depended on the identifier type prefix in 
the packet header, the type of addressing method can be ascertained right away. In the 
128-bit source and destination address, 3 bits are allocated to the type prefix and the 
rest bits are used for identifier value such as structural characters for further 
information as shown in Fig. 2. 

3 Polymorphic Routing Methods in FARI 

In this section, we are going to discuss the four kinds of PRs mentioned above. 

3.1 Location Based Routing 

The location based routing corresponds to the traditional IP address. Compatibility is 
considered in FARI to realize smooth transition to the new architecture as mentioned 
in the last section. 

3.2 Identity Based Routing 

The current way to support the expansion of network brings about many problems. To 
maintain the gradation of IP address, the Internet Assigned Numbers Authority 
(IANA) [6] allocates prefixes to ISPs, each of which operates a network providing 
connectivity to customers and other ISPs. It is hard to reduce the size of inter-domain 
routing table by careful consideration in allocation. What’s more, multi-home host 
and mobility are also difficult problems in current network. 

Fortunately, problems mentioned above can be well solved by identity based 
routing [7]. In the solution, a unique identifier is allocated to each node which can be 
used to direct routing instead of requiring gradation or address information [8]. A 
more concrete instruction is described as follow: 

 
(1) Each node has a unique identifier which should not include geographical 

information, and the uniqueness only has to be guaranteed by assigned numbers 
authority. 

(2) Each node maintains the r/2 closest virtual neighbor nodes according to its own 
value of identifier. r stands for the number of virtual neighbor nodes and virtual 
neighbor means the node which has the closest number of identifier in the network. 

(3) A routing table including the next hop of virtual neighbor is maintained in each 
node. Virtual neighbor nodes may not adjacent in geography, as a result the next hop 
of the virtual neighbor node is also maintained in the routing table. Moreover, each 
node may have the chance to be a middle node and maintain routing information for 
the other nodes. 
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3.3 Service Based Routing 

Service means the solution of some demand proposed by individual or group. It needs 
some price to achieve and sometimes with certain restrictions. Moreover, service can 
be regarded as a logical cell which has the following properties: 

(1) Functionality: service has a specify function. 
(2) Combination: service can be combined with each other what means different 

services can be requested at the same time. 
(3) Descriptiveness: the function of service can be defined clearly. 
(4) Visibility: services are visible to the requesters. 
Due to the limited function of single service, demands may be difficult to be 

satisfied with. As a result, service combination is an important technical approach in 
the future service oriented network. Service combination refers to combine the 
services which are independently developed to obtain stronger new service. Service 
combination is also an important thought in the service oriented architecture (SOA) 
[9]. Network can provide customized service by defining and constraining the 
interaction between different services. For example, if a packet header is constructed 
through service combination, any running node in the network can add control 
module to the header according to the demand of specific network function. Actually, 
similar idea as service combination is adopted in Just-In-Time protocol by 
communicating with Silos instead of TCP/IP [10]. 

3.4 Content Based Routing 

As an important branch of PR, content based routing is also a major research topic in 
Content Centric Network (CCN) [11]. 

There are three kinds of information tables in CCN’s router: forwarding 
information base (FIB), content store (CS) and pending interest table (PIT). FIB 
stores the next port of getting to the CS. CS preserves the buffer content and PIT 
records the Interest packet that hasn’t been responded and the face it arrived on in 
order to send a Data packet back (a face in CCN is corresponding to a port in router). 

The procedure of forwarding model in CCN is as following: 
When a node receives an Interest packet, if there is already a Data packet in the CS 

that matches, it will be sent out the face the Interest arrived on and the Interest will be 
discarded. Otherwise, if the Interest is not in the PIT, it will be added in and then 
forwarded according to the FIB. 

Content based routing mainly cares about two problems: 

(1) How to represent infinite name space with finite state routing. 
(2) Multi-path forwarding strategy. 
As the widely used routing protocol in the Internet, Open Shortest Path First 

(OSPF) [12] has high-quality open-source implementations. However, OSPF only 
finds out one shortest path in the network which may not suitable for content centric 
network. As a result, multi-path forwarding is needed to choose the suboptimal path 
when necessary. 
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4 Working Mode for Polymorphic Routing 

Due to centralized control of FARI, A three-plane model including manage plane, 
control plane and data plane, which interacts with each other for common goal, is 
used to describe the functional structure of polymorphic routing. 

The manage plane is realized by intra-domain server and is responsible for 
perceiving and maintaining the network. It allocates the PR identifier and 
differentiates the type of communication subject. Moreover, as the management 
center of the structure, it is also in charge of the realization of PR and provides basis 
to the control level for business cognition. 

The control plane sustains responsibility of establishing PR path, collecting and 
monitoring routing resources which is realized in the routers. On one hand, it provides 
guidance of transmission path for data through current routing table entry updated in 
terms of network state information. On the other hand, it judges from the 
communication subject result provided by the manage plane and identifier type by 
executing PIP to achieve PR scheme. Actually, the control plane exists as an executer 
in the structure. 

Data plane, the lowest plane in the structure, plays a simple but important part in 
the routing realization. It is mainly responsible for data forwarding. When data is 
transmitted in the network, the data plane will respond respectively base on different 
identifier. 

There are four kinds of routing tables corresponding to four PRs maintained by 
each router. After a host joined in a network, it immediately informed its node 
property and identifier type to the intra-domain server on manage plane, and then a 
unique identifier was allocated to it by some manager instantiated by the server. 

 

Fig. 3. An example of identity routing in FARI 
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Here is an example shown in Fig. 3 of identity routing in FARI. Assuming a host 
(on the left side) wants to communicate with another host (on the right side), it first 
connects to the nearest router and sends a packet with identity identifier to it. Due to 
unconsciousness of the next hop, the router will hand the packet to identity-supported 
manager (which is labeled ON in Fig. 3). Then the identity-supported manager will 
help calculate the shortest path to the destination according to specific business 
(identity based in this example) by providing the basis of updating the routing table to 
the control plane. Once routing table is finished updating communication can be 
carried on along the path (as shown by yellow in Fig. 3). 

Actually, different managers can be instantiated to support diverse business 
simultaneously with FARI. The working mode mentioned above only happens in one 
domain. It is more complicated when communication takes place between different 
domains and it will be the future work. 

5 Conclusion and Future Work 

In this paper, we probed the polymorphic routing based on proposed FARI which 
attempts to emerge as a clean-slate revolution of future Internet and resort to 
centralized control manner. Once instantiating different managers, it is convenient for 
network to choose a proper routing manner in terms of specific demand. Depending 
on the identifier type prefix in the packet header, routers can ascertain the next hop by 
looking up corresponding routing table. The routing tables in each router are updated 
based on the current network state information provided by the control plane. 

However, it is a preliminary framework of FARI and communication only in the 
same domain is considered in the paper. There is still a huge development space for 
FARI. In the future, we will continue to research the polymorphic routing method and 
take inter-domain communication into consideration. Moreover, emulation system of 
FARI will be built up to test the novel architecture. 
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Abstract. In open reconfigurable architecture, the network devices realize the 
separation of the control plane and data plane. This paper study the control cen-
ter of  entire open reconfigurable network device: control element. It provides 
independent exclusive platform for control plane resources, which can enhance 
its scalability, control ability and efficiency significantly. The hierarchical 
structure of reconfigurable network and architecture of control element software 
are discussed. Then, core components of control element, which include proto-
col middleware and the development of user operating management system are 
introduced in details. Experiments of middleware software are illustrated for 
running routing protocols, network management, interface test etc. The experi-
ment results show the feasibility of the control element design.   

Keywords: Control element · Open reconfigurable technology 

1 Introduction 

In open reconfigurable network, a NE (e.g., a router/switch) is systematically separat-
ed into a control plane and a forwarding plane, disperse the control and forwarding / 
switching functions into different processors in the physical network devices. With 
the expansion of the network, data plane can reach a large capacity through a multi-
stage (whether Clos or Benes cascade), as control plane have independent exclusive 
platform , it is possible to enhance its expansion significantly, control ability and effi-
ciency by independent upgrade, to solve the capacity contention issues for control 
plane and data plane in a single network device.  

In term of the Network Service Provider, the central control unit can assemble 
those contained units in data plane which is departed in physical space, loosely-
coupled into a logical entirety which can provide IP network service to the customers. 
At the same time, it can avoid various IP network service from scrambling the IP 
infrastructure resources as they are all coordinated by the central control unit. 

Xbind [1] has studied a set a set of the distributed software components which is 
used to create, deployment and management of multimedia services on the ATM  
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network early. Click software router project [2] [3]in MIT provides a modular and 
scalable network device structure. W.Louati [4] used the / proc file system in Linux as 
a communication mode between kernel and user to achieve  dynamic configuration 
function in Click. I.Houidi[5] used the CORBA component model to realize Click. 
There are two open source programmable networking platform: Open Contrail[6], 
Open Daylight[7].ForTER[8] ,analyze and implement an open programmable router 
based on forwarding and control elements separation. Section 2 described the archi-
tecture of open reconfigurable network and CE . Section 3 presented the implementa-
tion details of key elements in CE. Section 4 introduced some experiments and tests 
result 

2 Architecture 

2.1 Hierarchical Structure of Reconfigurable Network  

In reconfigurable network, management node and open reconfigurable router are im-
portant parts of it, its specific structure is showed in Figure 1, which has developed a 
set of software architecture specification for open reconfigurable router. Management 
node can be divided into the business layer and the service layer , open reconfigurable 
router can be divided into logical functional layer and the service layer . According to 
ForCES structure, open reconfigurable router can also be divided into a control ele-
ment (referred to as CE) and forwarding element (referred to as FE). Service layer is 
consist of the service access unit, service management unit and other modules.  
Service access unit is mainly to complete the communication between the open recon-
figurable router and management nodes, and service management unit is primarily 
responsible for the management of services, deployment of services ( on the managed 
node ) or configuration (on the open reconfigurable router ) of LFC .The logical func-
tional layer of open reconfigurable router mainly to complete the main resource man-
agement of LFC and support services can be reconstructed. 

2.2 Software Architecture of the Control Element 

In the CE software architecture which is based on ForCES middleware, the core is 
ForCES middleware and various third-party software. According to achieve different 
specific application services (such as: path discovery service, user management ser-
vices, etc.),R & D personnel select the corresponding third-party software and design 
different application software abstract adaptation (eg: routing information manage-
ment adaptation, user management adaptation)for each third-party software , the op-
erating of application services via abstract adaptation unified transformation into 
standardized operating which is provided by reconfigurable component model. And 
multiple applications can use same abstract adaptation, such as OSPF, RIP, network 
management and other applications services can use interface management adaptation 
in the meantime. Figure 2 is the schematic of control element software architecture 
based on ForCES middleware.  
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Fig. 1. Hierarchical structure of reconfigurable network  

 

 

Fig. 2. Software architecture of reconfigurable control element based on ForCES middleware 
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In view of the present demand, mainly study the following four categories for 
business component abstraction adaptation layer : 

 
 Research and design for the abstract adaptation layer of user central manage-

ment. 
 Research and design for the abstract adaptation layer of path finding based on 

third-party software  
 Research and design for the abstract adaptation layer of network management 

based on third-party software  
 Research and design for the abstract adaptation layer of   service quality control 

and other value-added services based on third-party software 
 

Adaptation layer component does not have to correspond with business compo-
nent, that is: multiple business components can use one same abstract and adaptation 
layer component, the operating of business components via abstraction and adaptation 
components transform into a unified standard operating. Can be considered a unified 
abstract interface which is divided into the following categories: configure the inter-
face, query interface, event reporting interfaces, packet redirection interface. 

3 Core Components of Control Element  

3.1 Protocol Middleware 

The architecture of ForCES middleware products are showed in figure 3, ForCES 
protocol middleware contains Protocol Layer (PL) and Transport Mapping Layer 
(TML). All middleware should have the function of process and transmit control  
information, redirection of data, store and access data, and the interaction with the 
third-party software, FE topology discovery. ForCES middleware does good job on 
encapsulation of protocol data package and associated logic relationship which ForC-
ES protocol need to complete, and lay a good foundation for the development of all 
types of network device which based on ForCES protocol. ForCES structure network 
products for different applications can use the same set of ForCES middleware, can 
avoid iterative development. 

The ForCES middleware includes three parts: protocol layer, application function 
layer and control element manager. 

Protocol layer (ForCES Protocol Layer, PL): mainly complete the functions such 
as building the chain of ForCES , maintaining the link state of ForCES, the operations 
of packing and unpacking for ForCES protocol messages. 

Application Function Layer (,AFL): Saving all information of LFB and attribution 
in FE. 

CE managers (ForCES Control Element Manager, CEM): mainly to complete the 
related startup parameters configuration of TML and PL in CE, such as: all FEID 
controlled by CE.  
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Concrete block diagram of ForCES architecture which based on middleware is 
showed in Figure 2 

3.2 Develop User Operating Management System in Control Element 

User operating management system (UOM) is an important part of supporting open 
reconfigurable generic network equipment control element , which is essentially a 
special third-party software application. Its main purpose is to provide  users with a 
common graphical operating management, so as to bring convenience for the user in 
the management of open reconfigurable device. 

The main functions of UOM 
 

1) Verification for login of user, and supports the  three levels management 
authority of user. 

2) Use tree as resource overview map in the network device which allow users 
to deployment management property of nodes in a tree . 

3) Topology management is not only convenient for the user to view the distri-
bution of resources in the FE, but also supports online reconstructed net-
work resources , and thus meet the rapid escalation of network resources 
and deployment needs. 

4) Supports view, add , delete routing table, and deployment management RIP, 
OSPF and other routing protocols. 

5) Filter provide deployment management of security policies and security as-
sociations for the application layer. 

6) Open third-party software management interface, support integration  of 
routing software (Zebra, Xorp etc.) and SNMP network management soft-
ware. 

3.2.1   Internal Structure of UOM 
As shown in Figure 3, UOM adopt B / S mode, the overall is divided into server and 
client : the former relying on Tomcat , the latter is runned by downloading in the IE 
browser , can be flexibly deployed on Linux and Window platforms . In UOM, the 
data layer reflect on the underlying layer of ForCES middleware , UOM is divided 
into four layers , graphical user interface (GUI) layer, message management layer, 
and background processing layer and plug-in layer, each function is as follows: 
 
1. Graphical user interface (GUI) layer , provides a graphical user operating  

interface . 
2. Message management layer , in the B / S mode, the message communication layer 

between client and server, now encrypt http object flow data interaction form is 
used to guarantee the security of the system. 

3. Background processing layer, according to message information, control the 
movements of background data , and its business operating. 

4. Plug-in layer , set up a bridge between the UOM and ForCES middleware, to 
achieve seamless between the two. 
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Fig. 3. Internal structure of UOM  

3.2.2   UOM Interface Design 
UOM main interface include eight major areas ,in particular: 1.the main menu area ; 
2.tree operating area ; 3 .node property configuration and topology display area ; 4.tab 
page; 5.event notification area ; 6.the operating results prompt area ; 7 .login display ; 
8.the progress bar. UOM main interface is shown in Figure 4. 
 
 Main menu area 
In the main menu area users can complete all operating except for the tree operating. 
Specifically includes : System Login / Logout , deployment management of PL and 
TML , subscribe / cancel / view for LFC events , LFC topology management , third-
party software management ( support routing software (Zebra and Xorp) and multiple 
SNMP agent ) , the routing table management, network interfaces management, secu-
rity gateway management, log management , user privilege management. 
 
 Node property configuration and topology display area 
When the user double-click a node on the tree operating area, it will show attribute 
information of node in detail in this area , then you can modify attribute according to 
the actual situation and click "Apply" button to take effect. In addition, this area also 
displays LFC topology .Shown in Figure 5. 
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Fig. 4. Software interface of user management platform  

 

 

Fig. 5. Component topology management interface  

4 Experiment  

4.1 Test Environment  

Support the open reconfigurable control element software apply to open reconfigura-
ble router system, open reconfigurable router connected directly by a single control 
element (CE) and more than one forwarding elements (FE)  through the switch, while 
running middleware software in CE and FE .its test environment as follows:  
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 CE hardware environment: PC machine;  
 CE software environment: Red hat 9.0  
 LFC type in FE: FE Object, FEPO, Ether Port, Ether Decap,IPv4 Next Hop Ap-

plication, IPv4 Validor, IPv4 Ucast LPM, Meta Classifier, Scheduler, Queue, 
Ether Encap, Redirect Sink, Redirect Tap, Forwd Port Collate;  
 

Executable  filename of compiled core code in CE : ce; executable filename of  
FE named: fe_test, CE and FE use script files to realize startup. Control element of  
open reconfigurable routers provide web services, which can access open reconfigu-
rable router through web terminal. Hardware configuration of open reconfigurable 
router and reconfigurable are showed in figure 6. 
 

 

Fig. 6. Router topology of open reconfigurable  

4.2 Interaction of OSPF Protocol Stack and the Generation of Routing Table 

We specifically list the purposes of the experiment we have made based on middle-
ware software as follows: 
 

(1)To see the feasibility of data packet redirection function in ForCES protocol, 
(2)To see the feasibility of the receive, interpretation, packaging and sending for                  
redirect message 
 

   Its test ID is 1.4, and the test configuration description is showed in figure 7. 
 

Test process(operation / signal flow):  

(1)Connect a port (FE12 here in Port 2)of open reconfigurable router with the port 
2 (SMB1-2)of SmartBits network tester’s LAN-3321A module gigabit mouth;  

(2)According to the testing requirements configure corresponding IP address for 
test equipment, use Tera Routing Tester test simulated network topology (IP address 
starts with 200 for each IP network segment), start SmartBits internal OSPF protocol;  
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Fig. 7. Description of the test configuration  

 

(3) Run OSPF on a port of FE12 (IP address: 16.2.0.1)in  CE, starts OSPF proto-
col in the CE;  

(4)Wait for internal interaction of Smartbits  network with open reconfigurable 
routers through by OSPF ;  

(5)Based on web terminal interface in 2.2 section, click on View / Routing table to 
open the route lookup dialog box to view the dynamic routing tables generated by the 
CE;  

(6)Log in a FE HyperTerminal, enter "route-n" command to view if the dynamic 
routing being added correctly. 

 
1) View the dynamic routing table which generated by CE on routing query dialog 

box: 

 
 
From the results, after the interaction, CE has been properly learned Smartbits dy-

namic routing table. 
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2) After logging into the FE3 super terminal, FE3 kernel routing table shows:  

 
 
From the chart, CE in open reconfigurable router learned new routing table 

through OSPF, and issued to the FE3, realize dynamic update of routing tables.  
Results 1 and 2 shows data packet redirection between CE and FE correctly, con-

taining receiving, interpretation, packaging and sending of reception message. 

4.3 Support Management Functions for Open Reconfigurable Control 
Element Software and Interface Test 

To see the feasibility of providing all the trees in FE and all interface to query infor-
mation of LFC. Its test id is 2.1, and test configuration description is OSPF test con-
figuration diagram remove configuration in the dashed box in the lower left. 

Testing process (operation / signal flow): view the Web terminal in LFC Tree 
Domain . Test results:  

1) Report LFC ability and display information: figure 4 show user management 
platform software interface   

Tree structure shows the LFC in FE and details of each LFC.  
(2)Topology information of LFC in FE: figure 5 component topology manage-

ment interface  
This topology shows the connection relationship between FE7 of each LFC.  
From the above results, support ForCES protocol connection negotiation process 

which is realized by open reconfigurable network generic equipment control element 
software , and in the link stage, the connection messages are received ,interpreted, 
sending and package correctly. 

5 Conclusion 

In this paper, we introduced the hierarchical structure of reconfigurable network and 
architecture of control element software. Then, core components of control element, 
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which include  protocols middleware and the development of user operating man-
agement system are introduced in details. 

Experiments of middleware software are illustrated for running routing protocols, 
network management, interface test etc. More importantly, the experiments have, as a 
result, actually illustrated the feasibility of control element. 

Generic network devices which support open reconfigurable in this paper has been 
used in the development of open reconfigurable routing products, established two 
application demonstration in Shanghai Broadband Technology Center and the IETF 
ForCES working group during the project period, and the system has been deployed 
and tested in the application demonstration. 
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Abstract. The Software-Defined Networking (SDN) separates the con-
trol plane from the data plane to increase the flexibility. In the data plane,
the unavailability of data forwarding is a common problem preventing a
switch from configuring a new arrival flow into its flow table. When the
burst flows arrived at the switch, the flow table can be consumed, causing
the unavailability occurred. However, the problem is more complicated
than in Internet due to the limited channel bandwidth for detecting the
table usage. Hence, we propose a transparent core layer in the controller.
The mechanism of the layer improves the availability in such way, config-
uring switches adapting to arrival patterns of flows to prevent the resource
of switch exceeding its limit. This paper introduces the design and mech-
anisms of the layer as well as their algorithms. We further use a real flow
trace from a Internet core router to evaluate the performance of layer. By
emulating on on miniNet-HiFi, the results demonstrate that the layer can
smooth the burst flows without making the flow table exceeding its size,
without the layer, the switch lost 8% ingress flows. Meanwhile, the control
throughput is lowered by 25.8% than before.

Keywords: Software-Defined Networks · Network management

1 Introduction

The Software-Defined Networking (SDN) separates the data plane from the con-
trol plane to improve the control flexibility [1,2]. The control plane is consisted
of multiple controllers. In the data plane, each controller configures its switches
via the control channel that supports the OpenFlow (OF) protocol [1]. Each
switch has a flow table to define the forwarding rules. By matching against the
rules, the ingress flows are forwarded by a switch to output ports of the switch.

Generally, a flow is mismatched due to either new flow arrivals or expiration
of the rule. At that time, the switch first queries its controller to retrieve the new
rules for the flow and then programs the rules into the flow table. Such process
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 406–415, 2014.
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generates the control traffic in the channel between controller and switch. How-
ever, such process has a problem: new ingress flows can be lost by the switch if the
flow table is full or the control channel is congested, thus negatively impacting
on the availability of switch forwarding for the ingress flows.

When applying SDN to the wide-area networks (WANs), the problem is more
challenging than the current applications of SDNs, since the flows are large-scale,
burst, transient and intermittent. These features impact the flow table and the
channel on their performance along with variation of new flow arrivals. Hence,
by exploiting these resources, the performance of data forwarding can be further
exploited, yielding a new adaptive control policy to optimize switch’s flows.

Realizing such policy is complicated by the separated architecture in SDNs. It
is because the policy should be made based on the statistics of switch resources,
however, the channel only has the limited bandwidth. The current work on SDN
architecture have not improved the availability.

In this paper, we propose a novel transparent core layer (named as the
AdaFlow layer) to adaptively control the active count of flow table entries accord-
ing to the flow arrival patterns, so as to improve the forwarding availability. The
mechanism of the layer is consisted of three workflows: (i) The optimization
workflow predicts the expiration of an new flow entry according to a estimated
flow throughput, smoothing the active count for the burst flows; (ii) The resource
workflow predicts the active count by history; and (iii) The estimation workflow
estimate the throughput of a flow according to the flow arrival pattern. The
workflows (ii) and (iii) provides the estimation inputs to the workflow (i).

We evaluate the performance of the layer by using miniNet-HiFi. The results
demonstrate that the layer can smooth a burst quantity of ingress flows without
making the switch exceeding the size of flow table. In comparison, without the
layer, the switch lost 8% ingress flows. In addition, the control throughput is
lowered by 25.8% than before.

The rest of the paper is organized as follows. Section 2 analyzes and states
the problem in depth. Section 3 proposes the design and mechanism of AdaFlow
layer. Section 4 evaluate the performance of the layer. Section 5 and 6 discuss
the related work and conclude the paper.

2 Problem Statement

In this section, we first give the system model of the SDN control on switch and
then formulize the problem of availability of switch as a time series problem.

2.1 System Analysis

In SDN, a controller, denoted as c, configures the forwarding table of the i-th
switch, denoted as si, via the i-th channel, denoted as hi. All the switches of c
are denoted as Sc = {s1, s2, ..., si, ..., sm}, where m is the number of the switches.
Fig. 1 gives such an example which shows a common scenario for the OF for-
warding. The controller c and its OF switches sa, sb and si. The bandwidth of hi
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competes with other switches belonging to the controller within a limited physi-
cal bandwidth. In the switch si, the flow table is consisted of multiple flow table

Fig. 1. OpenFlow forwarding example

entries, and each entry is consisted of forwarding rules, actions, hard timeout
of flow and idle timeout of flow. The switch executes the actions by matching
headers of ingress packets of a flow with the corresponding rules. Formally, we
denote the flow table of i-th switch as Ti = {f1, f2, ..., fj , ..., fQ}, where fj is the
j-th table entry and Q is the number of the active table entries (thus termed as
the active count). The physical size of the table is denoted as Li. In addition,
the idle timeout of the j-th flow entry for the i-th switch is denoted as ki,j . It
is note that the hard timeout will not be considered in our work as settings of
values of the timeouts are different from service to service.

Wherein, the flow table of each switch is initially set to be null. When an
ingress flow from sa is mismatched at si, si queries new configuration to c via
the channel hi, and then forwards the flow to its output port, e.g., sb. When
the hard timeout of the entry is exceeded or no packet is arrived within the idle
timeout, the entry is expired from the table.

For each switch in Sc, the total throughput of the control channel, denoted as
λall, equals to the sum of two types of control traffics for all the switches, namely,
configuring the flow tables, and making controllers connections. The latter one is
a constant for the number of switches. Formally, the total throughput is specified
as Eq. 1, where C(L) is a constant value of L, αt

i is the hit ratio of the flow table
at the time tick t and θ̃t

i is the expiration rate of the flow table of the i-th switch
at t. We denote the upper limit of channel bandwidth as Z.

λall =
∑

si∈Sc

(1 − E(θ̃t
i × (1 − αt

i)) + C(L) (1)

Based on the model, we denote the availability ratio of si at the time tick
t as βt

i . βt
i is the probability that the configurations of the flow table entries of

si, when its ingress flows are arrived in the recent unit time, can be correctly
programmed into si.
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2.2 Problem Statement

The problem is to find the configurations of idle timeouts for all the table flow
entries of a switch to minimize the control throughput of the switch restricted
by the lower limit of the availability of the switch, given by a continuous time
series of ingress flow headers of the switch. We formulize such problem as below.

For a switch si at t, we denote the time series of ingress flow arrivals as
Gt = (g0, g1, g2, g2, g3, ..., gb, ..., gt), where b is the time tick of arriving of an
ingress flow ranging from 0 to t and gb is a valuable identifies the arrival flow
by uniquely hashing the header of the flow. The controller c controls the si, and
c defines the lower limit of the availability ratio of switch as βi for all the time
ticks. The idle timeouts of Ti are K = {ki,1, ki,2, ..., ki,Qt

}, where Nt is the size
of flow table at t. The problem is specified as Eq. 2, where ṽ is estimated value
of v, and Ht is estimated throughputs of part flows in Gt held in the controller.

argmin
K∈NQt

(S̃c
t+1

) , subject to:

β̃t+1
i ≥ βi and λt+1

all ≤ Z

Given by Gt and H = {λ̃t(gb) : gb ∈ Ft and 0 ≤ t ≤ t}

(2)

Such minimization problem is challenging as it requires the controller to
predict β and λall with the limited knowledge of Ht. In next, we discuss an
heuristic solution.

3 Design and Mechanism of Adaptive Flow Control

In this section, we propose an adaptive control mechanism to address problem
of the availability of switch forwarding when there is a burst quantity of ingress
flows arrived at the switch. We also introduce its algorithms.

3.1 Overall Design

In general, the proposed adaptive control mechanism ensures the availability of
data plane by predicting the flow arrival patterns and by efficiently measuring
the resource usage of the flow table. The mechanism is implemented as a trans-
parent AdaFlow layer in Beacon controller [2]. The layer locates between the
network services and the OpenFlow protocol stack. The layer optimizes the ser-
vice performance by changing the idle timeout in the FLOW MOD message to
make it subject to Eq. 2 and then performing the configuration by sending the
message to the switch via the OF stack.

Fig. 2 shows the internal design of the layer. It has three concurrent work-
flows. The optimization workflow decides the idle timeouts of new arrival flows
by receiving the two inputs: (i) the flow table usage that is produced by the
resource workflow, and (ii) the input of estimated throughput of the ingress
flows that is produced by the estimation workflow.
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Fig. 2. Internal Design of the AdaFlow Layer

Wherein, the estimation workflow is the simplest. It predicts the throughput
of the flow by averaging on all the thoughputs sent by the FLOW REMOVED
messages [3]. The workflow outputs λt+1

i,b to the prediction workflow.
We detail the rest of two workflows as follows.

3.2 Optimization Workflow

The optimization workflow decides the optimal value of idle timeout for flow
configurations sent from the service. In the workflow, only are the flows with the
duration time of larger than γ considered, because that most of survival times
of flows live for a very short term even in a core router of a WAN, e.g. 2 seconds
(see Subsection 4.1). In next, we give the algorithm of the workflow in the Alg. 1.
It has the three steps as following.

First, the lookup step first receives FLOW MOD message, denoted as fb.
Then, the lookup step lookups fb to decide it is an expired flow. If not, the idle
timeout is set to be a default value, in our prototype, 2 seconds (see lines 5-8
in the Alg. 1). Otherwise, the workflow decides the optimal value for the idle
timeout in the next last step.

Second, when received the FLOW MOD message, the set flag step tag OFPFF
SEND FLOW REMto themessage tomeasure its throughput(see the line 10 in the
Alg. 1).

Last, the idle timeout prediction step first decides an optimal idle timeout for
the flow, denoted as fb(Zi,b), and then send fb(Zi,b) to the OF stack. When the
flow table reaches to full with the probability of the availability ratio of switch
βi, the step sets the idle timeout to 1 to ensure the availability (see the line 12
in the Alg. 1). Otherwise, the step uses Eq. 3 to compute the timeout with the
availability ratio. The mathematical deduction of Eq. 3 is given by Th. 1.

Such workflow provides an adaptive approach to provide a heuristic solution
to the problem that is presented in Eq. 2.

Theorem 1 (Idle Timeout). Given a flow entry fb, the estimated throughput
of the flow λt+1

i,b , and a timeout probability 1 − β, the idle timeout should be set
to Eq. 3, considering the ingress flow is in a Poisson distribution.

kt+1
i,b = 1 +

1
1 − βi

+
1

λt+1
i,b

(3)
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Algorithm 1. Optimization Workflow
Require:

FLOW MOD message: fb
Flow throughput estimation: λt+1

i,b

Active count estimation: Ñi
t+1

Availability ratio of switch: βi

Ensure: fb with idle timeout: fb(k
t+1
i,b )

1: FLOWS = {}
2: repeat
3: wait for receiving a FLOW MOD message fb
4: if fb ∈ FLOWS then
5: FLOWS = FLOWS ∩ {fb}
6: kt+1

i,b = γ

7: send fb(k
t+1
i,b ) to si via the OF stack

8: continue
9: end if

10: tag OFPFF SEND FLOW REM to fb

11: if Ñi
t+1

> Li then
12: kt+1

i,b = 1
13: else
14: kt+1

i,b = 1 + 1/(1 − βi) + 1/λt+1
i,b

15: end if
16: send fb(k

t+1
i,b ) to si via the OF stack

17: until true

Fig. 3. Transition for timer state of idle timeout

Proof. The state of the timeout value can be modelled by using the Markov
chain as follows. Fig. 3 depicts behaviors of the state transition of the timer,
where k is the idle timeout, r = P (λi, 0) is an event when no packet of the flow
arrives in a unit time tick, and s = 1 − P (λi, 0) is the opposite event of r. Each
circle represents a state and each arrow is a transition between the states. The
state 0 ≤ w ≤ k − 1 reaches to w + 1 ≤ k with r, and the state k only can
reach to itself. We denoted such transition as a matrix M , where M(w, v) is the
probability of transiting from the state w to v. In addition, we denoted a vector,
x = [x0, x1, .., xk], as the probabilities at each state, where xq is the probability
of timer at q-th state.

x̃ =
rk

rk × k − rk + 1
× [1,

1
r
,

1
r2

− 1
r

+ 1,
1
r3

− 1
r2

+ 1, ...,
1
rk

− 1
rk−1

+ 1] (4)
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1 − β = Pθ(fi, t) =
rk

rk × k − rk + 1
× (

1
rk

− 1
rk−1

+ 1) (5)

The stationary states of M is when xM = x, denoted as x̃. By solving the linear
equations, x̃ is computed as Eq. 4. Thus, the probability of state at the timeout
is denoted as 1−β = Pθ(fi, t) as Eq. 5. Last, we solve k in Eq. 5 by differentiating
on k to get Eq. 3. Proof is done.

3.3 Resource Workflow

The resource workflow predicts the active count of flow table entries, named as
the active count, by periodically querying the switch. It has the three steps as
following (see the three white rectangles in the top of Fig. 2). First, it measures
the active count of flow table entries of the i-th switch at the time tick t, denoted
as N t

i . Then, it saves N t
i into the memory of controller to form the time series

history, denoted as D = (N t−δ
i , N t−δ+1

i , ..., N t
i ). The layer only maintains the δ

size of the history. Last, it predicts Ñ t+1
i based on the history.

In detail, the algorithm of the prediction is given in the Alg. 2 as below. The
algorithm gives the upper limit of active count in the next tick given by the
availability ratio of switch βi. In the lines 4-12, the controller c measures the
performance statistics of all the OF switch in Sc for the recent δ seconds in a
periodical mode. The statistics cover on all the statistics fields defined the OF
specification 1.0 [3], e.g., the active count of flow table entries. In addition, we
add two extra statistics, namely, the count of flows removed and the rate of flow
modifications (see lines 6-7 in Alg. 2). Based on those statistics, the workflow
predicts the active count by Eq. 6 (see lines 13-16 in Alg. 2). In line 13, we use
the fast Poisson algorithm to compute the confidence value range for the βi.

The algorithm output of Ñ t+1
i is utilized by the prediction workflow to com-

pute the optimal idle timeout of the flow (see Subsection 3.1).

Ñ t+1
i = λ̃t+1

i + N t+1
i − θt+1

i (6)

The correctness of the algorithm holds since Eq. 6 exploits the Markov property
of state of the active count of flow table entries. Because the state of N t+1

i only
depends on the state of N t

i . Thus, the state can be predicted by its state in the
current time tick and patterns of ingress flows, as Eq. 7 shows, where E is the
variable expectation, θ̃t

i is the expiration rate of the flow table of the i-th switch
at t. Eq. 7 indicates that variation states of N t

i depends on ingress flows. Hence,
Alg. 6 is correct.

E(N t+1
i ) − E(N t

i ) ≈ E(λ̃t
i) × (1 − αt

i) − E(θ̃t
i) (7)

4 Evaluation

4.1 Performance Preliminaries

The AdaFlow layer is implemented on the Beacon controller 1.0.3 [2] with sup-
port of OF 1.0.3 protocol [3]. The layer registers the listeners for all the OF
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Algorithm 2. Resource Workflow
Require:

OF messages: STATS REQUEST, FLOW MOD and FLOW REMOVED
The availability of switch: βi

Ensure: Flow table usage: Ñ t+1
i

1: D1≤i≤|Sc| = ()
2: repeat
3: wait for a new second t
4: for si ∈ Sc do
5: features = send(si, STATS REQUEST)
6: features.add(# of modFlows for si)
7: features.add(rate of flowRemoved for si
8: if |Di| > δ then
9: Di.dequeue()

10: end if
11: Di.enqueue(features)
12: end for
13: λ̃t+1

i = PoissonPdf(mean(Di.modF lows), βi)
14: N t+1

i = mean(Di.activeCount)
15: θt+1

i = mean(Di.f lowRemoved)
16: Ñ t+1

i = λ̃t+1
i + N t+1

i − θt+1
i

17: until true

messages required. We test the performance of AdaFlow layer by using the rout-
ing service provided by the Beacon itself.

We setup a basic topology as the Fig. 1 shows, to simplify the problem. We
emulate the topology by using the miniNet-HiFi [4]. It provides the traffic shap-
ing for links and the cgroup based isolation of resources. We limit the bandwidth
of all the links to 1000Mbps. In detail, sa is emulated as a packet generator by
using the TcpReplay tool. The traffic is generated at maximum speed of link. sb

is emulated as a flow receiver that is replaced by the tcpdump tool. And si is an
OpenvSwitch [5] with supporting of the OF 1.0.3 protocol [3]. We limit the table
size of si to 25000 in the controller which is slightly larger than the average rate
of new flow arrival rate, so that we can emulating the burst events of the flows.

Wherein, the generator replays a real packet trace of a core Internet router
amount of 544040 flows1. We replay the trace in the speed of 99 seconds, since
OS is hard to emulate the trace in its real speed. We count the cumulative
distribution function (CDF) of the living time of all the flows in the trace. In
the trace, we find the 79.55% of flows only live for less than 2s. Thus, in the
Alg. 1, γ is set to 2 seconds. In the Alg. 2, δ is set to 60 seconds. In addition,
the availability ratio βi is set to 0.95 (see Subsection 2.2).

1 The trace file can be downloaded from the following URL:
http://data.caida.org/datasets/passive-2013/equinix-chicago/20130529-130000.
UTC/equinix-chicago.dirA.20130529-130100.UTC.anon.pcap

http://data.caida.org/datasets/passive-2013/equinix-chicago/20130529-130000.UTC/equinix-chicago.dirA.20130529-130100.UTC.anon.pcap
http://data.caida.org/datasets/passive-2013/equinix-chicago/20130529-130000.UTC/equinix-chicago.dirA.20130529-130100.UTC.anon.pcap
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Fig. 4. Performance of AdaFlow Layer

4.2 Performance Results

The availability ratio of switch forwarding for si is denoted as βi (see Sub-
section 2.2). In practical, βt

i = # of mod flows/λ̃t
i. In the following, we compare

performance of the AdaFlow version of the Beacon controller with its raw imple-
mentation version by using the same trace previously discussed.

The evaluation results are given in Fig. 4. Fig. 4(a) shows the active count
of flow table for the AdaFlow version is decreased by 26.4% than the raw on
the average. The means of the active counts for them are 19073 and 25917 (see
Fig. 4(a)). In addition, in Fig. 4(b), the control throughput of the AdaFlow
version is decreased by 25.8% than the raw on the average. The means of the
throughputs for both of them are 3.504MBps and 4.724MBps. For the AdaFlow,
the FLOW REMOVED messages only consume throughput of 100.582KBps.
When a burst amount of flows arrived, the availability of switch forwarding can
be much improved by such a sharply decreasing. Fig. 4(c) shows the availability
ratio of the AdaFlow version is increased by 8% comparing to the raw. The
means of the ratios for them are 1 and 0.9261. Fig. 4(d) shows the CDF of the
idle timeouts for the AdaFlow version.

5 Related Work

The recent work on the efficiency of control protocol in SDN focus on strengthen-
ing the controller architectures in these three ways: (i) The architecture enables
the features of multi-threading, multi-core and I/O batching when the controller
processes OF messages [6,7], e.g. OpenDayLight [8], Beacon [2] and Maestro [9].

(ii) The architecture clusters several controllers in the same domain to load
balance the arrival of OF messages from the switches, e.g. OpenDayLight uses
the shared pool to distribute the messages among the controllers [8].
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And (iii) The architecture moves part of controller functions to the switch
side to improve the performance of switch, e.g. DevoFlow [10] and NOSIX [11].

Hence, none of these researches considers optimizing the OpenFlow protocol
itself by controlling the flows according their arrival patterns. In addition, our
approach improves performance of these architecture and does not conflict with
these ways. Our work is innovative in dealing with the patterns.

6 Conclusion

We propose a novel adaptive control mechanism for SDN by exploiting the arrival
patterns of flows and detecting the active count of flow table. The mechanism
can smooth a burst quantity of ingress flows to ensure their availability being
processed by the switch, meanwhile, lowering the control throughput. We demon-
strate these benefits by using a real flow trace from an Internet core router. Our
solution provides an easy way to improve performance of SDN services.
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Abstract. There are more and more emerging problems in today’s Inter-
net, indicating today’s Internet architecture can not meet the qual-
ity requirement of various applications and service. With conventional
Internet under mounting pressure, a new future Internet architecture
named as Flexible Architecture of Reconfigurable Infrastructure (FARI)
has been developed and implemented in China. Aiming at designing a
routing mechanism which is one of the most essential issue in any Inter-
net architecture, this paper explores to establish an optimization-based
atomic capability routing model that is able to optimally select or gen-
erate a routing protocol based on the current network quality of service
(QoS) requirement. In experiments, the feasibility of this routing model
is verified and results of complexity analysis are satisfying.

Keywords: Combinatorial Optimization · FARI · Atomic Capability ·
Routing Protocol

1 Introduction

The transmission capacity becomes increasingly crucial under the rapid devel-
opment of today’s Internet. Specifically, the transmission capability usually does
not match the certain service requirement, which leads to terrible user experi-
ence. Moreover, the IP/TCP based Internet can not give sufficient support to
mobility, security, quality of service (QoS), network convergence etc, indicating
that conventional Internet is no longer suitable for our various service nowadays.

Dedicated to solving the existing various problems and improving QoS, Flex-
ible Architecture of Reconfigurable Infrastructure (FARI) has benn proposed by
the 973 program [1,2]. To be simple, FARI is no longer a static Internet archi-
tecture but a dynamic self-adaptive one. The novelty of this brand new Internet
architecture lies in its reconfigurable and extensible transmission ability that can
automatically match the service requirement. That is to say, there is nearly no
transmission capability that is wasted by unreasonable resource allocation.

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2014
V.C.M. Leung et al. (Eds.): TridentCom 2014, LNICST 137, pp. 416–424, 2014.
DOI: 10.1007/978-3-319-13326-3 40
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There two importance concepts in the routing model of FARI that need to be
explained in detail. One is the basic routing state and the other is the polymor-
phic routing state. To be specific, the basic routing state refers to the protocol
library which contains all the existing routing protocols and its extension. It is
like a combination of all existing routing mechanism. The polymorphic routing
state is a specific routing protocol or routing mechanism generated from the
basic state, namely the protocol library. Both the basic routing state and the
polymorphic routing state constitute the two aspects of the routing model of
FARI.

One of the most essential part of FARI is the routing architecture, or routing
mechanism. In the light of optimization theory and atomic capability theory, we
proposed the optimization-based routing model for FARI in this paper. The out-
line of this paper is as follows. Section 2 comprehensively introduces the atomic
capability theory. Section 3 presents the optimization-based atomic capability
routing model for FARI. Experiments is discussed in Section 4, followed by con-
cluding remarks given in Section 5.

2 Atomic Capability

2.1 Introduction of Atomic Capability

Atomic capabilities, which are defined as the smallest and undecomposable func-
tionality in a routing protocol, are essential for the optimization-based routing
model. For now, we have already defined the basic state as a set of every routing
protocol and routing forwarding mechanism and the polymorphic state as many
possible subsets containing one specific routing protocol. This definition is far
away from satisfying for us because it is hard to be described in mathematical
form and therefore difficult to be applied to build a routing model. So we need to
give mathematical expression for atomic capabilities and also describe the way
atomic capabilities are generated.

Similar to the relation between atoms and material, atomic capabilities are
the smallest functional components for any routing protocols. That is to say,
if the decomposition of the atomic capability is proceeded anyway, we will not
obtain any component with a complete function. As a result, it is why we call
them the smallest functional components. Atomic capabilities consists of the
basic atomic capabilities and the extra atomic capabilities. Simply speaking, the
basic atomic capabilities are the necessary and indispensable functions which are
shared by all routing protocols, and the extra atomic capabilities are the special
and optional functions that just a few routing protocols have.

2.2 Generation of Atomic Capability

The atomic capability is abstracted from similarities that are shared by existing
routing protocols such as RIP [4], OSPF [5] etc. Existing routing protocols consti-
tute a library-like basic routing state. Atomic capabilities stand for the smallest
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Fig. 1. Generation of Atomic Capability

functionality of the routing protocol and are abstracted and generated from the
existing routing protocols. As mentioned above, the atomic capability contains
the basic atomic capability and the extended atomic capability. The basic atomic
capabilities are the necessary components of a routing protocol and represent
the similarities among routing protocols while the extended atomic capabilities
are the extra functionalities of a routing protocol and stand for the difference
among routing protocols. The brief generation process of the atomic capabilities
is shown in Fig.1.

2.3 Mathematical Expression of Atomic Capability

We divide the atomic capabilities into two general categories. One is the basic
atomic capabilities and the other is the extended atomic capabilities. The basic
atomic capabilities derive from the similarities among all the routing protocols
while the extended atomic capabilities come from the difference and particular
characteristics among all the routing protocols. In conclusion, basic atomic capa-
bilities are essential to a routing protocol while extended atomic capabilities are
selectable.

We depute the set of all basic atomic capabilities as the matrix SBAC and
the set of all extended atomic capabilities as the matrix SEAC .

SBAC = (S1, S2, · · · , Sn) (1)

where Si, 1 ≤ i ≤ n stands for the ith basic atomic capability. Similarly, the
extended atomic capability is defined as follows.

SEAC = (SE1, SE2, · · · , SEp) (2)



Optimization-Based Routing Model 419

where SEi, 1 ≤ i ≤ p represents the ith extended atomic capability.
As for the specific atomic capability, we define it as a vector containing its

feasible multiple schemes. Taking the basic atomic capability Si as an example,
we show the constitution of the vector Si.

Si = (si1, si2, · · · , sim)T (3)

And the extended atomic capability shown as follows is similar to Si.

SEi = (sEi1, sEi2, · · · , sEim)T (4)

To show the optionality of the extended atomic capability, we should modify SEi

by assigning sEi1 ≡ 0, which will turn (4) into the following equation.

SEi = (0, sEi2, · · · , sEim)T (5)

There is another important issue that has been brought up above. It is the
determination of the value of m. In order to take all the schemes in every atomic
capability into account, we should let m exceed the maximum of the number of
schemes in the atomic capabilities. So we assign m as follows.

m = max
1≤i≤n,1≤r≤p

{row(Si), row(SEr)} (6)

where row(�) is the row of this matrix. Therefore, after defining all the atomic
capabilities, we can obtain three large matrixes, namely the basic atomic capa-
bility matrix, the extended atomic capability matrix and the general atomic
capability matrix

SGAC = (SBAC | SEAC) (7)
= (S1, S2, · · · , Sn | SE1, SE2, · · · , SEp)

=

⎛
⎜⎜⎝

s11 · · · sn1 sE11 · · · sEp1

...
. . .

...
...

. . .
...

s1m · · · snm sE1m · · · sEpm

⎞
⎟⎟⎠

2.4 Mathematical Expression of Protocol Based on Atomic
Capability

In the light of atomic capability theory, we know that all the routing protocols are
turned into the combination of several atomic capabilities and some constraint
conditions among these atomic capabilities just like Fig.2.

Assume X be the scheme selection matrix which stands for the chosen pro-
tocol. X is the following form:

X = [δ(x1), · · · , δ(xn) | δ(xn+1) , · · · , δ(xn+p)] (8)

where δ(x) is a m dimensions row vector with xth element equal to 1 and others
equal to 0. In particular, δ(x) is a zero row vector when x = 0.
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Fig. 2. Decomposition of a Routing Protocol

We have given a mathematical expression for protocol which is

pr = diag
(
SGAC

T · X
)

(9)

Protocols can also be represented by the following form.

pr = [pr1, · · · , prn
∣∣ prn+1, · · · , prn+p ] (10)

3 Routing Model

3.1 General Framework

The fundamental idea of this framework is to regard the process of the construc-
tion from the basic state to the derived state as an optimization process. The
abstract form of the routing architecture selection model is shown as follows.

min res (protocol)

subj. to

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

TimeDelay > a1

BandWidth > a2

...
Reliability > an

(11)

where, res(·) stands for the hardware resource that the generated protocol will
consume and the constraint conditions in (11) represent the quantitative descrip-
tion of the communication service that users need. This optimization target can
be replaced by the other feasible target such as the TimeDelay (TimeDelay
denotes −1 times the allowable time delay) and so on. The constraint condi-
tions may be much more than we have listed and the evaluation index may also
be different. However, it will not affect how our model works. For illustrative
purposes, we can summarize all the constraint conditions shown in (11) as the
service requirements.
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The optimization model can be written in a more specific form. Before further
explaining this part, we first introduce the atomic capabilities partition model.

3.2 Mathematical Form of the Optimization-Based Model

We can turn the minimum consumed hardware resource into the following opti-
mization target by adding the inner requirements and relation conditions to the
constraint conditions in the optimization expression.

minX C · X

subj. to

⎧⎪⎨
⎪⎩

diag(SGAC
T · X) ∈ P

constraint (SGAC)
SR − A > 0

(12)

where, SR =

⎡
⎢⎢⎢⎢⎢⎣

TimeDelay

BandWidth

...
Reliability

⎤
⎥⎥⎥⎥⎥⎦

, A = [a1, a2, · · · , a2]
T (13)

and C represents a cost vector, denoting the resource cost of the system and P
is the universal set of all possible protocols. constraint(·) denotes the inner con-
straint of atomic capabilities in a routing protocol. To sum up, the purpose of this
model is to select a optimal routing protocol for the different QoS requirements,
which can be also summarized as ”service-adaptive”.

4 Experiments and Results

This section is to simulate the optimization-based routing model. There are 2
experiments containing the scenario simulation and the complexity experiment.

4.1 Specific Optimization Model in Experiments

The specific optimization model shown as follows has been simplified from the
previous one.

minX C · X

subj. to

{
diag(SGAC

T · X) ∈ P

SR − A > 0
(14)

where, SR =

[
TimeDelay

BandWidth

]
, A = [a1, a2, · · · , a2]

T (15)
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4.2 Scenario Simulation

Considering there are three available routing protocols: RIP, OSPF and IS-IS
[6], we only take Interior Gateway Protocol (IGP) into consideration. The basic
idea is to determine which protocol is optimal under different QoS requirements.
All links in this topology have 20ms delay.

Fig. 3. Process of Atomic Capability Abstraction from Existing Protocols

We apply the optimization-based atomic capability routing model to find
the optimal routing protocol under different QoS guarantee. First we let the
bandwidth guarantee be the independent variable and find the proper routing
protocol to meet the bandwidth requirement. Results are shown in Fig.4, in
which the blue bar represents this protocol is available under the bandwidth
requirement. Then we change the bandwidth guarantee to the time delay guar-
antee and proceed the similar experiment whose results are shown in Fig.5.

Fig. 4. Available Routing Protocols under Bandwidth Guarantee
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Fig. 5. Available Routing Protocols under Time Delay Guarantee

From Fig.4 and Fig.5, we can see that this model can effectively select a
proper routing protocol to meet the current network QoS requirement.

4.3 Complexity Analysis

In the complexity experiment, we assume there are total 50 available routing
protocols and the number of atomic capabilities is set as 10. For simplification, we
regard all the atomic capabilities as the basic ones. Binary search and exhaustion
are both adopted to solve the atomic capability routing model, and we also

Fig. 6. Comparison of Computational Cost
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apply binary search and exhaustion algorithm to optimally find routing protocol
directly for comparison. Results are shown in Fig.6.

5 Conclusions

Concentrating on the development of the novel routing mechanism for FARI,
this paper explores to establish a optimization-based atomic capability routing
model in order to achieve the reconfigurable property in routing mechanism of
FARI. This model is expressed in a general form and could be specified under
different QoS guarantee. Experimental results show that this routing model is
feasible and flexible to some extent. Most importantly, the computational cost
of the optimization-based atomic capability routing model is also affordable.
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Abstract. The first several packets of a flow play key role in the on-line traffic 
managements. Early traffic sampling, extracting the first several packets of eve-
ry flow, is raised. This paper proposes a structure named CTBF, combination of 
counting Bloom Filter and time Bloom Filter. Based on it, the algorithm is de-
signed to realize automatically removing the space occupied by the timeout 
flow. The analyses and experiments demonstrate that the sampling accuracy of 
CTBF is better than that of LRU and Fixed-T algorithm in the same space.  

Keywords: Traffic classification · Bloom Filter · Early Traffic Sampling 

1 Introduction* 

The first several packets of a flow play key role in early traffic classification, traffic 
monitor and early warning etc. Early traffic classification has become an essential 
means for network security. Researchers collect and analyze the first several packets 
of the flow to identify the application of the traffic [1][2]. In [3], Zhang.H.L has 
proved that it can get relatively high accuracy of traffic classification through the 
statistical features of the first four packets. With the increasing of network bandwidth, 
the costs of storage and calculation increase sharply. Thus, the early traffic sampling, 
how to collect the early packets in establishment stage of a flow, is proposed, espe-
cially in high-speed network. 

The early traffic sampling is different with the classical uniform random sampling 
and fixed periodic sampling. It can be defined as follows: 

Let F denote the sequence of packets{ }1 2 1
, , , ,

N N M
f f f f f+   ，N is the number 

of packets to be sampled. The sample probability of the ith packets is pi, and 

1,  when i N

0,  when i>N)
ip

≤
=
 
 
 

 

 
(1) 

As data preprocessing, the accuracy of the early traffic sampling directly deter-
mines the accuracy of the subsequent traffic identification. The core of the early  

                                                           
This research was supported by a research grant from the National Natural Science Founda-
tion of Chinese government [61309019].  
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traffic sampling in high speed network is how to quickly and correctly locate and 
record the information of each flow. The early traffic sampling has remained elusive.  

The contributions of this paper are: First, We raise the meaning and give the defini-
tion of early traffic sampling. Second, we propose a CTBF (Counter and Timer 
Bloom Filter) structure suitable of early traffic sampling. At last, the accuracy, space 
complexity and time complexity of CTBF are analyzed. 

This paper is organized as follows. In section 2, we review the previous work in 
traffic sampling algorithm. Section 3 presents the structure CTBF and describes the 
principle. Section 4 focuses on the theoretical analysis. Section 5 gives the experi-
mental results of evaluation in accuracy, space and time complexity. Section 6 is the 
summary of this paper. 

2 Related Works 

For early traffic sampling, the common approach is to maintain per-flow state table 
and record the number of the sampled packets. When receiving a packet, locate the 
position of the corresponding flow in the table by hash functions, query the number of 
the sampled packets and compare the number with N to judge whether to sample. 
Drawback of this method is that hash collisions will lead to leakage and the cost is too 
high to resolve the conflicts with linked list. So it is not suitable for high-speed  
network. 

CBF, Count Bloom Filter [4], usually used in long flows identification, can also be 
used for early traffic sampling. CBF can improve packet processing speed and reduce 
the computational complexity. Drawback of this method is: as the IP flow length in 
the internet obeys heavy-tailed distribution, where a few flows with large bytes occu-
py most of the network traffic, and in the life cycle of long flow, the counter of bloom 
filter must remain valid. So as the time goes by, more and more counters become 
nonzero, resulting in the increasing of leakage sample probability. For normal TCP 
flow, we can judge the end to clear the counter by FIN/RST. But in the real network, 
there are more and more UDP and abnormal TCP flows. Usually they rely on the 
timeout mechanism to judge the end. In the field of network measurement, many re-
searchers have focused on how to set up a reasonable timeout mechanism for these 
flows. If the timeout is set longer, the end flows occupy memory and increase the 
processing load of the system. And the shorter timeout may lead to a single flow be 
mistaken for multi flows.  

In [5], Claffy judged the end of flow by the fixed-T mechanism. The timeout is set 
to be 64s. The experiments verified that this method has a good effect in most cases. 
But when the short flow peak appears (DDoS attack or worm outbreak), short flows 
cannot be timely released. That will increase the consumption of system resource. 
Some researchers designed adaptive timeout mechanism to judge the end of flow 

[6][7].In [6], Ryu B proposed MBET algorithm, according to the number and the 
interval of packets to dynamically adjust the timeout of a flow. That algorithm judges 
the end of flows and releases the resource as soon as possible. But adaptive timeout 
mechanisms require history information to calculate the flow characteristics, thereby 
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adjusting the timeout. That is too complicated and cannot be applied to high speed 
networks. 

LRU (least recently used) algorithm was proposed in [8] to detect the long flows. 
That can be used in the early traffic sampling. The core of the algorithm is that the 
least recently used flow is replaced when a new flow arrives. This algorithm only 
maintains the current active link and need not periodically scan the table to release the 
flow. That reduces the cost of system. But this algorithm needs hash function to locate 
the flow table. The complexities of time and space to solve the hash conflict are large. 
And when a large number of sudden small flows arrive, the active flows may be  
replaced. 

In addition, the time Bloom filter flow sampling algorithm [9] extracts the first 
packet of per flow. That cannot meet the needs of early flow sampling. 

3 Description of CTBF 

CTBF structure consists of k independent hash function
1 2
, , ...,

k
h h h and two vectors, 

V1 and V2. The numerical value of each hash function are independent and the range is 
{1, 2,... , m}. Each dimension of the vector V1 is set to be a counter, denoted as C(i). 
Each dimension of the vector V2 is set to be a timer, denoted as t(i). Both of the initial 
values are set to zero. 

2

4

HASH

3

1

Arrival packets

The minum is  C(1)
if  (t-t1) >T，

yes

CTBF

t1

t2

tm-1

tm

discard

sample

no

If C(1)<=N

This is a new 
flow.Insert it 
to the vectors

yes
no

 
Fig. 1. CTBF structure 

Figure 1 is the schematic diagram of the CTBF structure and the sampling algo-
rithm. Assuming that N is the sampling number of per flow and T is a preset timeout 
of flow interval. The main process of the CTBF algorithm is: 

1) When a packet arrives at time t, extract flow identification (five-tuple: source 
IP address, source port number, destination IP address, destination port num-
ber , protocol type ) as the input of hash function and get k hash results

( ) ( )1jh s j k≤ ≤ . 

2) Calculate Δtj =t –t(hj(s)), 1≤ j≤ k. 
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3) update the timer in V2: t(hj(s)) = t. 

4) When one Δtj ≥T，the packet is the first of a new flow. Sample this packet 
and update the counter in V1: c(hi(s)) = 1, where i satisfy Δti ≥T and 1≤ i≤ k. 

5) If for any j（1≤ j≤ k），Δtj ≤T，then the flow has begun sampling. Judge 
the sampling number by c_min = min(c(hj(s))). If c_min< N，sample and 
update the counters in V1: c(hj(s)) = c(hj(s))+1, 1≤ j≤ k. Otherwise discard 
this packet. 
 

 

1t TΔ ≥

 

Fig. 2. When first packet of a new flow arrives at t moment 

 

1t TΔ <

 

Fig. 3. When a packet of an existing flow arrives at t moment  

Figure 2 and figure 3 show the vector’s modification when a new flow arrives and 
when a packet of an existing flow arrives at t moment.  

4 Algorithm Analyses 

Early traffic sampling algorithm is evaluated from space complexity, accuracy and 
computational complexity. This several aspects restrict each other. The general goal is 
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reducing computation complexity and space complexity in the range of accepted false 
probability. 

4.1 False Positive Probability of CTBF 

The false positive probability of early traffic sampling algorithm is defined as: when 
the i-th packet, i<N, arrives, the packet doesn’t be sampled. As a concise synopsis 
data structure, there is false positives probability in Bloom filter. According to the 
principle of the CTBF algorithm, the algorithm makes mistakes in the following cir-
cumstances: when first packet of a new flow arrives, for any j（1≤ j≤ k），Δtj ≤T. 
The following is the theoretical analysis of false positive probability of the CTBF 
algorithm. 

Suppose there are n concurrent flows and m is the length of vector V1. Since the 
threshold N is very small, to simplify the analysis, assume the hash functions’ result is 
completely random, and the concurrent flows number don’t change before a new flow 
been sampled. So the probability that the counter in the vector equals zero is

1
(1 )nkp

m
= − . The probability has nothing to do with sampling threshold. A new flow 

is false judged when all Δtj ≤T（1≤ j≤ k）. Then the new flow will not be sampled 
because it is judged as an existing flow. Therefore, the false positive probability of a 
new flow is: 

( ) ( )1
1 1 (1 ) 1

k
kk kn kn m

ctbfp p e
m

−= − = − − ≈ − 
 
   

 

Fig. 4. False positive probability with diffident m/n, in different k  

Figure 4 shows the change of pCTBF with the ratio of m/n, when k is 3,4 and 5. It can 
be seen that pCTBF monotonically decreases with m/n increasing. And the larger k 
makes the smaller pCTBF. 
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The figure also shows that the false positive probability is associated with n, the 
number of concurrent flows. So it is associated with timeout threshold T. Therefore 
the choice of timeout threshold T influences the false positive probability. 

4.2 Time Complexity 

The algorithm can be divided into the following sections: 

Th：Time of calculating the k hash functions. 
Tq：Time of determining whether Δtj ≤T（1≤ j≤ k）. 
Ti：Time of verifying the vectors. 

For a packet, CTBF algorithm needs computing the k hash functions, judging 
whether it is a new flow according to Δtj and modifying V2, and then deciding whether 
sampling by V1 and modifying V1. So the average handling time of every packet in 
CTBF algorithm is: 

2 ( )ctbf h q iT T T T= + × +  

Considering Tq + Ti is far less than Th, so time of CTBF algorithm is almost the 
time of calculating the k hash functions  

4.3 Space Complexity 

The space complexity of Bloom filter is measured by the total bits occupied by the 
vector. When the vector length m is fixed, the algorithm storage space positively cor-
related with a single counter-digit. However, if the counter-digit is too small, it will 
lead the counter to be overflow and impact false positives. According to the [4], the 
width of V1 is set to be 16bits, assuring the counter cannot overflow in acceptable 
false probability. The width of V2 is set to be 32bits and the unit is set to be 100ms. 
Then the time vector overflow time is 4971 days after algorithm running. That can 
satisfy the conventional measurement requirements. 

So the space of CTBF algorithm is: 16×m+32×m=48×mbit. 

5 Experimental Results 

Our experiments are based on the passively collected data opened by “National La-
boratory for Applied Network Research” (NLANR)[10]. The form of the file is ERF. 
We use the real trace collected from campus net of Waikato. To protect the privacy, 
there are only the head of packets in the data file. The duration of the trace is 24 
hours. See Table 1 for details. 

Table 1. Information of the experimental trace 

Data set File name duration Number of flows  Number of Packets 
Waikato 
network 

20110407-
000000-0 

24 hours 31169027 331999280 
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Set k=4, sampling number N=4. The vectors’ length was set to 1000000 and occu-
pied space was 6M bytes. We calculated the accuracy of CTBF when T is from 8 
seconds to 96 seconds. The sampling experimental results are shown in Figure 5.  

 

Fig. 5. Sampling results of CTBF with different T 

From figure 5 we can see that with T increasing, the less sampling probability in-
creases. That is because the longer the timeout, the more the number of concurrent 
flow. It is equivalent to m/n decrease, resulting in less sampling. On the other hand, 
with the decrease of T, some flow may be sampled several times. The reason is that 
one flow may be truncated into several short flows, resulting in over sampling. We 
can see that when T=64, the result is more balanced. 

The next experiment is compare the sampling result of CTBF, LRU, and Fixed-T 
with the same space and T=64s. The results are shown in Table 2. The experimental 
results show that, under the same conditions, the CTBF algorithm over sampling rate 
is about 4 times less than other algorithms. This is because the other two algorithms 
need to store five-tuple and linked list pointer, limited by the space. When in the same 
space, the flow table records are small, resulting in active flow be swapped out. That 
leads to over sampling. On the other hand, the less sampling rate of CTBF algorithm 
is between that of LRU and Fixed_T. The reason is in LRU, even though the active 
flows have been swapped out, the subsequent packets of the flow produce a new flow 
record and sample again. So LRU algorithm can only produce over sampling but can-
not produce less sampling. But in Fixed-T algorithm, when the space is not enough, 
the packet is discarded. That easily leads to less sampling. So the comprehensive ac-
curacy of CTBF is better than that of the other two algorithms. 

Table 2. Information of the experimental trace 

 CTBF LRU Fixed_T 
Over sample（10e-2） 1.72 4.11 3.96 
Less sample（10e-2） 0.0026 0 4.93 



432 H. Ying et al. 

 

We evaluated the time complexity of the CTBF, LRU and Fixed-T, base on the 
Waikato campus dataset. The experiments are conducted on a laptop with Intel i5 
CPU, 2.50GHz frequency and 4Gbytes RAM.  

To avoid the affect of the disc IO on the conduct time, we read the first hour data 
of the set to the memory in advance and test with the algorithms. We got PPS (Pack-
ets Per Second) of the algorithms when the number of hash functions is 1-7.  

 
Fig. 6. The rate of CTBF and LRU in different hash functions 

The results are shown in figure 6. The latter two algorithms’ conduct rates are al-
most equal. With the increasing of hash functions, the handle rate of CTBF decreases 
rapidly. Serially handling with hash functions occupies the most time in the emulation 
and consumes lots of the resource of CPU. When designing an actual system, we can 
design parallel processing in hardware to raise the rate. 

6 Conclusions 

The contribution of the paper is the proposed of early traffic sampling. And this paper 
presents a structure and algorithm suitable for early traffic sampling. The structure 
consists of two vectors, counting Bloom Filter and timer Bloom Filter. The two vec-
tors cooperate to realize early traffic sampling. The counting Bloom Filter for high 
rate sampling counting saves storage space. The timer Bloom filter automatic releases 
the space when timeout, avoiding scanning the flow table regularly. The accuracy, 
space complexity and time complexity are analyzed and experiments are conducted 
on the real trace from internet. The experimental results show that when in the same 
space, CTBF gets better comprehensive accuracy than LRU and Fixed_T algorithm.  
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Abstract. In order to ensure high quality of service for Next Generation  
Network, we focus our study on the Wide-Sense Circuit proposed in Flexible 
Architecture of Reconfigurable Infrastructure. First we construct the functional 
structure of Wide-Sense Circuit and then explore the switching mechanism  
and module for it, which is called the Multipath Self-routing Switching  
Mechanism. Its detailed working process includes traffic classification, estab-
lishment and adjustment of Wide-Sense Circuit and data forwarding three  
parts. For underlying data forwarding, we introduce an innovative Load-
Balanced Multipath Self-routing Switching Architecture and start on the  
implementation on an Altera StratixIV FPGA. The inspiring test results prove 
that our theory and practiceguarantee the high communication transmission 
quality for Wide-Sense Circuit. 

Keywords: Wide-Sense Circuit · Multipath Self-routing Switching Mecha-
nism · Load-Balanced Multipath Self-routing Switching Architecture 

1 Introduction 

The present network’s architecture is designed for data switching, and TCP/IP, as its 
fundamental mechanisms, suffers from single function and services as a barely satis-
factory schema.That reveals the bottleneck of the general function innetworks, and 
also contributes the weak adaptability of the capability and structure of networks in 
different need, which could be seen as the incapability in current network to satisfy 
more advanced need, like ubiquitous, interconnection, quality, integration, isomerism, 
credibility, manageability, expandability. 

In recent years, efforts have been made by many countries on new types of  
network architecture, reconfigurable technologies and, routing and switching architec-
tures, such as FIND program in United States, AUTOI program from Challenge One 
Project in European Unionand AKIRA program in Japan.In China, Information  
Engineering University proposed the complete system of theories and application  
test platform of flexible architecture of reconfigurable infrastructure (FARI) [1], in-
cluding network Atomic Capability (AC), Polymorphic Addressing, Routing and 
reconfigurable network. Among all, AC theory takes the enhancement of network 
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fundamental capacities directly as an entry point, rather than amending or expanding 
the original networks, which has drawn our academic attention. 

AC theory holds that features and requirements of network businessesjobs are di-
verse and versatile variant with inspect to the finity and certainty. A feasible approach 
to mitigate this difference, as the core of network AC theory,is to abstract the features 
and requirements of network jobs as well as network service into a specific, top-down 
schema of business, Atomic Service(AS) and Atomic Capability. 

According to the definition of AS, the network switching mechanism capable of 
this service is part of AC and satisfies new AS requirements through dynamical ad-
justment. Wide-Sense Circuit (WSC) [2], as a new basic data transfer mode, is intro-
duced. WSC is an adaptive circuitry built dynamically for network business flow with 
identical transfer path, aiming to enhance basic data transfer mode in terms of per-
formance, security, multicasting, mobility and extensionality. 

Most of the large-scale switching architecture at present relies on principles of IO 
Queue and Slot scheduling, whose bottleneck is central scheduling and waiting delay 
induced from queuing. Additionally, the support of multicasting is realized by divid-
ing into several multiple unicasts, so hardware logic fanout cannot be achieved. As a 
result, WSC cannot be implemented on current switching architecture. In this article, 
we propose a solution–a novel two-stage, load-balanced, multipath, self-routing 
switching architecture. The first stage has a load-balanced function and the second 
one is designed for self-routing. The self-routing module is based on concentrator 
which can absorb traffic bursts of network, and Algebraic Switching Fabric (ASF), is 
characterized by fully distributed self-routing, no scheduling of port matching, no 
delay and jitter of buffer, group building positionally and recursive extension. This 
solution is implemented on Stratix IV FPGA platform from Altera Inc. and results of 
tests show that this architecture can achieve 100% payload, low delay, and no jitter. 
So this proposal supports WSC in theory. 

The content followed includes the structure and function of WSC(part II), setting 
up switching mechanisms corresponsive to WSC(part III), building switching models 
supporting WSC based on switching mechanisms(part IV), and the summary. 

2 The Functional Structure of Wide-Sense Circuit 

WSC is builtdynamically for network business stream with identical transfer path to 
support Quality of Service (Qos) of data transfer. To achieve this, the structure is 
designed as a ‘management-control-data’ model. The management layer is responsi-
ble for the deployment of WSC, the control layer is responsible for execution of man-
agement part, and the data layer is responsible for WSC data transmitting. These three 
layers exchange information to realize the function of WSC as shown in Fig. 1. 

2.1 The Management Plane 

The management plane’s functionality, realized by domain’s server, consists of ac-
quitting current network status, computing WSC’s location, and transmitting orders, 
such as setting up, adjusting and removing WSC. This layer serves as the core layer 
and management center of WSC. 
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Fig. 1. The relationship of three planes of WSC 

2.2 The Control Plane 

This plane, realized in router, takes orders from the management layer and takes charge 
of execution, such as setting up, adjusting, and removing WSC according to WSC  
protocol. In this layer, monitoring module and control module are designed:  the moni-
toring module collects information of flow and resource and reports it to the status ac-
quisition module in the management layer; the control module executes orders from the 
management layer and communicates with other network WSC’s control layer. 

2.3 The Data Plane 

Definition 1. Along the WSC, network set up a virtual circuit, which is called Wide-
Sense Circuit Passway (WSCP). 

This plane, realized in router, sets up WSCP and routes packets. When data is 
transmitted in WSC, WSCP is set up and corresponding labels are inserted into label 
switching table at entry point of WSCP. Afterwards, this layer will route packets and 
certify the QoS of different data flow simultaneously. This layer is the concrete key of 
realization of the functionality of WSC—for network nodes with built WSC, packets 
classifier, buffer and scheduler will react to the specific data flow accordingly to meet 
the requirements of data flow transmitting. 

3 Switching Mechanism and Module for Wide-Sense Circuit 

3.1 The Overall Structure of Reconfigurable Router 

WSCis a new kind of data transmission mechanism, which guarantees the 
QoSaccording to the category of the traffic. Its working process includes traffic classi-
fication, establishment and adjustment of WSC and data forwarding three parts, which 
all happen in Reconfigurable Router. The overall architecture of Reconfigurable 
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Monitoring model ControlModel 
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Router 
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Router is shown in Fig. 2. The flows are classified based on three key QoS indicators: 
delay, jitter and loss. The classification is mainly conducted by the classifier within 
Data Plane. The establishment and adjustment of WSC is under the decision of the 
server within Management Plane. And after making a decision, the work is completed 
by Control Plane in which the monitoring module is responsible for monitoring the 
bandwidth occupancy of various flows and the control module carries out the com-
mands in detail. In Data Plane, if a WSC has been set up, there will be a private chan-
nel for it, calledWSCP, the place data switching proceeds. In addition, we need an 
advanced switching mechanism to ensure all types of QoS requirements. Next, we 
will carry on the detailed introduction of the three parts above-mentioned. 
 

 

Fig. 2. The overall architecture of Reconfigurable Router 

3.2 Traffic Classification 

WSC sorts kinds of network flows in accordance with their different data transmis-
sion requirements, which consist of a series of QoS parameters. Here, to simplify our 
modeling, we just focus on delay, jitter and loss three indicators as the classification 
basis, and assume that boundary nodes have got all the relevant information. 
 
Definition 2. The QoS requirements of data flow F is <delay, jitter, loss >.  

Among them, delay indicates the time delay requirement, namely the time should 
be no more than delay (ms) when a packet is transferred from the source to its desti-
nation. Jitter defines the time jitter requirement, that is to say, the time jitter for a full 
packet must not exceed the maximum value: jitter (ms). Loss means the packet loss 
requirement, which limits the largest proportion of the discarded packets. 
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Next, we divide delay into [0, 100], (100, 400], (400, 1000] and (1000, ∞) four in-
tervals. Jitter is divided into [0, 50] and (50, ∞) two intervals, and for loss: [0, 0.1%] 
and (0.1%, 1). In this way, we can use X, Y, and Z to represent the three QoS catego-
ries, and determine its specific number for each interval under a certain kind of cate-
gory. The definite means are as follows: 

1) If 0ms < delay ≤100ms, X = 1. If 100ms < delay ≤400ms, X=2. For 400ms < 
delay ≤1000ms, X=3. And if delay > 1000ms, X=4. 

2) If 0ms < jitter ≤50ms, Y=1. If jitter > 50ms, Y=2. 
3) For 0 ≤ loss ≤ 0.1%, Z = 1. And for loss > 0.1%, Z = 2. 

Thus, we can get 16 types of flows according to the classification method: FXYZ. 
And they are F111 F112, F121, F211, F122, F212, F221, F311, F222, F312, F321, F411, F322, F412, 
F421 and F422. 

3.3 Establishment and Adjustment of Wide-Sense Circuit 

According to the statistical analysis for different flows, the whole network establishes 
and adjusts WSC. Therefore the server, which is responsible for management, needs 
to collect each kind of traffic information on each link every once in a while to mak-
ing the final decision. The basic principle is that when the link bandwidth occupied by 
one kind of network flow or other parameters have been above a certain threshold, the 
WSC is established on the link to guarantee the QoS requirements. Details are as the 
following three steps. 

1) Calculating the link bandwidth utilization ratio UXYZ of flow FXYZ ac-
cording to the traffic statistical information. This work is under the control by the 
monitoring module for real-time monitoring and the monitoring data will be transmit-
ted to the server within the Management Plane. 

2) The server should make the decision whether to establish WSC according to 
the setup criteria and related parameters. The basic idea of decision-making mecha-
nism is that if the link bandwidth utilization ratio UXYZ of flow FXYZ has been above 
the threshold UXYZ, th, just do it, otherwise, do nothing. For different flows, the value 
of UXYZ, th is not necessarily the same. Usually, for the business which requires high 
quality of service or high service priority, its UXYZ, th should be low, otherwise set 
high threshold, to achieve the purpose of distinguishing different service. To take an 
extreme example, setting U111,th=U112,th=U211,th=U212,th=0 and U421,th=U422,th=1, that is 
to say, we must establish WSC for flows F111, F112, F211, F212 but not for flows F421, 
F422.Detailed scheme is in Table 1. 

Table 1. Different values of UXYZ, th for different flows 

NO. 0 1, 2, 3 4, 5, 6, 7 8, 9, 10, 11 12, 13, 14 15 

flow F111 F112,F121,F211 F122,F212, F221,F311 F222,F312, F321,F411 F322,F412, F421 F422 
threshold 3.4% 4.6% 5.7% 6.8% 7.9% 9.1% 
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We can see that threshold priority is divided into 3.4%, 4.6%, 5.7%, 6.8%, 7.9% 
and 9.1% six levels and the same threshold value can be used by some different types 
of flows, in which the smaller the label NO., the higher the internal priority. Firstly, 
we decide to set up WSC or not for a certain kind of network flow by comparing its 
link bandwidth utilization ratio with its threshold. After completing the establishment 
of all the qualified WSC, if the bandwidth resources are still remaining, we could use 
the rest flows to fill the bandwidth in the order of label numbers. 

3) The control module within control plane performs the decisions such as es-
tablish or dismantle WSC, which is responsible for establishing WSCP, etc. When 
WSC deployment is completed, this WSC can provide sufficient bandwidth for the 
corresponding traffic. And to ensure kinds of QoS requirements, matched scheduling 
algorithm and discard algorithm are also be used for distinguishing or configuring. 

3.4 Data Forwarding 

WSC realizes virtual circuit connection with the method of label switching and pack-
ets are forwarded within WSCP. WSC supports Multiple Input Multiple Output 
(MIMO), therefore, packets can enter into WSC as long as there is a node within the 
coverage area of the WSC. Similarly, packets can leave in any node. 

In WSC ingress node,when a network flow arrives, the node will retrieve the label 
switching table according to the category information and destination address of 
packets. In WSCintermediate node, the node will retrieve the label switching table 
again, but according to the message header of WSC this time, and then forwards the 
matched packets.In WSC exit node, the node will drop the message header and for-
ward the data as common packets. 

4 Switching Mechanism and Module for Data Forwarding 

4.1 2×2 Basic Sorting Unit 

The 2×2basic sorting unit is a sequential logiccircuit, with two inputs and two outputs 
(respectively called 0/1 port).According to the theory of algebraic distributive lattices 
[3], we define the two inputs as Ω0 and Ω1, each of which has three kinds of data: the 
one going to output0, the one going to output1 and the invalid data. As is shown in 
Fig. 3(a) and (b), the sorting unit has two essential states: Cross and Bar. That means 
the inputs go to the different outputs: input0/input1 to output1/output0 and in-
put0/input1 to output0/output1, corresponding to Cross and Bar,respectively.If the 
inputs compete for the same one output, the state will be Conflict and the final choice 
of BAR or CROSS will depend on their priority, shown in Fig. 3(c). 
 

 

Fig. 3. 2×2 basic sorting unit and its states 
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4.2 Multipath Self-routing Switching Structure 

An N×N (N=2n) routing network is a Multistage Interconnection Network (MIN) built 
by 2×2 basic sorting units. By using first stage permutation σ0, inter-stage permutation 
σ1, σ2…σ(n-1) and last stage permutation σn, the network can be represented as [σ0: σ1: 
σ2:…: σ(n-1):σn]. Each colon symbolizes a stage of2x2 units.We can define a Trace 
sequence and a Guide sequence[4] as follows: 

 Tk=(σ0σ1…σK-1)
(-1)(n)   1≤k≤n. (1) 

 Gk=(σ0σ1…σK-1)(n)   1≤k≤n. (2) 

Route is specified by Trace orGuide. AsFig. 2 shows,for the network  
[: (43): (42)(31): (43):], data from the origination addressI1I2I3I4 finally gets to the 
destinationO1O2O3O4 with the decision at each stage by the Trace (4, 3, 2, 1) or Guide 
(1, 2, 3, 4).  

 

Fig. 4. An example of routing network 

Multipath Self-routing Switching Structure (MSSS)[5]is an innovative structure, 
which combines MIN with concentrators. 

To construct MSSS,we substitute each basic for 2G-to-G concentrator sorting 
unitand replace the single cable with a bundle of G cables. For the multipath structure 
(N=128 M=16 and G=8)which is based on a 16×16 routingnetwork, G shows the size 
of group, M is the number of group and N=M×G indicates the whole number of in-
put/output ports (G=2g, M=2m, N=2n, n=m+g, n, m, g are positive integers).Acting as 
anindispensable part of MSSS, the 2G-to-Gconcentrator [6]separatesthelargerGsignals 
of the whole 2G inputs fromthe other G signals,finally forming two output groups. 
And the output orderwithin each group is arbitrary. 
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4.3 Load-Balanced Self-routing Switching System 

As shown in Fig. 5,two MSSSs are used in series to compose the Load-
BalancedMultipath Self-routing Switching Structure (Load-Balanced MSSS), with the 
VOGQs (Virtual Output Group Queues)[7]ahead of the firstfabric and the assemblag-
es at the end of the second fabric.  Actually, by using simple algorithms and small 
buffers,the first stage fabric serves as a balancer, which spreadsthe incoming traffic to 
all the ingress ports of the second stage fabric. Then the second stage fabric forwards 
the data in a self-routing manner to their final destinations. Every G inputs/outputs are 
bundled into an input/output group, thus N input lines form M groups on the input 
side(N=M×G), so is the output side. To ease presentation, IG/OG denotes in-
put/output group, and MGrepresents a line group between the two stages.In the pro-
ject, there are 4 IGs, 4 MGs and 4 OGs. Each group has 8 lines. . 

VOGQs are responsible for storing packets and making data ready for IGs. We use 
VOGQ(i,j) to denote the VOGQ whose packets are destined forOGj from IGi.  

 

 

Fig. 5. Load-Balanced MSSS 

Generally, for the structure we proposed, the processing of arriving packets in each 
time slot is composed by severalsequential phases which are shown as follows. In 
addition, to achieve maximum processing speed, we should use pipeline structure as 
far as possible. 

1. Preparatoryphase: With checking and judging, the arriving packet which is des-
tined forOGj from IGi is stored into VOGQ (i,j). 

2. Splitting phase: Packets in VOGQs are split into cells. And each cell will be added 
with some certain packet headers. 

3. Balancing phase: With the help of MG tags, cells will be routed to every middle 
group simultaneously and uniformly. When the cells reach the middle groups, MG 
tags will be dropped.    

4. Routing phase: Cells are further to their final destinations directed by OG tags. 
When they get through the second stage fabric, OG tags will be discarded. 

5. Assembling phase: Cells are to be assembled to originalpackets.When completed, 
packets will be output from the OGs. 
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4.4 System Test with Real Network Traffic 

IXIA400T network tester is our leading network test instrument. We use four test 
modules of all the interfaces on the test board, which can generate or capture standard 
Ethernet frames transmitted at the rate of 10/100/1000 Mb/s. It is so powerful that we 
can set, if we want to, every Byte of a frame to be sent and get detailed and compre-
hensive information about the frames captured. The tester also provides remote man-
agement capabilities. And coupled with the automated platformset up by Tclscripting 
language, we can implement remote automated testing. 
 

 

Fig. 6. Statistic views of IXIA 

Fig. 6 shows us the finalstatistical result of a test for four ports. According to our 
configuration, port 0 prepares to receive the output data sent form all the four ports 
(including itself). And port2, port3 and port4 follow the same way. We can see that 
there is no one Byte data dropped at each port in the case of a large number of input 
data. 

5 Conclusions 

Multipath Self-routing Switching Mechanism (MSSM) belongs to the physical  
vision of packet transmission in AC, which is also the foundation of WSC. It is a high 
quality basic network structure inherited from the existing network system, directly 
providing the network survivability and robustness. Above all it provides the material 
foundation for the construction of WSC and the reconfiguration. Based on the power-
ful transmittability of MSSM, WSC can also possess the new information foundation 
of the communication network and the new connotation of network interconnection 
transmission capacity. These enhanced foundational capabilities, especially for data 
transfer mode, ensure the lower delay of packet transmission, wire-speed forwarding, 
efficient multicast and security. MSSM gives effective technical support to build a 



 On the Routing of Wide-Sense Circuit 443 

 

new type of WSC, so as to make WSC be the supporting factor of reconfigurable 
ability, together with the packet transmission. 

The research in this direction goes well: we have accomplished the single-stage 
switching system which supports unicast and multicast and the two-stage load balanc-
ing switching system which supports unicast only.Good results have been achieved in 
a series of tests. So far, our system is based on the MSSS (M=4, G=8). And next step, 
we plan to increase it to M=8, G=16. Meanwhile, the design of large-scale wire-speed 
multicast base on Load-Balanced MSSS we constructed will be the focus, which 
needs more excellent design and more thorough support system. 
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Abstract. Dedicated to overcoming weakness of current Internet architecture, 
some novel internet architectures have been proposed recently. Examples of 
these architectures contain Information Centric Networking (ICN), Name Data 
Networking (NDN), reconfigurable networking etc. As far as we know, the 
most efficient name based routing mechanism which suites the new architec-
tures has not been found yet. This paper proposed a Semi-Centralized Name 
Routing (SCNR) protocol for reconfigurable network to enhance the routing ef-
ficiency. Results of this paper show that SCNR has good performance in ICN, 
which can be regarded as one of the many sub-networks in reconfigurable net-
work.  

Keywords: Name based Routing · Reconfigurable Network · OpenFlow · FARI 

1 Introduction 

The networking paradigm is shifting from communication between hosts to commu-
nication for data. The information-centric networking is one of the significant results 
of different international Future Internet research activities, which has been explored 
by a number of research projects, such as CCN [1], DONA [2] and NDN [3]. 

Flexible Architecture of Reconfigurable Infrastructure (FARI) is proposed and 
funded by one of National Basic Research Programs of China. FARI not only keep 
open, simple and robust features as tradition, but also follow some new principles 
such as interaction, variety and selectiveness. It is more than a simple expansion of 
current network or extension of telecommunication network, and it can also provide 
flexible, universal, customizable and variant network service. In other words, the 
target of FARI is to construct some sub-networks, e.g. Content-Centric Network 
(CCN), Name Data Network (NDN), Information Centric Network (ICN), Service 
Centric Network (SCN), traditional IP-centric network, and any networks which 
would be proposed in the future, in a single physical network by isolating infrastruc-
ture resource. For convenience, we propose an efficient routing algorithm over ICN, a 
sub-network of Reconfigurable network. 
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In this paper we discuss a Name data Routing based on Link State algorithm which 
is called Semi-Centralized Name Routing (SCNR) in sub-network ICN for FARI. We 
will refer the lookup-and-cache routing mechanism of Content Network (CONET) [4] 
architecture to design the SCNR algorithm, and deploy it in OpenFlow [5]. In Section 
2, we describe the Lookup-and-Cache Architecture. Section 3 gives the design of the 
name link state routing. Section 4 gives the simulation results. Section 5 contains the 
conclusion. 

2 The Lookup-and-Cache Routing Mechanism 

The concept of lookup-and-cache is first proposed in [4], which is used to update 
CONET name-based routing tables. Because of the inefficient aggregation of names, 
the prefix-dissemination could produce big name-based routing tables. In order to 
support the above case, the lookup-and-cache is proposed, since it is not feasible  
to include all possible names in the routing table. In this method, a CONET node uses 
a fixed number of rows of its name-based routing table as route cache. When a node 
lacks of the routing info, it requires an interest packet to looks up its routing entry in a 
name-routing-system and inserts this entry in the route cache. 

In this paper, we refer to the lookup-and-cache mechanism in SCNR algorithm to 
cope with the capacity issue of the FIB and with the cost issue of the RIB. We plan  
to use the FIB of a Reconfigurable node’s Forwarding Engine as route cache, and to 
deploy a centralized routing system that serves all the nodes of an Autonomous  
System (AS). Fig. 1 gives an example of Lookup-and-Cache operations. Node N1 
receives an interest message for “icn.com/video/chunk1”. When the FIB lacks the 
related route, firstly, the node temporarily queues the interest message, secondly, the 
node lookups the route in a remote RIB, and then gets the routing information and 
stores it in the FIB. In the following, we give the brief rationale underlying the 
Lookup-and-Cache architecture. 

 

Fig. 1. Lookup-and-Cache concept 
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FIB as route cache, As we all know, the number of flows of Interest message is very 
large. However, the Reconfigurable ICN node concurrently route-by-name is even 
much smaller than ICN routes. Thence, the FIB is proposed as route cache, and 
contains the entire set of active-routes. When the FIB is short of a route, the node 
lookups the route in a remote RIB and then stores the route in its FIB. 

Centralized routing engine, All routes are contained in the RIB of a routing engine 
in the NRS, which serves all the nodes of AS and runs on a logical centralized serve, 
named Name Routing System (NRS) node. Therefore, a single network device can 
replace all the network nodes, and this approach reduces the cost greatly for network 
operator. 

 
[6] has described the “data-plane” of Lookup-and-Cache architecture. However, 

the Lookup-and-Cache architecture needs “routing-plane” procedures that runs on 
NRS nodes and whose goal is to setup the RIBs. This paper proposes SCNR and gives 
the collaborative design of SCNR algorithm in local reconfigurable ICN node and 
NRS.  

3 Name Based Centralized Routing for Reconfigurable 
Network 

The Name routing is deployed both in NRS Controller and reconfigurable ICN rout-
ers. [1] proposed Link-state Intra-domain Routing technique and also discussed about 
both IS-IS and OSPF for nodes to discover and describe their local connectivity and 
to establish adjacencies. This paper adapts the idea of IP OSPF protocol and develops 
SCNR over ICN.  

The ICN nodes will advertise their adjacency and name prefix of the content in the 
network. Neighbors receive this advertisement and build Link State Data Base 
(LSDB) from the adjacency advertisement and forward it to NRS, and then the NRS 
calculates the routing table from the topology. When routing table calculation is com-
plete, and the NRS has the Routing Information Base (RIB) of name prefixes. From 
this information, Forwarding Information Base of ICN node will be formulated, and 
the interest will be routed based on the FIB entries. Fig. 2 shows the SCNR internal 
constructing and algorithm. 

3.1 The Operations of Router Booting/Rebooting Up 

Router read configuration file as soon as it boots/reboots up. By reading the configu-
ration file, the router sets the router-name, Name prefix List (NPL), and other config-
uration parameter, builds and updates Adjacency List (ADL). SCNR connects to a 
Daemon of reconfigurable routing node (SCNRD) synchronizing the Link State Data 
Base (LSDB) with NRS. 

SCNR sends info interest to all the neighbors from ADL. If SCNR receives a reply 
for the info from neighbors then the status of the neighbor will be updated to “active” 
from “down” state. For any neighbor, if info interest is timed out in appointed times, 
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then status remains unchanged for that neighbor. Neighbor’s SCNR hear “info” inter-
est replies with content containing information of its LSDB version and info version. 

3.2 LSDB Synchronization 

Two kinds of LSA are carried out by router, Name LSA origination and Adjacency 
LSA origination. Router reads the name prefixes from list, builds Name LSA and 
installs it to its own LSDB. Adjacency LSA is built by including the active neighbors 
from the neighbors list by checking the status of the neighbors. If there is any change 
in neighbor list status then router will build Adjacency LSA by including all the ac-
tive neighbors and install the LSA in own LSDB. The LSDB synchronization is done 
in five steps as follows. 
 

A. Sending LSDB interest 
In the first step of LSDB synchronization, SCNR sends interest “lsdb”, received from 
neighbors in exclusion filter, on name prefix for all the active neighbors in ADL in-
cluding the last version of LSDB. In reply it hears from neighbors then performs the 
work described in subsection 3). But if SCNR does not hear any reply from any 
neighbors, it will try sending “lsdb” interest promissory times. If interest for any 
neighbor is timed out for promissory times, then that neighbor will be considered 
down, and SCNR will update its ADL accordingly and will also schedule building of 
Adjacency LSA. 
B. Sending LSDB Summary by Neighbors 
Neighbor’s SCNR hearing interest for “lsdb” will check the version number. If the 
version number in exclusion filter is older than the version number of LSDB, the 
SCNR will prepare “LSDB Summary Content” with all the header information of all 
LSA and reply back to neighbors. On the other hand, if the version in exclusion filter 
is not older than the version number of LSDB, then SCNR will reply with NACK 
content.  
C. Sending LSA interest 
In this step, if SCNR gets NACK reply content from neighbors, and then does nothing 
as it is already synchronized with that neighbor. But if SCNR gets “LSDB Summary 
Content” from neighbors, then for every LSA header in LSDB Summary Content, 
first it will check its own LSDB for existence. Secondly if the LSA does not exist in 
LSDB then sends “lsa” interest to neighbors. 
D. Sending LSA by neighbors 
Neighbor’s SCNR hearing interest for “lsa”, will check its LSDB with header infor-
mation provided in interest name, prepare content with LSA information and reply 
back with the content. 
E. LSA installation 
SCNR receiving LSA content from neighbor will install it into LSDB. Installation 
process checks whether LSA is new/newer or not. If LSA is new then it will be added 
into LSDB. If LSA is newer than delete old LSA and add the new one. However, if 
LSA is newer and is checked valid, then delete old LSA and install new one. If LSA 
is not valid, then delete the old LSA and discard new LSA. 
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Fig. 2. SCNR algorithm  

4 Performance Analysis of SCNR 

The matrices used for comparing performance of SCNR are: success rate, routing 
overhead and end-to-end delay [7]. If a query acquires the requested content, that is 
called successful. The ratio of total number of successful queries to the total number 
of queries is defined as success rate. The higher success rate value means better result. 
The success rate (Sr) is written as: 

1 1

N n

Sr SucPkts ReqPkts=                    (1) 

The average time interval between the generation of request packet at a source 
node and the successful reception at the data source node is called end-to-end delay.  
It includes all possible delays, which may be caused by propagation, queuing and  
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processing. The lower end-to-end delay value means the better result. The end-to-end 
delay (De2e) is given like follow formula: 

1 1

2 ( )
N n

De e SedTi RecTi RecPkts= −             (2) 

The ratio of statistical number of routing packets generated in the network to the sta-
tistical number of request packets generated by all the simulated networks is defined as 
routing overhead. It reveals the utilization of the network bandwidth. The higher value 
of routing overhead means poorer throughput and longer delay. The lower routing 
overhead indicates a better result. The routing overhead (Or) is written as: 

1 1

N n

Or RouPktsN ReqPktsS=                 (3) 

4.1 Simulated Network Assumptions 

The simulated network comprises sixty routers, thirty HTTP traffic sources and ten 
data sources. All content stores were initially empty, and they got filled in with data 
as simulation continued. In this simulated network, this paper made following as-
sumptions corresponding with [7] in order to facilitate comparison with SCNR. 

1) The topology of the network is generated by manipulator software based on 
Power Law (Rank Exponent) distribution with r=3[8][9]. 

2) Traffic generation is an important part of the simulation. In this experiment, the 
appropriate traffic load is generated by simultaneously starting forty distinct 
content request flows. 

3) The results of Sandvine’s fall 2011 “Global internet Phenomena Spotlight” Sur-
vey showed that Hypertext Transfer Protocol HTTP traffic dominates Internet 
traffic [10]. Therefore, the HTTP over this simulated network will be taken. 

4) The data networks traffic is characterized by extreme variability. In this experi-
ment, the different heavy-tailedness of inter-arrival interval times is experiment-
ed by utilizing different values for alpha parameter of Pareto distribution for  
example 0.5, 1.0, 1.5 and 2.0. 

4.2 Simulation Architecture and Results 

As shown in Fig. 3, there are two planes in architecture of ICN network based on 
OpenFlow:  

1) A data plane with the Serving Nodes (content producers), the End-Nodes  
(content requesters/consumers) and the Reconfigurable ICN nodes. 

2) A control plane with the Name Routing System (composed by NRS Nodes). The 
two planes communicate with an extended OpenFlow interface, by using the 
NRS nodes to control one or more Reconfigurable ICN nodes. In this architec-
ture, the NRS is responsible for name-based routing by implying ICN function-
ality as a set of OpenFlow controllers. 
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Table 1. Comparison of lookup-and-cache, flooding, expanding ring, random walk, alpha=1  

 
Success Rate 

(Sr) 
Routing Overhead 

(Or) 
Average End-to-

End Delay (De2e) 

Lookup-and-Cache 99.9 50 0.48 
Flooding 99.9 268 1.10 

Expanding Ring 99.6 231 1.09 
Random Walk 99.9 141 0.79 

 

Table 2. Comparison of Lookup-and-Cache, Flooding, Expanding Ring, Random Walk, 
Alpha=1.5  

 
Success Rate 

(Sr) 
Routing Overhead 

(Or) 
Average End-to-End 

Delay (De2e) 

Lookup-and-Cache 99.9 32 0.29 
Flooding 99.9 102 0.73 

Expanding Ring 99.7 99 0.93 
Random Walk 99.9 50 0.60 

 
 
 

 

Fig. 3. ICN network based on OpenFlow 
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Fig. 4. Comparison of Averaged End-to-End Delay 

The work of realizing ICN on OpenFlow, and its architectural in [6] can be refer-
enced by us. Hence we focus on comparison of evaluation performance between 
Lookup-and-cache in SCNR and flooding, random walk, expanding ring presented in 
[7]. The averaged end-to-end delay behaviors of Lookup-and-cache, flooding, random 
walk, and expanding ring over two hours duration are shown in Fig. 4. We should 
note that the reconfigurable ICN nodes and NRS system needs a little time to initial-
ize and configure. The RIB calculation in NRS will finish as soon as the nodes boot 
up, and subsequently the FIB stored in router’s forwarding module will be constructed 
completely. Therefore the queries are satisfied from router’s cache thereby reducing 
end-to-end delay greatly. 

Tables 1, 2 give the comparison of success rate, packet overhead and end-to-end 
delay for lookup-and-cache, flooding, random walk and expanding ring for value of 
alpha equal to 1.0 and 1.5 respectively. 

The simulation results show that the Lookup-and-Cache has the minimal routing 
overhead per request packet. The success rate of lookup-and-cache, flooding and ran-
dom walk are comparable. The success rate of expanding ring is less than others, 
because the requested content cannot be accessed with initial TTL value with high 
probability. However, lookup-and-cache offers the smallest end-to-end delay  
followed by others. 

5 Conclusion 

In this paper, we implemented SCNR algorithms over OpenFlow and carried out a 
comparison with the similar transfer scenario of [7]. The SCNR algorithm separates 
the FIB from the RIB which is generated by calculating routing tables. This scenario 
can overcome two severe problems. First, the current FIB technology is impractical to 
contain all name-based routes. Second, the cost of implementing a large RIB in  
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routing equipment is too high. Therefore the RIB-FIB architecture named lookup-and-
cache architecture is an efficient solution to the reconfigurable network. The elemen-
tary simulation results of this paper show that, the lookup-and-cache offers the best 
performance over OpenFlow network. 
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Abstract. In order to solve the Four Problems in present quality course establishing 
and the redundancy in Cloud Service, this paper studies the effective ways of im-
proving the Cloud Service, and also introduces the Chord algorithm into Cloud 
Computation. A multiple Chord loop model is constructed based on a master-slave 
structure system, and after analyzing the routing list of the nodes in the loops a new 
calculation formula of the routing list is put forward. As the study shows, the im-
proved calculation decreases obviously in the average routing hops and average 
network delay, thus the effectiveness of resource searching is improved. 

Keywords: Cloud computation · Course establishing · Chord algorithm 

1 Introduction1 

With the popularity of Internet, network teaching is more and more enjoyed by the 
learners. Through the excellent courses construction, promote discipline construction 
and teaching reform in colleges and universities. Course of information construction 
has obtained certain achievements, but the four problems existing in the course con-
struction: access, compatible, update, interactive, hindered the further development of 
exquisite course construction. How to make use of cloud computing technology to 
promote the development of the fine course construction, which is an important re-
search significance. This paper mainly studies how to use cloud computing to solve the 
four problems and study the effective ways to improve the cloud service. 

2 High-Quality Course Construction Problem 

Since starting construction project, the major national fine course construction is de-
veloping, but there are still many problems in the curriculum resources application, 
outstanding performance at the four problems [1]. 
(1) Hardly access 
The current number of fine courses online sharing is very handsome, but due to the 
different colleges and universities in the process of making excellent courses hard 
software and the use of the network language is not the same, especially dependent 
plug-ins. There is much broadband audio video content in the course, it is difficult for 
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the visitors to the curriculum for curriculum resources effectively. The bandwidth of 
the part of the course website is limited, prone to access congestion and can't open the 
website. So the curriculum resource access difficultly is become a bottleneck problem 
of exquisite course application sharing [2]. 
(2) Difficultly update 
According to the requirements of the department in charge of education, fine courses 
should be updated regularly, but only 20% of survey data show that the recent one year 
or so. Because of the course update control platform design is not convenient, the 
school's network management is responsible for the curriculum information update 
slowly. [3] 
(3) Difficultly Compatible 
Due to the lack of mandatory for material requirements of technical standard, the 
ministry of education of different colleges and universities in the process of making 
excellent courses hard software and the diversity of network language influence the 
universality and compatibility of courseware resources sharing, this is especially an 
obvious on the video file sharing. [4]Video file format is the lack of diversity, speed 
slowly, factors such as lack of restricted access to users in the course, ultimately affect 
the use effect of the curriculum resources. 
(4) Difficultly interactive 
Most of the courses are not possible to exchange the discussion for the users and lack of 
interaction, school-teachers are difficult to accurately grasp the students' feedback 
information, etc. Colleagues, download courses are mainly composed of self-study 
students, teachers and students lack of interactive learning atmosphere [5]. 

3 Cloud Computing in the Application of the Quality Course 
Construction 

In order to solve the four problems in the construction of excellent courses, the appli-
cation of cloud computing in the construction of excellent courses. Make full use of the 
advantages of cloud computing, can better play in the exemplary role of excellent 
courses, promote the co-construction and sharing of subject construction. The current 
cloud computing with powerful computing and storage capacity, the cloud chart as 
shown in figure 1. Based on the data storage center, the data information can be strictly 
and effective management and control, and has a very high safety and reliability con-
nection properties [6]. 

3.1 Building Exquisite Course of Cloud Platform 

Application of cloud computing in the construction of excellent courses does not need 
to data information platform to make many changes, which realize the integration of 
education resources to the greatest extent. The main role of cloud computing in the 
high-quality goods curriculum construction as shown in figure 2, high share technical 
advantages of cloud computing to the existing high-quality goods curriculum resources 
into a super resources "cloud" as a whole, make the high quality curriculum resources 
can be developed with equal sharing among colleges and universities in underdevel-
oped areas. 
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Fig. 1. Cloud computing 

 
Fig. 2. Cloud computing application in curriculum construction 

Appear easily in the construction process of different colleges and universities to 
build a course at the same time, the mutual relationship between their respective 
problems will lead to the same high quality courses construction, the use of cloud 
computing for excellent courses can give full play to the cloud computing sharing and 
optimization of the technological advantage, this can solve the problem of data re-
dundancy and waste of resources [7]. 
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Cloud computing can provide an integrated computing environment, all data are 
stored in the cloud, the user with access to the use of cloud computing can achieve the 
same working environment, user can choose according to their requirements in terms of 
curriculum resources. Cloud computing to build learning school teaching groups, users 
need to update a computer hardware and software upgrades, and only need to install a 
web browser on the computer, it is not affected by time and space limit to carry out 
teaching activities, implementation of personalized mobile excellent courses teaching. 

3.2 Study Chord Algorithm  

The application scope of excellent courses in order to meet the demands of the masses 
of users in a timely manner, improving the speed and security of the curriculum re-
source access is more and more important. The cloud computing Chord algorithm [8] 
can solve the problem of difficult access, but there is also some disadvantages, For 
example, the heterogeneity of nodes and redundant routing table is too large, when the 
network scale, these problems will seriously restrict the performance of the network 
resources in the search. So this article study Chord algorithm, on the basis of the 
original Chord algorithm to do a little improvement. 

 

Fig. 3. Chord routing algorithms 
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From a macro perspective to look at the cloud computing network, because of the 
cloud computing network is composed of a number of cloud server together, we make a 
cloud server in the network, a node called cloud, as constitute the basic elements of 
network topology, and Chord link points. Basic structure of Chord routing algorithms 
such as figure 3, cloud node in the ability of processing data, storage, online there are 
differences in time and bandwidth. 

Specific idea is: first of all, every cloud nodes in the network IP address, the same 
cloud nodes in the network number as a group, a Chord from the ring. And then in each 
group, a node evaluate the performance of the comparison of cloud, according to the 
result of the comparative evaluation, choose the best performance for super cloud node, 
and in the other group super cloud node according to the Chord algorithm of Chord 
main ring; Select performance after super node as a backup cloud node, in this super 
cloud node failure or leave the network, to take his work as new super cloud node. in 
order to facilitate description, we established in this definition the model for  
MC - Chord, concrete model structure as shown in figure 4. 

 

Fig. 4. MC-Chord 

3.3 The Design of the Routing Table  

In this model, the first super cloud node is the subordinate to the Chord from one 
member of the ring, so I need a table from the ring finger to show in each cloud node 
from the ring, the relationship between the super node is part of the Chord ring Lord of 
cloud, so you also need a main ring finger table to represent the main ring on the rela-
tionship between the various super cloud node. For ordinary cloud nodes, only need 
one from the ring finger to indicate where the relationship between the each cloud node 
from the ring. Considering the particularity of back-up cloud node, in addition to said 

ordinary cloud node 

Super cloud node 

Chord main ring 

Chord follow ring 
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there is a node of the relationship between the ring clouds from the ring finger table, 
must also have a completely different and this group of super cloud nodes of the main 
ring finger table. 

For each finger table above, in order to improve the routing efficiency, in this paper, 
on the basis of MC - Chord, finger table of node calculation formula is modified, the 
modified model is called the MFC - Chord. First of all, I consider it step by step, and the 
formula of introducing a parameter d, d said the distance between the current and sub-
sequent cloud node. Due to the consistent hash function can make all the physical node 
roughly uniform distribution on the Chord ring, so any cloud node and its successor cloud 
node distance are roughly equal. The improved calculation formula is as follows: 

 
Figure 4 Chord ring as an example, shown in table 1 is a cloud node original finger 

table calculation formula of N1 finger table structure. Table 2 in (1) calculate the N1 
finger table structure, including the parameters in the routing table finger formula d = 6. 
Contrast table 1 and table 2 shows that the improved N1 finger table without redundant 
information. 

Table 1. The original Chord N1 finger table 

Finger[i] Successor 

N1+1 N8 

N1+2 N8 

N1+4 N8 

N1+8 N14 

N1+16 N21 

N1+32 N38 

Table 2. Conclusion by type (1) N1 finger table 

Finger[i] Successor 

N1+6 N8 

N1+8 N14 

N1+16 N21 

N1+32 N38 

Resources localization process 
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From the ring to find in the first place, if you can find the required resources, looking 
for an end to; Otherwise, and then to find between ring, until find relevant resources, 
the main steps are as follows: 

(a) Cloud node query, first of all nodes in the cloud resource list query, if found 
direct return; Otherwise, turn to (b).  

(b) In this cloud nodes belonging to a Chord from the ring shall be carried out in 
accordance with the routing policy lookup, if we can find the resources needed to 
deposit target cloud node, it returns the query results, or into (c).  

(c) Whether the cloud node from the ring to belong to super node of cloud, if 
yes, are converted to (e); Otherwise to (d).  

(d) This cloud node will request from the ring to belong to super cloud node。  
(e) Super cloud nodes on the Chord ring Lord carried out in accordance with the 

routing lookup strategy to find the target from the ring's super cloud node, if successful, 
turn to the next step; Otherwise the query fails.  

(f) Goals from the ring's super cloud node according to the routing lookup 
strategy in the node from the ring to find target cloud, if we can find, the query is 
successful, returns the query result; Otherwise, the query fails. 

4 Conclusion  

Based on the introduction of cloud computing in the construction of excellent courses, 
building the cloud service platform and optimizing the Chord algorithm in cloud 
computing, MC - Chord model was established. On the one hand, This model build a 
super node of cloud, solve the Chord system without considering the heterogeneity of 
the nodes, on the other hand the Chord routing table algorithm is improved, and reduce 
the redundant information routing table, expanded the coverage of the routing table. 
Experiment proves that the construction of excellent courses of cloud service platform 
can effectively solve the four problems in the construction of excellent courses. But a 
perfect quality courses cloud service platform structures requires more information 
resource and high configuration of the server hardware, need much money and skilled 
technical support. It is difficult to achieve a school. We need the government depart-
ment report, enterprises and schools of cooperation to do together. 
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Abstract. Network security simulation model for HITLS technology is estab-
lished, which aims to solve the problems in present network security simulation, 
that is, the network vulnerability and lack of network attack responses. This 
paper studies the implement methods of this model from the angle of basic 
structure, network security simulation frame and simulation controlling. The 
simulation environment based on network security simulation model for HITLS 
technology can provide fast and safe prototyping, demonstration, testing, and 
analysis, which evaluates the safety and performance of the equipment. By 
comparing the numbers of success for network communication before and after 
signaling and link attacking, the effectiveness of this method is verified. The 
model has broad application prospects.  

Keywords: HITLS technology · Network security simulation · Attack effect  
simulation 

1 Introduction1 

HITLS refers to the loop simulation, under the premises of meeting the conditions, which 
puts the object into the simulation system as much as possible and replaces the corre-
sponding mathematical model. So simulation system is closer to the actual situation, and 
the credibility of the simulation can be drawn. There are some key technologies which 
needed to be solved in network security simulation, such as difficulties in network secu-
rity model, lack of responses to the network attack in application and there is no uniform 
standard to evaluate the effect of such attacks on network security. Loop simulation 
system can have the actual hardware and software modules, so the loop simulation net-
work simulation is not only more accurate than a simple inspection of protocols and 
algorithms, but also requires fewer hardware and software resources than the actual 
number of experiments with more good experimental manipulation, which can achieve a 
repeatable experiment, and can achieve a larger-scale network security simulation [1]. 

2 Network Security Model 

2.1 Formal Description of Network Security Modeling Environment 

Firstly, abstracted from the static model of computer network [2], namely supposes R is 
first in the network router set, H is the main engine set, L is the point-to-point link  
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set, C is the sharing link set, then the whole network of routing topology is 

),,( ϕLRT = ，and the mapping  ϕ ： RRL ×→  said adjacency relations. If 

H and C  is not empty then there is a division of },,,{ 21 nHHH   and

},,,{ 21 nCCC  , so ],1[ ni ∈∀ , Rr ∈∃ and ),,}({ iiii CHrN ϕ=  consti-

tutes a fully connected graph, including n  for LAN quantity. 
On the other hand, Data packet transmission based on the discrete dynamics of 

computer networks and discrete event systems (DEVS) match[3]. Thus, according to 
automata theory and discrete event systems, Network Modeling presented a general 
formal description of the environment. Modeling environment automaton M , namely 

a 7-tuple ),,,,,,( 0 FqVQ ΥΓΣ , where： 

① Q  representative state sets; 

② V  representative Area. in set; 
③ Σ  Representative external events set; 
④ Γ  Representative internal affair sets; 

⑤ Υ  Representative transfer function sets, and: 
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And in the formula, N expresses the real clock, Ψ  expressed that (event) the 

output function, 
1

C  and 
2

C  are the real-time constraints. 

⑥ Qq ∈0  for initial state; 

⑦ QF ∈  for termination state sets; 

Here, V of the element indicates the reception and processing of those events, so

CLHRV ⊆ , Σ is M  and external interaction packets sets. A list used to 

manage internal event to be processed, the table element Γ∈),,( tvλ  value that is 

characterized by λ  inside the event, will always be received and processed by v  at t
time. M , able to generate a variety of network models rely mainly on the rich be-
havior of the transfer function, where: 

),(),,,( 21 eqtvpq
ext

=δ , in state 1q  that receives the external event p  (Area. in

v , Time t ) will cause the state transition to 2q , and produce internal affair e . 
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),,(),,( 2111int
PEqteq =δ , in state 1q  that receives the internal affair e   

(Time t ) will cause the state transition to 2q , produce internal affair E and external 

events subset P . 

),,(),( 12112int
tEqeq =δ  , in state 1q  that receives the internal affair 1e  will 

cause the state transition to 2q , Time advance to t and a subset of internal events gen-

erated E . 

1c ：
δ

δ trt <)( ，Which )(δrt return after the execution time valueδ  for the 

execution of ),,( δδδλ tv  after δ  list of minimum value of t  event. 

2c ： ),,()),,,(,( 211111int
PEqttvq =λδ  established, if and only if 

ε≤−≤ 10 tt , where t  is the current time, and ε  for the regulator. 

2.2 Network Security Model of Virtual Degrees Are Classified 

According to the description of modeling environment formalization , definition of 

models of virtual degrees division was further got. ),,,,,,( 0 FqVQM ΥΓΣ= [4]： 

① When LRV = and Φ≠Σ ，the resulting network model is semi-virtual. 
Model only subnet for virtual communication, the host is located external to interact 
with the data model. 
② When CLHRV = and Φ≠Σ ， the resulting network model is 

quasi-virtual. Events within the model were extended to receive and process all net-
work elements can be abstract, so the model must complete the network virtualization 
layers. 
③ When CLHRV ⊆ and Φ=Σ ，the resulting network model is all 

virtual.  

2.3 The Network Security Model and Scale Fidelity 

Modeling environment using the network model has generated the fidelity problem, 
that is, accuracy in expressing the real system model. Fidelity is a major measure for 
modeling, but because of the complexity and diversity of the real system, it is difficult 
to obtain the fidelity of the quantitative indicators, therefore it has to be measured from 
the model range, the details of the number, effectiveness and other a qualitative 
measure of respect. [5] 
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3 Based on HITLS Network Security Simulation Model 

The simulation model of network security based on HITLS mainly includes the fol-
lowing several systems: HITLS technology network security test simulation  
 
subsystem, credibility validation subsystem, subsystems of safety evaluation simula-
tion. The subsystems based on high level architecture[6], (HLA) were integrated to-
gether, convenient for users to use simulation control platform and the demo surveil-
lance system simulation real-time monitoring and results check. 

3.1 HITLS Network Security Simulation Model of Basic Structure 

Network security simulation [7] can be divided into the following steps: preparation, 
execution and analysis.  In the implementation process, monitor the whole process of 
simulation when making use of simulation and control platform, to ensure HITLS 
network simulation loop network data conversion completed in real time and interac-
tive, while the simulation process can be collected in the corresponding statistical data. 
In addition, in order to improve simulation credibility, a subsystem for verifying the 
credibility of a simulation should be established to inspect and verify the whole process 
of simulation. Diagram of network security simulation model based on HITLS as 
shown in Fig. 1. 
 

 

Fig. 1. HITLS diagram of network security model simulation 

Network security simulation model based on simulation HITLS node will directly 
use the real network protocol stack TCP/IP protocol stack for the communication,  
the construction of the virtual node with a virtual network card, making the virtual  
node close to the real web presence. The virtual node network API calls directly 
through real TCP/IP network protocol stack to communicate with other nodes. The 
simulation environment management node is responsible only for construction of the 
link between the analog channels. And because of the direct use of real network pro-
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tocol stack, the simulation results are reliable and accurate. Network simulation model 
is shown in Fig.2. 

 
Fig. 2. Simulation model based on network security diagram HITLS 

3.2 HITLS Based Simulation Framework for Network Security 

Based on the above model of new network simulation, we join simulation of the net-
work environment and the real network environment due to the need for loop network 
simulation, Then we also need to provide a network emulation package intercepted, the 
implementation framework is shown in Fig.3 based on the design goals of gen-
eral-purpose database. Intermediate driver: operate in the system kernel, and provide 
the underlying system functions and the hardware abstraction layer functions for the 
network interface user-level programs, to achieve hardware independence. 

User-level library: operate in the user level, provide the main program with further 
abstract unified interface of the application program, call the intermediate driver to the 
next interface. Main documents: the application through the library calls interface 
applications that operate in the project that simulation platform. 

3.3 Based on Network Security Simulation Control of HITLS Technology 

Simulation control is in the process of simulation, and operation of various simulation 
resources coordination and scheduling in general, including initialization, start, pause, 
resume, synchronization, stop, cancel, monitoring. In the OPNET simulation primarily 
through external control technology to achieve an external program of ESA OPNET 
simulation process control, ESA API is a set of OPNET provides external program 
interface functions, including simulation of process control, interface to access, input 
and output, blending the four function sets. Among them, the simulation process con-
trol functions are used to set an OPNET simulation and control events to advance and 
keep OPNET simulation clock. The interfaces to the main function is to provide ex-
ternal nodes and internal between the nodes for communication interface. Input/Output 
function will be responsible for the OPNET simulation data read or write. ODB pro-
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vides the use of mixed-function to debug and observe the distribution of memory cells 
in memory and interaction. 

 
(a) HITLS simulation model of network security framework 

 
(b) File system simulation model of network security map 

Fig. 3. Simulation Model Based on HITLS network security implementation framework 

4 Based on Applications of HITLS Network Security Simulation Model 

4.1 Simulation of Network Security Equipment 

Simulation environment is established according to the network simulation model 
based on HITLS, provides fast prototyping, demonstration, testing and analysis. Spe-
cifically, establish the safety model and environment model under the premise of 
studying the basic functions and implementation principles of the safety equipment,  
 



 The Study on the Network Security Simulation for HITLS Technology 469 

 

according to the design methodology and technical documents, and then design a 
variety of simulation experiments on the important security features and performance 
indicator simulation, and thus evaluate the safety and performance of the equipment. 

4.2 Simulation of Network Attacks 

Network attack simulation needs to establish the corresponding mathematical model or 
simulator using real network attacks, as many of the integration of existing instances of 
attacks and attack, for example, DOS attacks, worm propagation, DDOS [8] attacks, 
spoofing attacks, and then use these attacks against the system model or a variety of 
simulation experiments to study and verify the network parameters, the attacker when 
the attack effect parameters changes. 

4.3 Simulation of Attack Effects 

Target network and its traffic model for voice transmission to a public telephone net-
work and its traffic model, attack models, including model and link signaling device 
attacks against equipment model, simulate, respectively, blocking malicious interfer-
ence call and two e-attacks. Attack and attack the signaling link to the target network 
device model, the simulation run the entire network. 

The simulation network operations, network operations in the process of collecting 
data such as throughput, delay and connection rate and so on. The connection rate, for 
example, attacks by adding, respectively, before and after the completion rate is shown 
in Fig.4 and Fig.5, by comparison, to analyze the attack effect. From the simulation 
results we have the following conclusions:  

 

(1) Through the link to block interference, it can affect the data transmission route, 
add a link load, and interfere with the normal user's connection rate. 

(2) By signaling attacks, for example, prevalent malicious network call information 
can be gathered to increase the network load, the user's information through the inter-
ference with the normal rate, in turn, can interfere with the normal operation of com-
munication networks. 

(3) Link blocking attack is to block a link, so that communication data transmitted by 
other routes, increasing the burden on other links. Signaling is active against a large 
amount of malicious traffic information transmitted through the network, increasing the 
burden of communication networks.  

(4) Evaluation by means of attack, attack on the network effect was measured, and 
the link attacks and the effect of signaling the value of attack, the results are shown in 
Tab.1, table m that network communication distance.The average effect of two attacks 
were 3.27 and 1.68. Evaluation criteria for the attacker are able to give the following 
conclusions: the attack of two attack effect "significant"; signaling attack effect is 
slightly better than the link attack effect. 
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The simulation model of network security based on HITLS is established, which 
expounds on the system structure, the basic framework and the control of the network 
security simulation model. 

The application of simulation model for network security based on HITLS is dis-
cussed, which studies the numbers of success of network traffic before and after sig-
naling and link, and verifies the validity of the method. The model has broad applica-
tion prospects. 
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Abstract. For the Computer Supported Collaborative Design (CSCD) envi-
ronment’s groups, dynamics and distribution characteristics, the paper proposes a 
Task & Role-Based access control model (T & RBAC) and makes the informal 
definition of the model. The T & RBAC model is based on the T-RBAC model, 
and extends the definition of the Users, Roles, Tasks, Permissions and the other 
factors. In the T&RBAC model, Roles are classified into two classes: job posi-
tion and business role. As a passive role, permissions are preasigned to the job 
function Role. By the other way, the business role is assigned to the task in the 
business process, and the permissions are actived by the context of the task’s 
excuted status, so that the paper realizes the active and passive access con-
trol. Finally, we applied the T&RBAC model in the CSCD system and validated 
the model. 

Keywords: CSCD · Access control · T-RBAC · Task · Role 

1 Introduction 

The Computer Supported Collaborative Design (CSCD) is based on the computer 
technology, multimedia technology and network communication technology, it sup-
ports the members of team to work together in order to accomplish a mutual design 
project in a shared environment by the interactive consultations, division of the works  
and the mutual collaboration [1] [2]. In the collaborative environment, the members of 
the team share the design resources through internal and external networks, but the 
shared resources are all the business securities of the enterprise. How to ensure these 
resources’ availability, accuracy, and how to avoid hacking have been the critical 
problems in collaborative work environment [3] [4]. 

From the system’s point of view, the CSCD system is passive and provides the 
functional HCI. But by the perspective of the collaboration work, the collaborative 
design is the business process and is active. The collaborative environment changes in 
the context of the design tasks’ executed. The purpose of this paper is to propose a 
proper model of the access control for the CSCD’s environment. The improved access 
control model named the Task and Role-based access control model (T & RBAC) is 
founded on the two core concepts of the Task and the Role, which reflect the charac-
teristics of CSCD environment. 
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The remainder of this paper is organized as follows: Section 2 reviews the previous 
research related to the access control, including the weaknesses of their applications in 
the CSCD environment. Section 3 describes the work modes in the CSCD environment, 
and those modes induce the different access modes of the information objects for the 
user. Section 4 proposes the T&RBAC model and makes formal definitions of the 
model. Section 5 depicts the T & RBAC model’s implement in a CSCD system which 
supports the collaborative industrial design work among the team members who dis-
tribute in the different regions. Section 6 presents the conclusion of this paper. 

2 Related Work  

International Organization for Standardization (ISO) divided the security service into 
five levels: authentication, access control, data security, data integrity, and denying. 
The access control is one of the important security parts.  Access control [5] is the 
means to make a proper access to the protected resources, it’s final objective is to 
ensure the authenticated users to access the authorized resources availably, in order to 
avoid damaging fault to make the resources to be outflowed.  

So far, many traditional access control models have been developed. The main ones 
include the Discretionary access control (DAC), Mandatory Access Control (MAC), 
Role-Based Access Control (RBAC), and Task-Role-based access control 
(T-RBAC). DAC [6,7] depends on the object’s owner, who can not only access the own 
object but also pass the access rights of the object to the others. DAC is very flexible to 
the owner, but it is too weak in the access control area, for it cannot guarantee the 
“need-to-do” and separation of duty(SOD) principles. On the contrary, MAC [8] is too 
strong. It sets the security levels on the objects and users mandatorily. Only those users 
whose security level is higher than the object’s can access the object. 

In the early 1990s, National Institute of Standards and Technology(NIST)[9]  
proposed a role-based access control model (RBAC). The core concept of the 
RBAC [10] is Role. From an enterprise perspective, the notion of the role is a job 
position or an organization, the role collects the access privileges. As shown in fig. 1, 
the users get the object’s access rights through the role.  

  

Fig. 1. RBAC Approach. This shows the approach how the user to get the permissions of the 
object in the RBAC model. 

Although RBAC is policy neutral and can perfectly reflect organization of the en-
terprise environment, but the access control strategy is based on passive access control 
and cannot fit the active access control. T-RBAC [11] is based on the RBAC. It not 
only contains the concepts of the RBAC, but also imports an other core concept of the 
Task. Task is the foundational unit of the business work, the model classifies the task 
into four classes and deals with each task differently according to it’s class. The users 
obtain the permissions through the role assigned to the task. As shown in fig. 2, the 
permissions are granted to the task, and the task is some like the sub-role of the role.  
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Fig. 2. T-RBAC Approach. This shows the approach how the user to get the permissions of the 
object in the T-RBAC model. 

In conclusion, DAC is very flexible for the object owner, but it is too weak in access 
control. By the way, it is based on the control list . As the amount of the objects and 
users increases, the control list size will become larger and be more complicated to be 
managed; DAC is more used in the Operation System. MAC is too strong. It is based on 
the security levels attached to the users and objects, and guarantees the confidentiality 
and integrity of the information. However, it is difficult for “information shared” in the 
enterprise environment and inconvenient to the business process; RBAC is based on the 
organizational structure or group of users. The relationships between the role and 
permission are predefined, and the administrator only allocates the user to the role.  
RBAC decreases the complexity of the permission management, but it is not suitable 
for the workflow environment.  Le Yang, Xiao Daoju, LI Cheng-kai, [12] [13] 
[14]  have done a lots of works in the RBAC. They applied the RBAC in the CSCW 
environment by extending the RBAC model. T-RBAC is based on the role and the task. 
In the session, the user activates the access privileges by his business work. Currently, 
most of the collaborative work environments adopt T-RBAC model as their access 
control policy [15][16][17][18]. 

3 Requirements of Access Control in CSCD Environments 

CSCD is one of the concurrent engineering[19] methodology ,it’s objectives are better 
product quality, shorter lead-time, more competitive cost and higher customer satis-
faction [20]. With the advancement of the computer and information technology, 
CSCD has been wildly applied in the product design field. CSCD not only supports the 
multidisciplinary design teams, but also crosses the boundaries of the area and time 
zones. 

As an engineering process, CSCD is mainly based on the project. As shown in  
fig. 3, CSCD is structured on the organizations and projects.  The users access the 
information by their business actives and job functions. The one type of the tasks are 
related to the job position in the organization. In general, such tasks are management 
actives which are assigned to the users according to their job positions, and they are 
passive; the others are related to the business role in the project. These tasks compose 
the business process, and on the IT’s view, they are actives of the workflow. In the 
project, the users are allocated to the tasks by their business role, and such tasks own  
the special properties, such as task status, start time, end time, mutual relationship 
(serial, parallel, and feedback), input and output data. As a logical unit of the workflow, 
the active task can be completed by a person or by more people. Additionally, the task 
of the workflow is not insulated to each other, but depends on the other task. For ex-
ample: task B is activated only after the Task A has been finished ; the output data of 
the task A is the Task B’s input data; while the failure of the Task B occurs , the 
workflow would  return back to the task A, etc.  
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Fig. 3. CSCD's Features. This shows the features that the user gets the resources in the enterprise. 

4 T & RBAC Access Control Model 

As shown above, the previous works on access control do not fully meet the require-
ments in the CSCD environment. We presented a proved access control model 
T&RBAC based on the T-RBAC. T&RBAC contains the concepts of the T-RBAC, but 
it considers the factors in the CSCD environment more. In T-RBAC, the access rights 
only are assigned to the task. However in the T&RBAC, the users get the access right 
through the roles and the assigned tasks. The role is mapped to the job position in the 
organization, and the task is the active of the product design workflow. Table 1 shows 
Relationship between factors of CSCD and components of T&RBAC. 

Table 1. Relationship between factors of CSCD and components of T&RBAC 

The factors in the CSCD environment The base components in T&RBAC 

Information Object 

User, Agent User 

job position, business role Role 

Task Task 

Business process Workflow 

4.1 Formal Description of T & RBAC 

Fig. 4 shows the brief overviews of T&RBAC. In the T&RBAC model, the permissions 
are assigned to the job position roles and the tasks. During a session, the user accesses 
the HCI of the CSCD system by the role according to his job position. What 
informations can user access by the HCI is bounded to the task that is allocated to the 
role of the user. 
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Fig. 4. T & RBAC Model. This shows the components in the T&RBAC model. 

The base components in the T&RBAC are defined as follows: 
Users (U): Users is a set of users and agents in the CSCD environment. 
Roles (R): Roles contain two aspects. One is the position in the organization, and the 
other one is the business role in the business process.  
Tasks (T):Task is an active of the co-design business process ,  it is atomic and finishes 
a unit of job. 
Sessions (S): A session is the life time while the user is bounded to the active roles and 
the tasks in the workflow. When the tasks are finished or suspended, or when the user 
logouts from the CSCD system, the session will end. 
Permissions (P): Permissions is an access policy that the authorized subject can interact 
on the object, including the set of the access objects and the set of operations which 
affect on the objects; 
Constraints (C): Constraints is the abstraction of the business rules in collaborative 
design process, including role inheritance constraints, permissions conflict constraints, 
the task dependency constraints, the access scope of the Object, permissions’ being 
activated constraints, etc. 
Properties 1 (role inheritance RH).  RH 2R, means that there is a hierarchy in the 
roles. We take senior role as the ancestor role and the junior role as the descendant role. 
Such hierarchy relationship can also be described as a partial order relation (≥). 
1) While the ancestor role is active in a session, the permissions assigned to the 

descendant role are inherited to the ancestor role; P , P P, P PRA R , P PRA R , R R P , P PRA R  
2)   While the ancestor role’s permissions exclude from the permissions of the de-

scendant role, the resolution is remaining the prior permissions. For instance,  
descendant role Ri  is not permitted to read the object Obj ,  while the ancestor role 
Rj  can write object Obj , then the ancestor role remains the write operation to  
the Ob j;  P , P P, P PRA R , P PRA R , R R , P P P PRA R  

Properties 3 (Users-Roles assign URA).  URA R× U，a many-many relationship 
between the Users and Roles. 
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1)  While a ancestor role and its descendant role are assigned to a user together, the 
user activates the permissions assigned to the ancestor role in a session.  R , R URA  U , R R Activated R  
Properties 4 (Tasks-Roles assign TRA). TRA R × T , a many-many relationship 
between the Tasks and Roles. 
1) If Ri excludes from Rj, the two roles could not be assigned to the tasks together. For 

example, the designer role and the auditor role cannot be assigned to a task . R , R TRA  T R Excluding R  
Properties 5 (Tasks-Tasks dependence TD). T×T 2TD , TD = { serial, parallel, 
feedback }. 
Properties 6 (Roles-Permissions assign PRA). PRA P×R, a role has a set of Permis-
sions to execute the job. The mutual-exclusive Permissions cannot be assigned to one 
role. 
Properties 7 (Tasks-Permissions assign PTA). PTA P×T, a task has a set of permis-
sions, and the permissions’ being activated bases on the task status(TS). 
Properties 8(Task Status TS). The task in the business process has executing status, 
including static, active, executive, suspending, and end status. When the status is static, 
suspending, or end state, task-related privileges will be revoked. While the task status is 
active or executive state, the task will activate all permissions assigned to itself till the 
status changes into other state. 

4.2 Access Control Policy  

In the section 3, we have described the features of the CSCD environment and  
the requirements of the access control. From the perspective of the CSCD environment, 
T & RBAC model supports the active and passive access control policy. Fig. 5 shows 
the approach of the T&RBAC model, the user accesses the CSCD system to complete 
the management jobs assigned to his job position in the organization. The permissions 
are pre-assigned to the role which reflects the structure of the organization, such role is 
a passive access control policy. On the collaborative design process, the project team 
members are the executor of the tasks. The task’s status decides the user’s permissions.  

 

Fig. 5. T & RBAC Approach. This shows the approach that user accesses the object in the T & 
RBAC model. 
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5 T & RBAC Model’s Implement in CSCD System 

In this paper, we applied the T&RBAC model in the industrial product collaborative 
design platform. The platform supports the collaborative design between the mul-
ti-users who come from different departments, companies, or regions. These users 
compose of the project team. The market department submits the requirements of the 
new product to the product design department. The product manager makes a devel-
opment plan of the new product according to the demand. The top leader of the enter-
prise audits the plan and decides to whether to start the product develop plan or not. 
Then the product design department appoints a project leader and allocates the mission 
book to the project leader. the  project leader will establish a project team, and the 
members of the team come from multi-department or even multi-company . Then the 
leader decomposes the tasks, allocates the resources to the tasks. A new product de-
velopment project management processes are shown in figure 6. 
 

 
Fig. 6. Industry product design workflow 

In the collaborative design process, according to the different types of the tasks, we 
defined the following roles in our collaborative design platform, such as shown in 
Table 2. Based on the management jobs in the organization and the tasks in the design 
process, the roles in the CSCD environment are granted the appropriate permissions to 
access the resources flexibly and safely. 

Table 2. List of roles 

Roles Technical director, design manager, project 
leader, designer, reviewer, marketer, customer 

6 Conclusion 

The increasingly complex product development and high expectation of the customers 
drive the industry to apply new technologies to develop the new products. The CSCD is 
emerged in the requirement of the industry. This paper analyzes the characteristics of 
the CSCD environment and the resources access control requirements, and proposes 
the T&RBAC model based on the T-RBAC model. The main contributions of the 
T&RBAC are as follows:  

1) Classify the Roles of CSCD in two classes: Job position Role and Business Role. 
Job position Role is a passive role and maps the function of the position in the organ-
ization; Business Role is assigned in the task of the design workflow, it is an active role. 

2) Define the new attribute of the task which is the dependent relationship between 
the tasks. By this attribute, the model properly reflects the access control of the in-
formation in the business process. 
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3) Supports the active and passive access control. According to the management job 
in the organization structure, the permissions are pre-assigned to the roles. In the 
business process, the permissions can also be assigned to the tasks and be activated by 
the task status. 

Lastly, we developed an industrial product collaborative design platform, and ap-
plied the T&RBAC to the platform to effectively control the access of the shared 
information between the multi-users. 
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Abstract. Due to the rapid development of cloud computing and information 
technologies, traditional computer is replaced by novel terminal gradually. This 
paper conducts a full research on the design of computer terminal equipment 
accessing the cloud server. On the basis of the analysis of a large number of ex-
isting terminal equipment performance and presenting an effective solution, we 
design the device by hardware and software integration method, by selecting 
the appropriate hardware to optimize the communication protocol. The test re-
sults of our scheme is a feasible method to solve some problems of traditional 
solution, which is a kind of green energy-saving product with stable perfor-
mance and cheap price.  

Keywords: Cloud computing · Energy-saving · Green computer · Cloud  
terminal 

1 Introduction 

Cloud computing is a method to provide the shared software and hardware resource 
information to computers and other equipment for computation as needed via internet 
[1-3]. Users can acquire the service provided by “Cloud” simply via internet with no 
need to know details of cloud computing environment. “Cloud” here is a graphic meta-
phor, actually, it is to provide service for users with many distributed interconnected 
computers to form cloud service platform through unified resource management and 
scheduling and then by virtue of the internet[4-5]. Users use it on demand just as water, 
electricity and other public services and it is charged based on the amount of usage. 
Cloud computing provides virtualization services mainly at three levels [6], namely: 
(Infrastructure as a Service, IaaS), services such as storage, hardware, server, network 
components, etc. are available for users  via internet. Service providers possess these 
hardware resources and distribute them according to the demands of different users, 
and users pay for each application. Main products include Amazon EC2 and Sun Grid. 
(Platform as a Service, PaaS), at the same time service providers will provide a basic 
computation platform for users instead of a specific application. Users can construct 
their own application through this computation platform, besides, cooperation among 
many users is also allowed in this platform, such as Google App Engine. (Software as a 
Service, SaaS), it is a new delivery software mode. Software service providers deploy 
application software uniformly to their own servers, and provide paid online  
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application service via internet to customers. Only by logging in the website of SaaS 
service providers, customers can place and order for even use the needed application 
software service according to their own actual needs. Such as mail server which is a 
natural SaaS-mode system. Cloud computing is mainly fulfilled by relaying on virtual-
ization technology [7-8].  

Cloud server virtualization mainly refers to the optimization of “Computation” 
while desktop virtualization is the combination of “Computation” optimization and 
“Communication” optimization, which shows the essence of “Centralization” compu-
ting mode to a greater extent. Generally speaking: foreground virtualization and 
background centralization are to place the foreground terminal operation system and 
the applied physical computation into background data center so as to achieve the 
centralization of actual computation and relevant data at the background; the fore-
ground is only used for displaying and user’s operation interface, and all data, appli-
cations, etc. are presented in virtual forms before end-users.  With such foreground 
and background relationship, communication technology between foreground and 
background is necessarily needed to offer support so as to form complete technology 
system.  Cloud computing represents a kind of new computing and service providing 
method, and only a simple terminal device is needed for future users to enable 
“Cloud” to fulfill any needed service. Cloud computing integrates computing re-
sources and storage resources to provide huge computing and storage capabilities for 
end users; according to the philosophy of cloud computing, as long as there is net-
work, high-quality services will be available for users. As for how to utilize network 
band width effectively, compressing communication data is a relatively effective 
method. Terminal equipment with rapid compression and decompression technologies 
is in critical shortage in current market, therefore,  it is extremely urgent to launch 
computer terminal equipment with extraordinary performance and green energy-
saving features [9-11].  

2 Key Technologies 

To meet the above customer demands, surveys are made on three global cloud compu-
ting service providers; there are two ways to access cloud server: one is to access 
through practical network application program of browser, such as Google Apps, and 
the other is to access through remote desktop protocol, thereby customers can use the 
cloud server just as local computer. With user demand and actual situation of cloud 
computing server, the system shall be up to the three points: to realize green energy 
saving and cheap price, it is a must to abandon traditional PC mode and adopt the cur-
rent system-on-chip with low power consumption. PC mode needs to be installed with 
operation system and other software; software licensing fee is required; PC is relatively 
not green and will consume a large amount of electricity, which go against low-carbon 
requirement; besides, the utilization rate of PC is less than 20% and they are left to be 
used at most of time according to the statistics of the concerned authority. While SOC 
adopts embedded Linux operation system which saves the software licensing fee and 
consumes low power; generally, the power consumption of the entire machine is less  
 



482 G. Xiong 

than 20W, which saves a large amount of electricity and protects the environment.  
Second, according to the analysis and test on current remote desktop protocol, access-
ing cloud server with the improved remote desktop access technology can hardly meet 
the current user demands; while the remote desktop protocol with image compression 
technology can reduce the network data transmission amount, improve transmission 
efficiency, and avoid time delay, as if the computing was made locally. At the same 
time, with Web2.0 technology browser, users can use and give full play to the perfor-
mance of cloud server; in addition, it keeps traditional entertainment functions, such as 
movie playing, etc. With the above discussion combined, the integrated design of 
hardware and software is performed [12].   

A. Hardware Design 
In this solution, S5PV210 chip of ARM CortexTM-A8 core is used as  main control 
chip and also  ARM V7 instruction set is adopted, frequency is 1GHZ, 64/32-bit 
internal bus structure, 32/32KB data/instruction first-level cache, 512KB second-level 
cache, and 2000DMIPS (operating 0.2 billion instruction sets per second) high-
performance computing capability. With low power consumption, it supports Linux 
and android operation systems, and it has built-in MFC (Multi Format Codec) , sup-
ports the encoding and decoding of videos with MPEG-1/2/4, H.263, H.264 and other 
formats, and supports simulated/digital TV output.  With JPEG hardware encoding 
and decoding, the supported resolution ratio can be up to 8000x8000; it is inbuilt with 
high-performance PowerVR SGX540 3Dgraphics engine and 2D graphics engine, 
supports 2D/3D graphics acceleration, and is the fifth generation of PowerVR prod-
uct. Its polygon formation rate is 28 million polygons/s, pixel fill rate can be up to 
0.25 billion/s, and it supports PC level display technologies such as DX9, SM3.0, 
OpenGL2.0, etc..  It is the equipment with IVA3 hardware accelerator, with excellent 
graphics decoding performance, supports full-definition and multi-standard video 
encoding, can play , record smoothly video documents of 1920×1080 pixel (1080p) at 
30 frame/s, and encode high-quality graphics and videos more rapidly. At the same 
time, it is inbuilt with HDMIv1.3 so that high-definition videos can be transmitted to 
external display. It has great multi-media performance capability, supports hard de-
coding of many graphic formats such as JPEG; video encoding supports MPEG1, 
MPEG2, MPEG4, H.264, VC-1 and RV, and audio encoding supports MP3, WMA, 
EAAC+ and AC3; with the cooperative work of software and hardware, FULL HD  
(1080P) high-definition video movies are clearly and vividly brought to people’s daily 
entertainment through the HDMI output of digital TV to meet the entertainment func-
tion of users, apart from which,  S5PV210 also provides 3D accelerator which can 
enrich the design of the next generation of GUI or other graphic application. Hard-
ware system provides various video input, HDMI and LVDS interfaces, and  
even the function enabling users to get “cloud computing” service by directly con-
necting traditional TVs. To meet the storage need of users, the system provides 
USB2.0/SD/CF interface, to which, users can connect various portable storage devic-
es; it also supports SATA hard disk interface and has infinite storage expansion capa-
bility. Overall hardware design frame is shown in Figure 1: 
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only one-time transmission is needed so as to reduce the amount of data. In general Win-
dows, the most commonly-seen one is all-white window background, and it is to display 
white 64*64 graphics after respective Memory blt at different positions of the image. 

Pattern blt instruction is to transmit 1 bit pattern and display it at the designated posi-
tion on the screen after specifying its foreground and background colors. The most com-
monly-seen pattern is the window frame displayed when we drag the window, and it is 
formed by single pattern through Pattern blt at different positions. 

The method of Screen blt is common when window content is dragged. As images 
are completely the same and only their positions on the screen are changed, it is only 
needed for the Sever to change the position of content through this instruction.  

The maximum function of Rectangle/Line/Polygon to reduce data amount in RDP is 
to display basic shapes, such as rectangles, line blocks, polygons, etc. which can  form 
various different window elements even though they seem simple. Rectangles are often 
used to compose window itself, and line blocks are mainly used to add bottom lines for 
word serials, while polygons can be found in Cache patterns added into Powerpoint.  

Text: texts are ubiquitous in windows, covering function table,  title list, webpage 
content, Command Line, etc.; in other previous systems,  all texts are transformed 
into graphics for representation; as most texts are tall and thin and classified as high-
frequency area in graphics, therefore, if distortion compression is used together, the 
texts will become illegible. So RDP Server allows texts with pure background to be 
shown in the form of dot matrix font while texts with complicated environment re-
main to be shown in the form of graphics. As for the word serial shown in the form of 
dot matrix graphic words, RDP Server will designate the font, id and index of word 
serial word Cache, its displaying position on the screen, etc.. 

The above transmission mechanisms make advantages for RDP among numerous re-
mote desktop transmission protocols but the current demand can not be satisfied, mainly 
reflected in two aspects: 1. The playing of movies is awfully unsatisfactory, and the re-
freshing speed is very low when the window is in full screen; 2. Serious motion trailing 
occurs when browsing more than one pictures. According to the display of network mon-
itoring results, there is huge amount of data transmitted in network under the above two 
situations. Based on the analysis of the data, there are the following reasons: 

When movies are played in RDP, RDP Server has no idea about whether users are 
playing movies but only those frames are changing, therefore, all of them are trans-
mitted to the connected Client end, which greatly increases the transmission amount 
for several times.  

Movie playing or multi-picture previewing generally includes many graphics of 
various colors and with complicated structures, therefore, non-distortion compression 
inbuilt in RDP can not reduce effectively data amount, instead, it can increase it. 
Sometimes, RDP Server can even determine the uncompressed graphics directly 
transmitted, as low compression rate of graphics will produce additional burden to 
network. 

To solve the above problems, the solution proposed the improvement method, which 
makes full use of original advantages of RDP and reduces data transmission amount by 
improving RDP image compression rate. There are many compression technologies; the 
hardware system of the solution is installed with JPEG hard decoding chip, therefore, 
images processed by JPEG compression at RDP Server end can be decoded easily with-
out adding burden to embedded CPU so as to reduce data transmission amount without 
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transmited; perform 2D DCT inverse transformation for each 8*8 image block when 
decoding, finally, the inverse transform of data blocks are combined into a pair of 
images. For common images, the values of most DCT coefficients are close to zero. If 
these DCT coefficient values close to zero are discarded, the image quality will not 
decline significantly when image is reconstructed. Therefore, compressing and coding 
images with DCT will save large storage space. The compression should be done with 
minimum quantity of coefficients under the most reasonable situation similar to the 
original image. The number of the used coefficients determines the compression rate.  
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C. Uniform quantification based on quantification table: 
In JPEG standard, linear uniform quantizer is employed. The definition of uniform quan-
tification is that 64 DCT conversion coefficients are divided by corresponding quantifica-
tion step to take the round number by rounding off, as is shown in Formula (3). 

( , ) ( ( , ) / ( , ))Q u v IntegerRound Y u v S u v=  (3)

S(u, v) in the formula refers to quantification step pitch. Quantification is to quanti-
fy DCT coefficients through quantification table, i.e. to perform mod operation for 
8*8 blocks of DCT coefficients with 8*8 quantification tables as templates in turn, 
and the result will be the quantified coefficient. 

Good quantification table can improve compression rate and reduce image distortion. 
Quantizer step is the key of quantification while the best value of quantification step is 
determined by the characteristics of input image and image display equipment, for which, 
quantification table provides quantification steps. It makes use of the feature so that it is 
difficult for human vision to sense high space frequency distortion and the quantification 
step increases with the improvement of space frequency. As human eyes are sensitive to 
luminance but not to color difference, different quantification steps are used for lumi-
nance and color difference. The quantification step of luminance is divided more specifi-
cally while that of chrominance is more generally; the step of the low-frequency part at 
the upper left corner of quantification table is slightly small while that of the high-
frequency part at the lower right corner is much larger. As the energy of most images is 
gathered at the upper left corner after DCT conversion, their quantification step is also 
small. High-frequency part will show some 0 after 8*8 DCT coefficients are quantified, 
which fulfills compression, and distortion also mainly occurs at this moment. As human 
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to use network application programs, such as Google Apps; 3. Support 1080p high-
definition playing, and meet the multi--media entertainment function for users; 4. The 
remote desktop protocol is improved; the network transmitted data amount and time 
delay is decreased greatly; and end users are more significantly satisfied. But there are 
also still many aspects needing improvement, such as 3D application, about which, it 
does not support 3D desktop effect and large network game which are yet to be im-
proved in the future. 
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Abstract. Concept lattice has been widely used in machine learning, pattern 
recognition, expert systems, computer networks, data analysis, decision analy-
sis, data mining and other fields. The algorithms of constructing concept lattices 
are introduced. This work proposes a novel concept lattice merging algorithm 
based on collision detection, which can remove the redundant information in 
distributed construction of concept lattice. Further research to distributed con-
cept lattice construction algorithm is needed. 

Keywords: Concept lattice · Distributed construction · Merging algorithm ·  
Collision detection 

1 Introduction 

The concept is the basic unit of human cognition and an important research object of 
artificial intelligence disciplines. German mathematician Wille proposed Formal Con-
cept Analysis(FCA) in 1982 [1]. He systematically studied the hierarchies of con-
cepts, properties of lattice algebra, and the isomorphic nature of concept lattice and 
formal context, which established foundations for the field of Formal Concept Analy-
sis (FCA). 

FCA is a powerful tool for data analysis and rule extraction from the formal con-
text. FCA expresses concepts, attributes, and relationships of the ontology with  
formal context. According to the context, concept lattice is constructed to show the 
structure of the ontology clearly, and describe the generalization and specialization of 
the concept. Concept Lattice, also known as Galois Lattice, is the core data structure 
of FCA. In concept lattice, each node is a formal concept. Formal concept consists of 
extension part and intension part [2]. Extension of the concept is considered as the set 
of all objects belonging to this concept, and intension is considered as the set of the 
common characteristics or attributes of all these objects [3]. Concept lattice essential-
ly describes the affiliation between objects and features, and shows the relationships 
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of generalization and specialization between the concepts. The corresponding Hasse 
diagram contributes to data visualization. 

The basic concepts of FCA include formal context, concept lattice, Hasse diagram, 
senior concept and parental concept, sympatric formal context and sympatric concept 
lattice, independent context and independent concept lattice, and so on [4]. 

(1) Formal context 
Formal context is defined as a triple K (U, A, I), where U is a set of objects, A is a 

set of attributes, and I is a binary relation between object U and attribute A,  
ie. I U A⊆ × . If there is ( , )x a I∈ , then xIa  shows that object x  has attribute 

a . The form of two-dimensional data table is also a type of formal context. The tuple 
represents object or instance, and the column represents attribute. 

When there is 

*

*

{ | , , },

{ | , , },

X a a A x X xIa X U

B x x U a B xIa B A

= ∈ ∀ ∈ ⊆
= ∈ ∀ ∈ ⊆

 

if *X B∃ =  and *B X= , then ( , )X B  is called a formal concept or simply a 

concept. X is defined as the extension of concept ( , )X B . B is defined as the inten-

sion of concept ( , )X B . Extension of the concept indicates the set of all objects 

belonging to this concept, and intension of the concept indicates the set of the com-
mon attributes of all these objects. For example, ((1,5),{ , , })C b c e  indicates that 

concept C covers two objects 1 and 5. The common attribute of these two objects is 
{ , , }b c e . 

(2) Concept lattice 
Concept lattice is used to indicate the relationship between attributes and objects. 

There is a kind of partially ordered relationship between the nodes of concept lattice. 

Given 1 1 1C ( , )X B , 2 2 2C ( , )X B , then 1 2 1 2C C B B< ⇔ < .  

This partially ordered relationship means that 1 1 1C ( , )X B  is a senior concept of 

2 2 2C ( , )X B , or 1 1 1C ( , )X B  is a generalization of 2 2 2C ( , )X B . 

For formal context (U, A, I), there is a unique partially ordered set in relationship I. 
This partially ordered set produces a lattice structure. Lattice L generated from the 
context (U, A, I), is called the concept lattice. The concept lattice of a formal context 
is unique. 

2 Main Construction Algorithms of Concept Lattice 

Algorithm for constructing concept lattice is the basis for the concept lattice research. 
Concept lattice construction is a concept clustering process. The completeness of the 
concept lattice means the concept lattice generated from the same data is unique. The 
current concept lattice construction algorithms can be divided into three categories: batch 
processing algorithm, incremental algorithm and distributed algorithm. The first two 
algorithms are stand-alone construction algorithms, in which the incremental algorithm is 
considered to be more promising. With the rapid growth of data-scale, distributed algo-
rithm for constructing concept lattice has also become an important research content. 
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2.1 Batch Processing Construction Algorithm 

Batch algorithm generates all nodes at a time, then generates edges according to  
the relationship of direct predecessor and direct successor of nodes, and establishes 
the whole concept lattice ultimately. There are many batch processing algorithms of 
constructing the concept lattice, in which only a few algorithms can generate Hasse 
diagram. 

The main idea of Bordat algorithm [5] is top-down construction of the lattice start-
ing from supremum. Firstly the topmost node is established, then all the child nodes 
of the topmost node are generated, and the child nodes are added to the lattice and 
connected to the parent node. Then the processes are executed iteratively for each 
child node. The defect of Bordat algorithm is: the number of repeated emergence of 
each child node (concept) is equal to the number of its parent nodes in the final con-
cept lattice. This method is not suited to the concept lattice construction of large-scale 
formal context. Bordat algorithm can generate the concept lattice and Hasse diagram. 

Ganter algorithm [6] uses feature vectors to enumerate the attribute sets of the lat-
tice. The length of each vector is the cardinality of the attribute set. If the value of an 
attribute appears in the vector, then the corresponding bit is set to 1, otherwise it is set 
to 0. This algorithm does not generate Hasse diagram. 

Chein algorithm [7] is a bottom-up lattice construction algorithm. The algorithm starts 
from the first layer l1, which consists of the set of all of the pairs ({ }, ({ }))x f x  of X. 

Then it uses an iterative approach to construct the concept lattice from down to up layer 
by layer. It merges two pairs in layer lk to create a new pair in layer lk+1. The merging 
process is to find the intersection of all pairs in layer lk , and test whether the intersection 
has appeared before. If the intersection has appeared in the upper layer, then the intersec-
tion in the upper layer is not complete pair, and should be marked for remove at the end 
of this layer. Chein algorithm does not generate Hasse diagram. 

2.2 Incremental Construction Algorithm 

The idea of the incrementally constructing concept lattice is: firstly the concept lattice 
is initialized to be the whole concept and the empty concept, and then the concept 
lattice is incrementally constructed using different operations according to the differ-
ence of the intersection of inserted object's attributes and the intension of the concept 
lattice nodes. When the context changes, such as adding an instance, the incremental 
construction method can maximize the use of existing concept lattice to avoid con-
structing the lattice from the beginning each time. 

Godin algorithm [8] is a typical incremental concept lattice construction algorithm. 
This algorithm starts from a single object, and the new object is added into the lattice 
one by one, with only the necessary structural updates each time. This method can 
produce not only complete pair of the concept lattice, but also Hasse diagram.  

Kuznetsov [9] pointed out that Godin algorithm is more suitable for sparse formal 
context. When the formal context becomes dense, the performance of Godin algo-
rithm declines sharply. 

Z. Xie [10] proposed an incremental algorithm for constructing concept lattice 
which organized the concept lattice nodes by tree structure. Y. Jiang [11] proposed an 
incremental concept lattice construction algorithm based on the list structure, which 
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use list structure to organize the lattice nodes, and use the index table to achieve a 
quick update on concept lattice. H. Mao [12] presented a concept lattice incremental 
construction algorithm based on the binary tree structure according to the features of a 
certain kind of concept lattice.  

2.3 Distributed Construction Algorithm 

With the development of distributed systems and database technology, distributed 
computing, parallel computing and cloud computing has become the mainstream 
technologies [13, 14]. In practical applications, mass data distributed storage technol-
ogy has been used very widely. For large databases, batch processing and incremental 
construction method of concept lattice still need to cost a lot of time. It has become a 
hot topic to get the global concept lattice from distributed database and establish the 
whole structure of the concept lattice. 

P. Valtchev [15] proposed a divide and conquer method to construct concept lat-
tice. It forms distributed multiple sub-contexts through the split of the formal context, 
then constructs the corresponding sub-lattices, and combines the sub-lattices to obtain 
a complete concept lattice. Y. Li [16], L. Zhang [17], and W. Wang [18] also studied 
the distributed algorithm for constructing concept lattice. 

3 Concept Lattice Merging and Distributed Construction 

With the development of cloud computing and big data processing technology,  
distributed storage and parallel data processing has become an inevitable trend. For 
concept lattice construction of big data, it is necessary to break the formal context up 
into several sub-sets, and then construct and merge them. 

When a formal context splits into multiple sub-contexts, the corresponding concept 
lattice is called the sub-concept lattice. Concept lattice corresponding to formal context 
can be obtained by merging the sub-context concept lattices. This construction method of 
concept lattice uses the divide and conquer strategy, namely the distributed construction 
model of concept lattice. Concept lattice distributed construction is based on the form 
context merging. For example, when the company establishes workers file (formal con-
text), each employee will fill in some fixed contents (properties) and hand to the depart-
ment manager, then the department manager organizes the sector information (sub formal 
context) and turn them over to the company personnel department. 

For the formal context merging, Wille proposed overlay and juxtaposition [2]. Over-
lay is vertical merging of the formal contexts, which possess the same attribute items and 
the different object domains. Juxtaposition is horizontal merging of the formal contexts, 
which have the different  attribute items and the same objects domains. In distributed 
construction of concept lattice, the formal context is split to construct the corresponding 
sub-lattices, then the generated sub-lattices are merged to obtain the complete concept 
lattice. Overlay and juxtaposition of formal context is based on the consistency of exten-
sion or intension, and the consistent formal contexts need some processing before merg-
ing. Maedche proposed the similarity method in 2002 [19]. 

Distributed construction of concept lattice requires a lot of comparisons in the 
merging of sub-lattices. Some useless comparisons are redundant information, and 
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can not affect the structure of concept lattice. The redundant comparisons will reduce 
the performance of the algorithm. The larger scale data will result in the more lattice 
nodes, and the more redundant information. Elimination of redundant information can 
significantly improve the distributed construction efficiency of concept lattice. 

4 Concept Lattice Merging Algorithm Based on Collision 
Detection 

Because of completeness of concept lattice, the distributed concept lattice construction 
algorithm often need to search for a large number of irrelevant concepts, which will in-
crease the number of comparisons in the construction process, and reduce construction 
efficiency, but will not affect the structure of concept lattice. These irrelevant concepts 
are called redundant information. The formal context of distributed concept lattice is 
usually constructed by the massive high-dimensional data, which will generate a lot of 
redundant information. It is necessary to improve the distributed construction algorithm 
of concept lattice to remove redundant information and improve construction efficiency. 
This paper presents the method of removing redundant information in distributed merg-
ing of concept lattice. The collision detection technology is used to eliminate redundant 
information generated in the sub-lattice merging, and reduce the duplicate comparison of 
concept intension, in order to improve the construction efficiency of concept lattice. 

The basic unit of the collision is concept C1, C2, ..., Cn. If there is an association 
between the two concepts, such as a common property, then a collision will occur. For 
example, if two concepts Ci = (Ui, Ai) and Ci' = (Ui', Ai ') comprise at least one 
common attribute, then the collision between Ci and Ci' will occur. 

In the merging of concept lattice, the detection sub-process is executed step by 
step, and the time interval between adjacent detection steps is a constant which is set 
as t. Meanwhile, the collision weight from concept Ci to Ci' is denoted by w(Ci, Ci', t) 
in step t, and the merging probability of concept Ci and Ci' is denoted by P(Ci, t) and 
P (Ci ', t). In step t, the change rate of P(Ci, t) is the accumulation result of collision 
between concept Ci and other related concepts as shown in Figure 1. 

As Figure 1 shown, the collision effect of the concept Ci' to Ci is defined as the prod-
uct of collision weight of the concept Ci' to Ci and the merging probability of the concept 
Ci', i.e., w(Ci', Ci, t)p(Ci', t). For concept Ci, the collision effect of the concept  
 

 

Fig. 1. Collision between concept Ci and other association concepts 
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Ci' to Ci is positive, which can enhance the merging probability of concept Ci, while 
the collision effect of the concept Ci to Ci' is negative, which can reduce the merging 
probability of concept Ci. The difference of positive effect and negative effect is the 
integrated effect. For the concept Ci, the integrated collision effect between concept 
Ci' and Ci is w(Ci' , Ci, t) p(Ci' , t)- w(Ci , Ci', t) p(Ci , t). The change rate of p(Ci, t) 
is the accumulation result of collision effect between concept Ci and other related 
concepts. If the collision directions between concepts are not considered, then the 
collision reaction equation of concept Ci is defined as follows: 

' ' '
' 1

( , )
[ ( , , ) ( , ) ( , , ) ( , )]

n
i

i i i i i i
i

p c t
w c c t p c t w c c t p c t

t =

∂ = −
∂              (1) 

( , ) /ip c t t∂ ∂  is the change rate of ( , )ip c t . According to Euler equation, the 

merging collision reaction equation of concept lattice can be expressed as follows: 

' ' '
' 1

( , 1) ( , ) [ ( , , ) ( , ) ( , , ) ( , )]
n

i i i i i i i i
i

p c t p c t h w c c t p c t w c c t p c t
=

+ = + −     (2) 

According to equation (2), ( , 1)ip c t +  can be calculated by iteration pattern: 

'( , 1) ( , ) ( , )i i t ip c t p c t h p c t+ = + ⋅                        (3) 

' ( , )= ( , ) /t i ip c t p c t t∂ ∂ , wherein, h is the iteration step length and is set to be 1. 

The target of collision reaction is expanding the difference between the merging 
probabilities of the concepts. When the change of the merging probability of the con-
cept is small, the collision reaction ends and the final result of the collision reaction is 
obtained. Based on the collision reaction result, the concept lattice can be effectively 
merged. 

5 Conclusions 

Concept lattice is gaining more and more attention of the researchers because of its 
unique advantages. It has been widely used in machine learning, pattern recognition, 
expert systems, computer networks, data analysis, decision analysis, data mining and 
other fields. However, it is still a young and rapidly developing field. There are many 
problems on concept lattice needed to study deeply, such as distributed concept lattice 
construction algorithm, concept lattice merging algorithm, and so on. This work pro-
poses a novel concept lattice merging algorithm based on collision detection, which 
can remove the redundant information in distributed construction of concept lattice. 
Further research to distributed concept lattice construction algorithm is needed. 
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Abstract. In order to extend the sensor’s lifetime, this paper researched deeply 
into the sleep scheduling mechanism in the distributed sensor network. Now, the 
commonly used sleep scheduling methods based on the coverage have the 
problem of response delay, so we proposed a sleep scheduling method based on 
the half-sleep state to overcome this shortcoming. Under the control of regional 
agent node, this method adopts a minimum coverage algorithm based on the 
approximate solution to select the minimum coverage node set. Experimental 
results show that the proposed scheduling method can both reduce power con-
sumption of the whole network effectively and extend the lifetime of the sensor 
noticeably. 

Keywords: Sensor Network · Sleep Scheduling · Half-sleep 

1 Introduction 

In recent years, sensor networks and related techniques such internet of things and 
cyber-physical systems are developing very rapidly [1-3]. To save energy and make the 
lifetime of sensor longer, most of sensor network usually put part of sensor nodes in 
sleep state during the operation, whereas other sensor nodes which can cover the 
monitoring area keep in work [4-7]. The above mechanism is so-called sleep sched-
uling mechanism. 

In order to realize the above sleep scheduling mechanism, it is necessary to decide 
which nodes should go to sleep and which should keep work. Now two kinds of 
methods usually are used to realize the scheduling. The first one is each sensor node go 
to sleep with probability p and keep work with probability 1-p. The strategy based on 
the probability is divide again into two kinds, which includes static probability and 
alterable probability. Static probability method means that each sensor node goes to 
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sleep with a predefined probability [4]. Alterable probability method can compute the 
probability of becoming a redundant node according to the perception of the nodes 
within its radius. This method can adjust dynamically the probability of becoming 
redundant, which has a lot of flexibility [8]. Beside the method based on the probabil-
ity, another widely used method is to select some nodes which can cover the monitoring 
region, and at the same time close all the other nodes. Now, many sleep scheduling 
mechanism are based on this idea, for example the scheduling mechanism based on 
DELLC protocol [9], the two-phase sleep scheduling mechanism, and the dynamic 
sleep scheduling mechanism based on the pre-wakeup idea [6], and so on. 

The above probability method will achieve the coverage region at a certain proba-
bility, so it is not used when the users need to realize the full coverage. The other 
method can achieve the full coverage, but after selecting the monitoring node, it will 
put all the other node go to sleep, and then these sleeping nodes will wakeup periodi-
cally to determine whether it will go to work. When an event occurs, the above 
mechanism will has some response delay, so we proposed a half-sleep scheduling 
mechanism to expend the lifetime of the sensor, and at the same time, to avoid the 
problem of the delay. Half-sleep state is a kind of sensor state, which refers to that the 
sensor under this state will close the data collection module, and only keep its com-
munication module. 

2 Related Definitions 

Suppose all the sensors are placed in R which is a two-dimensional rectangle, and the 
coverage region of each sensor s is a circular (recorded as C(s)) with the center at s 
and the radius equal to r. If S is the sensor node set, the coverage region of S (record-
ed as C(S)) is the union of the coverage regions of all the sensors, i.e. 

( ) ( )s SC S C s∈=  . 

 
Definition 1: Suppose R is a region and S is a node set. If the coverage region of S 
can cover R, i.e. ( )R C S⊆ , the node set S is called the coverage set of region R.  

 
Definition 2: For a given region R and a node set S, and 'S is the subset of S. If 'S is 
also a coverage set of R, and any proper subset of 'S  is not the coverage set of the 
region R, we then call 'S  as the least coverage set. And the least coverage set with 
the smallest node is called the minimum coverage. 

Let’s take Fig. 1 as an example. There are eleven sensors in that rectangle, and the 
monitoring area of each sensor is a circle with the radius equal to r. It is easy to see 
that in order to monitor the whole area, the three black sensors nodes are enough. 

 
Definition 3: We call the node under the monitoring state as the monitoring node, and 
call the node which closes the monitoring module, under the half-sleep state as the 
half-sleep node. The half-sleep nodes keep half-sleep state for all the most time, and 
they will become into the monitoring node when they receive the wakeup message 
from the monitoring node and then open the monitoring module. 
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Fig. 1. Minimum coverage 

3 Half-Sleep Scheduling Mechanism 

This paper used the approximate solution to realize the half-sleep schedule which has 
the following goodness: on the one hand using the approximate solution can control 
the time complexity under the polynomial magnitude; on the other hand, the number 
of the solution of the least coverage set is larger than that of the minimum coverage 
set, the difference between the number can make the half-sleep schedule more fairly. 

3.1 Basic Ideas 

Region agent node will periodically send wakeup or sleep message to the ordinary 
node in the network to decide the state of the ordinary node. Once the ordinary node 
receives the message, it will determine whether it needs to open its data collection 
module. If the node will go to sleep according to the message, it should send the col-
lective data to the certain nodes before it go to sleep. 

The whole process of the sleep scheduling mechanism includes the following four 
steps: 

Step1: set the random factor (the setting method of which will be introduced in the 
following section), the aim of which is to make all the nodes go to sleep relatively 
fairly. 

Step2: according to the above random factor, using the minimum coverage algo-
rithm to get an approximate solution to create the monitoring nodes set; 

Step3: traverses each node in the coverage set, and sends the wakeup message to 
each node until receiving all the answers from each node. 

Step4: send sleep message to all the nodes which are not selected as the new moni-
toring node. The process of this sleep scheduling mechanism is over. 
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During the process, if it can’t receive the answer from any of the nodes in Step3, 
this process will be pronounced a failure, and then begin a new scheduling process 
after deleting the node which don’t send back the answer.  

3.2 Minimum Coverage Algorithm Based on MRC 

In order to find out the least coverage set of the monitoring nodes, we divide the 
wakeup process to the following three steps: 

(1) According to the random factor
2

( 1)
2

ϕ ϕ ≤ < , the process firstly divides the 

whole network into several rectangles, the width of which is Rϕ . 
(2) Secondly, find the least coverage set for every rectangle. 
(3) Finally, merge all the least coverage sets of each rectangle to achieve the cov-

erage set of the whole network. 

 
 candidate detection node 

○     candidate sleep node 

Fig. 2. Rectangle division 

Fig. 2 gives an instance of the rectangle division based on the random factor, where 
the black node represent the candidate nodes under the monitoring state. The algo-
rithm to find a least coverage set for the rectangle is as follows:  

(1) Suppose the node set in the rectangle is BS = {bs1, bs2… bsm}, and all the moni-
toring radii of each node are R; 

(2) For the circle arc the node bsi coverage, its right half part will intersect the rec-
tangle at two pointes (proved by the following Theorem 1), and record the smaller 
X-coordinate value of the one of the two point as xright(bsi); 

(3) Begin from xleft which lies in the leftmost of the rectangle to find two nodes 
which can cover the left part of the rectangle, and record the node with the largest 
xright(bsi) as bsi; 
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(4) Set xleft to xright(bsi), and put bsi into the least coverage set; continue the process 
until xleft ≥ xright; 

(5) Return the node set, and the algorithm is end. 
 
The above algorithm cannot always get the optimum solution, but there isn’t the 

big difference between the achieved solutions and the optimum solution because the 

value of random factorϕ  is limited to 
2

2
to 1. This conclusion can be proved by 

Theorem 2. 
 
Theorem 1: When the value of the random factorϕ  is smaller than 1, the right part 

of the cover circle of each node within the rectangle will intersect with the rectangle 
at two points.  

 
Theorem Proving: The prerequisite of a circle and a line not intersecting is the dis-
tance from the circle center to the line is smaller than the radius of the circle. The 

width of the rectangle is b Rϕ= ，so for every node in the rectangle, the distances 
from the node to the upper side of the rectangle or to the bottom side of the rectangle 
will satisfy with the relation: d b≤ ; Circle center is also a node within the rectangle, 
so the distances from the circle center to the upper side or to the bottom size are

cd b≤ . So it can be deduced that cd b R Rϕ≤ = < . So the coverage circle of the 

node in the rectangle is sure to intersect with the upper side and the bottom size at the 
same time. The proving is over.  

Theorem 2: When the value of the random factorϕ  ranges from 
2

2
 to 1, the ratio 

between the appropriate resolutions set size and the optimal resolutions set size will 
not more than 2. 

 
Theorem Proving: Suppose the achieved coverage network under the optimal  
resolutions is {g1, g2… gm}, the set size achieved under the appropriate resolutions  
is | |MRC , and the set size achieved under the optimal resolutions is | |OPT .  
Now we use the induction to prove the theorem, which as follows: when m = 1,  
the optimal resolutions use one node (g1) to cover the monitoring region. In the  
worst case, if the nodes selected under the appropriate resolutions locate in the  

edge of the network, it will need two nodes at most, so 1 1| | 2 2 | |MRC OPT≤ = . Now, 

we begin to induce, suppose we will have | | 2 | |k kMRC OPT≤ when m = k. When 

m = k + 1, gk+1 will need at most two nodes to cover, so we will have

1 1| | | | 2 2 | | 2 2 | |k k k kMRC MRC OPT OPT+ +≤ + ≤ + ≤ , i.e. 1 1| | 2 | |k kMRC OPT+ +≤ . 

So the ratio between the appropriate resolutions set size and the optimal resolutions 
set size will not more than 2. The proving is over.  
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4 Experimental Results and Analysis 

4.1 Analysis of Scheduling Results 

Fig. 3 is a 10×10 region, and within which there are 200 randomly-generated nodes, 
and each node is supposed to represent a sensor with the monitoring radius is 2. Now, 
we adopt the minimum coverage algorithm to select a minimum coverage set.  

The algorithm finally selected 20 nodes from the 200 nodes, and the coverage is 
100% based on the Monte Carlo method, which can satisfy the monitor need. 

 

 

Fig. 3. Diagram of scheduling results of half-sleep scheduling 

4.2 Analysis of System Power Consumption 

The power consumption of the sensor consists of two parts, which are message han-
dling consumption m and data collection consumption d. In order to test the saving of 
the system power consumption under the half-sleep scheduling mechanism, we adopt 
the energy-saving coefficient r, which is the ratio between the energy-saving under 
the sleep state with the total consumption when all the sensors are wakeup. The bigger 
the coefficient r, the lower the system power consumes. The coefficient r is computed 
as follows: 

( )*
(1 )*

*( )
r

N n d n d

N m d N m d
=

− = −
+ +

                  (1) 

where N is the total number of the sensors, n is the monitoring nodes the above mini-
mum coverage algorithm select to keep work, and all the other node beyond the n 
nodes are all go to sleep. d/(m+d) is a constant predefined according to the specific 
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monitoring equipment, so the finally value of the coefficient r is determined by the 
number of nodes in the half-sleep state, i.e. r’ = 1 – n/N. 

Suppose we need to monitor a 100×100 region, the following tests analyze the 
system power consumption from two aspects, which are the monitoring radius R of 
each sensor and the total number SN of the sensors. 

 

 

Fig. 4. Relations between energy saving coefficient and sensors number 

(1) The affect of the total number of the sensors (R = 2.0) 
The curve in Fig. 4 represents the change of the coefficient along with the increase of 
the total number of the sensors (from 20000 to 90000), where the monitoring radius is 
2.0. From the curve we can see that the system achieves good energy saving effect 
along with the increase of the total number. In a certain static region, when the moni-
toring radius is set down, the number of the sensors need to monitor this region is also 
in a relatively fixed range. So, with the increase of the total number, the system ener-
gy saving coefficient will increase at a speed of 1 - 1/x. 

(2) The affect of the monitoring radius (SN = 20000) 
The curve in Fig. 5 represents the change of the coefficient along with the increase of 
the monitoring radius (from 2 to 9), where the total number of sensors is set to 20000. 
Similar with the curves in Fig. 4, the system achieves good energy saving effect along 
with the increase of monitoring radius. The curve in Fig. 5 is steeper than that in the 
Fig. 4, which is because that the relation between the monitoring area and the radius is 
a kind of square relation. 

In the main, we can increase the energy-saving coefficient through either increasing 
the total number of the sensors or increasing the monitoring radius. But increasing the 
total number of the sensor will increase the total power consumption, so in the actual 
environment, we should make an effort to increase the monitoring area of each sensor 
to decrease the system power consumption. 
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Fig. 5. Relations between energy saving coefficient and monitoring radius 

4.3 Analysis of Response Time of the Half-Sleep Scheduling 

Compared to the traditional sleep scheduling mechanism, the half-sleep scheduling 
mechanism has an advantage in response time. In order to verify this, we now give the 
simulate tests about the response time, where include 1,000 nodes. Fig. 6 gives the 
result of the traditional sleep scheduling mechanism. In the simulate tests, each node 
works for 10 seconds, and then go to sleep for stime second. The curve in Fig. 6 is got 
with the value of stime range from 1000 to 9000. At the same time, we do another nine 
tests about the time need to wake up a sensor when it is under the half-sleep state, and 
the result is shown in Fig. 7. From the above figures we can see that in the traditional  
 

 

Fig. 6. Wakeup response time of traditional sleep mode 
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sleep scheduling mechanism, when wakeup event occurs, the response time is basically 
proportional to the time period of the sensor under sleep state plus certain network 
delay. But, in these nine tests, the response time of the proposed half-sleep scheduling 
mechanism is always around 300ms, which is just the network delay. From this com-
parison, we can find that the proposed half-sleep scheduling mechanism has the ab-
solute advantage in the response time. 

 

 

Fig. 7. Wakeup response time of half-sleep mode 

5 Conclusions 

Most of the sensor networks usually adopt sleep scheduling mechanism, but traditional 
method has the shortcoming of response time delay. In order to extend the sensor’s 
lifetime, this paper researched deeply into the sleep scheduling mechanism in the 
distributed sensor network. Now, the commonly used sleep scheduling methods based 
on the coverage have the problem of response delay, so we proposed a sleep scheduling 
method based on the half-sleep state to overcome this shortcoming. Under the control 
of regional agent node, this method adopts a minimum coverage algorithm based on the 
approximate solution to select the minimum coverage node set. Experimental results 
show that the proposed scheduling method can both reduce power consumption of the 
whole network effectively and extend the lifetime of the sensor noticeably. 
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