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Preface

Photoinduced processes in nucleic acids are phenomena of fundamental importance

for our biosphere. Ultraviolet solar radiation has been a continuous factor of

evolutionary pressure since early biotic ages by triggering mutations, cell death,

and carcinogenesis. The study of how UV radiation impacts nucleic acids has a long

history, which parallels the evolution of our understanding of genetics from the

beginning of the twentieth century. It has, however, been mainly in the last decade

that major knowledge gaps have been filled in the field. This has been achieved

thanks to the development of advanced spectroscopic techniques and computational

models, which have allowed real-time observation and simulation of the evolution

of electronic excitations caused by radiation.

This book embraces a broad range of topics in nucleic-acid research. It brings

together leading specialists from different subfields, providing a deep overview of

the current state of knowledge, including recent achievements, open problems, and

comprehensive lists of references. While each chapter was developed as a thematic

and self-contained text, a certain degree of overlap was maintained to interrelate

individual contributions. Consequently, the chapters can be read in any order and

the reader can profit from the diverse perspectives on the same subjects originating

from different authors.

In the two volumes, theoretical, computational, experimental, and instrumental

aspects are discussed. It is hoped, therefore, that they are of value to a wide

spectrum of readers – students, scientists, and technologists. The first volume

focuses (but not exclusively) on the spectroscopy and dynamics of photoexcited

nucleobases and their analogues in different environments. The emphasis of the

second volume is on larger fragments, from base pairs to duplexes, and on phe-

nomenological aspects, including physiological effects, prebiotic chemistry, and

charge-transport phenomena.

Editing a book of such a broad scope, involving so many different topics,

sometimes felt an overwhelming experience. It began with the difficult task of

selecting, among a large community composed of highly-active and successful

researchers, those who would be invited to contribute a chapter. Although we had
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to make some hard choices, we think that we have achieved a balanced result, with

an approximately equal share of experimentalists and theorists from more than ten

countries in Europe, North and South America, and Asia. Considering that the

invited contributors are leaders in their fields, they were free to organize their

chapters, taking only into account the broad subject area provided by us.

We are glad that, exactly as planned, the book turned out to be a very well

integrated collection of independent chapters, where the focus is on reviews of

particular topics rather than on the research of individual groups or the presentation

of new data. Naturally, we must acknowledge all the authors for their efforts and

insightful contributions. We are also grateful to all the reviewers of individual

chapters, whose constructive critique was invaluable to the success of this text.

We thank Massimo Olivucci, who invited us to edit these volumes for Topics in

Current Chemistry. We also express our gratitude to Arun Manoj Jayaraman from

Springer, who patiently coordinated the publishing project.

For us, editing this book was a challenging task, constantly bringing us face-to-

face with phenomena outside our area of expertise. We can only hope that the

readers enjoy the same informative and enlightening experience.

Mario Barbatti

Antonio Carlos Borin

Susanne Ullrich
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Electronic Excitation Processes
in Single-Strand and Double-Strand DNA:
A Computational Approach

Felix Plasser, Adélia J.A. Aquino, Hans Lischka, and Dana Nachtigallová

Abstract Absorption of UV light by nucleic acids can lead to damaging photore-

actions, which may ultimately lead to mutations of the genetic code. The complex-

ity of the photodynamical behavior of nucleobases in the DNA double-helix

provides a great challenge to both experimental and computational chemists study-

ing these processes. Starting from the initially excited states, the main question

regards the understanding of the subsequent relaxation processes, which can either

utilize monomer-like deactivation pathways or lead to excitonic or charge transfer

species with new relaxation dynamics. After a review of photophysical processes in

single nucleobases we outline the theoretical background relevant for interacting

chromophores and assess a large variety of computational approaches relevant for

the understanding of the nature and dynamics of excited states of DNA. The

discussion continues with the analysis of calculations on excitonic and charge

transfer states followed by the presentation of the dynamics of excited-state

processes in DNA. The review is concluded by topics on proton transfer in DNA

and photochemical dimer formation of nucleobases.
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1 Introduction

Nucleic acids play a central role in biology as carriers of the genetic code. All

nucleic acid bases are strongly absorbing species in the ultraviolet (UV) region and

their excitation can result in production of harmful photoproducts leading to, e.g.,

mutations [1–3]. A well known example is the dimerization of pyrimidine type

bases, i.e., formation of thymine (T<>T), cytosine (C<>C), and thymine–cytosine

(C<>T) dimers [4–7]. This process is formally analogous to the dimerization of

two ethylene molecules to cyclobutane, a textbook example of a reaction which is

prohibited in the ground state but allowed in the excited state according to the

Woodward–Hoffmann rules. Fortunately, the formation of such photoproducts

occurs very rarely. The nucleic acid bases themselves show a high degree of

photostability (see, e.g., [8–11]). The decay mechanisms of isolated nucleobases

have been investigated by ultrafast time resolved spectroscopic techniques [11–15]

and extended computational methods [16–28]. Most of the general features and

many details are largely understood by now. It is well established [11, 29] that

ultrafast (on the time scale of a few picoseconds) internal conversion is responsible

for the relaxation of the system into the ground state without changing its chemical

identity. This process occurs at structures near the crossing seam of excited-state

and ground-state potential energy surfaces (PES) under conditions of a strong

2 F. Plasser et al.



nonadiabatic coupling. Due to this mechanism nucleobases are photostable which

in turn protects them against radiative damage.

The situation becomes much more complex when a nucleobase is interacting

with other bases within the nucleic acid polymer. The structure of nucleic acids

allows for interaction within the same strand via stacking and, in the case of double-

stranded DNA, also for interactions between two strands via hydrogen bonding as

illustrated in Fig. 1. These interactions are further affected by the conformation of

DNA (e.g., differences can be expected in B-DNA and RNA-like A-DNA confor-

mations) and the flexibility of the sugar–phosphate backbone which changes the

mutual orientation of adjacent nucleobases and thus their interaction. This complex

picture of photodynamics of nucleic acids provides a great challenge to both

experimental and computational chemists.

In the present contribution the current knowledge of the photodynamics of

isolated nucleobases and the survey of experimental observations and their inter-

pretations will be provided in Sect. 1. Only a brief discussion will be given since the

scope of the paper is laid on the computational approaches to the UV absorption

characteristics and photodynamics of nucleic acids. The theoretical concept of

electronic coupling is introduced in Sect. 2. Computational methods and their

reliability for the description of excited states in DNA are discussed in Sect. 3.

Section 4 discusses the interpretation of the experimentally observed absorption

Fig. 1 Structure of Gua and

Cyt allowing for inter-

strand hydrogen bonding (a)
and intra-strand stacking (b)
interactions in the DNA

double-helix

Electronic Excitation Processes in Single-Strand and Double-Strand DNA. . . 3



spectra of DNA and its model systems. In Sect. 5 state-of-the-art computational

studies on excited states processes, including the effect of DNA environment on the

photophysics of nucleobases, excimer formation, excitation energy and proton

transfer, and photochemical reactions are reported. The discussion on the latter is

limited to formation of cyclobutane pyrimidine dimers as the most studied process.

1.1 Ultrafast Deactivation of Single Nucleobases

The understanding of the photodeactivation mechanism of individual nucleobases is

important for analysis of the more complex deactivation patterns of nucleobases

embedded in DNA or RNA. It is interesting to note that all five nucleobases (adenine,

guanine, thymine, cytosine, and uracil; Scheme 1) show the property of photostability

due to their ultrafast, radiationless deactivation to the ground state within a few

picoseconds [8, 10]. This decay provides the possibility for the nucleobase to transfer

quickly the harmful excess energy accumulated by photoabsorption of UV light into

heat, which further on can be dissipated to the environment. These ultrafast processes

observed for all five naturally occurring nucleobases contrast with the much longer

lifetimes for nucleobase analogues not found in DNA or RNA [10, 30], indicating an

evolutionary pressure in early biotic ages.

The photodeactivation of nucleobases in the gas phase has been studied in detail

by means of ultrafast time-resolved spectroscopy [8, 10, 11, 17]. These investiga-

tions provide the main source for relaxation times which are obtained by fitting the

measured deactivation curves in terms of pump-probe delay times. Information on

Scheme 1 The numbering

scheme of nucleic acid

bases
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the structural changes responsible for the photostability are not or barely available

from these data. The ultrafast and radiationless character of these processes points to

internal conversion governed by conical intersections located on the crossing

seam between different energy surfaces. This hypothesis has been substantiated in

great detail by many theoretical investigations. Starting from the Franck–Condon

(FC) region, deactivation paths have been computed leading to characteristic

crossing points which are usually chosen as the minima on the intersection seam.

One of the nucleobases studied extensively is adenine for which a large variety of

types of intersections has been found [16, 22, 23, 31–34]. The two energetically

lowest S0–S1 intersections show puckering at the C2 atom and out-of-plane distor-

tion of the NH2 group, respectively (Fig. 2). The former structure corresponds to an

S0/π–π* intersection characterized as envelope 2E and the latter to an S0/n–π*
intersection with a skew boat 6S1 puckering following the notation of ring puckering

coordinates introduced by Cremer and Pople [35]. Starting at the Franck–Condon

structure, pathways connecting the bright La state with these intersections are

supposed to have no or at most very small barriers so that both are good candidates

for the explanation of the ultrafast decay of adenine. For a more detailed discussion

of the outcomes of different dynamics simulations see below. In the case of the other

purine base guanine, two ethylenic-type intersections (I and II) with strong out-of-

plane distortion of the NH2 group and another intersection type (denoted oop-O)

with puckering at C6 and concomitant out-of-plane motion of the oxygen atom are

found [20, 28, 36–39]. The bright π–π* state is the lowest singlet excited state in the
Franck–Condon region and is connected from there via a barrierless path with the

ethylenic intersections [28].

Fig. 2 Adenine structures

at the conical intersections
2E and 6S1

Electronic Excitation Processes in Single-Strand and Double-Strand DNA. . . 5



In comparison to the purine bases, the pyrimidine bases are characterized by a

more complex system of conical intersections and reaction paths. In the case of

cytosine, three major conical intersections have been determined. The first [25] is

characterized as semi-planar. It occurs in a region of mixing of the nO–π*, π–π* and
closed shell states, which leads to a triple degeneracy as reported in [40, 41]. The

second intersection leads to a puckering at N3 connected with an out-of-plane

distortion of the amino group. The third intersection involves puckering at C6 (for

more details see [42–44]). Reaction paths computed in [44] connecting the Franck–

Condon region with the above-mentioned conical intersections show that these

intersections are all energetically accessible and display similar qualitative features

so that no a priori decision can be made concerning specific photodynamical

reaction mechanisms.

Concerning theoretical investigations on the remaining nucleobases (see, e.g.,

[17, 21, 24, 27]), it should be mentioned at this point that not only the ring

puckering motions are of relevance for the explanation of the ultrafast decay of

the nucleobases but also that NH dissociation is of interest since it has been shown

that this process leads to conical intersections [32] even though they are supposed to

be accessible only by higher excitation energies beyond the first absorption band.

The above discussion concentrates on the singlet excited states. It should be

noted that several studies discussing the triplet excited states appeared in the

literature (see, e.g., [45–50]).

The large manifold of conical intersections and their reaction paths give a good

picture of the different deactivation possibilities but makes conclusive predictions

about the real deactivation mechanisms difficult if not impossible. Dynamics

simulations have been performed to find the actual reaction paths and to obtain

information about the characteristic times connected with the different processes.

Owing to the strongly coupled motion involving many internal degrees of freedom,

Tully surface hopping [51] and ab initio multiple spawning (AIMS) [52] appear to

be methods of choice since all internal degrees of freedom are directly included in

these dynamics simulations (see also [53] for a general discussion on the options

and outlook of photodynamical simulations). The main bottleneck in these calcu-

lations is the necessity of performing a full quantum chemical calculation in each

time step using extended methods able to describe several electronic states and their

nonadiabatic coupling. Under these circumstances, mostly complete active space

self-consistent field (CASSCF) or multireference configuration interaction with

single excitations (MRCIS) approaches have been used [17, 19, 33, 38, 44,

54–56]. An overview of respective simulations of the photodynamics of

nucleobases is available, e.g., in [18]. As an interesting alternative to the compu-

tationally expensive ab initio approaches, semi-empirical multireference methods

based on the orthogonalization model 2 Hamiltonian (OM2) [34, 57, 58] and the

fractional orbital occupation/AM1model [59] have also been applied extensively in

surface hopping dynamics. The performance of TDDFT using a larger variety of

functionals has been investigated [60], and time-dependent tight binding density

functional theory (TD-DFTB) [61] and DFTB mean field simulations [62] have

been used as well. The restricted open shell Kohn–Sham (ROKS) method within the

6 F. Plasser et al.



framework of Car–Parinello dynamics [63] and quantum dynamical simulations

have also been performed [64].

From this multitude of widely differing approaches, we wanted to discuss the

photodynamics of adenine and cytosine in more detail. Surface hopping dynam-

ics simulations using an MRCIS approach [33] have been performed for adenine,

starting the dynamics in the La π–π*(S3) state. Already after 25 fs this state is

completely depopulated and practically all trajectories have arrived in the S1
state after ~60 fs. By fitting an exponential function containing two decay

constant, values of 22 and 538 fs were found, in good agreement with those of

<50 and 750 fs measured by Ullrich et al. [9]. The analysis of the trajectories

showed that almost exclusively the 2E with puckering at C2 was accessed. In

contrast, OM2 photodynamics [34] shows a strong predominance of the NH2

out-of-plane conical intersection (1S6). In a recent study [60] the energy profiles

along the reaction coordinates leading to both mentioned intersections were

computed using several methods (OM2/MRCI, MRCIS, complete active space

perturbation theory to second order (CASPT2), approximate coupled cluster

singles- and doubles method (CC2), and a variety of different TDDFT methods).

These profiles show a preference toward the 2E intersection in the case of

MRCIS, CASPT2, and CC2 whereas the opposite trend is found for OM2. It

was further shown that the MRCIS calculations using one lone pair (n) orbital in
the active space were subject to a certain bias toward 2E which was partially

lifted by including two n orbitals into the active space [65]. Thus, according to

current understanding, the real dynamics should still be dominated by the 2E

pathway but significant participation of the 1S6 should be expected as well. The

investigations in [60] also show a severe failure of the TDDFT and TD-DFTB

approaches since an insufficient number of hoppings to the ground state were

observed. Inclusion of range-separated functionals did not improve the situation

significantly. For more details see [60].

In the case of cytosine, a more complex dynamics than that described for adenine

is observed [18]. All three intersections described above for cytosine participate in

the dynamics. Initially, cytosine relaxes along the π–π* pathway to a region of

strong mixture of π–π*, n–π*, and closed shell character, where in a first approach

about 16% of trajectories switch to the ground state with a time constant of 13 fs. It

should be noted that this semi-instantaneous deactivation of cytosine through the

semi-planar intersection was also found in AIMS simulations [19]. In the remaining

84% of cases, cytosine quickly relaxes to the n–π* state from where it either can

deactivate via the semi-planar intersection to the ground state or can overcome the

barrier to the π–π* state and subsequently switch to the ground state. In contrast,

CASSCF(2,2) AIMS [19] and OM2 [57] simulations do not show any significant

deactivation in this region. The results of surface hopping dynamics at CASSCF

(12,9) level [66] are similar to those found in [18] and show predominance of the

semi-planar conical intersection. Due to this complex set of events it has to be

expected that even rather subtle changes in the relative positions of the energy

surfaces can lead to significant modifications of the photodynamical mechanisms

and all discussed results have to be regarded with care. It can be expected that

Electronic Excitation Processes in Single-Strand and Double-Strand DNA. . . 7



further quantitative changes will occur when more sophisticated quantum chemical

methods will become available for photodynamical simulations.

Notable changes in the dynamics also have to be expected when it is performed

in aqueous solution. Several computations were performed to elucidate the effect of

solvent on the excited states of uracil [49, 67–78], thymine [68, 76, 77, 79, 80],

guanine [81–84], cytosine [75, 77, 85, 86], and adenine and its model systems

[87–89]. The aqueous solvent was shown to modify the photodynamics of

nucleobases by changing relative positions of excited states of different characters

in the FC region, changing the heights of reaction barriers on the paths leading to

conical intersections and relative energies of excited state minima. The conse-

quences such as a blue shift of the n–π* states of uracil (see, e.g., [68, 70, 71, 73,

76], stabilization of a polar S2(π–π*) [32] and π–σ* [87] states of adenine, and

geometry changes of excited state minima of guanine [82] on photodynamics were

discussed. Dynamics studies performed on adenine [89] have shown that the out-of-

plane motion of the amino group is more pronounced in water, which can explain

the faster decay of the S1 state compared to the gas phase. The overall relaxation

mechanism was however the same as observed in the gas phase. This finding is in

contrast to guanine [84] where the pathway via a conical intersection with out-of-

plane distortion of the carbonyl oxygen becomes dominant in water solvent.

It should be noted that in extension of the above-described dynamics simulations

restricted to the singlet manifold, first surface hopping dynamics simulations have

been performed for cytosine combining nonadiabatic and spin-orbit effects [90, 91].

At first sight it seems that each of the nucleobases possesses its own character-

istics. A general picture emerging from the dynamics simulations [18] can be given,

however, by the observation that the purine bases adenine and guanine have quite a

simple deactivation pattern following basically one excited state to the intersection

with the ground state whereas, in the case of the pyrimidine bases cytosine, thymine,

and uracil, a significantly more complex picture appears with the participation of

several excited states and a significantly more complex deactivation pattern.

1.2 Survey of Experimental Studies of Interacting
Nucleobases

The question of the nature of excited states of DNAwas first addressed in the 1960s.

Based on theoretical models, Tinoco et al. [92] invoked a delocalized character of

excited states of nucleic acids in the FC region to explain the hypochromism

observed in absorption spectra of polynucleotides. In contrast to this prediction,

Eisinger et al. [93] proposed that the UV photon is absorbed by a single base. This

prediction was made on the basis of comparison of absorption spectra of DNA with

corresponding pyrimidine and purine bases. The DNA absorption spectra closely
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resembled the sum of the monomer spectra and showed theoretically predicted

spectral shifts and splitting of the UV band around 260 nm. A discussion on this

issue based on molecular dynamics simulations and quantum chemical calculations

will be given later in this chapter.

Following the prediction of the locally excited states red-shifted and broadened

fluorescence spectra of di- and polynucleotides were attributed to excimers formed

from these bases [5]. More pronounced occurrences of excimers observed at lower

temperatures are explained by a higher degree of stacking as compared to more

disordered structures at higher temperatures. Increased charge transfer

(CT) contributions in these excimers were also predicted by these authors [94, 95].

In contrast to the above-discussed local character of absorption, the excitonic

character in absorption spectra of di- and polynucleotides of adenine and cytosine

was predicted by Kononov et al. [7], with the exciton limited to two bases. The

excitonic features were, however, not observed in absorption spectra of guanine and

thymine.

The experiments performed during the last two decades utilizing femtosecond

time-resolved spectroscopy stimulated lively discussion on the nature of excited

states of DNA. In addition to the ultrafast components decaying on the order of

picoseconds, transients with lifetimes of 10–100 ps and even nanosecond time scale

were observed for single- and double-stranded oligonucleotides [14, 96–103]. The

existence of large decay times occurring for single-stranded oligonucleotides [98]

demonstrates that stacking interactions are of primary importance for the explana-

tion of differences in the complex decay dynamics in DNA as opposed to that

observed for individual nucleic acid bases.

The interpretation of the ultrafast component observed in the experiments

mentioned in the previous paragraph was based on the existence of bases undergo-

ing monomer-like photo decay in the disordered parts of the oligo- and polymers.

Different hypotheses were used to explain the slow-decay component: (1) the

excitation in the FC region is localized on a single base and the interaction with

an adjacent base leads to the formation of excimers [98, 101] several picoseconds

after the excitation and (2) the excitation is already delocalized during the initial FC

excitation, resulting in the formation of excitonic states [14, 96, 104–106]. In the

latter interpretation partial emission from localized bases was suggested as well

[105, 107]. Beyond the above question of the delocalization, the importance of

charge transfer states is being discussed as an important issue (see, e.g., [108–113]).

A special challenge lies in interpreting and reconciling the large number of

different decay times reported in the different experiments (see, e.g., [97–99, 101,

102, 114–121]). The results depend not only on the general character of the

experimental technique (i.e., time-dependent absorption or emission spectroscopy)

but also on the details of the preparation of the DNA samples and the base sequence,

both playing an important role [118, 122]. In light of all these challenges with

respect to interpreting experimental results, computational investigations play an

important role in providing complementary information, shedding new light on the

complex photodynamical behavior of DNA.
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The extent of exciton delocalization is another issue discussed intensively. For

example, Kadhane et al. suggested that excitons are delocalized over no more than

two bases [123] and Bucharov et al. [14] suggested delocalization extending over

three bases. However, delocalization over six and more bases was also considered

[124]. Extended work concerning this issue is based mainly on dynamics simula-

tions in connection with excitonic models or quantum chemical calculations, and

will be discussed later in the chapter.

According to current evidence, inter-strand hydrogen bonding may also play an

important role and add to the complexity of the photodynamical behavior of nucleic

acids. A unique excited state behavior of Watson–Crick (WC) base pairs was shown

in a resonant multi-photon ionization experiment performed in the gas phase

[125]. Faster fluorescence decay of base pairs compared to isolated bases was

also observed by other authors as shown in [98, 126–128]. Furthermore, interplay

between intra-strand CT and inter-strand proton transfer has been suggested [128].

2 Description of Electronic Coupling

Before discussing the character of excited state interactions between nucleobases,

the underlying theory will be briefly discussed. Scheme 2 describes the simplest

situation of the electronic interactions of two identical chromophores (A and B) in
terms of locally and charge transfer excited states. At infinite separation the locally

Scheme 2 Schematic illustration of the electronic interactions of identical chromophores A and

B in terms of localized and charge transfer excited states
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excited states (described by Ψ(A*B) and Ψ(AB*)) are degenerate. At finite

separation, in an adiabatic representation the degeneracy is removed and the energy

splitting may be directly used to measure the excited state interaction

(electronic coupling). The situation is similar for the charge transfer states described

by Ψ(A.�B.+) and Ψ(A.+B�.) [129–131]. For non-symmetrical arrangements this

approach is not so straightforward. Inside the polymer the environment of two bases

is strongly non-symmetrical due to thermal fluctuations. In such a case the splitting

will also reflect the difference in the environment of each chromophore, which

causes a shift of the orbital and excitation energies that are not directly related to

the electronic coupling. In the case of a stacked nucleobase pair with nucleobases

mutually orientated as in a B-DNA structure, the changes in excitation energies

observed during dimerization caused by non-symmetric effects are an order of

magnitude larger than those caused by the ‘pure’ electronic interaction [132, 133].

Interaction between chromophores in electronically excited states can promote

one of the following processes (Fig. 3):

Fig. 3 Schematic representation of possible processes resulting from the interactions of

nucleobases in electronically excited states

Electronic Excitation Processes in Single-Strand and Double-Strand DNA. . . 11



1. Delocalization of the excited states which results in exciton formation.

2. Electronic excitation energy transfer.

3. Formation of a strongly interacting complex – an excimer – which results from

the orbital overlap.

4. Formation of a new chemical species – a photochemical product.

5. Inter- and/or intra-strand electron or proton transfer.

6. Localization of the electronic excitation on a single base followed by a

monomer-like relaxation.

The interactions during electronic excitations are governed by two main contri-

butions: (1) Coulombic interactions which are often approximated by the interac-

tions of transition dipole moments and higher multipole interaction terms and

(2) short-range interactions, which depend on the orbital overlap between two

chromophores [129–131].

While the former interactions operate over larger through-space separation R,
and depend asymptotically on R�3, the latter attenuate exponentially with R being

unimportant for the chromophore separation larger than approximately 6 Å
´
. Since

these interactions depend on the orbital overlap they are greatly dependent on the

mutual orientation of the chromophores. Thus, significantly larger short-range

interactions were found for the nucleobases in the B-DNA-like orientation with

almost parallel stacking as compared to A-DNA-like orientation with disordered

stacking [132]. The character of the excited states also largely influences the

resulting electronic interactions. For example, these interactions between the states

of (n�π*) character with negligible transition dipole moments and small orbital

overlaps are much smaller in relation to states of (π–π*) character which possess a

larger transition dipole moment and a larger overlap of interacting orbitals [132].

2.1 Excimers/Exciplexes and Excitons

As already mentioned, the photoabsorption of two (or more) nucleobases within the

nucleic acid structure can result in excimers or exciplexes being formed by two

identical or different nucleobases, respectively. It should be emphasized that the

excimers/exciplexes are not necessarily formed from one molecule in the ground

state and the second from the excited state. They can be formed from different

initial states, including excitons.

The wavefunction has the following general form [129, 134, 135]:

Ψ Exciplexð Þ ¼ c1Ψ A�Bð Þ þ c2Ψ AB�ð Þ þ c3Ψ A:�B:þð Þ þ c4Ψ A:þB:�ð Þ, ð1Þ

where A ¼ B, c1 ¼ c2, and c3 ¼ c4 for excimers.

The first two terms correspond to locally excited states and their interaction

results in exciton states (see below). At intermolecular separations below 5–6 Å,
orbital interactions come into play [129, 134] mediating a mixing of the locally
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excited states with the charge transfer or radical-ion-pair states, described by the

third and fourth terms [135]. Stabilization of the exciplex can not only occur

through excitonic coupling and Coulombic interaction, which are directly derived

from the excitonic and CT contributions. It has been pointed out that with decreas-

ing separation distance a new type of strong interaction may come into play that can

be identified as a quasi-bond in the geminate radical ion pair [136]. Such quasi-

bonds may go along with strong structural distortions, and experimental evidence

shows that electronic and steric effects play an important role [137].

In Fig. 4, excimer formation in the face-to-face stacked naphthalene dimer

computed at the ab initio algebraic diagrammatic construction to second order

(ADC(2)) level is illustrated as a representative example (see [138] for more

details). While the ground state potential is only weakly attractive with a shallow

minimum around 3.65 Å intermolecular separation, the excited state is strongly

bound with a minimum at 3.2 Å and stabilization energy of 1.38 eV with respect to

infinite separation. Aside from the energy, a measure for charge transfer,

representing the weight of the c3 and c4 coefficients in the equation (1), is shown

in Fig. 4 (bottom). At separations >5.0 Å the CT value is approximately zero,

showing that the excited state corresponds to a pure Frenkel exciton. When the

molecules are moved closer together, orbital interactions are important (cf. [129])

and the locally excited states mix with the CT states, giving a gradual increase of

the CT character. At the excimer minimum the CT character reaches 50%, showing

that the excited state is now an even mixture between Frenkel excitonic and charge

resonance contributions. This state is accessed by a single transition between

delocalized orbitals, which corresponds to the situation of a coherent homogeneous

state extended over the whole complex (cf. [138, 139]).

Fig. 4 Excited state

energies of the S0 and S1
states (top) and charge

transfer character of the S1
state (bottom) of a face-to-
face stacked naphthalene

dimer (see [138] for details)
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In extended quasi-periodic systems excited states can be delocalized over a

number of chromophores. Such states are usually called excitons. In this context

it is important to distinguish whether the exciton can be described as a linear

combination of locally excited states, forming a Frenkel exciton, or whether CT

configurations also play a role.

The first case can be understood in terms of Frenkel exciton theory [140, 141]. In

this framework a model Hamiltonian H is written as the sum of isolated chromo-

phores Ha and a coupling term Vab:

H ¼
X

a
Ha þ

X
a

X
b>a

Vab: ð2Þ

The singly excited states are described by the term

Φi
a ¼ �1ð ÞaΦi

a

Y
a 6¼b

Φb, ð3Þ

where Φi
a corresponds to the wavefunction of the state where chromophore a is in

its excited state, while others are in their-ground state. The wavefunction of the

excitonic state is then written as a linear combination of the wavefunction with

locally excited states:

Ψk Excitonð Þ ¼
X

a
ckaΦi

a: ð4Þ

The diagonal and off-diagonal terms of the exciton matrix correspond to the

excitation energies of the chromophore a and the exciton coupling terms, respec-

tively. In this picture the excitation within some energy range populates a number

of excited states delocalized over several nucleobases. Furthermore, if the initial

electronic wavepacket is prepared as a non-stationary starting state, such a Hamil-

tonian automatically leads to excitation energy transfer. If in addition vibronic

contributions are considered, the system can reach the lower part of the emission

band via internal conversion (intra-band scattering) [118].

When there are strong orbital interactions between the different fragments,

Frenkel exciton theory is no longer sufficient and it is necessary to include explic-

itly charge transfer configurations into the calculation. The theoretical treatment in

such a case is more involved considering that a larger number of parameters are

needed [142–144]. However, the advantage of such an approach is that charge

separation processes can be easily modeled.

3 Assessment of Computational Methods

A wide range of computational methods have been applied to the description of

electronically excited states of DNA fragments. In this section we review these

approaches shortly. Unfortunately, no perfect method exists because of the diffi-

culties in computing excited states and the relatively large sizes of the molecular
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systems involved. In the following we will characterize the main features of the

individual methods, including their strong and weak points, in an attempt to aid in

assessing the substantial amount of available computational literature and to

explain some of the discrepancies obtained in the different studies. This section

will be strongly focused on DNA fragments; for a more general overview we refer

the reader to [53].

3.1 Electronic Structure Methods

In this section, the different electronic structure methods that were used to describe

DNA fragments will be considered. The main focus will be laid on the computation

of excited states, and additionally methods for a phenomenological analysis of

excited states and the computation of interaction potentials will be discussed. The

main challenge relates to the large system sizes that have to be considered.

Therefore, exciton models are a logical choice and were applied by several groups

[142, 145–147]. In such an approach the excited states on the different molecules

and their interactions are treated by a model Hamiltonian. This Hamiltonian can be

easily extended to large system sizes, allowing the study of long range effects and

potentially extended delocalization. However, a major challenge in such an

approach is a proper parameterization. In particular the electronic couplings are

of concern and a number of different methods for estimating them were used.

Usually only the Coulombic contribution is computed while the direct orbital

term is assumed to be smaller. The simplest approach for the estimation of this

interaction is to consider only dipole–dipole interactions. This approximation was

used, e.g., by Georghiou et al. [95] and Bittner [142] to estimate the efficiency of

energy transfer along the DNA helix. This approach is suitable for systems in which

the separation of the two chromophores is significantly greater than the dimension

of the molecule. Its validity is however questionable in the case of nucleobases,

because their molecular dimension is of the same order as the intermolecular

distance of a neighboring nucleobase pair. Several approximations can help to

overcome this difficulty using, e.g., the atomic-transition charge distribution [148,

149] or transition-density-cube models [144]. Comparison of the electronic cou-

plings calculated using dipole–dipole and transition-density-cube approaches show

that the former significantly overestimate the interactions at shorter distances

[144]. Alternatively, the hybrid-multipole model which represents a combination

of a truncated-multipole and the extended-dipole model [148, 150] was used to

estimate Coulombic interactions [132]. Within this hybrid model, the multipole

interaction up to R�5 is covered exactly; all terms with higher orders are considered

if they arise from the multipole expansion of the extended dipole. The Coulomb

part is usually the major component of the interaction potential, but a complete

description also requires consideration of the direct orbital contributions. While it

was shown from explicit quantum chemical calculations that at the ground state

equilibrium geometry these terms only made a small contribution (<100 cm) [132],

the involvement of such terms could in fact be identified through a mixing of
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Frenkel excitonic and CT states [113]. An ad hoc addition of orbital overlap terms

in a Frenkel exciton model is difficult as it has already been pointed out that a

modest additional coupling of 100 cm had a dramatic effect by doubling the

delocalization length [149]. A more extended treatment of orbital overlap and

resulting charge separation is possible but requires a more involved formalism

and a larger number of parameters [142, 151].

Considering the structural flexibility of DNA, an atomistic description is in many

cases highly desirable. As one option semi-empirical methods were used [59, 152–

155]. Due to the fact that they allow an efficient description of quite large systems

they were used for extended dynamics simulations, providing interesting insights.

However, similar to exciton models, semi-empirical methods rely on careful param-

eterization, a problem which can be avoided by the use of ab initio methods. Time-

dependent density functional theory (TDDFT), which offers efficient excited state

computations while relying on no or relatively few empirical parameters, has been

used by a number of groups [109, 110, 156]. However, a major challenge for the

application of TDDFT is the overstabilization of charge transfer states occurring

when local functionals are used [157]. This problem can be overcome by using range

separated hybrid functionals or functionals containing an overall high amount of

Hartree–Fock exchange but in such cases the energy of CT states crucially depends

on the parameters determining the admixture of Hartree–Fock exchange [110,

112]. For a comparison of the performance of different density functionals when

applied to DNA stacks see, e.g., [158]. Finally, a large number of wavefunction-based

ab initio calculations was performed using single- and multi-reference methods. In

the first case, in particular efficient second order models like the approximate coupled

cluster method CC2 [159] and the algebraic diagrammatic construction ADC

(2) [160] in connection with the resolution of the identity approximation [161]

were applied [112, 113, 132]. However, computationally more demanding models

like the equation-of-motion coupled-cluster for excitation energies (EOM-EE-CC)

with double excitations and even perturbative triple excitations have also been used

[162–165]. In the case of strongly distorted structures and intersections between

different states, multi-reference methods are needed to provide a reliable description.

For this purpose the complete-active space self-consistent field (CASSCF) method,

second order perturbation theory on this reference (CASPT2) [166], and multi-

reference configuration interaction with single and double excitations (MR-CISD)

[167] were performed [168]. While wavefunction-based methods offer the attractive

property of systematic improvability toward the exact solution, they suffer from high

computational demands. Unless massively parallel computer systems are available

heavy truncations have to be carried out as far as the excitation level and/or the one

electron basis set are concerned. For this purpose wavefunction-based ab initio

methods also require careful testing and analysis before they can be successfully

applied.

After the computation of excitation energies the next decisive task is to get a

maximum of information for interpretive and phenomenological models. In

quantum chemical calculations on DNA fragments this task may be quite

challenging in many cases due to many interacting configurations, partially
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delocalized orbitals, and the presence of hidden charge resonance contributions.

Several approaches have been taken to analyze the states in more detail. One

useful indicator is Mulliken populations, which aside from simply quantifying

charge transfer, can also be used to estimate the contribution of a given mono-

mer to an electronic transition [169]. Furthermore, energetic criteria based on

model Hamiltonians have been applied to estimate electronic couplings and to

identify charge resonance states [132, 162]. A different route may be taken by

considering that the transition density matrix (TDM) between the ground and

excited states can be used to represent the structure of the exciton as an electron-

hole pair [138, 139, 170]. By partitioning the TDM into blocks corresponding to

the different fragments, locally excited, excitonic, and CT contributions can be

readily identified [138]. This approach was applied to absorption spectra [113]

and excimer formation [168].

Another critical problem of great importance in the description of excimers is

the computation of interaction potentials. In particular, dispersion, which is the

main force determining stacking interactions, is difficult to describe. In the case

of non-correlated methods, dispersion is completely absent, while standard DFT

functionals usually strongly underestimate it. By contrast, MP2 is known to

overbind complexes [171] and from the pure ab initio methods usually only

CCSD(T) with basis set extrapolation is considered to provide reliable results

[172]. To obtain accurate interaction potentials a number of empirical corrections

have been suggested, where in particular Grimme’s dispersion correction for

DFT is widely used [173]. While parameterized methods can provide very good

results for standard ground state geometries, it is not clear how they perform for

excited states and in particular for strongly bound exciplex structures. It has been

pointed out that standard force field parameters severely exaggerate repulsion at

short intermolecular separations [172], which means that attempts to use such

parameters in the description of excimers may result in an underestimation of

binding energies and an overestimation of binding distances. Another problem

arising from short intermolecular separations is increased basis set superposition

error (BSSE). It was pointed out that the counterpoise (CP) correction for BSSE

may strongly affect excimer structures and binding energies [23]. However, it

was later also shown that the CP correction, when applied to smaller basis sets,

may significantly overshoot, thereby incorrectly destabilizing the resulting

exciplexes [168].

3.2 Environmental Models, Sampling, and Dynamics

Aside from a proper description of the electronic structure, new challenges arise

with respect to the description of environmental effects, proper sampling to obtain

statistically significant results, and the simulation of dynamical phenomena. For

representing environmental effects, continuum models as well as atomistic
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descriptions have been applied. The former type of approach offers a simple well-

defined way to include the main effects of environmental polarization where even a

differentiation between slow and fast polarization effects is easily achieved. In

particular the polarizable continuum model (PCM) [174] has been applied, e.g., in

[109, 112, 175]. There are only a few adjustable parameters, most importantly the

dielectric constant and the time-regime (equilibrium or non-equilibrium). However,

there is some arbitrariness when choosing an effective dielectric constant to repre-

sent the effect of the heterogeneous and anisotropic surroundings (i.e., the other

DNA bases, the backbone, the surrounding water molecules and counterions). To

overcome this problem, quantum mechanics/molecular mechanics (QM/MM) cou-

pling schemes for an atomistic description of the environment have been widely

used [110, 113, 176, 177]. Usually the effects of the environment are considered at

the level of electrostatic embedding only, and electronic polarization of the envi-

ronment is neglected (see [178] for a definition of these terms). This should have an

effect on vertical excitation energies, while in dynamics simulations the main

solvent response can be included through orientational polarization. A critical

observation, made from the PCM computations, is that the environment may have

a strong impact on the stability of charge transfer states and that, aside from the

time-regime (equilibrium or non-equilibrium), even the precise PCM implementa-

tion (linear-response [179] or state-specific [180]) makes a crucial difference

[181]. A similar sensitivity to the environmental models is probably also present

in a QM/MM framework. Thus, in summary, the importance of an accurate

description of the environment should be highlighted.

The most straightforward way for sampling ground state DNA structures is by

classical molecular dynamics (MD) using standard biomolecular force fields and

such an approach has been taken by a number of groups [144, 149, 156, 176]. The

situation becomes more complicated when effects of zero-point vibrations should

also be included. For this purpose a hybrid approach based on mixed initial

conditions was introduced: Large scale motions and solvent degrees of freedom

are properly treated by MD while the Wigner distribution of the vibrational ground

state is used to represent the central molecule of interest [182]. This approach was

applied to produce initial conditions for QM/MM dynamics simulations of a DNA

base [177], and a slight extension considering several active molecules was used for

spectra simulations [113]. QM/MM geometry optimizations can be performed by

using an averaged solvent electrostatic potential generated from MD sampling of

the environmental motions [183]. This method was applied to excited state optimi-

zations of the adenine dinucleotide [168].

To go beyond static calculations, a number of excited state dynamics studies

have also been performed. A particular focus was placed on the description of

non-adiabatic effects, which are essential for understanding, e.g., internal conver-

sion, excitation energy transfer, and charge separation processes. Dynamics have

been performed using exciton models [143] and wave packet propagation on

parameterized surfaces [184] but in most cases on-the-fly surface hopping dynam-

ics were applied [59, 154, 155, 176, 177]. In the latter case a QM/MM approach was

often chosen to allow a real time polarization response of the environment. While
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the studies presented above considered only the singlet manifold, intersystem

crossings to the triplet were also already considered in surface hopping

dynamics [90].

4 UV Absorption

The nature of excited states in the Franck–Condon region significantly affects the

excited state behavior of nucleic acids. Thus, understanding the character of

absorption spectra is crucial for the further evaluation of the photodynamics of

nucleic acids. As already mentioned in the Introduction, there is still controversy as

to whether during photon absorption the nucleic acids form exciton or charge

transfer states or whether they remain localized. In this chapter the survey of

theoretical works suggesting both possibilities of delocalization is treated

separately.

4.1 Excitonic Delocalization

The concept of excitons in nucleic acids was first introduced by Tinoco

et al. [92, 185] and Rhodes [186]. However, a localized character of excited

states then dominated the discussions for several decades. The question of

exciton character was opened again by Bouvier et al. [148]. In this work the

homogeneous (dA)20.(dT)20 and alternating (dAdT)10.(dAdT)10 oligonucleotides

in idealized B-DNA geometry are investigated. The two lowest excited states of

adenine and one excited state of thymine are considered. The interaction between

the states is described by the atomic transition charges model [187] in which the

transition dipoles are decomposed onto atomic orbitals. This procedure results in

transition charges located on each atom. Using this approach, delocalization of

the excited states was found for both oligomers. In (dA)20.(dT)20 the intra-strand

coupling dominates with a strength of about 250 cm�1. In the alternating

(dAdT)10.(dAdT)10 the inter-strand coupling is more important, the estimated

value of the coupling being approximately 100 cm�1. In the following contri-

bution [104] the influence of structure fluctuations on the character of the Frank–

Condon excited states is analyzed for oligonucleotides (dA)10.(dT)10 and

(dAdT)5.(dAdT)5. A ground-state molecular dynamics simulation to scan possi-

ble DNA structures resulting from the plasticity of the sugar-phosphate helix.

Importantly, the diagonal energies of monomer excited states are not affected by

structural fluctuations, with the change being smaller than 10 cm�1. Relatively

large fluctuations of the off-diagonal terms for these structures were found, with

the amplitude of the variations 35% and 45% for (dA)10.(dT)10 and (dAdT)5.

(dAdT)5, respectively. The distribution of the oscillator strengths, on the other

hand, is not significantly affected by the structural dynamics for the (dA)10.
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(dT)10 oligonucleotide. In fact, 90% of the oscillator strength remains concen-

trated on the same eigenstates. In the case of the alternating (dAdT)5.(dAdT)5
oligonucleotide the structural disorder results in a larger spreading of the oscil-

lator strength among eigenstates. Studies performed on (dCdG)5.(dCdG)5 [149]

resulted in similar conclusions as for the afore-mentioned (dAdT)5.(dAdT)5 case:

small fluctuations of monomer excitation energies, less than 15 cm�1
, and a

large perturbation of dipolar coupling due to the structural disorder. In all the

cases mentioned above a delocalization of the excited states over at least two

nucleobases was observed. Delocalization over three bases was found in the

calculations of the absorption spectra using the TDDFT method in combination

with ground-state MD simulations for single-stranded oligomers of adenine [156]

and (adenine–thymine) oligomers [188]. Formation of delocalized exciton states

was further investigated in studies which combine ground-state molecular

dynamics and the evaluation of the exciton model for the poly(dA).poly

(dT) [143] and (dA)12.(dT)12 [144]. The lattice model and the transition density

cube model, based on the transition model calculated using the TDDFT method,

were used in the former and later investigations, respectively. In agreement with

the work of Bouvier et al. [104] and Emanuele et al. [149], changes in electronic

coupling due to structural fluctuation were found. The results indicated that

during the absorption process the electronic excitation is delocalized over at

least six nucleobases and localizes upon relaxation on four nucleobases. Impor-

tantly, these authors predicted the presence of charge transfer excitons in their

model [144]. Charge transfer character of excitons was also suggested by

Starikov et al. [189]. The character of exciton states due to structural fluctuations

of B-DNA conformations was investigated in short (dA)n.(dT)n and (dC)n.(dG)n
oligomers (with n ¼ 3,4) obtained by means of ground-state molecular dynamics

[152]. The effect of different conformational modes was evaluated, among which

the twist is predicted as the most powerful regulator of the exciton character. It

was also shown that the effect of the twist angle on the localization of electronic

states is stronger in poly(dG)-poly(dC) than in poly(dA)-poly(dT) [190]. A new

study based on ab initio calculations of alternating duplexes after extended

sampling [113] presented a picture of rather localized states, which were situated

on one or at most two bases. Considering poly(dAdT)-poly(dAdT) and poly

(dGdC)-poly(dGdC) duplexes with four stacked bases in the QM region and

the remaining part of the system treated at the MM level, only about a third of

the states are delocalized over 1.5 bases or more. These are, however, respon-

sible for somewhat more than 50% of the intensity at the absorption maximum

due to higher than average oscillator strengths. Intramolecular vibrations were

identified as the main factor responsible for spectral broadening and for causing

disorder resulting in localization. This strong coupling of intramolecular modes

to the excited states suggests that these are also active in the early excited state

dynamics. The picture of rather localized states was also drawn from another

recent study that compared measured and computed circular dichroism spectra in

(dA)n.(dT)n hairpins [147]. The TDDFT study on adenine stacks pointed out that
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the A5 spectrum is almost identical to that of A4 [191], i.e., there are no relevant

effects either of excitonic or indirect nature which go beyond four bases. While

most studies focused on singlet states, triplet excitations were studied in poly

(dA)-poly(dT) sequences, and it was reported that they are confined to single

nucleobases [192, 193].

4.2 Charge Transfer States

Compared to the studies performed within the framework of exciton models where

the charge transfer configurations are usually not included, supermolecular quan-

tum chemical calculations automatically provide a simultaneous treatment of

excitonic and the charge transfer states. The interpretation of the absorption spectra

in terms of delocalized, charge transfer and localized characters of excited states

became a matter of discussion due to the performance of different methods.

Suitability of various methods to describe long-range charge transfer states between

nucleic acids has been tested in recent years (see, for example, [108, 110–112, 169,

194–196]).

In the text below the calculations of the character of excited states observed at

the ground state geometries, i.e., upon UV absorption, as affected by base pairing

and stacking interactions will be reviewed with the emphasis on a formation of

charge transfer states. In initial ab initio calculations the effect of base pairing was

studied [42, 197–199]. Although charge transfer states were detected at higher

energies when using the CIS method [197], these were the lowest in calculations

at the TDDFT level employing the LDA functional [198]. Stacking interactions

were considered for the first time in calculations of Varsano et al. [200]. Other

calculations studying the effects of stacking on excited states formed upon UV

absorption in the gas phase have been reported, e.g., in [132, 133, 162, 201–

203]. The difficulties of a correct description of charge transfer states in the

absorption spectra is demonstrated in the case of homologous oligomers of adenine,

both single-stranded and in double stranded A–T sequences, as well as alternating

A–T sequences.

Santoro et al. [109] performed the first study on the excited states of stacked

nucleobases in a water environment. In this contribution the absorption spectra

of the adenine dimer are studied employing TDDFT with the PBE0 functional

for the (9-Met-A)2 and (dA)2 models using a polarizable continuum model for

solvent effects. The experimentally observed features when going from mono-

mers to multimers [97, 105, 118], i.e., a blue-shift of the maximum, a red-shift

of the lower-energy part, and hypochromic effect of the absorption spectra are

already reproduced in the calculations of the former model. These effects reflect

the coupling due to the orbital overlap in the stacking configuration of

nucleobases. The symmetric combination of monomer bright transitions gives

rise to the maximum of the absorption band. The character of the states respon-

sible for low-lying energy transitions changes with the mutual orientation of the
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adjacent adenines, i.e., an increasing intra-strand charge transfer character of the

first excited state was found in less symmetrical arrangements in (dA)2 in

comparison to (9-Met-A)2 [109]. The same change of the maximum absorption

peak, i.e., blue shift and decrease in the intensity with increasing number of

stacked nucleobases, was already observed in the gas phase in calculations of

Lange et al. [110] performed with a long-range-corrected PBE0 functional

(LRC-ω-PBE0) on the homologous (A)n and (T)n, (n ¼ 1–4). In contrast to the

calculations performed with a non-corrected density functional [109], charge

transfer character was not observed in the states responsible for the red tail of

the absorption spectra. The effect of the solvent is studied by means of a

QM/MM approach with water molecules in the first solvation shell (within

2.5 Å
´
) treated at the QM level. Depending on the solvent configuration the

energies of charge transfer states span more than 1 eV and for some configura-

tions they overlap with bright ππ* states. The average stabilization of the charge

transfer states by the solvent is 0.1 eV.

A blue shift of the maximum absorption band is also observed for double-

stranded (A)2.(T)2 with localization on the (A)2 dimer while excited states

localized on the (T)2 dimer are responsible for the low energy part of the

spectrum [169]. The calculations performed with the M052X functional place

the intra-strand (A ! A) and inter-strand (A ! T) charge transfer states in the

range of bright excited states of the adenine dimer. Note that in the PBE0

calculations the charge transfer states are the most stable. As in the case of

single-stranded oligomers, the gas phase calculations performed with the

LRC-ω-PBE0 functional [110] place the intra-strand charge transfer states

above the bright states. The inclusion of solvent causes a stabilization of these

states by about 0.1 eV on the average.

For a single-strand with an alternating sequence of adenine and thymine

studied with the LRC-ω-PBE0 functional in the gas phase, Lange et al. [110]

found that, due to a mismatch of ππ* state energies of these nucleobases, the

intra-strand excitonic delocalization is missing and, consequently, the bright

states are localized on a single base. In contrast to homologous oligomers, the

CT states become resonant with the ππ* states of adenine and thymine. When

the second strand is included, the intra-strand CT states are placed about 0.4 eV

below the bright absorption peak of adenine, while the inter-strand CT states

appear about 0.7 eV above this bright peak. Note that the ADC(2) calculations

performed by Aquino et al. [112] placed the lowest intra-strand CT state 0.5 and

0.3 eV above the lowest ππ* states localized on adenine and thymine,

respectively.

Recently Plasser et al. [113] reported the results of ADC(2) calculations of

alternating oligomer duplexes in both gas phase and embedded in DNA envi-

ronment employing a QM/MM scheme, together with a detailed analysis of the

excited states. For both systems considered, poly(dAdT)-poly(dAdT) and poly

(dGdC)-poly(dGdC), a similar picture was drawn: CT states were found ener-

getically well above the bright states. Due to their low intensity they do not

significantly contribute to the absorption spectra even when the DNA
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environment is involved. A statistical treatment of the QM/MM simulations

shows that only about half of the states exhibit Frenkel exciton character

(a CT contribution below 0.1 e) while the remaining states show a

non-negligible admixture of CT contributions, which means that they may be

misrepresented in a pure Frenkel exciton model. About 15% of the states

considered show significant charge separation (>0.5 e).

5 Excited State Processes

A number of factors may play a role in DNA photoactivity. These may be divided

into external factors like sterical hindrances and electrostatic interactions on the one

hand, and electronic interactions on the other. From a computational point of view

the significance is that for the former class it may be sufficient to treat only one base

at the QM level and the environment at a lower, e.g., molecular mechanics, level

(QM/MM method). By contrast, for the second class it is indispensable to consider

several bases simultaneously at the QM level, which imposes restrictions on the

available approaches. In this chapter, studies concerned with external interactions

will be reviewed first. Then direct electronic interactions will be considered, which

may occur between stacked bases (leading to excitons, CT states, and exciplexes) as

well as hydrogen bonded bases (where proton coupled electron transfer processes

are of special interest). Finally, further reactions determining the photochemistry of

DNA will be discussed.

5.1 Sterical Hindrances and Electrostatic Interactions

The calculations of the excited state relaxation of adenine [204] performed at the

CASPT2/CASSCF/AMBER level assumed that the main reaction channel involves

the 2E conical intersection for the adenine molecule (see above, Fig. 2) in both

vacuo and solvated (dA)10 · (dT)10 duplex. In the latter case the reaction path is

flatter and features a small barrier of about 0.2 eV. These characteristics are

suggested to be responsible for the slow decay component (>100 ps) observed in

single and double-stranded systems with stacked adenine, thus questioning the

importance of delocalized excited states. Nonadiabatic dynamics simulations

employing the QM/MM method with semi-empirical treatment of the QM part

(using OM2/MRCI) [58, 155] performed on an adenine molecule embedded in

(dA)10 and (dA)10 · (dT)10 in water predict an elongation of the excited state

lifetime of adenine in comparison with the gas phase but the decay still occurs

within 10 ps. In particular, decay times of 5.7 and 4.1 ps for (dA)10 and (dA)10 ·

(dT)10, respectively, were predicted. In the single-stranded system relaxation pro-

ceeds mainly via the 6S1 conical intersection but the 2E pathway coexists, while in

Electronic Excitation Processes in Single-Strand and Double-Strand DNA. . . 23



double-stranded DNA the 6S1 conical intersection is blocked due to inter-strand

hydrogen bonding and only the 2E intersection is accessed.

Surface hopping dynamics simulations using the QM/MM approach with

CASSCF (cytosine) and MR-CIS (guanine) wavefunction for the QM part were

performed for these two nucleobases, each embedded individually in a DNA double

strand helix [177]. The restraining influence of the inter-strand hydrogen bonding

on the structural deformations necessary to reach conical intersections was studied.

In the case of photoexcited cytosine the isolated molecule shows relatively small

puckering of the structure at the conical intersections populated during the excited

state relaxation. The geometrical restrictions exerted by the hydrogen bonds of the

DNA environment thus do not inhibit the photodeactivation of cytosine and con-

sequently its excited state lifetime. In contrast to this, the isolated guanine relaxes to

the ground state with strong out-of-plane motions of the NH2 group. This motion is

significantly restrained by inter-strand hydrogen bonds which results in a consid-

erable elongation of the relaxation time.

The effect of the intra-strand interaction on the photodecay of adenine in a

single-stranded DNA was studied in nonadiabatic dynamics simulations using

4-aminopyrimidine (4AP) [205] as a model for adenine. In these QM/MM calcu-

lations 4AP was treated at the CASSCF level. Comparison with the previously

investigated dynamics of isolated 4AP [33] shows a very similar relaxation mech-

anism and only slight elongation of the excited state lifetime. During the dynamics

of embedded 4AP the dynamical formation and breaking of intra-strand hydrogen

bonds was observed. Interestingly, these bonds contribute to a faster decay com-

ponent by enhancing the out-of-plane motion of the amino-group in relevant

conical intersections.

5.2 Excimer Formation and Excitation Energy Transfer

An initial study used static calculations of stacked adenine dimers and trimers at the

TDDFT/PBE0 level with PCM solvation to discuss the effect of stacking interac-

tions on their excited state behavior [109]. This study describes a process starting

from rather delocalized absorbing states, with a subsequent localization on one base

on a subpicosecond time scale. After this, the system could either deactivate to the

ground state or reach a low energy CT minimum on the S1 surface, which could act

as a trapping site. A quantum dynamical study performed at the same computational

level indicated that charge separation could be fast and effective [108]. Subsequent

studies on a number of similar cases used, aside from PBE0, the range-separated

CAM-B3LYP and the M05-2X functional containing a large percentage of

non-local exchange. Consideration of the (dA)2 · (dT)2 system showed that the

interaction between stacked bases was more important than between hydrogen

bonded bases. Again, charge transfer excimers were found. A subsequent study

on AG and GA stacks also emphasized the importance of charge transfer in these

systems [181]. Furthermore, efficient coupling of the CT states to the locally
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excited states was reported. Later, excited state relaxation in (dA)4 was considered

[206]. In this investigation several excited state minima were found pertaining to

localized excited states, neutral excimer states, and a CT minimum. The CT

minimum was identified as the most stable one. These studies used the newly

implemented state-specific PCM formalism [180] to describe the solvent response

to the excitation. In these calculations it was shown that this new PCM formalism

led to results significantly different from the standard linear-response approach, in

particular stabilizing the CT states. Similar results were also found in a more recent

combined experimental and theoretical paper [191].

In contrast to the TDDFT studies, a CASPT2/CASSCF work described the

formation of neutral excimers, which were especially stabilized in maximum-

overlap face-to-face configurations, whereas charge transfer excimers played only

a secondary role [175]. Similar to the above analysis, a bifurcation of the initial

wavepacket was considered leading either to ultrafast monomer-like decay or

toward the formation of excimer states. A dynamics survey using semi-empirical

methods [154] described the formation of a long-lived excimer between two

adenine molecules, which was structurally characterized by a short intermolecular

separation of the C2 atoms (cf. Scheme 1) to an average distance of 2.2 Å. A new

decay channel of this system was found, which occurred through an additional

shortening of the C2–C2 distance to 1.8 Å and concurrent ring deformations. A

subsequent study by this group, using dynamics at the DFTB level [207], even

described the formation of a chemical bond between two adenine molecules after

excitation, which was stable for about 2 ps. Whereas similar processes in pyrimi-

dine bases can lead to photodimerization (see below), a non-reactive deactivation

was observed in these dynamics investigations. Recent ab initio work using the

ADC(2) and MR-CISD methods in a QM/MM framework found several minima on

the S1 surface, which possessed different degrees of delocalization and charge

transfer (see Fig. 5) [168]. The lowest energy minimum was of exciplex type

stabilized neither by pure excitonic interactions nor charge transfer, but by direct

orbital interactions, which were mediated by a close approach of the adenine C6

atoms (down to about 2.0 Å) and a concurrent strong distortion of the molecular

structures. Indications for various decay channels were found, which were related to

either a further approach of the two molecules (as in [154]) or a restoration of

monomer-like excited states and decay through the 6S1 intersection. Partial charge

transfer was observed in response to solvent polarization but it did not play a

dominant role. A similar conclusion was also drawn from a recent study using the

RI-CIS(D) method [208] presenting a bonded exciplex mediated by an approach of

two C6 atoms. In that case no excited state minimum but only an intersection was

found. However, it was pointed out that the solvent effects may destabilize this

intersection. These newer results may be rationalized with the bonded exciplex

model [136] (see also Sect. 2.1). Experimental evidence for this type of mechanism

may be found in the unexpected fact of negative fluorescence anisotropy recorded

for (dA)20, which was taken as evidence of an out-of-plane polarization of the

emitting states [191], a phenomenon which is forbidden in planar molecules by
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symmetry selection rules. Strong orbital overlap, combining two bases to one

effective chromophore, can lift this selection rule, and a transition dipole moment

with a strong out-of-plane component was indeed found for the exciplex [168].

Aside from explicit quantum chemical calculations, exciton models have also

been used to describe excited state dynamics in DNA. The poly(dA).poly

(dT) duplex was studied using a model considering both Frenkel excitonic and

charge-transfer interactions [143]. The dynamics in this study were dominated by

base-stacking whereas inter-strand interactions only played a minor role. It

was found that on the adenine side the exciton remained in a cohesive bound

state (i.e., no charge transfer occurred between stacked adenine molecules). By

contrast, electron-hole separation into mobile charge carriers was reported on the

thymine side. It was hypothesized that such charge separation and subsequent

recombination could lead to triplet formation.

While the above studies considered adenine and thymine molecules, stacking

interactions between two cytosine molecules were also investigated at the CASPT2

level [209] showing an attractive potential between the two cytosine molecules

identified in the excited state, which could lead to red-shifted fluorescence. The

strength of this interaction experienced strong dependence on BSSE. Using the CP

Fig. 5 Excited state

minima of ApA localized on

the S1 surface: excitation

localized on a single Ade

(top), excitation from

localized n orbital to

delocalized π* orbital

(middle), excitation from

delocalized π to delocalized

π* orbital (see [168] for

details)
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correction, an intermolecular separation of 3.08Å and an excimer binding energy of

0.58 eV was obtained.

5.3 Proton Transfer Processes

The initial interest in the proton transfer process dates back to Watson and Crick

pointing out that the occurrence of rare tautomeric forms of the nucleobases may

lead to spontaneous mutations [210] and to Löwdin discussing that such tautomers

may be formed through double proton tunneling in the DNA structure [211]. It has

been pointed out by Guallar et al. [212] that such double proton transfer is not

feasible in the ground state but that such a pathway could be accessed in the excited

state. However, the computations suggested that it is unlikely that the rare tauto-

mers would persist long enough to perturb the duplication of the genetic code

[212]. Gorb et al. [213] reported that while the AT double proton transfer was

completely inaccessible, the corresponding GC structure would show minimal

population (with an equilibrium constant of about 10�6). The same group also

reported excited state investigations on the AT and GC pairs [197], as well as the

AU pair [197]. In both cases the presence of locally excited states and higher lying

charge transfer states was reported.

In 2004 Sobolewski and Domcke put forward the hypothesis that a proton

coupled electron transfer (PCET) along the central hydrogen bond in the Watson–

Crick base pair of guanine and cytosine could serve as an efficient decay channel to

the ground state [42]. This hypothesis was based on CASSCF/CASPT2 calculations

on structures and reaction paths optimized at the CIS level. It was found that in the

vicinity of the FC region a stable charge transfer state existed, and that starting in

this state a transfer of the central hydrogen bonding proton (yielding in total a

PCET) could neutralize the system and stabilize this state. Potential curves revealed

a weakly avoided crossing between the CT and ground states, which might provide

an efficient channel for the relaxation. The study also found a locally excited path

for cytosine to the ethylenic intersection, which was only later described for the

isolated molecule (see, e.g., [44, 214]). An experimental work on GC dimers in the

gas phase later found that the Watson–Crick bound base pair did indeed possess a

much broader UV spectrum as opposed to other structures of this system

[125]. These results were rationalized by computations at the CC2 level, where

the three lowest energy conformers of the GC system were considered [215]. In all

three cases a proton transfer path could be identified. However, this path was only

favored in the WC case, whereas for the other conformers significant barriers would

have to be overcome due to the fact that the CT states were higher in energy for

these structures. Subsequently, time-resolved fluorescence experiments in chloro-

form were carried out, which supported the existence of such a decay channel by

showing a short lifetime of about 0.36 ps for the GC base pair [127]. However,

transient absorption experiments in chloroform in connection with TDDFT
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calculations in PCM solvent contested this claim [126]. Regarding GC duplexes, it

was pointed out from experiment that PCET may play a role in the case of

alternating but not in homopolymeric sequences [128]. This idea was supported

computationally by comparing TDDFT calculations of the GGG · CCC and GCG ·

CGC hexamer stacks [216].

Aside from static calculations, non-adiabatic dynamics simulations were also

performed to get a deeper mechanistic insight into a potential proton transfer in GC

and why it should or should not be effective. In particular, it is of interest to

understand the coupling between the electronic and nuclear motion during the

PCET process. In this regard the GC pair was studied by CASSCF using an

approximate diabatic surface hopping method [176]. The simulations were

performed in vacuo and embedded in a DNA double helix solvated in water using

a QM/MM scheme. Dynamics were started in the S1 (CT) state and the processes

leading to the ground state decay were monitored. After a quick initial proton

transfer, the back transfer was briefly inhibited by a diabatic trapping situation

leading to several recrossings before reaching the closed shell configuration on a

100 fs time scale. This phenomenon was explained by an unusual intersection

topology, possessing effectively only a one-dimensional branching space. The

authors showed that the inclusion of the environment could speed up the decay

through a stabilization of the charge transfer state. At this point it should be

mentioned that the intersection topology described in [176] may be interpreted as

a signature of an electron transfer process, which necessarily occurs when

switching from the charge transfer state to the neutral state. In fact, similar surface

topologies and diabatic trapping dynamics were also obtained in electron transfer

model systems [217], further supporting this interpretation. The PCET deactivation

process in the WC paired GC system was also studied using non-adiabatic dynam-

ics at the restricted open shell Kohn–Sham (ROKS) level, considering the system in

vacuo as well as in water solvation [218]. A steering technique was used to

accelerate the forward PCET. In this study a fast deactivation on the order of

100 fs was also reported. To date, no study has been performed attempting to

describe the dynamics starting from the bright ππ* state to the CT state and to give a

non-adiabatic description of the forward PCET process, considering that this would

pose special challenges as a larger number of excited states would have to be

described concurrently. However, a similar process was studied in the 2-pyridone

dimer model system, using static calculations [219] and non-adiabatic dynamics,

both performed at the TDDFT/BHLYP level [220] following time-resolved exper-

iments [221]. The dynamics study highlighted that the PCET was not only governed

by the energetics describing the proton transfer but also that non-adiabatic transi-

tion probabilities for the electron transfer (which were manifested by temporary

hoppings into the adiabatic S2 state) played a decisive role. This observation may

provide also an explanation for the discrepancies between the dynamics studies and

the above-mentioned experiments on the GC base pair [101, 126]. An efficient

deactivation channel may indeed exist once the proton is transferred from G to

C. However, it is not clear whether the initial proton transfer occurs after excitation

into one of the bright states.
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While most studies focused on the GC pair, proton transfer in the AT pair was

also studied at the CC2 level [222]. Similar to [215], it was also found for AT that

the WC structure possessed an efficient decay channel related to proton transfer.

While the CT state was 1.5 eV above the lowest bright transition at the FC region,

this state was strongly stabilized by proton transfer. Barrierless deactivation could

occur through the CT state by a sequence of conical intersections. Internal conver-

sion to the nπ* state could serve as a competitive channel. As opposed to the WC

structure no such efficient decay path was present in the most stable hydrogen

bonded conformer of AT as the CT state was located at higher energy with respect

to the minimum of the locally excited state. A TDDFT study of the WC bonded AT

pair [223] highlighted the importance of solvent effects. In particular it was pointed

out that a polar solvent could strongly stabilize the inter-strand CT state, thus

disfavoring the subsequent proton transfer. The coupling via a πσ*state explains

the time-resolved photoionization spectroscopy of adenine and the adenine dimer.

In adenine this path is not dominating although it does play a role as indicated by

the H-atom detection in nanosecond spectroscopic experiments. In the adenine

dimer an increased population of πσ*transfer is observed. It is caused by stabiliza-

tion of the relevant state in the dimer [87].

5.4 Photochemical Processes

The major photoproducts observed upon UV-irradiation of DNA include dimer or

adduct formations of adjacent pyrimidine nucleobases, particularly cyclobutane

pyrimidine dimers (CPDs) and the pyrimidine(6-4) pyrimidone dimers ((6-4)PP).

The former products are observed more frequently (for review of experimental

investigations see [224] and references therein). The dimerization proceeds via

[2+2] cycloaddition of the C5–C6 double bonds of adjacent pyrimidine nucleobases

and can be formed via both the singlet and triplet manifolds [224–227]. The

thymine dimer (T<>T) is the major photoproduct occurring after DNA irradiation

by UV light. The cytosine dimer (C<>C) on the other hand is more likely to induce

mutations once it is formed [225, 228].

In the last decade, several results of experimental studies were reported,

discussing the mechanism of CPD formation [226, 229–236]. For example,

Schreier et al. showed that the T<>T is formed on the picosecond time scale

which suggests that the formation proceeds in the singlet excited state [230]. The

quantum yield of this reaction is, however, very low, of the order of 10�2. Based on

time-resolved femtosecond transient absorption spectroscopy, Kwok et al. [232]

suggested that both pathways might simultaneously contribute to the dimerization.

In this contribution the role of other excited states for this process, in particular the

role of the nπ* state, is discussed in the intersystem crossing to the triplet state.

The theoretical investigations focusing on the mechanism of the more frequently

formed T<>T photoproduct considered both triplet and singlet pathways of the

dimerization process. In the triplet state the stepwise mechanism was suggested
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based on the results of the TDDFT [237] and CASPT2 [238] calculations. The

singlet pathway was proposed to proceed via a concerted mechanism [202, 203,

236, 237, 239–241] mediated via S1/S0 conical intersections leading to either the

original ground state or to T<>T. Blancafort and Migani [240] suggested coexis-

tence of the alternative singlet pathway where the excitation is first localized on a

single thymine with a subsequent formation of quasi-minimum of the S1 state

localized energetically above the relevant conical intersection. Based on the

recently published joint experimental and theoretical investigations Banyasz

et al. [236] put forward that the [2+2] cycloaddition occurs from the lowest

excitonic state and follows a barrierless path. No CT states were identified in the

reaction mechanism, in contrast to the formation of (6-4)PP adducts (for more

detailed discussion on the mechanism of (6-4)PP formation see [242, 243]). The

absence of charge transfer character in the former reaction might explain a decrease

of the T<>T production in the systems with purine residues flanking the TT

sequences by a formation of charge transfer purine-pyrimidine(T) exciplexes and

subsequent decrease of the TT exciton population observed in the experiment [244].

Much effort has been made to explain the origin of very low quantum yield of the

T<>T dimerization [229, 244–250]. It is now generally accepted that the ground

state conformation of adjacent thymine controls the efficiency of this reaction with

inter-molecular T. . .T distance and torsional angle between two double bonds

(C5–C6 bond) on each thymine moiety being identified as the most important.

While the agreement on the criteria for the former parameter was achieved

[246–248, 250], the importance of the latter parameter is not clarified yet [246,

247]. The influence of the sugar conformation on the T<>T dimerization process

was discussed as well [245, 250–252]. In a recently published contribution Improta

suggested that a barrierless path from the delocalized exciton state towards T<>T

is most effective when both sugars have C3-endo puckered conformation since the

electronic coupling between thymines is larger compared to other sugar

conformations [203].

The explanation of the experimentally observed lower yields of C<>C photo-

product as compared to T<>T [201, 239, 241, 253] has been the subject of several

theoretical investigations. Results of these studies reveal a unified mechanism, i.e.,

concerted photocycloaddition of the BPD formation for both sequences. Possible

competing reaction channels include monomer-like relaxation and excimer forma-

tion. The energy position of the conical intersection which mediates the cycload-

dition (CIdimer (S0/S1)) with respect to stable excimer structures and CI

corresponding to monomer-like relaxations determines the efficiency of the BPD

formation. While CIdimer (S0/S1) is the lowest-energy structure in the case of

thymine, it is comparable to the energy of the excimer in the case of cytosine and

the monomer-like CI, opening other reaction funnels.
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6 Conclusions

The area of light absorption by DNA and subsequent photophysical and photo-

chemical processes is a fascinating research field with many important practical

implications for everyday life. It is also an outstanding example for the interaction

and influences between theory and experiment in an intensity which is very unique.

In writing this chapter we have made an attempt to document the large variety of

theoretical approaches and different, sometimes opposing, viewpoints to the pho-

todynamics of DNA. Looking back on the history one can observe enormous effort

and progress made in experiments and in theoretical simulations by collecting many

facts and putting them in the proper perspective. However, the story is certainly not

over yet and many interesting and fundamental insights are still waiting to be

discovered.
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Excited States in DNA Strands Investigated

by Ultrafast Laser Spectroscopy

Jinquan Chen, Yuyuan Zhang, and Bern Kohler

Abstract Ultrafast laser experiments on carefully selected DNA model com-

pounds probe the effects of base stacking, base pairing, and structural disorder on

excited electronic states formed by UV absorption in single and double DNA

strands. Direct π-orbital overlap between two stacked bases in a dinucleotide or

in a longer single strand creates new excited states that decay orders of magnitude

more slowly than the generally subpicosecond excited states of monomeric bases.

Half or more of all excited states in single strands decay in this manner. Ultrafast

mid-IR transient absorption experiments reveal that the long-lived excited states in

a number of model compounds are charge transfer states formed by interbase

electron transfer, which subsequently decay by charge recombination. The lifetimes

of the charge transfer states are surprisingly independent of how the stacked bases

are oriented, but disruption of π-stacking, either by elevating temperature or by

adding a denaturing co-solvent, completely eliminates this decay channel. Time-

resolved emission measurements support the conclusion that these states are pop-

ulated very rapidly from initial excitons. These experiments also reveal the exis-

tence of populations of emissive excited states that decay on the nanosecond time

scale. The quantum yield of these states is very small for UVB/UVC excitation, but

increases at UVA wavelengths. In double strands, hydrogen bonding between bases

perturbs, but does not quench, the long-lived excited states. Kinetic isotope effects

on the excited-state dynamics suggest that intrastrand electron transfer may couple

to interstrand proton transfer. By revealing how structure and non-covalent
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interactions affect excited-state dynamics, on-going experimental and theoretical

studies of excited states in DNA strands can advance understanding of fundamental

photophysics in other nanoscale systems.

Keywords Base pairing � Base stacking � Charge transfer state � DNA
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Abbreviations

2AP 2-Aminopurine

8-oxo-

dGuo

8-Oxo-7,8-dihydro-20-deoxyguanosine

A Adenine

AMP Adenosine 50-monophosphate

ATP Adenosine 50-triphosphate
C Cytosine

CASPT2 Complete active space with second-order perturbation theory

CD Circular dichroism

CI Conical intersection

CPD Cyclobutane pyrimidine dimer

CR Charge recombination

CT Charge transfer

dAMP 20-Deoxyadenosine 50-monophosphate

DFT Density functional theory

ECCD Exciton-coupled circular dichroism

ESA Excited-state absorption
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ESPT Excited-state proton transfer

ET Electron transfer

FC Franck–Condon

FTIR Fourier-transformed infrared spectroscopy

FU Fluorescence upconversion

G Guanine

GSB Ground-state bleaching

IC Internal conversion

IET Intermolecular energy transfer

KIE Kinetic isotope effect

MCT Mercury-cadmium-telluride

O 8-Oxo-7,8-dihydro-20-deoxyguanosine (in a DNA sequence)

PCET Proton-coupled electron transfer

PMT Photomultiplier tube

PT Proton transfer

QM/MM Quantum mechanical/molecular mechanical

RI-ADC(2) Algebraic diagrammatic construction to second-order with

resolution of the identity

T Thymine

TA Transient absorption

TCSPC Time-correlated single photon counting

TD-DFT Time-dependent density functional theory

TRIR Time-resolved infrared spectroscopy

U Uracil

UV Ultraviolet

VC Vibrational cooling

VUV Vacuum ultraviolet

WC Watson–Crick

1 Introduction

Photodamage to the genome is initiated by excited electronic states formed in DNA

by the absorption of UV photons. Although the intensity of solar UV radiation

reaching the surface of earth is attenuated by stratospheric ozone, excitation of

DNA is highly efficient on account of the strong π* π transitions of the

nucleobases: adenine (A), guanine (G), cytosine (C), thymine (T), and uracil (U).

In order to minimize photochemical damage and maximize the photostability of the

genome, DNA excited states should decay to the electronic ground state rapidly and

with high quantum efficiency. Low fluorescence quantum yields and low photo-

product quantum yields provide evidence that this is the case, but detailed under-

standing of the rapid nonradiative decay pathways which deactivate excited states

has been the goal of many investigators during the past decade.
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The excited states of the naturally occurring nucleobase monomers have been

studied intensively and there is growing consensus about photophysical decay

channels [1, 2]. As the understanding of excited states of single nucleobases has

grown, the complex photophysics in base multimers has attracted increased atten-

tion. The trend toward studying more complex systems has been aided on the one

hand by better understanding of the excited states of single bases – the building

blocks of DNA and RNA strands – and on the other by advances in computing

power and quantum chemical methods which enable increasingly sophisticated

calculations of the electronic structure of multi-base systems. Whereas calculations

of excited states of single bases were considered to be barely tractable in 2000,

high-level ab initio calculations are now performed on systems containing multiple

bases.

Singlet excited states of nucleobase monomers decay in hundreds of femtosec-

onds to the electronic ground state. Typically, a nearly barrierless pathway leads

from the Franck–Condon (FC) region to S1/S0 conical intersections (CIs) which

cause the UV-excited nucleobases to return nonradiatively to their ground states on

a time scale of hundreds of femtoseconds [1–5]. Other chapters in this volume

provide detailed accounts of the nonradiative decay pathways of single bases in

solution and in the gas phase, but we begin with this brief generalization about the

ultrashort lifetimes of single nucleobases in order to highlight the unexpectedly

long lifetimes seen in DNA strands. Excited states lasting tens to hundreds of

picosecond are commonplace in single- and double-stranded DNA/RNA [1, 4,

6]. Current evidence suggests that the environment in a DNA strand doesn’t just
prolong the lifetime of excited states localized on single bases, but instead creates

new classes of excitations and new photophysical pathways not found in base

monomers. A full understanding of these mechanisms is not yet available, but

this chapter will emphasize growing evidence that the relevant couplings act at

short distances and are the result of π–π stacking between nucleobases.

A theme of this chapter is the link between structure and excited-state dynamics.

This connection reveals why interest in DNA excited states goes beyond their

pertinence to photodamage. First, the non-covalent interactions which give DNA

its structure are the same as those found in other supramolecular and nanoscale

architectures made from smaller organic building blocks. Consequently, knowledge

of how these interactions mediate energy and electron transfer (ET) in DNA may

provide a better understanding of these fundamental events in other systems.

Second, excited states in DNA are strongly influenced by structure, and they can

thus serve as powerful probes of dynamical motions in a DNAmolecule. During the

short lifetimes of excited states of native bases, large-amplitude motions such as

backbone torsions or rotations about glycosidic bonds are limited, and the shortest-

lived excited states probe static structures, as in the case of thymine dimer photo-

chemistry [7, 8]. A significant fraction of excited states formed in base stacks have

lifetimes of up to several hundred ps [9], making them sensitive to conformational

fluctuations on longer time scales. Finally, modified bases such as 2-aminopurine

(2AP) have lifetimes in the nanosecond range, as monomers [10–12], and can

potentially probe dynamics on still longer time scales. Comprehensive knowledge
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of decay pathways of excited states of native and modified nucleobases, and of

other excited state probes, is critical for extracting insights into the structural

dynamics of nucleic acids from time-resolved spectroscopy.

This chapter reviews current understanding of excited states in single- and

double-stranded DNA in aqueous solution obtained from ultrafast laser experi-

ments. Although many of the model systems of greatest interest to us have been

studied only by the femtosecond transient absorption (fs-TA) technique, results

from time-resolved emission techniques, such as time-correlated single photon

counting (TCSPC) and femtosecond fluorescence upconversion (fs-FU), will be

discussed when appropriate. Comparison of results obtained from time-resolved

absorption and emission experiments can bring greater insights than is possible

from either technique alone. The femtosecond laser techniques used to observe

excited-state dynamics in DNA model compounds are outlined in Sect. 2. The

transient absorption and time-resolved emission techniques are discussed briefly

with emphasis on what these techniques reveal about excited-state dynamics in

DNA strands.

Section 3 discusses the three-dimensional structures adopted by the nucleic acid

model compounds which have been most studied to date, including dinucleotides,

and single- and double-stranded oligonucleotides. The spatial arrangement of

nucleobases in DNA determines the couplings that give rise to new deactivation

pathways not found in base monomers. The underlying interactions responsible for

nucleic acid structure are also discussed. These are sufficiently weak that it is more

accurate to consider the distribution of structures present in solution at ambient

temperature than to imagine a single, well-defined structure. The relatively flat free

energy landscapes governing the three-dimensional structure of nucleic acids are

responsible for the structural disorder which must be carefully considered in order

to interpret experimental results correctly. This section ends with an overview of

excited states created by UV radiation in DNA strands.

Section 4 begins by summarizing experimental evidence that π–π stacking by

nucleobases gives rise to fundamentally new decay channels. These effects are

already seen in minimal π stacks of just two bases, so our discussion begins with the
time-resolved spectroscopy of dinucleotides before taking up excited states in

longer single strands containing more than two bases. The effects of base pairing

on excited states are discussed in Sect. 5 for single base pairs in solution and for

larger systems in which bases are both stacked and paired. The progression from

dinucleotides to duplex DNA emphasizes how excited states in simpler model

systems are influenced by the increasing complexity found in larger ones. Finally,

Sect. 6 presents a summary and an outlook describing unsolved issues and prom-

ising new research directions.
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2 Ultrafast Spectroscopy Techniques

The lifetimes of excited states of DNA strands are often orders of magnitude longer

than those of single bases [13], as discussed in Sects. 4 and 5. These observations

from time-domain spectroscopy have been a driving force for advancing under-

standing of DNA photophysics. Indeed, the ability to observe excited-state dynam-

ics of DNA directly in the time domain with femtosecond time resolution has been

singularly important to progress in the field. The well-known fact that the steady-

state absorption spectrum of a DNA strand is very similar in appearance to the sum

of the spectra of its constituent nucleotides points out the limits of relying solely on

frequency-domain spectroscopy to understand excited states of DNA strands in

solution.

In this section, we review the ultrafast spectroscopic techniques used to study

excited-state dynamics in DNA with an emphasis on the observables and the

inferences that can be obtained from them. The aim is to provide non-specialists

and beginning researchers with an overview of the ultrafast laser techniques used to

study DNA excited states with just enough detail so that the conclusions that

practitioners of these techniques have drawn from their experiments can be better

understood. Readers interested in technical details of any of the techniques may

consult the cited references for more information.

Because our focus is on solution studies, we will exclude the many innovative

techniques used to study DNA model compounds in the gas phase. An overview of

gas-phase spectroscopic techniques is provided in Sect. 3 of [5], and descriptions of

femtosecond pump-probe experiments that use sensitive photoionization detection

of electrons and molecular ions to compensate for the low number densities of

gas-phase species provide additional details [14–16].

Ultrafast laser techniques for studying excited states of DNA in solution can be

divided into techniques that monitor absorption or techniques that monitor emission

as a function of time after the sample is excited by an ultrashort (femtosecond or

picosecond) laser pulse. Because nucleic acids made from the canonical bases

absorb only very weakly above 300 nm, most spectroscopic studies have used

UVB or UVC laser pulses, although more concentrated solutions of oligonucleo-

tides have recently been studied using UVA excitation [17]. The third harmonic

output from a titanium sapphire laser system – the nearly universal source used in

femtosecond experiments – is conveniently located near 260 nm, in the vicinity of

the wavelength of maximum absorption of most DNA samples. Tunable deep UV

pulses can be generated from the ~800-nm fundamental using various frequency

upconversion schemes and optical parametric amplification. Many modified bases

[10, 11] absorb at longer wavelengths (>300 nm) than the canonical bases, making

it possible to excite these chromophores selectively when they are incorporated in a

DNA strand.

In the femtosecond transient absorption (fs-TA) technique, a femtosecond pump

pulse creates initial excited states (thick purple arrow in Fig. 1a), which are detected

through changes in the transmission of a time-delayed probe pulse (Fig. 1a–e).
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Fig. 1 (a) Ground- and excited-state populations in a DNA model compound before (left) and
after (right) excitation by a UV pump pulse to a 1ππ* state (thick purple arrow). After photoex-
citation, the excited-state population returns to the ground state via fluorescence (blue dashed
arrow), or ultrafast internal conversion followed by vibrational cooling (IC +VC, black arrows).
Decay to charge transfer/excimer or other excited states is also possible, but not shown.
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Many fs-TA experiments on DNA systems use UV- (long thin purple arrow in

Fig. 1a) and visible-wavelength probe pulses (thin gold arrow in Fig. 1a), which

monitor electronic transitions, but mid-IR probe pulses (red arrows in Fig. 1a)

obtained by difference-frequency mixing of two near-IR pulses provide an alterna-

tive way to study excited states through measurement of time-dependent vibrational

resonances in both ground and excited electronic states. The TA technique with

mid-IR probe pulses is often referred to as time-resolved IR (TRIR) spectroscopy

[18, 19]. Schematic illustrations of these TA techniques and typical signals are

shown in Fig. 1b–e. Additional experimental details about these techniques can be

found in the literature [18, 20–22].

In all fs-TA experiments, excited states created by the excitation or pump pulse,

as well as any excited states or photoproducts populated at later times, are detected

through changes in the transmission of the probe pulse. The TA signal, whether

measured at a single wavelength or in broadband mode, records changes in the

sample absorbance (ΔA) induced by the pump pulse and calculated as

ΔA ¼ �log Ipump on

Ipump off

� �
; ð1Þ

where Ipump on and Ipump off are the probe pulse intensities measured at the detector

with and without the presence of the pump pulse, respectively. The probe beam can

be split into “signal” and “reference” portions – the former is spatially overlapped

with the pump pulse, while the latter is not – in order to reduce the shot-to-shot

noise and improve the instrument sensitivity (Fig. 1d). In this case, ΔA is calculated

using (2):

ΔA ¼ �log Isignal, pump on = Ireference, pump on

Isignal, pump off = Ireference, pump off

� �
: ð2Þ

TA is therefore a form of difference spectroscopy. The contribution to the TA signal

from each transient species is proportional to its population multiplied by the

difference between its absorption cross section and the cross section of the ground

Fig. 1 (continued) The excited-state population can be probed by visible (gold arrow) or mid-IR

(top red arrow) pulses. UV (deep purple arrow) or mid-IR (bottom red arrow) pulses can be used

to monitor the ground state population. Mid-IR can also probe the hot ground state absorption

(middle red arrow). (b–i) Schematic illustrations of various ultrafast laser methods and represen-

tative signals. (b) fs-TA experiment using a single-color UV or visible probe pulse and (c) typical

kinetic traces produced by visible probe-detected ESA (top) and UV-probe GSB (bottom). (d)
fs-TRIR with broadband mid-IR probing showing the use of a reference beam to improve the

signal-to-noise ratio. Signal and reference beams are spectrally dispersed in a spectrograph and

detected by dual multi-element Mercury-Cadmium-Telluride (MCT) arrays cooled by liquid

nitrogen. (e) Representative time- and frequency-resolved fs-TRIR data. (f) fs-FU technique and

(g) a typical emission transient. (h) TCSPC experiment and (i) typical data. Note the 1,000-fold

difference in time scale in (g) and (i)
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state from which the transient population originated with both cross sections

measured at the probe wavelength.
Exited-state absorption (ESA), ground-state bleaching (GSB), and stimulated

emission can all contribute to TA signals. The importance of each depends on the

probe wavelength chosen and the cross sections for the relevant transitions. ESA by

the lowest 1ππ* states of the base monomers gives rise to broad and featureless

bands at visible and near UV wavelengths. For the canonical bases, a broad band

occurs with λmax near 600 nm, and a second, stronger, band is observed with λmax

below 400 nm [23, 24].

The decay of ESA at visible probe wavelengths was used to make the first

accurate measurements of the 1ππ* state lifetimes of DNA and RNA nucleosides

in 2000 [25, 26]. The ESA cross sections of the lowest singlet excited states (S1
states) of the various bases are very weak, and care should be taken to differentiate

these signals from absorption by solvated electrons, which are easily produced by

the high intensity pump pulses used in femtosecond laser experiments [26]. The

detailed procedure used in our laboratory for subtracting the solvated electron

signals is described in [27]. The weak ESA signals make TA studies with broad-

band detection difficult, and detailed comparisons of ESA spectra for the various

base monomers are unavailable. Nonetheless, current information suggests that

ESA spectra of the ππ* singlet states of the base monomers are very similar. For

example, the broadband TA spectra are remarkably similar for adenine and guanine

[23, 24]. This lack of differentiation is perhaps unsurprising, given their similar

ground-state absorption spectra. Too little is known about ESA spectra of base

multimers to offer generalizations.

A powerful alternative to measuring excited-state lifetimes is to interrogate the

repopulation of the ground state in GSB recovery experiments. In these measure-

ments, the probe wavelength in an fs-TA experiment is tuned to a region where the

ground state molecules absorb, typically in the deep UV (e.g., 250 nm) for

nucleobases (thin purple arrow in Fig. 1a). The GSB signals can easily be measured

because of the large ground-state absorption cross sections of the nucleobases, and

GSB signals can be readily interpreted because interference from solvated elec-

trons, which absorb negligibly at UV wavelengths [28], is greatly reduced. The

obtained ΔA signal is negative, signifying the removal of ground-state population

by the UV pump pulse (see (1) and (2)). As excited molecules return to the ground

state, the ΔA signal approaches zero (purple trace in Fig. 1c). The observed kinetics

thus measures the time for population to return to the thermally equilibrated

electronic ground state. Significantly, this time can be measured without knowledge

of the series of states that excited molecules pass through. Particularly when a small

number of excited states or intermediates are involved, bleach-recovery TA mea-

surements can make it possible to observe clearly the dynamics of excited states

that may have weak excited-state absorption, or which may absorb at unknown

wavelengths, and therefore be difficult to study. For example, bleach recovery

measurements first identified a longer-lived excited state in pyrimidine

nucleobases [29].
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A critically important point is that whenever the time to jump from an excited

state to the ground state in a nonradiative transition is short compared to the time

required for solute-solvent vibrational energy transfer, the GSB kinetics are dom-

inated by decay of vibrationally hot ground state molecules. In this case, the GSB

signals measure the time for vibrational cooling (VC) and not the faster time that

corresponds to the initial transition to the ground state. The ultrashort lifetimes of

monomeric bases thus cause GSB signals to decay up to an order of magnitude

more slowly than the disappearance of ESA at visible wavelengths. Because of its

hydrogen-bonding network, VC proceeds with remarkable speed in water. Ultrafast

internal conversion (IC) produces ground state molecules with an initial vibrational

temperature on the order of 1,000 K. Nonetheless, this excess vibrational energy is

transmitted to the solvent with a time constant of just 2 ps for adenine [30], while

somewhat slower times of 5 or 6 ps have been observed for nucleobase derivatives

such as caffeine which have fewer hydrogen bond donor groups [21]. In fs-TA

experiments that monitor GSB kinetics, bleached ground state signals frequently

exhibit a several picosecond component, and this is a valuable indicator that at least

some excited states in a DNAmodel compound have returned via IC on a time scale

that is faster than VC (i.e., faster than several picoseconds).

In fs-TA experiments, the kinetics observed at very early times, i.e., within the

pulse duration of the pump and probe pulses (typically, t< 200 fs), are usually

contaminated by signals arising from two-photon absorption [31] and/or cross

phase modulation [32] from the sample (typically the solvent because of its high

concentration) or the cell windows (if a static or flow cell is used). These signals,

frequently called “coherent artifacts,” are seen when the pump and probe pulses are

temporally overlapped, and thus hinder the ability to observe extremely fast kinet-

ics. In order to probe shorter time scales, ultrashort UV pulses produced by four-

wave mixing [33] and a windowless, free-flowing liquid jet [34] can be used. Note,

however, that the former increases the peak intensity of the pump pulses, while the

latter usually requires solution volumes larger than are practical for DNA samples.

Importantly, analysis of our fs-TA signals is restricted to delay times longer than

~200 fs to avoid these issues.

Because of inhomogeneous and homogeneous broadening, electronic transitions

in DNA model compounds usually overlap strongly, making it difficult to disen-

tangle kinetics from fs-TA experiments. fs-TRIR experiments monitor vibrational

resonances (red arrows in Fig. 1a) and have the advantage that overlap between

vibrational transitions can be greatly reduced, aiding kinetic interpretation. Typi-

cally, each nucleobase has one or more distinctive vibrational bands in the double-

bond stretching region, where strong transitions caused by carbonyl and ring

stretches are observed. These experiments are typically carried out in D2O solution

because of its greater mid-IR transmission compared to H2O. As will be discussed

below, the localized, base-specific character of vibrational modes offer an exciting,

but underutilized approach to investigate excited states in multichromophoric

systems.

In fs-TRIR experiments, the broad bandwidth of the mid-IR pulses (~200 cm-1

for a 100-fs pulse with a center wavelength of ~6 μm) is used to record ΔA signals
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as a function of both time and frequency, producing two-dimensional data as in the

example shown in Fig. 1e. As in the case of the fs-TA experiments that probe

electronic transitions, fs-TRIR signals are composed of negative and positive

signals. Negative signals arise from bleaching of ground-state vibrations, while

positive signals arise from vibrations in excited electronic states and from funda-

mentals of highly vibrationally excited ground-state molecules. The latter species

show distinctive sigmoidal signals in which the bleaching of a ground state reso-

nance is accompanied by positive absorption on its red edge caused by

anharmonicity [35]. This is the distinctive signature of VC dynamics in fs-TRIR

experiments.

When excited states generated by the pump pulse can decay radiatively (blue

dashed line in Fig. 1a), time-domain emission measurements are possible. Mea-

surements can be made on ultrafast time scales using the Kerr-gated time-resolved

fluorescence technique [23] or, more commonly, by fluorescence upconversion

[36]. In the femtosecond fluorescence upconversion (fs-FU) technique, emission

from the solution sample is typically collected using a parabolic mirror (illustrated

by a lens system in Fig. 1f in order to simplify the illustration) and subsequently

mixed with a time-delayed, femtosecond gate pulse in a nonlinear optical crystal to

generate an upconverted signal at a higher frequency (Fig. 1f, g). Varying the

arrival time of the gate pulse at the mixing crystal allows the emission decay to

be recorded with subpicosecond time resolution. Importantly, fluorescence life-

times obtained by fs-FU experiments on nucleobase monomers [36–39] are in

excellent agreement with the decay time of ESA signals measured in fs-TA

experiments [25, 26]. However, discrepancies between fs-TA and fs-FU measure-

ments on DNA strands have occasionally led to confusion about excited-state decay

pathways. Dynamic range limitations mean that upconversion experiments empha-

size emission by brighter 1ππ* states and it can be difficult to detect emission from

darker states.

The extremely sensitive time-correlated single-photon counting (TCSPC) tech-

nique can detect smaller populations than can be accurately quantified in either

fs-TA or fs-FU experiments. However, this method achieves sensitivity at the cost

of time resolution. In TCSPC, no gate pulse is used and emission is measured

directly using a fast photodetector and specialized electronics. Typically, time

resolution of several tens of picoseconds is achieved using a micro-channel plate

photomultiplier tube (PMT) (Fig. 1h, i). Because TCSPC measurements cannot

measure the fastest emission decay components, it is necessary to combine them

with fs-FU measurements to obtain a complete picture of the emission over many

decades in time [40]. Notably, the high sensitivity of the TCSPC method means that

the characterization of extremely weakly emitting DNA excited states could be

adversely affected by impurities, and careful background correction and well-

designed protocols are essential [41].

The time resolution achievable with each of the above techniques is an important

experimental consideration. In all pump-probe techniques, varying the path length

traversed by one of the pulses using a retroreflector mounted on a computer-

controlled translation stage is used to control the delay time between pulses.
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The time resolution is independent of the response time of the photodetector used,

and is determined instead by the temporal widths of pump and probe pulses, which

can be as short as ~10 fs. The group velocity of a femtosecond laser pulse is a

function of its center wavelength. For this reason, femtosecond pulses with widely

separated center wavelengths transit the solution sample at different speeds. This

effect causes initially synchronized pump and probe pulses to “walk off” one

another, degrading the time resolution. The walk off problem in fs-TRIR experi-

ments is mitigated somewhat by the thinner sample path length of ~100 μm
compared to the 1 mm path length which is typical of fs-TA measurements with

visible and UV probe pulses. For the instrumentation in our laboratory, an instru-

ment response function of between 100 and 200 fs is achieved for visible and UV

probe experiments, while our fs-TRIR measurements have a time resolution of

approximately 400 fs. Geometrical factors can smear the arrival times of emitted

photons at the upconversion crystal and the time resolution of our upconversion

setup is around 300 fs.

The fs-TA technique requires high intensity pulses with single-pulse energies of

hundreds of nanojoules or more. These pulses are provided by a chirp-pulse

amplified titanium sapphire laser system. TCSPC and fs-FU measurements do not

require high pulse energies and the excitation source can be an unamplified

femtosecond oscillator. The typical pulse repetition rate of an unamplified laser

system of 80MHz compared to the kilohertz repetition rate of an amplified source is

a key to the high signal-to-noise ratio obtainable with TCSPC instrumentation.

3 Nucleic Acid Structure

The striking differences between excited state relaxation in single bases and in

DNA and RNA strands are the result of how the bases are arranged in space.

Knowledge of nucleic acid structure is thus a prerequisite for understanding

nonradiative decay pathways. The spatial arrangements of the absorbing moieties

in multichromophoric molecules such as DNA determine the couplings responsible

for decay channels such as energy and electron transfer which are not possible in

single chromophores.

The non-covalent interactions of base stacking and base pairing are responsible

for DNA secondary structure and thus control the separation between coupled bases

and their mutual orientations. However, it must be kept in mind that nucleic acid

structures are constantly fluctuating in aqueous solution at physiological tempera-

ture – a fact which may be forgotten when one considers only the familiar yet static

structures of double helical DNA obtained from X-ray crystallography. Because

most nucleic acid model systems do not populate deeply trapped structures, it is

vital to consider structural heterogeneity and disorder. Most di- and oligonucleo-

tides are characterized by broad distributions of structures, which may be separated

by free energy barriers that are no greater than thermal energy (kBT ). Of course, this
heterogeneity fulfills a biological purpose – DNA’s marginal stability enables
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enzymes and other molecules to interact with, process, and alter DNA at physio-

logical temperatures.

In this section, we emphasize the structural attributes of DNA important for

interpreting photophysical experiments and provide an overview of DNA electronic

structure. Here, “DNA” is shorthand for all nucleic acid model compounds, includ-

ing those with RNA backbones, chosen by experimentalists for ultrafast laser

experiments. The choice of compounds is driven by a reductionist philosophy and

many of the systems (e.g., dinucleotides) are obviously far removed from what a

biologist understands by DNA (or RNA). Nevertheless, even these “simple” model

systems have considerable structural complexity that must be understood to inter-

pret spectroscopic experiments correctly.

3.1 Base Stacking

The nucleobases are planar aromatic molecules which tend to aggregate (self-

associate) in aqueous solution even when they are not covalently linked [42, 43].

This tendency is greatest for the purine bases with their larger hydrophobic sur-

faces, but it is also significant for the pyrimidines. The nucleobases form stacked

dimers that resemble the sandwich geometries adopted by dye molecules that form

H-aggregates [44]. The distinguishing feature of a base stack is that both bases lie in

parallel or nearly parallel planes and are in van der Waals contact. The perpendic-

ular distance between bases is on the order of ~3.4 Å and solvent molecules are

excluded from the region of base-base overlap seen when the stack is viewed along

a direction perpendicular to the base planes (Fig. 2).

The π–π stacking or base stacking geometry is a distinctive feature of DNA

structure and one that accounts for most of the stabilization energy of the double

helix [45]. Bases in single-stranded DNA also stack and this can be detected

through both classical methods such as exciton-coupled circular dichroism

(ECCD) [46–49] and UV melting (hypochromism) [45], as well as through less

well-known techniques such as single-molecule stretching experiments [50, 51],

velocity sedimentation analysis [52], and from the electrophoretic mobility of

gapped duplexes [53].

In contrast to duplex forms, single strands melt non-cooperatively over a broad

temperature range and are not amenable to study by X-ray crystallography. MD

simulation can potentially provide insights into both structure and dynamics in

atomistic detail, but the popular force fields used in these simulations may

overstabilize base-stacked structures [54, 55]. Consequently, there is considerable

uncertainty about both the distribution of structures that a single-stranded oligonu-

cleotide can adopt in aqueous solution and the time scales for structural

interconversion.

The full specification of the geometry of a stack of two bases requires some of

the same coordinates used for stacked base pairs [56]. One of the bases may be
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displaced in a direction parallel to its base plane (a parameter known as slide in

double strands [56]), but the perpendicular distance between the base planes

generally shows little variation for two bases in the electronic ground state and is

similar to the distance of closest approach between two aromatic molecules (3.4 Å
in double-stranded B-DNA). It is also necessary to specify the torsion angle

between a vector lying in the plane of one base, and a second vector in the plane

of the second base. This torsion angle specifies the rotational setting or ‘twist’
between the stacked bases.

Each nucleobase also has distinguishable faces resembling the two sides of a

coin [57], and it is necessary to specify which of the two distinguishable faces of

each nucleobase is oriented toward the other base. This latter information is

generally overlooked because stacking in regular double-stranded DNA is face-

to-back, but face-to-face and back-to-back stacking motifs are possible in aggre-

gates and in model single strands with flexible, modified linkers [58]. Unfortunately,

Stacked AT 

base pairs 

3’

5’

3’

5’

Side view  Top view  

5’

3’
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Fig. 2 Top: Structure of dApdA showing the face-to-back stacking motif found in the B-DNA

helix. The 50 base is shown in dark blue, and the 30 base is shown in light blue. The top view at right
shows that the bases form a right-handed helix (the 50 base is on top) and illustrates the region of

base-base overlap. Bottom: Stacked adenine and thymine base pairs with hydrogen bonds shown

by dashed lines. Structures are illustrative and were drawn using the ACD/ChemSketch software
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the nomenclature used in the literature is frequently ambiguous or contradictory and

careful inspection is needed to determine the actual structure. For example, refer-

ences to face-to-face motifs in [59] are more properly described as face-to-back

stacks with a fully eclipsed geometry (twist angle of 0�).
Calculations of intrinsic (gas-phase) stacking energies have considered mostly

face-to-back stacks (the stacking motif found in duplex DNA) and investigators

have often ignored the possibility of face-to-face stacks [60]. For example, Florián

et al. in their study of nucleobase dimers only performed calculations for face-to-

back dimers, and assumed that face-to-face dimers are less stable [61]. This may be

incorrect for systems with modified linkers or no linkers (aggregates). In fact, a

face-to-face dimer is predicted to be the global minimum energy structure for a

uracil–uracil stack [60]. It is important to search for both face-to-back and face-to-

face stacks and careful selection of the base stacking coordinate may help achieve

this goal [62].

Base stacks in B-DNA have a right-handed twist angle (Fig. 2), but this is by no

means the only possible conformation. In the gas phase, an antiparallel alignment of

the permanent dipole moments of each base minimizes dipole–dipole repulsion, but

in solution a parallel alignment is preferred in order to maximize the solvation

energy, which varies as the square of the total dipole moment in the Onsager model

[60, 61]. Overall, the electrostatic energy of two stacked bases in the gas phase is

acutely sensitive to the twist angle, but solvent screening greatly reduces this

sensitivity [61, 63, 64]. Calculations indicate that the interaction energy of two

stacked bases in aqueous solution depends only very weakly on the twist angle

between the bases as long as there is at least some overlap between their π
faces [61].

Differences in stacking free energies between the gas phase and aqueous solu-

tion are a reminder that water is critically important for stabilizing base stacks. At

the low concentrations (several mM) used in most ultrafast laser experiments,

nucleobase monomers will aggregate or self-associate in stacks of two or more

bases instead of forming hydrogen bonds with each other [65, 66]. Self-association

by hydrogen bonding does occur for the guanosine mononucleotide, but only

becomes important at high concentrations above 100 mM [67]. In solvent-free

(gas-phase) conditions, or in low polarity solvents [68–71], bases preferentially

form base pairs. In the gas phase, two adenine molecules form a hydrogen-bonded

base pair [16, 72], but blocking hydrogen-bonding sites by methylation leads to

base stacks [72, 73]. Interestingly, clustering with only a few water molecules is

sufficient to transform the A–A base pair into a stack [16]. Hydrogen bonding

between ribose groups of nucleosides in the gas phase may also favor stacking [73].

In the end, base stacking in solution results from a delicate balance of forces

between the intrinsic or in vacuo stacking energy and hydrophobic interactions [61,
64, 74]. The interaction is enthalpy driven, yet hydrophobic [75]. Stacking is

exothermic (ΔH< 0) but entropically disfavored (ΔS< 0) such that stacked struc-

tures are preferred at low temperature, but bases unstack as the temperature is

raised. Traditionally, NMR, CD, and UV hypochromism have been used to quantify

the fraction of stacked bases in dinucleotides by fitting temperature-dependent
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measurements to a two-state model in which the two bases are either stacked or

unstacked [76–78].

These experiments reveal that base-stacked structures of dinucleotides are only

weakly stabilized near room temperature. For example, stacks formed by two

adenines, the canonical base with the greatest propensity for stacking [79], are

stabilized by a ΔG of only about �0.9 kcal mol�1. For dApdA, the fraction of

stacked dinucleotides at 25�C is approximately 80% (reviewed in [58]). The

weakness of this interaction means that a distribution of stacked conformers exists

in aqueous solution. Although the backbone probably influences the kinds of

stacked geometries that are preferred, it does not appear to influence significantly

the stability of DNA base stacks.

3.2 Base Pairing

Base pairing is the association of two nucleobases by hydrogen bonding. The

familiar Watson–Crick (WC) base pairs found in double-stranded DNA are sized

such that the distance between the C10 atoms of sugars on opposite strands is the

same for A·T and G·C base pairs [80]. This enables any sequence of base pairs to fit

into the double helix structure without distortion. Non-WC base pairing motifs are

also important, particularly in RNA. Two non-WC motifs, important in model

systems which have been the subject of photophysical investigations [81–86], are

shown in Fig. 3.

Although it is straightforward to study single-stranded model compounds

containing only stacked bases, no model system has been found which allows

single base pairs to form in water, although they can be investigated in

non-aqueous solvents (see Sect. 5.1). Instead, base stacking appears to be the

inevitable companion of base pairing in aqueous solution. As discussed in

Sect. 5, the simultaneous presence of base stacking and base pairing interactions

in aqueous solution has made it difficult to isolate effects on photophysics from

interbase hydrogen bonds. One effect which has come into focus recently is VC

following ultrafast IC. In a base pair, hydrogen bonds to one or more solvent

molecules are replaced by hydrogen bonds which join functional groups on the

two bases. Base pairing thus reduces the number of hydrogen bonds that can be

formed with water molecules. As discussed in Sect. 5.2.1, this can retard the rate of

VC by slowing intermolecular vibrational energy transfer from the UV-excited

chromophore to the surrounding water molecules.

3.3 Structural Complexity and Disorder

Complexity and disorder are two other traits of nucleic acids in room-temperature

aqueous solution. A given base in a natural DNA or RNA strand is generally flanked
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by any one of four bases. The presence of minor bases such as 5-methylcytosine and

5-hydroxycytosine in DNA or any of the RNA minor bases further increases the

number of possible nearest-neighbor bases. The consequences of this complexity

for excited-state dynamics [87] can be explored, at least in principle, by performing

(a possibly large number of) experiments on DNA oligonucleotides of appropriate

sequence. More insidious is the conformational complexity which results in large

numbers of structures of comparable free energy in solution – structures which may

be poorly understood.

Conformational heterogeneity is manifest in different ways. In dinucleotides,

stacked and unstacked bases can co-exist in equilibrium, but the stacked structures

may be characterized by broad distributions of structures in which the twist angle

and the stacking motif (face-to-face, face-to-back, etc.) are variables. In single

strands, a wide variety of experimental techniques provide clear evidence that bases

in single-stranded DNA and RNA sequences can stack with nearest neighbors

[51, 88–90]. The question arises whether stacking by two bases affects the proba-

bility that a third base will stack on either end. Experimental consensus is that base

stacking is mostly non-cooperative in single strands [91]. The lack of cooperativity

is responsible for the broad UV melting curves observed for DNA single strands.

An important consequence of non-cooperative base stacking is that the average

length of stacked domains in a single-stranded oligonucleotide such as (dA)n can be

quite short, even though the majority of bases are stacked with neighbors

Fig. 3 Example non-WC

base paired motifs found in

DNA model systems that

have been studied by

ultrafast laser spectroscopy

[81–86]. Top: Hemi-

protonated CC base pair in

which two cytosines share a

single proton. Bottom: The
G-quadruplex motif in

which four guanines self-

assemble around a central

metal ion. Dashed lines
indicate hydrogen bonds
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[9, 91]. Consequently, the room-temperature structure of an oligonucleotide such as

(dA)n in aqueous solution is thought to be similar to that of a rod–coil multiblock

copolymer made of many short helical domains [51, 91, 92]. In Sect. 4.2.2 we argue

that this stacking disorder, and not exciton delocalization, is responsible for the

systematic variation in the amplitudes of fs-TA signals.

Base pairing can introduce further structural disorder. For example, base pairs

near the terminus of a DNA strand open more readily than interior base pairs, an

effect known as end fraying (see structure 1 in Fig. 12). Based on the rate of

exchange of imino protons measured in NMR experiments, Guéron and coworkers

concluded that the dissociation constant describing base pair opening of the termi-

nal AT base pair in a self-complementary DNA octamer is 0.6 at 0�C [93]. This is

higher by a factor of 40 than for a terminal GC base pair, which has three hydrogen

bonds vs the two found in the AT base pair. A second kind of disorder concerns the

ensemble of double-stranded structures which may be present in aqueous solution.

The repetitive base sequences found in the AT-rich systems such as (dA)18 · (dT)18
and the alternating duplex (dAdT)9 · (dAdT)9 which have been favorite systems for

ultrafast laser investigations have relatively low melting temperatures and can

undergo strand slippage (structure 2 in Fig. 12).

Complexity is also present in the form of structures that may not be anticipated

from the secondary-structure elements found in regular B-DNA. For example, G-

and C-rich sequences can spontaneously fold into G-quadruplex [94] and i-motif

[95, 96] structures, respectively. The non-canonical base pairs that occur in these

structures are shown in Fig. 3. Excited-state dynamics in novel DNA structures

such as these will not be discussed here, but can be read about elsewhere [81–86].

Knowledge of the many ways that DNA can self-assemble into higher-order

structures is clearly needed to interpret spectroscopic experiments correctly,

which putatively investigate ‘standard’ single and double strands. For example,

(dG)n sequences cannot be used to study G-on-G stacking in single strands because

they will form G quadruplex structures in room-temperature aqueous solution [97].

3.4 Electronic Structure

Having introduced some basic structural characteristics of nucleic acids, we end

this section with an overview of the types of excited electronic states found in DNA.

In a multichromophoric molecule such as DNA, the singlet ππ* and nπ* states of

single bases can interact to form new, delocalized excitations that span two or more

bases. The electronic coupling which gives rise to these new states is sensitive to

interbase separation and orientation. For this reason, spatial structure profoundly

influences electronic structure in DNA.

Delocalized excitations can be approximately categorized as Frenkel excitons or

charge transfer (CT) states, but mixing between these limiting cases is also possible

[98, 99]. The former are neutral excited states which result from excitation reso-

nance between degenerate or nearly degenerate transitions located on two or more
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bases. When the coupled chromophores are separated by more than about 6 Å,
relatively long-range electrostatic coupling between transition dipole moments of

energetically similar transitions gives rise to Frenkel excitons [100–102]. At shorter

intermolecular distances, there are major contributions to the electronic coupling

from orbital-orbital overlap, and excimer (exciplex) states can be formed [103].

Although exciton is a general term frequently used to denote any excited state in
a multichromophoric system, we will use exciton hereafter as a synonym for

‘Frenkel exciton,’ following common usage in the field. It should be kept in mind

that ‘excimer’ (¼excited dimer) and ‘exciplex’ (¼excited complex) are similarly

generic terms which in principal apply to any excited state of two chromophores

with significant orbital-orbital overlap. Such states exist on a continuum running

from contact ion pairs generated by the transfer of a full electron between molecules

to states with strong mixing from locally excited or excitonic states [104]. Strong

and short-range interactions can also lead to covalent bond formation in the excited

state in both excimers and exciplexes [59, 105–108]. Clearly, anyone hoping for a

completely unambiguous specification of the character of an excited state involving

two chromophores will be disappointed by these terms. We will use excimer and

exciplex hereafter, as they are used widely in the literature, but we shall also

supplement them with terms such as ‘ion pair state,’ ‘CT state,’ and ‘bonded
excimer,’ as appropriate, to provide additional description about an excimer state

when this information is available either from experiment or calculations.

A full understanding of excited-state dynamics in DNA requires knowledge of

the nature, spatial extent, lifetimes, and yields of excited states created by UV

radiation. Of interest are the states reached in absorption and excited states not

populated initially, but which are decay intermediates. Sections 4 and 5 explore

these ‘intermediate’ excited states in detail. Here, we summarize briefly what is

known about the excited states populated by UV absorption. Theory indicates that

excitons in assemblies of bases can be delocalized over as many as two to three

bases [40, 109]. They constitute a dense band of states which are affected by

conformational disorder and homogeneous broadening, and which can vary widely

in oscillator strength [110, 111] The strong absorption by DNA strands at UVB and

especially UVC wavelengths arises overwhelmingly from bright excitonic states

with little contribution from CT states on account of the low oscillator strength of

the latter states [112]. Markovitsi and coworkers have argued that the very weak tail

absorption by DNA oligonucleotides in the UVA spectral region is caused by direct

excitation of weak CT states [17, 113]. At wavelengths longer than 320 nm, the

molar absorption coefficient per base is typically not much greater than

10 M�1 cm�1. Even though the CT states lie above the lowest energy excitons at

the ground state geometry (see Sect. 4.1.5), greater inhomogeneous broadening is

proposed to make them the only absorbers above 320 nm. Motivated by interest in

UVA photochemistry by DNA, a few studies have appeared on the UVA spectros-

copy of DNA [17, 113], but our focus in the remaining sections will be on

experiments performed with UVB/UVC excitation. For such studies, the initial

excited states are excitons.
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4 Excited-State Dynamics in Single Strands

In this section, we consider excited states in single strands of DNA in which the

nucleobases stack with one another, but lack interbase hydrogen bonds. Strikingly,

a substantial fraction of excited states formed in single strands relax orders of

magnitude more slowly than those of single bases (Fig. 4). These states, which

appear in model compounds with two or more π-stacked bases, are referred to as

long-lived excited states [1, 4, 13, 22, 23, 27, 87, 114–123] to contrast them with the

subpicosecond excited states of the nucleobase monomers. Prominent long-lived

signal components, with lifetimes of between a few and several hundred picosec-

onds, are seen in GSA and ESA signals recorded in fs-TA experiments, as discussed

below. Even longer-lived states have been observed, especially using the sensitive

TCSPC technique, although the quantum efficiency for reaching these states

appears to be very low at UVB and UVC wavelengths. Confusingly, “long-lived”

tends to mean “10–200 ps” in the literature describing fs-TA experiments (e.g., in

[9]), while it generally means “>1 ns” in papers discussing fluorescence decay

curves measured with the TCSPC technique (e.g., in [124]). The difference arises

from the longest time scales that can be readily probed by the respective techniques.

Consequently, comparisons should be made cautiously.

Long-lived excited states were first seen in fs-TA measurements on the single-

stranded homopolymers poly(A) and poly(dA) [27]. This study showed that raising

the temperature reduces the magnitude of the long-lived signal component

(τ ~154 ps). The attenuation of the long-lived signal at high temperature was

interpreted to mean that these states are formed in base stacks because base stacking

is progressively disrupted at elevated temperature [125, 126].

Later experiments showed that essentially identical long-time signals are

observed in the dinucleotide ApA and in the much longer homopolymer poly

(A) [6], suggesting that the long-lived excited states have a spatial extent of no

more than two bases. Dinucleotides (i.e., dinucleoside monophosphate compounds

in which just two bases are joined by a phosphodiester linkage; see structure of

dApdA in Fig. 4) are minimal-length single strands, which have taken on great

importance in studies of DNA excited states. For this reason, we begin by

discussing the excited-state dynamics of dinucleotides in detail, along with perti-

nent electronic structure calculations, before discussing excitations in single strands

with more than two bases.

4.1 Dinucleotides

4.1.1 Long-Lived Excited States Form Only in Base Stacks

Compelling evidence that long-lived excited states are only formed when two bases

are in van der Waals contact comes from experiments showing that these states
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disappear when base stacking is eliminated. At low pH, each residue in dApdA is

protonated and Coulombic repulsion completely disrupts stacking [127–129]. GSB

recovery signals (pump 265 nm/probe 250 nm) show no long-lived signal for this

fully unstacked structure, whereas a long-lived component with a decay time

constant of ~200 ps is seen at neutral pH (Fig. 5) [9]. Protonation does not inhibit

ultrafast IC, as evidenced by the identical GSB signals at pH 2 and pH 7 for

dAMP [9].

Notably, long-lived excited states are still observed at low pH in poly(A) [27]

and poly(dC) [81], conditions under which the polymers adopt higher-order struc-

tures which retain base stacking. This suggests that it is not protonation of the

nucleobases per se that quenches long-lived excited states, but rather the loss of

base stacking. This conclusion is underscored by the observation that high concen-

trations of methanol, a known denaturant, also causes unstacking and eliminates the

long-lived excited states seen in fs-TA experiments on AA nucleobase dimers (see

Sect. 4.1.6) [58].

4.1.2 Long-Lived Excited States Are Assigned to Excimers

The prominent decay components seen in fs-TA signals of (dA)18 in aqueous

solution were assigned by Crespo-Hernández et al. [13] to intrastrand excimers.

Later experiments [6, 9] detected identical signals from dinucleotides and longer

oligomers made of adenine (see Sect. 4.2.1), providing strong evidence that the

long-lived excited states are indeed localized on just two nucleobases, as required

for an excimer (¼excited dimer). Time-resolved fluorescence experiments detected

similar decay components in emission, both in dinucleotides [122, 130] and in

longer single strands [23]. This emission is significantly red-shifted compared to

that from the constituent monomers, and this observation is again consistent with
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Fig. 4 fs-TA signals (266 nm pump/250 nm probe) in aqueous buffer solution: dAMP in black
and dApdA in red
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excimer formation. The finding from ultrafast laser experiments that excimers are

important excited states in DNA model compounds at room temperature supports

the assignment made in the 1960s of red-shifted emission seen from dinucleotides

and longer DNA strands in rigid glasses at cryogenic temperatures to excimer

states [131].

Alternative assignments for the long-lived excited states have been discussed

[116, 132–134]. Several workers proposed that the ultrafast IC observed in the

nucleobase monomers could be impeded in π-stacked systems because of steric

hindrance of the out-of-plane vibrational modes that facilitate IC [116, 133–

135]. However, the steric explanation is hard to reconcile with the sequence-

dependent lifetimes observed in dinucleotides [6]. Presently, there is growing

experimental and theoretical consensus that excited states seen in single DNA

strands which decay with time constants of tens to hundreds of picoseconds are

excimers [13, 23, 59, 108, 121, 122]. Evidence that these excimers have a high

degree of CT character is discussed next.

4.1.3 DNA Excimers and Interbase Charge Transfer

Takaya et al. [6] reported that excimer decay rates measured by fs-TA spectroscopy

in a series of RNA dinucleotides increase as the estimated energy of the radical ion

pair generated by interbase electron transfer decreases. This correlation suggested

that UV excitation of a stack of neutral bases produces CT states which decay by

charge recombination at rates that decrease with increasing thermodynamic driving

force (Marcus-inverted behavior) [6].

Very recently, direct evidence has been obtained by fs-TRIR spectroscopy that

some DNA excimers exhibit the vibrational spectral features expected of radical ion

pairs generated by interbase electron transfer [123, 136, 137]. By probing the
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double-bond stretching region after photoexcitation of the dinucleotide dApdT,

Doorley et al. [123] observed a 75-ps component with excited-state absorption

features between 1,500 and 1,600 cm�1. By comparing the calculated shift of the

C¼O stretching modes of the neutral thymine molecule and the thymine radical

anion, the authors argued that this relatively broad feature can be assigned to the

thymine radical anion formed by electron transfer from A to T.

Bucher et al. [136] observed slow decay components in fs-TRIR signals from di-

and oligonucleotides containing 5-methylcytosine. The long-lived excited states

have lifetimes of 20–300 ps and are formed in 20–40% yield. These components are

furthermore absent in equimolar mixtures of the corresponding monomers. The

authors assigned their mid-IR ESA bands to radical cations and anions generated by

photoinduced charge separation. These assignments were supported by transient IR

difference spectra of authentic radical cations of guanine and 5-methylcytosine

generated by two-photon ionization. Additionally, ab initio calculations identified

vibrational marker bands of the radical anions. Bucher et al. concluded that CT

states formed in single strands containing more than two bases can delocalize across

multiple stacked bases. This fascinating proposal will be discussed further in

Sect. 4.2.2.

Finally, Zhang et al. [137] used fs-TRIR spectroscopy to study the dinucleotide

d(OA) (structure shown in Fig. 6), where O stands for the modified nucleobase,

8-oxo-7,8-dihydro-20-deoxyguanosine (8-oxo-dGuo, or O in sequences). The TRIR

spectra of d(OA) at various delay times are shown in Fig. 6a. The difference spectra

recorded between 30� t� 300 ps match the theoretical difference spectrum calcu-

lated for an ion pair consisting of an 8-oxo-dGuo radical cation and an adenine

radical anion (Fig. 6b). This is a clear demonstration that an electron is transferred

from the 8-oxo-dGuo residue to A, producing an exciplex best described as a strong

CT state or even a contact radical ion pair. The quantum yield of forming the CT

state is high and equal to 40% at 265 nm, but decreases to 10% at 295 nm, a

wavelength which selectively excites 8-oxo-dGuo [137].

The potentially reactive radical ions formed in d(OA) decay to the ground state

of the dinucleotide by charge recombination with a time constant of 60 ps. Ultrafast

ET between π-stacked bases possibly explains how 8-oxo-dGuo can contribute to

the reductive repair of thymine dimers in DNA [138] despite its ultrashort monomer

lifetime [139]. The requirement that the bases must be stacked at the instant of

photon absorption in order to form a radical ion pair also explains why a photoex-

cited purine base (A or G) cannot repair a flanking CPD when the bases are

unstacked [140].

In summary, transient IR difference spectra providing direct evidence of

interbase electron transfer have been measured recently in three laboratories for

dinucleotides [123, 136, 137] and longer single strands [136]. It was assumed in

each study that a full electron is transferred between π-stacked bases, but the

question of whether an excimer with a reduced degree of CT character would

have similar vibrational frequencies as a contact radical ion pair has not been

explored. Also, although a crude estimate using aqueous reduction potentials

suggests that ion pairs can be formed for any dimer made of the canonical
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nucleobases [137], it is unknown whether full electron transfer occurs in homo-

dimers such as (dA)2, or whether these form excimers with a reduced degree of CT

character. Calculations discussed in Sect. 4.1.5 have predicted the existence of both

types of excimers in AA stacks.

4.1.4 Initial Excitons Decay to Excimers

An important observation from fs-TA and TRIR experiments is that a large fraction

of all initial excited states decay to excimers [9, 13, 136, 137]. An analysis of GSB

signals recorded with 266-nm pump pulses found that ~30% of all excited states in

(dA)2 in room-temperature aqueous solution decay to excimers [9]. Bucher

et al. [136] concluded that 25% of excited states in the dinucleotide d(5mCA),

Fig. 6 (a) fs-TRIR spectra of d(OA) at selected pump-probe delay times (1 ps–1 ns) following

265 nm excitation. The Inverted FTIR spectrum and mode assignments are included for conve-

nience. (b) The experimental difference spectrum at 60 ps (purple line), compared with the

difference spectrum calculated as (O•+ +A• ¯) – (O +A) (gold line). The DFT calculations were

performed at the PCM/PBE0/6-31 +G(d,p) level of theory and using the harmonic approximation

for the monomeric species with 20-deoxyribose and five explicit D2O molecules included. The

structures of d(OA), O•+ and A• ¯ are also shown. Figure adapted from [137]
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where 5mC is 5-methylcytosine, decay to excimers. Considering that unstacked

conformations cannot form excimers (Sect. 4.1.1), the probability of excimer/

exciplex formation is even higher for excitations in base stacks.

The observation of high excimer yields has important implications regarding

their nature. If the excimers were as bright in emission as the 1ππ* states of the

mononucleotides, then the high yields and long lifetimes of the excimers would

cause the fluorescence quantum yields of the dinucleotides to increase by orders of

magnitude, but this is not observed. For example, the AA excimer, which may be

one of the brightest of DNA excimers, causes the fluorescence quantum yield of

(dA)20 (ϕf¼ 6� 10�4 [17]) to increase by just an order of magnitude compared to

dAMP (ϕf¼ 6.8� 10�5 [141]), even though the oligomer lifetime is ~1,000 times

longer. This comparison and the very weak nature of the long-time emission [23,

122, 130] – a circumstance that made it difficult to even detect long-lived excited

states by the fs-FU technique at first (see discussion in [4]) – indicates that the long-

lived excited states are comparatively dark, and have lower radiative transition rates

than the bright ππ* states of the monomers. This is fully consistent with the strong

CT character described in the previous section. It is important to note that the

excimer states are not completely dark, as decay components are observed in time-

resolved fluorescence experiments closely matching those found in fs-TA experi-

ments in dinucleotides [122, 130] and longer single strands [23].

A variety of experiments suggest that excimers or CT states are populated in less

than 1 ps from the initial excitons [6, 13]. For example, Zhang et al. [137] observed

that the CT state yield in d(OA) is four times higher at 265 nm than at 295 nm. This

suggests that there is greater coupling between the initial excitonic state and the CT

state at 265 nm and ultrafast transfer from the former to the latter. In addition, the

excimers emit at wavelengths to the red of the base monomers, but rising emission

signals have not been observed at these longer wavelengths (or at any emission

wavelength) in fs-FU experiments [122, 130]. The paradigm in which excitons

decay on an ultrafast time scale to excimer or CT states is also supported by

computational studies [108, 142]. For example, quantum dynamical calculations

predict that IC from excitonic to CT states can occur in less than 100 fs in adenine

single strands containing between two and ten bases [143].

4.1.5 Computational Predictions and Multiple Excimers

The principal findings from calculations of excited states of π-stacked nucleobase

dimers are briefly reviewed in this section, focusing on the A–A dimer, the most

studied system and one of special relevance to fs-TA experiments on single strands.

These calculations provide insight into the exciton-to-excimer decay mechanism

introduced above. Considerable computational effort has been devoted to locating

the vertical energies of CT states within the manifold of excited states, and here we

present a small number of conclusions from only a few representative studies.

Accurate ab initio prediction of excited state energies is enormously challenging

because of the large number of atoms and the desire to include realistic solvation
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models. System size frequently makes it prohibitively expensive to use higher

levels of theory. Because of their efficiency, DFT calculations are popular, but

this method can predict spuriously low energies for CT states [144] unless suitable

long-range corrected functionals are used [145, 146].

TD-DFT studies of the π-stacked adenine dimer by Lange and Herbert using

long-range corrected functionals [147], of stacked adenine–guanine systems by

Santoro et al. [117], and a study of adenine multimers with the ribose-phosphate

backbone included by Improta and Barone [108] predict that the CT states lie within

about 0.3 eV of the bright excitonic states at the geometry of the electronic ground

state. These TD-DFT results are roughly in line with ab initio CASPT2 calculations

performed on the π-stacked adenine dimer, which predict that the CT states are 0.1–

0.3 eV above the lowest lying excitonic state [59]. Plasser and Lischka computed

the excited-state properties of a stacked adenine dimer using the RI-ADC(2)

method [120]. These supermolecule ab initio calculations, which treat CT and

excitonic states on an equal footing, revealed that CT states lie 0.6–0.8 eV above

the bright excitonic states. Accurate equation of motion coupled-cluster calcula-

tions have since narrowed the gap somewhat between the bright ππ* states and the

lowest CT state [148].

Although the CT excited state for AA lies vertically above the lowest energy

excitons, what counts is whether there is an accessible pathway leading from the

Franck–Condon region to the CT state. Computational studies which performed

excited-state geometry optimization confirm that such paths exist [107, 108].

A recent quantum dynamical investigation furthermore suggests that this intercon-

version can occur on an ultrafast time scale [143]. In summary, a growing number

of computational studies support the concept that decay of single strand excitons to

excimers is energetically feasible and occurs on an ultrafast time scale.

An important contribution from theory is the location of more than one type of

excimer minimum on the potential energy hypersurface of AA stacks [59, 108,

121]. The suggestion that two excimers are formed in UV-excited (dA)20 was

originally made by Kwok et al. [23]. Ab initio calculations of excited states of

stacked adenine dimers identified a neutral excimer with an eclipsed geometry

(twist angle of 0�), which is characterized by short C4–C40 and C5–C50 distances
[59, 108]. Plasser and Lischka [120] also describe a geometry-optimized excimer

state (termed an exciplex state in [120]) with a very short distance of 2.00 Å
between the C6 atoms of each adenine. The resulting strong orbital interaction

between the two adenines yields an excited state very different compared to the

Franck–Condon state and it has character intermediate between a Frenkel exciton

and a charge resonance state [120]. It will be important to see whether these

predictions for adenine dimers extend to dinucleotides containing two different

bases.

Large-scale backbone motions are required to bring two bases in B-form DNA

into an eclipsed conformation. For this reason, it may be impossible to reach a fully

eclipsed conformation in actual di- and oligonucleotides because of backbone

constraints, and excimers having larger twist angles have been predicted
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[108, 121]. Banyasz et al. [121] suggested that two different excimers can explain

the trends in steady-state and time-resolved fluorescence spectra from adenine

homo-oligonucleotides. In particular, they argued from their TCSPC experiments

on (dA)20 that the subnanosecond emission (λem ~360 nm) should be assigned to the

“neutral excimer” (a bonded excimer), while nanosecond time scale and longer

wavelength emission arises from an AA CT state which, in its energy-minimized

geometry, has a stacking distance similar to that in the electronic ground state of

the oligomer [121].

To support their assignment, Banyasz et al. [121] pointed out that the emission

band at 360 nm seen for (dA)20 is missing in the fluorescence spectrum of the

(dA)20�(dT)20 duplex. They proposed that the neutral excimer responsible for the

subnanosecond emission decay in (dA)20 is unable to form in duplex (dA)20�(dT)20
because base pairing prevents the required torsional motions [121]. This explains

the absence of any significant picosecond time scale emission from AT

homoduplexes as reported in [40, 149], but this model leaves unresolved the nature

of the excited states seen in fs-TA experiments for (dA)18�(dT)18 and related homo-

duplexes that decay with a lifetime of ~70 ps (see Sect. 5.2.1).

Temps and coworkers [130] invoked the fully eclipsed excimer geometry cal-

culated by Olaso-González et al. [59] to interpret the ~5 and ~280 ps decay

components observed in their fs-FU experiments on the dinucleotide d(pApA).

They proposed that an initial excimer is formed with a twist angle of ~36� between
the bases (corresponding to the initial geometry in the B-DNA helix), which decays

in 5 ps to a more stable, eclipsed (twist¼ 0�) excimer. They assigned the 280-ps

lifetime to the latter species. A similar model was discussed in a later study of

d(ApG) [122]. In that study, a ~6-ps component was again observed at red-shifted

wavelengths in the fluorescence signal. Its absence in a GSB recovery measurement

is consistent with a model in which less stable excimers decay to more stable ones

as bases undergo large amplitude motions.

However, proof is lacking that the minimum energy excimer or exciplex actually

corresponds to a structure with zero twist. In addition, it has not been demonstrated

that the requisite large-amplitude twisting motions can actually be completed on a

5–6 ps time scale. After all, reorientational diffusion of a single adenosine molecule

occurs more slowly. An alternative explanation is that the energy of the emitting

excimer state is progressively lowered by changes in the environment. This possi-

bility is suggested by spectral changes seen in the emission spectrum of (dA)20
[130] which could be described as a continuous red shifting on the few picosecond

time scale. Although solvation dynamics in neat water are largely complete in less

than 1 ps [150], significantly slower solvation times have been reported for chro-

mophores embedded in DNA [151, 152].

4.1.6 Excimer Lifetimes and Stacking Geometry

Several diadenosine compounds (Fig. 7) were studied by fs-TA and steady-state

(UV/vis, CD) spectroscopy in order to explore the effects of (1) temperature,
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(2) solvent composition, and (3) the nature of the covalent linker joining the

nucleobases on excited-state dynamics [58]. Dimers of (20-deoxy)adenosine were

chosen because of adenine’s high stacking propensity in aqueous solution [43, 153,
154]. A pronounced long-lived component is observed in all three

20-deoxyadenosine dimers which is not seen in the pump-probe signal of the

monomer dAMP (Fig. 7a). This signal component vanishes completely in

80 vol% methanol/20 vol% water (Fig. 7c). Methanol was used in this study as a

denaturing co-solvent to disrupt π–π stacking of the adenine moieties. The exciton-

coupled circular dichroism (ECCD) spectra indicate that the 20-deoxyadenosine
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units remain stacked most of the time in aqueous solution (Fig. 7b), while few, if

any, stacked structures are present in aqueous methanol (Fig. 7d).

When two 20-deoxyadenosines are separated by an abasic site (dApTHFpdA and

dApC3pdA in Fig. 7), the bases stack just as readily as when they are nearest

neighbors, yet these compounds show no ECCD signals (Fig. 7b). Low barriers to

helix inversion for diadenosines joined by longer linkers may produce a racemic

ensemble in which left- and right-handed helical conformations are in dynamic

equilibrium [58]. These results caution that a CD spectrum resembling that of a

monomer (i.e., one that lacks excitonic interactions) is not a foolproof indicator of

unstacked conformations [58].

Even though the bases in dApdA adopt an extended conformation in 80%

methanol, as indicated by the lack of a long-lived component in the fs-TA signal

(Fig. 7c), the ECCD signal is not fully eliminated (Fig. 7d). This indicates that an

ECCD signal does not always imply base stacking. In their computational study of

ECCD by the RNA dinucleotide ApA, Johnson et al. [155] identified a conforma-

tion with perpendicularly oriented base planes for which the calculated CD signal

was only 20% as intense, but otherwise had the same spectral shape as the

calculated CD spectrum of a co-facially stacked conformer with B-DNA geometry.

An open conformation with intervening solvent molecules can thus lack the orbital-

orbital overlap necessary for excimer formation, but still yield an ECCD spectrum,

perhaps because the short phosphodiester linker constrains the two bases in dApdA

to adopt unstacked conformations that are predominantly chiral.

The absence of base stacking in aqueous methanol is a reminder that hydropho-

bic interactions are critically important for stabilizing base stacks [154, 156]. In

most nonaqueous solvents, dinucleotides adopt unfolded conformations in which

the bases have no overlap between their π orbitals and are separated by solvent

molecules. Interestingly, extended, unstacked conformations were not observed in a

molecular dynamics (MD) simulation of ApA in methanol [157]. This discrepancy

with experiment adds to evidence that the empirical force fields used in MD

simulations overstabilize base stacking in single-stranded systems [54, 55, 158].

High concentrations of methanol disrupt base stacking more effectively than

high temperature conditions (Fig. 8). Increasing the percentage of methanol causes

the signature of the excimer state in the fs-TA signals from dApdA to decrease in

amplitude, and eventually disappear above 50% methanol concentration (Fig. 8b).

Increasing temperature in aqueous solution also leads to attenuation of the slow

decay component, but the fs-TA signal recorded at the highest temperature still

exhibits a long-lived decay (Fig. 8a). The detection of excimers in dApdA at 75�C
confirms that there is still substantial AA base stacking at high temperature. Earlier,

Davis and Tinoco concluded from NMR measurements that the two bases in ApA

remain close to each other with no solvent molecules in between most of the time,

even at 90�C [159].

Two 50,50-linked diadenosine oligophosphates P1,P4-di(adenosine-50)
tetraphosphate (Ap4A) and P1,P5-di(adenosine-50)pentaphosphate (Ap5A) were

also studied by fs-TA and CD (Fig. 9). Previous studies suggested that these

compounds adopt non-face-to-back stacking motifs [160, 161]. The long-
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wavelength couplet seen in the ECCD spectra of Ap4A and Ap5A (Fig. 9b) is

opposite in sign to the one seen in dApdA (Fig. 7b). This and other characteristics of

the CD spectra are best explained by a face-to-face stacking motif. Interestingly, the

fs-TA GSB signals (266 nm/250 nm) for these two dimers reveal that excimers are

formed which have lifetimes similar to those seen in the 20-deoxyadenosine dimers.

The main messages of the work described in [58] is that AA stacks form readily

in substrates having very different backbones and excimers form in high yields in

these stacks, despite the different distributions of ground-state conformations. The

disappearance of long-lived fs-TA signals under conditions that still produce ECCD

signals is evidence that the interactions between bases leading to excimer states are

short-ranged [58]. The steep distance dependence that characterizes excimer for-

mation is furthermore consistent with interbase electron transfer (see Sect. 4.1.3). It

is well known that electron transfer rates decrease exponentially with donor–

acceptor distance [162]. Excimer formation thus requires π�π stacking between

nucleobases because this organization positions an electron donor and acceptor

base close enough to make electron transfer competitive with the very high rate

(~1013 s�1) of IC observed in base monomers.

The very different ECCD spectra in Figs. 7 and 9 indicate that twist angles and

stacking motifs (face-to-back, face-to-face, etc.) differ in these five adenine dimers

with their different linkers. In spite of this variation, excimers are formed in all,
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which decay with remarkably similar, if not identical, lifetimes [58]. This could be

because motions needed to reach a lowest energy excimer are largely complete in

~10 ps, the earliest time at which the AA excimer can be observed without

interference from hot-ground state absorption following ultrafast IC by shorter-

lived excited states [58].

It is, however, important to note that face-to-face (AA dimers in Fig. 9) and face-

to-back stacks (AA dimers in Fig. 7) cannot achieve identical geometries without

flipping over one of the bases, a motion thought to occur on subnanosecond time

scales. This could indicate that the excimer state formed in high yield is not a

neutral or bonded excimer [59, 107, 108, 163, 164], the energy and lifetime of

which might be expected to depend sensitively on geometry. Instead, an excimer

which is essentially a contact radical ion pair similar to those observed in d(OA) and

other base heterodimers (Sect. 4.1.2) may be responsible. The energy of such an

excimer could depend more weakly on twist angle and stacking motif.
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4.2 Single-Stranded Oligonucleotides

An important observation from ultrafast laser experiments is that long-lived states

are ubiquitous in DNA single strands, regardless of length. Comparison of dinu-

cleotide signals with those from longer oligomers provides insight into the nature of

the excited states and can be used to draw conclusions about excited-state

localization.

4.2.1 Excimer Dynamics in Oligonucleotides

Experimental results from many laboratories have detected excimers in DNA

oligonucleotides containing more than two bases. Experiments performed using

the fs-TA technique on (dA)18 [27], poly(A), and poly(dA) [13] all revealed a slow

decay component of between 100 and 200 ps. Buchvarov et al. [132] observed long-

lived excited states in a series of single-stranded homo-adenine oligomers in fs-TA

experiments. Su et al. [9] also investigated variable-length dA homo-

oligonucleotides using the UV pump/UV probe fs-TA technique. Their measured

GSB signals (Fig. 10) show that long-lived excimers are formed in all oligonucle-

otides, regardless of length. Earlier, Takaya et al. [6] had observed that the RNA

dinucleotide ApA and its corresponding homopolymer poly(A) have identical long-

time signals in GSB experiments. The constancy of the long lifetime on going from

(dA)2 to (dA)18 strongly suggests that the excitations probed in all strands are

delocalized over no more than two π-stacked neighbors, consistent with excimer

formation.

Time-resolved fluorescence experiments provide a slightly different perspective

on the dynamics of the optically prepared exciton states. The emission anisotropy

measured in fs-FU experiments decays on the femtosecond time scale for many

single and double strands [124]. Markovitsi and coworkers assign this decay to IC

(“energy transfer” or “intraband scattering”) among excitonic states

[124, 165]. However, the proposal from fs-TA experiments that excitons decay in

<100 fs to excimer/exciplex states (Sect. 4.1.4) is a possible additional mechanism

for the rapid anisotropy decay. The transition dipole moments of DNA excimers

can be oriented out of the plane of the bases in contrast to the in-plane excitonic

transition moments [120, 166]. Thus, femtosecond evolution from an exciton to an

excimer state would lead to a rapid change in polarization anisotropy.

4.2.2 Exciton and Excimer Delocalization in Single-Stranded DNA

Using a novel approach, Buchvarov et al. [132] estimated the spatial extent of DNA

excitons using fs-TA signal amplitudes recorded from variable-length adenine

homo-oligonucleotides. By fitting the amplitudes as a function of the strand length,

the authors estimated a “1/e delocalization length” of 3.3� 0.5 bases in (dA)n
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sequences, a result that implies greater exciton delocalization in the longer strands

[132]. Interestingly, CD experiments also suggest that excitons can span more than

two bases, but in a manner that depends on excitation wavelength. Nielsen and

co-workers concluded that excitons prepared by photons with wavelengths above

220 nm extend over just two bases, while excitons prepared by VUV photons were

suggested to spread over up to eight bases [167]. The compact, lower energy

excitons are more relevant to the excitation conditions in the ultrafast laser exper-

iments. In a computational study, Tonzani and Schatz [168] predicted a delocali-

zation length of approximately three residues for single-stranded (dA)n oligomers

containing between 7 and 11 bases.

Su et al. [9] reinvestigated (dA)n oligonucleotides by the fs-TA technique and

showed that the GSB signals could be fitted to the same time constants regardless of

length, and only the relative amplitude of the slow signal component increased with

increasing strand length (Fig. 10) [9]. They argued that long-lived excitations in

single strand adenine tracts are already fully localized excimers no later than 1 ps

after excitation, and cast doubt on the possibility of using fs-TA signals recorded

several picoseconds after excitation to reach conclusions about exciton delocaliza-

tion, as was done in [132].

Su et al. [9] emphasized that structural disorder, specifically, the variation in the

fraction of stacked bases with length, provides a better explanation of the amplitude

variation seen in Fig. 10. They pointed out that the average length of stacked

domains in ss DNAs is generally much less than the strand length [91]. In fact,

these authors estimated that the average stacked domain in (dA)18 is only 1.8 bases

long, assuming that 69% of all bases in (dA)18 are stacked near room temperature.

An interesting variation on the concept of delocalized excitons is the idea that

CT (or excimer) states can delocalize across multiple stacked bases. Such states

have been observed in calculations of double strands [147], and they are familiar
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from work on DNA charge transport [169]. Bucher et al. [136] concluded from their

fs-TRIR studies of DNA single strands that one or both of the radical ions produced

by UV excitation can delocalize across multiple stacked bases. This conclusion is

based on experiments in which 5-methylcytosine was selectively excited in a single

strand that also contained an adenine positioned a variable distance away by

intervening uracil bases. The observed bleaching of ground-state IR fundamentals

of both the U and A bases led the authors to conclude that charge separation can

extend over distances of 10 Å [136].

The identical GSB recovery dynamics observed by Su et al. [9] for (dA)2 and

(dA)18 are difficult to reconcile with the notion of delocalized radical ions. If the

electron or hole in the AA excimer in a (dA)n sequence were delocalized, then this

would probably affect the rate of charge recombination in the longer oligomers.

However, if the average stacked domain is really only on the order of two bases in

both (dA)2 and (dA)18, then radical ion delocalization may not be relevant to the

experiments of Su et al. [9]. By the same token, the possibility that domains of three

or more stacked bases are improbable would contradict the assumption by Bucher

et al. [136] that the bases in their single strands are well stacked. It should also be

noted that uracil has a low propensity for stacking [127, 170]. In any event, the very

stimulating proposal that radical ions could be spatially delocalized in DNA invites

further study.

5 Excited-State Dynamics in Base Pairs

and in Double-Stranded DNA

The precise effects of base pairing on excited-state dynamics in nucleobase

multimers are still uncertain and considerable effort is currently focused on this

topic. Although the photophysics of base stacks can be studied in the absence of

base pairing interactions using the dinucleotide and single-stranded model systems

described in Sect. 4, study of base pairs in aqueous solution in the absence of base

stacking is problematic. In water, bases will stack rather than form hydrogen bonds

with one another, as demonstrated by self-association studies of base monomers

[42, 43]. Consequently, a model system has not yet been found for preparing a

single base pair in aqueous solution that is not simultaneously π-stacked with other

bases as mentioned in Sect. 3.2.

The shortage of model systems for single base pairs in aqueous solution has not

led to a shortage of hypotheses. One with a long history is the idea that UV

excitation induces one or more protons in hydrogen bonds to move from one

nucleobase to its base-paired partner [171]. Double proton transfer in two hydrogen

bonds is illustrated for AT and GC base pairs in Fig. 11. By altering the tautomeric

forms of the bases on both strands, UV-induced interstrand proton transfer

(PT) would be mutagenic, if back PT to reform the starting bases were to be

frustrated [171]. The lifetimes of 1ππ* states of monomeric bases are virtually the
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same in water and in aprotic solvents [172–174], indicating that deactivation does

not involve excited-state proton transfer (ESPT). However, most of the canonical

bases are stronger bases than water, and PT could be more favorable within a base

pair than between a base and a solvent molecule.

The fundamental and as yet unanswered question is whether base pairing

introduces new excited-state deactivation channels such as ESPT or the aborted

hydrogen atom transfer mechanism suggested by Domcke and Sobolewski [175]

(see below), or whether base pairing simply perturbs decay channels already

operative in single bases and single strands. The latter possibility could reflect

structural or steric constraints imposed by paired bases, or it could be a consequence

of an altered dielectric environment caused by the exclusion of water molecules

from the hydrogen bonding faces of the bases. This section reviews selected studies

which address the above question. After discussing experiments on single base

pairs in environments where they can be formed (i.e., in the gas phase and in low

polarity solvents such as CHCl3), results on double-stranded oligonucleotides made

from stacked base pairs will be presented.

5.1 Single Base Pairs

A highly influential computational study by Sobolewski and Domcke considered

excited state deactivation pathways in a single GC base pair [175]. This study

introduced the stimulating proposal that aborted transfer of a hydrogen atom in a

hydrogen bond joining the two bases mediates ultrafast decay to the electronic

ground state. In particular, photoexcitation is proposed to populate a CT state in

which an electron is transferred from G to C accompanied by motion of the N1

Fig. 11 A Watson–Crick AT base pair (a) before and (b) after double proton transfer (DPT).

A Watson–Crick GC base pair (c) before and (d) after DPT
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proton along the middle of the three GC hydrogen bonds (the WC GC pair is

illustrated in Fig. 11c). According to the calculations, proton transfer, driven by

interstrand CT, leads to a CI with the ground state that is responsible for ultrafast

deactivation. A similar paradigm was presented soon afterwards for a single AT

base pair [176]. The Sobolewski and Domcke mechanism was invoked to explain

the broad spectra observed for single WCGC base pairs in a supersonic jet using the

IR-UV hole-burning technique by Abo-Riziq et al. [177]. Narrow spectra were

observed for non-WC forms of the GC base pair, and the authors suggested that the

special electronic structure of the WC pair leads to rapid excited-state quenching.

Although single base pairs will not form in aqueous solution, they can be

prepared in nonpolar solvents, especially with suitably derivatized nucleobases.

Schwalb and Temps [70] studied a modified GC base pair in chloroform using the

fs-FU technique. They measured a fluorescence lifetime of 0.355 ps for the WC

base pair, which is modestly shorter than the lifetimes of the separate G and C

derivatives in the same solvent. Schwalb and Temps suggested that ultrafast PT in a

GC base pair, perhaps taking place as suggested by Domcke and Sobolewski [175],

could explain their observations.

More recent experiments on single base pairs in chloroform have revealed

dynamics resembling those of a monomer and failed to document ultrafast PT

[70, 178, 179]. TD-DFT calculations also indicate that even a weakly polar solvent

can dramatically alter the energetics of the relevant excited states, leading to a

barrier to PT not seen in the gas-phase calculations [178]. Significantly, long-lived

excited states with lifetimes of ~20 ps are readily observed in a variety of duplexes

formed from GC base pairs [180]. This is strong evidence that ultrafast excited-state

decay is not the exclusive decay channel, or may not take place at all. Finally, a

study of the planar A-A base pair in the gas phase by femtosecond time-resolved

photoelectron spectroscopy showed only lifetimes resembling those of a monomer

with no evidence of excimer states and no suggestion of PT [16].

5.2 Double-Stranded Oligonucleotides

A central message from Sect. 4 of this review is that excited-state delocalization in

single strands depends strongly on whether or not the absorbing bases are present in

stacked domains. In double strands, a high fraction of all bases are expected to be

stacked compared to the more disordered single strands (see Sect. 3.3). The

consequences of a greater degree of structural order on dynamics have been studied

using both TA and time-resolved emission techniques [22, 118, 124, 181].

5.2.1 Long-Lived Excited States Are Observed in Stacked Base Pairs

An important generalization, first reported in 2005 [13], is that base pairing does not

lead to strong quenching of the long-lived excited states seen in single-stranded
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nucleic acids. Crespo-Hernández et al. [13] reported that long-lived excited states in

duplex (dA)18 · (dT)18 have similar decay kinetics compared with single-stranded

(dA)18, suggesting that AT base pairing neither inhibits the formation of, nor

accelerates the decay of, excimers in the adenine strand.

Important new insights into the photophysics of double-stranded DNA were

obtained from a study of DNA dumbbell and hairpin conjugates made up of AT

base pairs (3 and 4 in Fig. 12) [22]. The non-chromophoric hexa(ethylene glycol)

linkers used in these AT conjugates increase the melting temperature by approxi-

mately 40�C compared to unlinked homo-duplexes with the same number of base

pairs. These covalent linkers largely eliminate the slipped and frayed structures

present in solution for low-melting (dA)n · (dT)n duplexes (1 and 2 in Fig. 12),

allowing the excited-state dynamics of stacked A · T base pairs to be observed

without interference from structures with stacking or pairing defects.
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Fig. 12 Top: AT DNA

homoduplexes with

stacking and pairing defects

(1, 2) that are eliminated in

the EG6-linked dumbbell

(3) and hairpin (4)

structures. fs-TA signals

(pump 265 nm) (a) at room

temperature from (3) and

from duplex dA18�dT18 at

350 nm, (b) from (3), and

(c) from dA18�dT18 at the

indicated temperatures. The

probe wavelength in panels

b and c is 250 nm
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UV pump/UV probe fs-TA signals for the dumbbell and hairpin structures decay

on two widely separated time scales [22]. Results for the dumbbell are shown in

Fig. 12b). A fast component of 4.7 ps is observed along with a slower component of

~70 ps. The fast component is assigned to VC following ultrafast IC – the latter

process is seen in the subpicosecond decay of the excited-state absorption seen at

350 nm (Fig. 12a). The slow component of 4.7 ps is the slowest VC lifetime ever

observed in double-stranded DNA made only of AT base pairs. For comparison, the

VC lifetime of AMP is 2.3 ps [30]. A study [21] of VC by monomeric xanthine

derivatives, which demonstrated a correlation between the count of solute hydrogen

bond donor groups and VC rates (Fig. 13), provided the key to interpreting this

surprising finding. In an AT base pair, two N-H bonds are formed with hydrogen

bond acceptors on the complementary base, eliminating two hydrogen bonds with

solvent molecules. Because the N–H modes are no longer in resonance with solvent

OH stretches, VC occurs more slowly for structures with WC base pairs than for

monomeric bases or single-stranded DNA.

Chen et al. recognized that the 70 ps lifetime measured for dumbbell 3 is

substantially shorter than the lifetime reported in 2005 for the similar (dA)18 · (dT)18

Fig. 13 Top: Vibrational cooling (VC) time constants in D2O and H-bond donors; (bottom) bleach
recovery kinetics for the carbonyl stretch (vC¼O) of several xanthines in (a) acetonitrile at

1,665 cm�1, and (b) D2O solution at 1,640 cm�1. Figure adapted from [21]
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duplex by Crespo-Hernández et al. [13]. A reinvestigation of the latter sample (see

Fig. 12c) determined that the dynamics are in fact nearly identical to the dumbbell.

Chen et al. concluded that the earlier results were obtained at an elevated temper-

ature at which the duplex was substantially denatured [22]. The culprit was the

spinning cell used in the 2005 study, which had a very small working volume. The

slow (diffusion-limited) exchange between pumped and non-pumped volumes of

the solution and the high efficiency of nonradiative decay by DNA resulted in a

sample temperature of between 40�C and 50�C which denatured the low-melting

AT homo-duplex discussed in the 2005 paper [13]. The use of a flow cell by Chen

et al. in the 2013 study [22] completely eliminated laser-induced melting, and the

authors were able to record accurately the excited-state dynamics of AT base pairs

by the fs-TA technique for the first time (Fig. 12c).

The results in Fig. 12 establish that the long-lived excited states in both the

dumbbell and in (dA)18 · (dT)18 decay somewhat more rapidly than excitations in

single-stranded (dA)n sequences (70 vs 180 ps [9]). There is some quenching

caused by base pairing, but this quenching occurs at a modest rate compared to

the ultrafast deactivation predicted for GC base pairs [175]. The ~70-ps decay is

essentially independent of temperature between 22�C and 75�C (Fig. 12b). This

confirms that changes in excited-state dynamics seen in single-stranded and duplex

DNAs without linkers at elevated temperatures are caused mainly by thermal

disordering. On-going fs-TRIR experiments in Montana seek to understand the

nature of this quenching.

A notable result from this study is the simultaneous presence in the fs-TA signals

of a subpicosecond decay and the ~70 ps channel for the dumbbell. In the dumbbell,

structural disorder is minimized and virtually all bases are stacked and paired. This

is strong experimental evidence that ultrafast IC remains a significant decay

channel in an A · T-DNA duplex system in which virtually all bases occur in stacked

base pairs. The observation of fast and slow decay components in DNA single

strands (Fig. 4) does not prove this because of the possibility that the fast compo-

nent is caused by excitations localized on unstacked bases. Ultrafast IC in base

stacks has been predicted theoretically [59, 108, 115, 182, 183].

The reduction in lifetime in the dumbbell (70 ps [22]) compared to dA18

(~180 ps [9]) is also not necessarily the result of modifications to electronic

structure from base pairing. Recognizing that there are many stacking defects in

single strands, one side effect of double strand formation is an increase in the

average number of bases that are intimately stacked, and this could affect excimer-

state dynamics. However, it would seem more reasonable to observe longer, and not

shorter, lifetimes in longer stacks, if longer stacks facilitate escape by the radical

ions formed by charge separation. It is possible that the fast decay channel seen in

the dumbbell is caused after all by deactivation of at least some excited states by

base pair-specific interactions. This observation pinpoints one of the current chal-

lenges to interpreting the biphasic dynamics seen in single- and double-stranded

oligonucleotides: are the experiments observing the same decay channels in both

systems or are the dynamics fortuitously similar even though fundamentally dif-

ferent excited states and decay channels are involved?
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5.2.2 Long-Lived Excited States and Helix Conformation

AT base pairing measurably affects nonradiative decay rates in AT duplexes, but

other experiments have shown that excimer lifetimes are insensitive to base-pairing

motif and helix conformation [184]. de La Harpe et al. studied a d(GC)9 · d(GC)9
duplex by fs-TA spectroscopy [184]. This self-complementary DNA duplex adopts

different conformations in solution depending on the ionic strength and pH,

allowing the effect of different base stacking motifs on excited-state dynamics to

be studied in a system of constant base sequence.

In low salt conditions, d(GC)9 · d(GC)9 adopts a typical B-form helix, but in high

salt conditions the sequence undergoes a structural transition to the left-handed

Z-form. Despite the starkly different base stacking geometries between the two

conformations, nearly identical signals were observed for the B- and

Z-conformations. The lifetime of the Z-form was measured to be 7.6� 0.8 ps at

250 nm probe in agreement with the 6.3� 0.6 ps lifetime measured for the B-form

duplex within experimental uncertainty. TRIR experiments on poly(dGdC)�poly
(dGdC) by Doorley et al. [185] revealed some differences in dynamics between

B- and Z-form helices, but the authors commented that the relaxation occurs on

similar time scales despite the considerable structural changes. Recently, GC

hairpins with hexa(ethylene glycol) linkers were studied in TCSPC emission

experiments by Brazard et al. [181]. The authors concluded that more ordered

helices have measurable effects on the complex mix of emissive excited states.

A further result of interest with the alternating GC duplex follows from a

comparison of fs-TA and TCSPC emission measurements. Bleach recovery signals

measured in fs-TA experiments suggest that the vast majority of excitations (per-

haps more than 95%) return to the electronic ground state in tens to hundreds of

picoseconds when DNA strands are excited at UVB or UVC wavelengths. In

contrast, sensitive TCSPC measurements have detected much longer-lived excited

states which decay on the nanosecond time scale [121, 186]. Markovitsi et al. [124]

estimated that 20% of excited states in alternating GC duplex polymers emit on the

nanosecond time scale [124], yet GSB recovery signals measured for d(GC)9�
d(GC)9 show that nearly all excited states decay within the first 100 ps after

excitation [187]. Nanosecond emission components were also reported for (dA)20
[121, 149]. Kwok and Phillips [23], who studied emission from the same substrate

with lower time resolution, argued that any nanosecond time scale emission must be

extremely weak. This is consistent with fs-TA GSB signals at both UV and mid-IR

wavelengths, which show that excited states with nanosecond lifetimes in DNA

single and double strands are formed in very low quantum yields under UVB/UVC

excitation.
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5.2.3 Proton-Coupled Electron Transfer in DNA

As discussed in Sect. 4, intrastrand CT or excimer/exciplex states are ubiquitous

whenever bases are stacked in DNA. This suggests that charge separation along a

strand could be coupled to proton transfer within a base pair (Fig. 14). This is a

proton-coupled electron transfer (PCET) process initiated in DNA by UV radiation

[187]. It differs from predicted PCET within a single base pair [175, 188] by

proposing that ‘vertical’ ET (i.e., between stacked bases) triggers ‘horizontal’ PT
(i.e., within a base pair). Calculations predict that barriers to PT are dramatically

lower in singly oxidized and reduced base pairs [189–193].

Solvent kinetic isotope effects (KIEs) on the lifetimes of excited states have been

observed in fs-TA experiments on double-stranded DNA model systems, especially

in double strands with an alternating base sequence (e.g., GCGC. . .) in each strand

[13, 187]. These experiments reveal coupling to proton coordinates but it is unclear

whether the KIEs are a consequence of proton transfer or just represent a general

solvent KIE on the rate of decay of an intrastrand CT state. For example, a

pronounced solvent KIE is observed in fs-TA signals from d(GC)9�d(GC)9 in D2O

[187]. Compared with H2O, the initial decay component remained the same, but a

long-lived 22� 6 ps component with approximately half of the amplitude of the

maximum ground-state bleach was observed in D2O. Meanwhile, the same isotope

effect was not observed in signals from the non-alternating d(C4G4)�d(C4G4)
duplex.

A modified d[(GX)9GC] sequence, where X is 3-methylcytidine, was also

studied by de La Harpe et al. [187]. The presence of the methyl group interferes

with hydrogen bonding, causing this sequence to form a stacked single strand. The

KIE observed in this case is very similar to the modest effect seen in an equimolar

solution of C and G and is assigned to slower VC in D2O vs H2O for those

excitations that decay via ultrafast IC to the electronic ground state. Thus, the

absence of a strong KIE in the single-stranded d[(GX)9GC] sequence suggests that

base pairing is responsible for the KIE seen in the d(GC)9�d(GC)9 double strand.
Computational studies have provided an additional perspective on PT in GC

base pairs. Li et al. calculated that PT is energetically favorable for the GC radical

anion base pair with a free-energy change of �3 kcal mol�1 [192]. Kumar and

Sevilla found that proton transfer is favorable if water molecules are included to

mimic the hydration environment in DNA. The free energy change was predicted to

be �0.65 kcal mol�1 with an activation energy of 1.42 kcal mol�1 [195]. Ko and

Hammes-Schiffer studied both intra- and interstrand CT states of model duplex

structures with alternating and non-alternating GC base pairs [196]. The energy of

the interstrand CT state decreases when the proton is displaced from G to C and a

barrier may appear during this process. Meanwhile, the intrastrand CT states are

less sensitive to proton displacement. These researchers also found that photoexci-

tation of the alternating duplex could lead to an intrastrand CT state, which could

undergo a nonadiabatic transition to an interstrand CT state via proton transfer.

Because of the relatively high energies of the intrastrand CT states, this pathway
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was suggested to be isotopically sensitive and unavailable in the non-alternating

sequences in support of the experimental results in [187].

6 Summary and Outlook

The reductionist approach to studying excited states in single and double strands of

nucleic acids through carefully selected model systems has led to dramatic

advances during the past decade. It is increasingly clear that interbase electron

transfer is a major decay channel for excited states of DNA strands – a process that

Fig. 14 Illustration of possible proton transfer and proton-coupled electron transfer events in an

alternating GC duplex. GSPT: ground-state proton transfer. This single PT requires overcoming a

calculated barrier of ~15 kcal mol�1 [191]. ESPT: excited-state proton transfer. Locally excited G
transfers a proton to its base paired partner. The barrier to single PT is similar in the excited state as

in the ground electronic state [194], but simultaneous transfer of an electron and a proton may be

barrierless [175]. Intrastrand ET + Interstrand PT: photoexcitation transfers an electron from G to

C on the same strand, followed by spontaneous interstrand PT from G•+ to C
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requires π�π stacking of the bases. In stacked domains it has been shown that half

or more of all excitations populate charge separated states that subsequently

undergo charge recombination on time scales of tens to hundreds of picoseconds

[136, 137]. Even the relatively long time constant of ~200 ps measured for the

excimer lifetime in a dA-dA stack [9, 23, 27, 58, 132] appears to be faster than the

time needed for the radical ions to diffuse away from one another or for photo-

chemical reactions to take place.

Growing evidence that CT states are formed in DNA strands whenever bases are

stacked has important consequences for understanding DNA photodamage. It will

be important to determine whether nucleobase radical ion pairs produced by UV

excitation can undergo subsequent chemical reactions prior to their recombination

by back electron transfer. One possible outcome of photoinduced ET in DNA is

repair of the cyclobutane pyrimidine dimer (CPD), the most ubiquitous photoprod-

uct formed in DNA by UV light. There is keen interest in the possibility that UV

light can repair a CPD by photoinduced ET from a more easily oxidized base

[140, 197–199]. Nguyen and Burrows recently demonstrated that UV-B irradiation

of 8-oxo-dGuo, a signature product of oxidatively damaged DNA, can repair CPDs

in double-stranded DNA [138]. They attributed repair to ET from an excited

electronic state of 8-oxo-dGuo to the CPD. The proposed pathway is reminiscent

of how the flavin in photolyase repairs CPDs by photoinduced electron transfer

[200, 201]. The ability of a damaged base to act in the same way as a repair enzyme

has exciting implications for the early evolution of DNA.

Given the multiple classes of excited states created when DNA absorbs UV

radiation – states populated either directly by absorption, or indirectly as interme-

diates along relaxation pathways back to the electronic ground state – an essential

aim is to describe the lifetimes and yields of the various states. Understanding the

nature of the emissive states with nanosecond lifetimes, which are formed in low

yields (Sect. 5.2.2), and their relation to the much greater populations of excited

states which decay on much faster time scales is an important future challenge. The

proposal by Vayá et al. [186] that radical ions may occasionally escape to form free

ions which contribute to the long-time emission merits study, especially because of

the role that free ions could play in DNA photodamage.

The key structural motif that enables interbase electron transfer is base stacking,

and experiments indicate that disrupting orbital-orbital overlap between stacked

bases either by raising temperature or adding a denaturant completely eliminates

this channel. These observations delineate important opportunities for electronic

structure theorists to fill knowledge gaps surrounding fundamental nonradiative

processes of electron and energy transfer in stacks of aromatic organic molecules.

Adding base pairing interactions does not eliminate the CT states seen in single

strands of stacked bases. It is an open question whether interstrand PT is an

important deactivation mechanism for excited states in DNA [193, 202–205].

Nonetheless, differences are observed in double vs single strands such as slightly

faster rates of decay and modest solvent kinetic isotope effects. These observations

hint that intrastrand CT is coupled to proton coordinates. There have, however,

been no direct observations to date of PT dynamics, either in the gas phase or in
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solution, although this remains an important objective of on-going fs-TRIR exper-

iments. Very recently, Hunger et al. [85] detected guanine radicals formed in

H-bonded aggregates of guanine following UV excitation. However, PT was

postulated to take place from a slowly formed triplet CT state, and the rate of PT

was not determined [85]. There does not appear to be evidence from time-resolved

spectroscopy that UV excitation induces proton transfer on a subnanosecond time

scale in any DNA system. The notion that UV light initiates proton-coupled

electron transfer in DNA also illuminates new frontiers for future experimental

and theoretical investigation. The gulf between theoretical predictions of PT in base
pairs and the paucity of experimental evidence for this phenomenon poses an

engaging future challenge for experimentalists and theoreticians.

On the other hand, how these CT states, which do not appear to be directly

populated by UV absorption, are reached from the initially populated excited states

is uncertain, but evidence suggests that they are formed on an ultrafast time scale

which is faster than the typical instrument response time of fs-TA and fs-FU

instrumentation. Furthermore, recent evidence indicates that the efficiency of

reaching the CT state is wavelength dependent: UVC excitation populates the CT

state in higher yield than does UVB. This striking observation may provide

valuable information on how the CT state is reached from an initial exciton.

The observation of length-independent excited-state dynamics for single-

stranded A tracts, combined with the rapid and efficient formation of the CT state

in minimal stacks with only two nucleobases, indicates that the excitation energy

provided by the UV photon is delocalized over no more than two residues. This

short delocalization length is a direct result of the marginally stable DNA single

strands, where stacked bases are randomly distributed along the stack and are

usually flanked by unstacked bases. Understanding the behavior of excitations in

longer stacked domains such as those in duplex DNAs is an important future

challenge.

As the nature of the states formed by UV excitation of DNA comes into sharper

focus, more work is needed to understand how the non-covalent interactions found

in DNA (base stacking and base pairing) control the dynamics of these states.

Because these same motifs occur in other supramolecular architectures, efforts to

understand photophysical decay channels in DNA can deliver fundamental insights

applicable to understanding electron and energy transfer in diverse structures

formed from organic building blocks. Future work targeting improved understand-

ing of the feedbacks between electronic structure and conformational dynamics will

play a central role. These challenging topics have been studied separately for many

years, but spectroscopic and computational advances in the field of DNA

photophysics, many of which are described in this volume, are now in place to

explore fruitfully their overlap. Full understanding of the nature of excited states

and their deactivation pathways will enable time-resolved spectroscopy to be an

increasingly precise probe of conformational dynamics in nucleic acid molecules,

eventually providing an experimental check on the molecular dynamics simulations

used to predict structural dynamics on nanosecond and faster time scales [206].
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Abstract The photoexcitation of DNA strands triggers extremely complex photo-

induced processes, which cannot be understood solely on the basis of the behavior

of the nucleobase building blocks. Decisive factors in DNA oligomers and poly-

mers include collective electronic effects, excitonic coupling, hydrogen-bonding

interactions, local steric hindrance, charge transfer, and environmental and solvent

effects. This chapter surveys recent theoretical and computational efforts to model

real-world excited-state DNA strands using a variety of established and emerging

theoretical methods. One central issue is the role of localized vs delocalized

excitations and the extent to which they determine the nature and the temporal

evolution of the initial photoexcitation in DNA strands.
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KS Kohn–Sham

LIIC Linear interpolation in internal coordinates

LRC-TDDFT Long-range-corrected time-dependent density functional theory

LR-TDDFT Linear response time-dependent density functional theory

m1T 1-Methylthymine

m9A 9-Methyladenine

MCSCF Multi-configurational self-consistent field

MD Molecular dynamics

MNDO Modified neglect of diatomic overlap

MO Molecular orbital

MP2 Second-order Møller–Plesset perturbation

MRCI Multi-reference configuration interaction

NDDO Neglect of diatomic differential overlap

OM2 Orthogonalization model 2

PCM Polarizable continuum model

PES Potential energy surface

PM3 Parameterized model 3

QM/MM Quantum mechanics/molecular mechanics

RNA Ribonucleic acid

RPA Random phase approximation

T Thymine derivatives

TDA Tamm–Dancoff approximation

TDDFT Time-dependent density functional theory

TDHF Time-dependent Hartree–Fock

Thy Thymine

TSH Trajectory surface hopping

UV Ultraviolet

ZDO Zero overlap differential

ZINDO Zerner’s intermediate neglect of differential overlap

ZINDO/S Zerner’s intermediate neglect of differential overlap for spectra

1 Introduction

In the fields of photophysics, photochemistry, and photobiology, one essential goal

is to understand the photoinduced reactions of deoxyribonucleic acid (DNA) and

ribonucleic acid (RNA) that are crucial for the photostability of the genetic material.

In the past decades, thanks to the rapid development of spectroscopic techniques,

numerous advanced experiments have provided detailed information on DNA

excited-state processes [1–11]. Even so, it is rather difficult for experimental work

alone to identify the roles of the many different mechanisms that are entangled with

each other during DNA photoreactions. Therefore, theoretical studies have become
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valuable as guides and supplements to experimental studies [12–14]. However, the

theoretical treatment of complex excited-state DNA systems is clearly still very

challenging [12, 14, 15].

All photoinduced processes of DNA start with an initial photoexcitation. The

building blocks of DNA and RNA – adenine (A), thymine (T), guanine (G), cytosine

(C), and uracil (U)1 [16, 17] – contain five- and/or six-membered aromatic rings,

which show strong absorption in the ultraviolet (UV) between 4–6 eV [1, 18, 19].

The absorption (and emission) spectra of DNA strands are not simply a superposi-

tion of the corresponding spectra of the individual nucleobases (or nucleosides/

nucleotides). Instead, excitations on individual bases may couple to each other such

that the overall excitation becomes delocalized over multiple bases [4–6, 9, 10]. If

this is the case, an excimer/exciplex (an excited-state dimer/excited-state complex)

will be formed [5], which is called a Frenkel exciton if the promoted electron is still

tightly bound to the generated “hole” through Coulomb interactions [4, 5, 10, 20].

The formation mechanism of delocalized states in DNA strands is still debated,

especially with regard to the size of the delocalized domain [5].

Studying DNA excited-state dynamics is even more challenging due to the

existence of many possible reaction channels. Time-resolved spectroscopic exper-

iments show that the UV absorption of DNA is followed by an ultrafast decay of the

excited states [5, 21]. This indicates the existence of nonadiabatic processes, i.e.,

transitions from one electronic state to another through efficient nonradiative

internal-conversion channels that allow the system to repopulate the electronic

ground state [2, 5]. Such processes have drawn much recent interest, since they

are believed to be dominant in many excited-state phenomena, such as the internal

conversion of nucleobase monomers, hydrogen transfer between adjacent paired

bases, and the nonradiative decay of stacked bases through delocalized pathways

[5]. Proper modeling of such dynamical processes requires descriptions that take

into account the breakdown of the Born–Oppenheimer approximation and the

coupling of electronic and nuclear motion during internal conversion [22, 23].

Nonadiabatic processes are capable of dissipating the excess energy brought by

photons before further photochemical reactions take place. This prevents organisms

from being damaged by photoreactions and thus provides photostability [24]. It is

conceivable that photostability is an outcome of natural selection during evolution

[25]. In organisms, more than 99.9% of photon energy is dissipated through

photoprotection mechanisms [26], with the remainder (<0.1%) being responsible

for sunburn and some skin cancers [27, 28]. In the latter case, photolesion occurs as

DNA strands undergo complicated photochemical reactions. Dimerization of two

stacked pyrimidines is commonly perceived as the mechanism of photolesion [5, 29].

However, on the theoretical side, there are still open points in the modeling of

pyrimidine dimerization that need to be clarified [5], since it is difficult to set up

1We use the IUB 1984 one-letter abbreviations [16] for the associated DNA strand building

blocks, while we specify the variants of nucleobase, nucleoside, or nucleotide with the IUPAC-

IUB 1970 three-letter abbreviations [17] (throughout the chapter unless otherwise stated).
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reasonable models for the potential influence of the photoinactive sugar-phosphate

backbones and the biological/solvent environments while balancing computational

accuracy and efficiency [30, 31].

Much recent research has been devoted to the mechanisms of the various photo-

induced processes that occur in DNA strands after UV excitation [5, 8, 32–37]. In this

chapter, we outline recent progress in computational studies on the photoexcitation of

DNA strands. Given the limited space, we do not aim for a comprehensive account of

all published work, but rather for a general overview. We highlight the most impor-

tant experimental advances in this field only briefly, since they have been presented in

recent reviews [2–11] and in other chapters of this book. Likewise, we cover the

excited-state features of small DNA units, such as single nucleobases and

hydrogen-bonded base pairs, only to the extent needed for the discussion of the

DNA strands, without going into much detail. This chapter is structured as follows.

Section 2 introduces the theoretical models and computational techniques often

applied to excited-state DNA systems. Section 3 first summarizes the experimental

results (Sect. 3.1) and then reviews theoretical studies on DNA excited states

(Sect. 3.2) at different stages of modeling – from isolated nucleobases via single

nucleobases in DNA strands and stacked nucleobases to solvated DNA single and

double strands. In Sects. 3.3 and 3.4 we discuss the effects of base stacking and

pairing on the photoinduced processes of DNA strands, as well as the influence of

the DNA biological/solvent environment and the formation of excitons and

excimers/exciplexes. Finally, we address the photodamage caused by dimerization

(Sect. 3.5) and the photoexcitation of modified and other helical conformations of

DNA strands (Sect. 3.6).

2 Theoretical Background

2.1 Excited-State Electronic Structure Methods

The past few decades have witnessed the development of a hierarchy of quantum-

chemical methods that can be used to investigate the structures and properties of

molecules and solids [38, 39]. Nowadays, properties and reactions in the electronic

ground state can be studied routinely by computation. High-level ab initio methods,

such as coupled cluster theory [40] andMøller–Plesset perturbation theory [41], give

accurate predictions for ground-state properties. Because of its favorable cost-

performance ratio, density functional theory (DFT) is used widely and successfully

in studies of chemical reactions [42], both in organic and transition metal chemistry.

Moreover, there are fast semiempirical approaches for treating large systems [43, 44].

One of the central tasks in this field is to develop efficient high-level correlated

methods to deal with large systems without losing much accuracy [38, 39].

Concerning excited states, electronic-structure calculations provide information

on various kinds of spectra (including absorption, emission, electronic energy loss,
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and circular dichroism spectra), on excited-state potential energy surfaces (PESs)

and reaction pathways, and on the geometries of excited-state minima, conical
intersections, and intermediates [14, 15, 45–49]. Generally speaking, the modeling

is more demanding for excited states than for the ground state, and many different

approaches are in use [14, 15]. However, unlike in the case of the ground state, there

is no “standard” approach to excited-state electronic-structure problems in general.

The existing excited-state electronic-structure methods all have their merits and

shortcomings – with regard to accuracy, general applicability, and computational

demand [50–55]. One should thus carefully examine the suitability of the available

methods before making a specific choice for a given application [14, 15]. In the

following, we give a brief overview of some of the mainstream theories for

calculating the electronic structure of excited states.

2.1.1 Configuration Interaction

The configuration interaction (CI) ansatz [50, 56, 57] describes the electronic

wavefunction as a linear combination of configuration state functions (in the

simplest case: Slater determinants). The CI eigenvalues and eigenvectors are

determined by a variational calculation [56, 57]. In the standard single-reference

CI treatment, all excited configurations are generated from just one reference

configuration. In most cases, the ground-state Slater determinant obtained from

Hartree–Fock (HF) theory is taken as the reference, and the excited configurations

are derived by exciting electrons from the occupied HF molecular orbitals (MOs) to

the virtual MOs. Inclusion of all possible excited configurations leads to full CI

(FCI) treatment, which yields the exact results for the given basis set. However,

even for small compounds, FCI is extremely expensive [56, 57]. Thus, in practice,

approximations are adopted to reduce the number of configurations in the CI

expansion, typically by truncating at a certain excitation level. Inclusion of only

single or only single and double excitations results in the popular CIS and CISD

methods, respectively. The efficient CIS approach can easily be applied to medium-

sized systems such as the DNA nucleobases [58–61]. CIS will give a qualitatively

reasonable description if the problem under study happens to involve just single

excitations. Still, the accuracy of CIS is often unsatisfactory, as there can be errors

in the computed vertical excitation energies of more than 1.5 eV in some cases [14].

The deviations may become even larger when doubly excited or charge-transfer

excited states are involved [62].

2.1.2 Coupled Cluster Theory

Among the single-reference methods, coupled cluster (CC) theory provides some of

the most accurate models for excited states [51, 53, 54]. They are size-consistent

and size-extensive by design. The coupled-cluster expansion [40] automatically

includes the contributions of many higher-order excitations (i.e., those that can be
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constructed from the lower-order terms via the exponential cluster ansatz). Most

widely used is the coupled cluster method with single and double excitations

(CCSD). Inclusion of a perturbational estimate of the contributions from the triple

excitations leads to the CCSD(T) method that is currently considered as the “gold

standard” for ground-state calculations [63]. For electronically excited states,

approximate CC treatments can be formulated in the framework of linear response

theory, for example CC2 (second order) or CC3 (third order) [64]. CC2 is quite

efficient and fairly accurate for excited states that are dominated by single excita-

tions [51, 54]. An alternative is the equation-of-motion coupled cluster (EOM-CC)

method [65–68] which has been implemented at the EOM-CCSD and higher levels,

also on massively parallel computers [69]. The EOM-CC approaches are compu-

tationally very demanding, but also very accurate. In benchmarks by Szalay and

coworkers, they were shown to be capable of describing excited-state DNA build-

ing blocks most accurately [68, 70–72]. CC-based methods have been applied

successfully to study the excited states of DNA nucleobase/strand systems, for

example in [67, 73–76].

2.1.3 Multi-configuration and Multi-reference Treatments

Sometimes the HF determinant does not provide a qualitatively adequate zero-order

description of the electronic structure, for example in quasi-degenerate states

as encountered near conical intersections. Such situations can be handled by the

multi-configurational self-consistent-field (MCSCF) method. In this ansatz, the

wavefunction is expanded in terms of a set of predefined configurations, and both

the MO and CI coefficients are optimized [77–81]. The MCSCF theory is thus fully

variational with respect to theMO and CI vectors. A systematic approach is to define

an active space including a limited number of MOs and to perform an FCI treatment

within the active space – this is the complete active space self-consistent-field

(CASSCF) method [77, 80]. A simplified variant is the restricted active space self-

consistent-field (RASSCF) method [82, 83], in which the active space is partitioned

and CI excitations are truncated for certain parts of the active space. CASSCF and

RASSCF can describe quasi-degenerate electronic states in a qualitatively correct

manner, and they are therefore well suited for exploring the topology of excited-state

potential surfaces. Being popular tools in theoretical studies of excited states, they

have been used for constructing nucleobase photoreaction paths and for simulating

nucleobase photodynamics, for example, in [73, 84–87]. However, because of

limitations in the size of the active space, CASSCF misses much of the dynamic

electron correlation, which may cause large errors in the computed excitation

energies. A remedy is to apply second-order perturbation theory on top of CASSCF

[88, 89]. The resulting CASPT2 treatment generally gives excellent excitation

energies [51, 55, 88, 89] for the valence excited states of organic molecules. The

computational cost of the CAS methods grows dramatically with the active space

size. In practice, active spaces with 14–18 orbitals/electrons can typically be handled

with currently available computational resources, which are just about sufficient for
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an appropriate description of nucleobases and base pairs. The proper choice of the

active space is crucial in CAS methods, because missing relevant orbitals may lead

to unsafe results, even for vertical excitation energies [51, 55]. An alternative to

CASPT2 is to perform multi-reference configuration interaction (MRCI) calcula-

tions based on CASSCF orbitals [81]. For example, selected CASSCF solutions can

be used as references on which the CI expansion is built, typically by considering

single and double excitations. In this manner, one may construct small CI expan-

sions that yield reasonable results with affordable computational cost [81]

2.1.4 Semiempirical Methods

In the ab initio Hartree–Fock approach, the construction of the Fock matrix requires

evaluation of a large number of multicenter two-electron integrals over the atomic

orbitals. This step can be rather time-consuming for large systems. In semiempirical

methods, many of these integrals are neglected, and the remaining ones are usually

represented by expressions containing parameters that are adjusted against exper-

imental reference data. There are several levels of approximation that result in

different semiempirical models [43, 44]. Popular semiempirical MO methods

include AM1 (Austin model 1) [90], PMx (parameterized models, x ¼ 3–7)

[91–96], and OMx (orthogonalization models, x ¼ 1–3) [97–101]. Any type of

semiempirical Hamiltonian can be integrated into CI approaches to describe excited

states. Early attempts were the development of ZINDO/S [102, 103] and AM1/CI

[104]. It was pointed out that ZINDO/S outperforms other semiempirical methods

in the description of the DNA charge-transfer electronic coupling [105]. The

AM1/CI and PM3/CI methods were recently shown to be capable of modeling

semiclassical nonadiabatic dynamics of DNA fragments [106, 107].

Most semiempirical models rely on the zero differential overlap (ZDO) approx-

imation and thus tend to fail in properly predicting MO energy gaps [100] and

excitation energies. Carrying out a targeted reparameterization can partly make up

for this deficiency – for example, ZINDO/S was especially parameterized to

reproduce electronic spectra [108]. An alternative is to include orthogonalization

corrections into the semiempirical Fock matrix as done in the OMx methods. This

leads to an asymmetric splitting of bonding and antibonding orbitals, with the latter

being destabilized more than the former are stabilized (as in the ab initio case and

hence superior to the symmetric splitting in standard ZDO-based methods). The

OMx MOs thus provide a reasonable starting point for an MRCI treatment of

electronically excited states. Conceptually, dynamic electron correlation is effec-

tively incorporated in the semiempirical Hamiltonian, and it is thus generally

sufficient to perform OMx/MRCI calculations with a small (minimum) number of

reference configurations and a rather small active space (typically including only

single and double excitations). Benchmark calculations show that the OM2/MRCI

approach gives rather reliable results for the excited states of many organic mole-

cules [109]. For example, the overall mean absolute deviation of (singlet and
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triplet) vertical excitation energies is about 0.4–0.5 eV [109]. OM2/MRCI was

successfully employed in a series of studies on both the static excited-state prop-

erties and the nonadiabatic dynamics of DNA base/strand systems [110–116].

2.1.5 Density Functional Theory

Density functional theory (DFT) is currently the workhorse for most ground-state

calculations, thanks to its reliability and high efficiency [42]. Its time-dependent

version (TDDFT) [50, 117] is designed to compute excited-state properties. In most

cases, TDDFT calculations evaluate the linear response (LR) of the time-dependent

Kohn–Sham (KS) density to the perturbing external potential. This LR-TDDFT

approach has become the standard TDDFT implementation [50, 117]. Since it is

computationally efficient and appears like a “black-box” method, TDDFT is cur-

rently the most popular single-determinant method for treating excited states [117].

However, it should be applied with caution, because it is not a genuine “black-box”

method and has prominent limitations [14, 50]. TDDFT generally describes valence

excited states quite well, with absolute mean deviations of about 0.3–0.5 eV for

excitation energies (compared with accurate ab initio results) [52]; however, when

charge-transfer excitations are involved, TDDFT with standard functionals is

erratic and yields severely underestimated excitation energies [14, 50, 118]. More-

over, doubly-excited states cannot be handled unless one resorts to special treat-

ments [119]. Range-separated hybrid functionals were developed to overcome the

charge-transfer problems, by introducing different weights of HF exchange for

short-range and long-range interactions. Validations of long-range-corrected

(LRC) TDDFT methods [120] for charge-transfer states of π-stacked adenines

showed that their performance can be tuned well by introducing an adjustable

length-scale parameter [60, 121]. In comparisons [122] of three recent LRC func-

tionals, namely BNL [123, 124], CAM-B3LYP [125], and LC-PBE0 [126, 127], it

was found that only CAM-B3LYP gave reasonable energies for the interbase

charge-transfer excited states of the hydrogen-bonded Watson–Crick A·T and

G·C base pairs. There are also indications that the meta-hybrid M06-HF [128]

and M06-2X [129] functionals may be adequate to treat the photoexcitation of

nucleobase monomers and oligomers [130]. However, in a systematic excited-state

dynamics study of 9H-adenine (Ade), the experimentally observed ultrafast decay

was not reproduced in TDDFT-based surface hopping simulations with any of the

six tested functionals (PBE, B3LYP, PBE0, CAM-B3LYP, BHLYP, and M06-HF)

whereas reasonable decay times were obtained at the ab initio MRCIS and the

semiempirical OM2/MRCI levels [131]. TDDFT is widely applied to construct

delocalized exciton-type Hamiltonians for DNA strands consisting of stacked

nucleobases (see Sect. 2.1.7).

As a single-reference method, canonical TDDFT encounters severe difficulties

around conical intersections. The Tamm–Dancoff approximation (TDA) [50] is pre-

sumed to alleviate the problems associated with nearly degenerate states [132–134],
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but its performance still needs to be examined carefully. An alternative promising

approach to handle such situations is provided bymulti-reference DFT-based methods

such as DFT/MRCI [135].

2.1.6 Polarization Propagator Methods

Response theory can be applied not only to KS-DFT but also to other theoretical

schemes. In this framework, one computes the frequency-dependent polarizability

(i.e., the response to the incoming light) and determines the excitation energies

from the poles of this function. This approach is called polarization propagator

[136] because of its relation to the many-body Green’s function propagator theory.

Popular response methods for excited-state calculations are time-dependent

HF (TDHF) theory and the random phase approximation (RPA), with the latter

providing results of similar quality as CIS [50]. A perturbative expansion [137] can

be applied to the polarization propagator using the algebraic diagrammatic con-

struction (ADC) [138]. Expansion up to second and third order leads to the ADC(2)

and ADC(3) methods, respectively. Loosely speaking, ADC(2) can be considered

as an MP2 variant for excited states. It often provides excellent accuracy, particu-

larly for charge-transfer states that are problematic in TDDFT. ADC methods

have been applied successfully to simulate a DNA double-stranded system [76]

(see Sect. 3.3).

2.1.7 Excitons

The electronic transition triggered by photoexcitation may lead to charge separation

between the electron being excited (e�) and the remaining hole (h+). The term

“exciton” denotes a bound state that is supported by the Coulomb attraction

between this electron and the hole. This concept is borrowed from solid-state

physics: when the e�/h+ pair is separated by a sufficiently large distance, there is

a completely delocalized Wannier–Mott exciton that is often encountered in metals

and semiconductors [139]; when the distance is not large enough, a Frenkel exciton

[20] is formed with a relatively localized excitation that may, however, still be

delocalized over several chromophore units. Excitons may thus be formed by or

after photoexcitation in complex systems with multiple similar chromophores, such

as for instance in DNA strands [5].

In quantum chemistry, the extent of localization/delocalization of a Frenkel

exciton can be assessed through the coupling between the excitations on different

individual chromophores. As an example, we briefly outline a typical procedure

used for constructing an excitonic model of DNA strands [140, 141]. First, a

ground-state molecular dynamics (MD) simulation was run to get a few snapshots

with different conformations of DNA strands. For each of them, the low-lying

excited states of the individual bases were then calculated at the quantum level,

including the electrostatic interactions with the other bases in the strand and with
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the solvent environment, which defined the diagonal terms of the excitonic

Hamiltonian. The off-diagonal terms (i.e., the electronic couplings between differ-

ent chromophore units) were evaluated from the dipole–dipole interactions. The

electronic states of the DNA strands were then obtained by diagonalizing the

excitonic Hamiltonian. The energies, couplings, and eigenstates of the chromo-

phore units showed some fluctuation among the MD snapshots.

2.2 Hybrid QM/MM Methods

The theoretical description of the excited states of solvated DNA bases/oligomers/

polymers (with thousands of atoms) is challenging because of the high computa-

tional demands of the electronic-structure calculations. Fortunately, photoinduced

processes usually take place within a relatively small part of the whole system, and

the remaining thousands of atoms have only an indirect influence, mainly through

steric and electrostatic interactions. In such a situation, it is reasonable to apply the

hybrid quantum mechanics/molecular mechanics (QM/MM) method [142, 143]

which divides the system into (at least) two subdomains: the QM region is the

photoactive part that is treated at a suitable level of quantum mechanics; the MM

region, containing the remaining part of the whole system including solvent, is

mimicked by a molecular mechanics method (normally an additive force field). The

electrostatic interactions between the QM and MM parts can be treated at different

levels of approximation. As the name suggests, mechanical embedding completely

neglects polarization effects between the QM and MM regions so that the MM

environment only affords steric effects. By contrast, electronic embedding con-

siders the QM region as being immersed in a background of MM point charges

(effective force-field charges), which leads to electronic QM polarization in

response to the MM environment. Electronic QM/MM embedding was shown to

be indispensable for correctly representing excited-state DNA systems, as it strik-

ingly modulates the excited-state dynamics [76, 114, 115, 144].

Some QM-only investigations on DNA excited states have employed implicit

solvent models [145, 146], e.g., the polarizable continuummodel (PCM) [147–158].

Since these models do not consider the explicit atomic surrounding of the investi-

gated DNA chromophores, they simplify the complex biomolecular environment in

DNA by treating it as a homogeneous solvent with an effective dielectricity constant.

2.3 Nonadiabatic Dynamics

Compared with the ground state, the PES topology is usually far more complicated

in excited states. Photoexcitation may trigger a number of complex photoinduced

processes including reactions on a single excited-state PES as well as transitions

between different electronic states, the PESs of which may approach or even cross

each other. One type of surface crossing is a conical intersection [45, 47–49]
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between two electronic states with the same multiplicity. In the vicinity of conical

intersections, strong interstate couplings (nonadiabatic vibronic couplings) induce

ultrafast transitions between the states. The theoretical description of such internal

conversion processes must go beyond the Born–Oppenheimer approximation and

account for the coupled electron-nuclear motion [23]. A second type of crossing is

due to the spin-orbit coupling between states of different multiplicities; such

intersystem crossings may also be involved in some photoprocesses of DNA

[159–163], as discussed, for example, in [5]. However, internal conversion is

generally considered to be the mechanism that dominates the photoinduced pro-

cesses in DNA systems [5, 18, 19].

For a detailed understanding of DNA photoreactions, it is essential to run

nonadiabatic excited-state dynamics to determine the branching ratios of possible

reaction channels, the lifetimes of excited-state species, and time-resolved spectra.

This is challenging given both the size and complexity of DNA and the need for a

self-consistent treatment of the electronic and nuclear degrees of freedom. Among

the various available dynamics methods [22, 48, 49, 164–166], the trajectory

surface hopping (TSH) approach is one of the most popular [15]. TSH propagates

the nuclear motion along a classical trajectory on a single adiabatic PES, while

computing the electronic wavefunction at each step on the fly. Nonadiabatic

transitions are modeled as instantaneous hops between different adiabatic PESs.

There are different approaches to determine the hopping probability, with the

fewest-switches algorithm [167] being most widely used. Due to its simplicity,

TSH can be easily performed at different theoretical levels, both QM-only and

QM/MM [14, 15]. In the TSH framework, the photodynamic behavior remains fully

governed by the PESs, but pre-construction of high-dimensional PESs is avoided.

TSH is commonly considered as a most practical tool for efficient nonadiabatic

dynamics simulations in large systems like DNA strands. Successful TSH studies

on DNA photodynamics will be presented in Sect. 3.

Other nonadiabatic dynamicsmethods includemulti-configuration time-dependent

Hartree [164, 168], ab initio multiple spawning [165, 166], mean-field Ehrenfest

dynamics [169], coherent switching with decay of mixing [170], and quantum-

classical Liouville [169] approaches. Some of these are very expensive and not

yet applicable to DNA systems, while others have been employed to study DNA

photochemistry. For example, a recently developed method called semiclassical

electron-radiation-ion dynamics, a kind of real-time electrodynamics starting from

the Ehrenfest theorem, was reported to give reasonable results for excited-state DNA

bases [171].

3 Photoexcitation of DNA Strands

Various theoretical approaches (see the preceding section) have been applied

to model virtually every aspect of DNA photoexcitation, including energetics

[122, 172], base-pairing and electronic coupling [173], damage and repair reactions
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[174, 175], π-stacking and excited-state delocalization (charge transfer, excimers/

exciplexes, and excitons) [140, 176–178], and excited-state dynamics [144]. In this

section we overview recent results of computational efforts directed toward under-

standing the photoexcitation in DNA strands. None of the currently available

theoretical approaches is yet quantitatively reliable in modeling a system as large

as solvated DNA strands. Simulation of the excited-state dynamics in the con-

densed phase is especially challenging because of the need to describe realistically

both the electronic structure of all relevant electronic states under the influence of

the environment and the dynamics of the entire system. A single nucleobase

embedded in DNA strands (Sect. 3.2) serves as a starting point to approach real

DNA systems. Stacked base oligomers (Sect. 3.3) and base pairs (Sect. 3.4) have

been studied as simple models of DNA strands. The mechanisms of DNA

photodamage are discussed in Sect. 3.5. The photoexcitation of other types of

DNA strands is reviewed briefly in Sect. 3.6.

3.1 Summary of Experimental Results

Numerous experimental studies employing several time-resolved spectroscopic tech-

niques have been reported on solvated DNAmodels in the past decade. The simplest

models in the condensed phase are single nucleobases (or single nucleosides/nucle-

otides), e.g., 9H-adenine [or 9-methyladenine (m9A)/deoxyadenosine (dAdo)], which

were found to exhibit decay time constants of 180–670 fs in water, slightly shorter

than in the gas phase [113]. Regarding the more complicated photophysics and

photochemistry of DNA, the spectroscopists have reported multiexponential decay

behavior with time constants ranging from hundreds of femtoseconds to hundreds of

picoseconds [5]. To rationalize the much longer components compared to isolated

(gas-phase or solvated) nucleobases, it was suggested that the photodynamics inDNA

may be composed of multiple decay channels involving localized and/or delocalized

states and processes. A variety of decay models have been proposed to explain

the puzzling observations. Comprehensive surveys of the massive amounts of exper-

imental spectroscopic results are given in the reviews and perspectives about

DNA excitation by Kohler, Markovitsi, and others [3, 5, 7, 9–11, 179]. The A/T

andG/C strands show generally similar behavior upon photoexcitation, sowe take the

A/T strands as an example and highlight the primary hypotheses as follows:

• TheKohler group [5, 7, 180, 181] investigated (dA)18 and (dA)18·(dT)18 (where we

use amiddle dot “·” to denote the hydrogen-bonded base paring fromhere on; dA is

deoxyadenosine monophosphate and dT is deoxythymidine monophosphate, as

depicted in Fig. 1). They concluded that singlet excited states of single or poorly

stacked bases relax to the hot ground state by ultrafast internal conversion within

1 ps, while initial excitons delocalized over several bases rapidly (sub-picosecond)

evolve into localized excimers or charge-transfer (CT) states that survive longer

than 100 ps, independent of the strand length.
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• The Fiebig group [182, 183] studied (dA)2�18 and (dA)12/18·(dT)12/18. Their fits

gave a monoexponential time constant of ~8 ps, which was ascribed to electron-

ically relaxed excitons that were initially formed upon UV absorption. They

conjectured an excitonic delocalization over at least three bases.

• Markovitsi and coworkers [4, 9, 184–186] measured (dA)20, (dA)20·(dT)20, and

double-stranded polymers (dA)n·(dT)n. They also detected multiexponential

decay components of 0.3–0.85 ps, 1.6–3.9 ps, and up to 187 ps. They interpreted

their findings as Frenkel and/or CT excitons [20, 187, 188] extending over

several bases, which were proposed to give rise to the longer components after

ultrafast (<100 fs) intraband scattering. They suggested that the decay of
1π ! π* and/or 1n ! π* states of unstacked thymine/adenine bases corresponds

to the faster components.

• Markovitsi and coworkers [154, 189] recently proposed a general diagram for

the excited-state processes in natural calf thymus DNA: the optically bright

excitonic states first decay to charge-transfer and/or charge-separated states (the

distinction being whether donor D+ and acceptor A� are close to or far away

from each other); 1π ! π* states that cause the delayed fluorescent emission are

then accessed through charge recombination, intraband scattering, and excitonic

localization, while the ground state is primarily repopulated by charge

recombination.

• Using a triexponential decay function, Schwalb and Temps [190] reported

similar fitting results with time constants of 0.52–0.63, 2.6–5.8, and 16.2–

97.0 ps for their up-conversion experiments on (dA)20 and (dA)20·(dT)20.
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• Phillips and coworkers [191] proposed a decay mechanism of (dA)20, in which

all components originate from monomeric adenine excitations, which then

embark on different decay paths including radiationless internal conversion

(~0.39 ps) and the formation of two excimers (~4.3 and ~182 ps).

Moreover, a series of circular dichroism experiments [37, 192, 193] showed that

the initial excitation in DNA homopolymers (adenine, thymine, and cytosine)

generates excitons limited to only two bases, while the exciton extends over more

bases in RNA homopolymers (adenine). It is noteworthy that the simple dinucleo-

tide 20-deoxyadenylyl(30 ! 50)-thymidine (dApdT), which easily becomes

unstacked in aqueous solution, also exhibits long-lived (~5 and ~75 ps) excited-

state dynamics [194]. This implies that π-stacking of multiple nucleobases may not

necessarily be the only origin of the long-lived species in DNA strands. Hence,

although a number of interpretations have emerged to rationalize the experimental

observations, there is still a long way to go before arriving at a consensus on all

aspects of DNA photoexcitation. Controversial issues include the localized and/or

delocalized character of the excited states and the effects of the environment

(solvent and DNA backbone), which call for computational studies.

3.2 Single Bases in DNA Strands

The enigma of DNA photochemistry has aroused much interest on the theoretical

side. There have been many theoretical efforts to establish sound models for DNA

photochemistry and to explain the experimental observations. It is logical to study

the complicated photoinduced processes of DNA by starting from the basics –

single nucleobases [19, 21]. For example, 9H-adenine is one of the most studied

nucleobases, and its excited state properties are rather well known [19]. The

absorption maximum of 9H-adenine at 252 nm (4.92 eV) is assigned to two

close-lying 1π ! π* states, which are labeled La and Lb [19]. Another singlet

state of 1n ! π* character, located only 0.073 eV below the 1π ! π* state, may

be involved in the photoexcitation as a dark state [195]. Biexponential fitting of

the time-resolved spectra in the gas phase gives time constants of 40–100 fs and

0.75–1 ps for the short and long components, respectively [196–201]. These

sub-picosecond time scales are considered to be fingerprints of intrabase internal

conversions [19]. A number of computational investigations on 9H-adenine have

been conducted, and several minimum-energy crossing points or conical intersec-

tions connecting the PESs of the low-lying singlet states have been located [84, 87,

110, 202–205]. Two conical intersections, labeled 2E and 6S1 following the Cremer-

Pople-Boeyens classification [206, 207], are energetically favorable. They are

characterized by strong out-of-plane deformations at the C2–H2 and C6–N6 moi-

eties, respectively [84, 87, 110, 202–205]. On the basis of these computational

results, several principal reaction paths in the gas phase have been suggested.

For example, based on linear interpolation in internal coordinates (LIIC) at the
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CASPT2//CASSCF level, Barbatti and Lischka [87] found barrierless paths to both
2E and 6S1 conical intersections. Their findings agree with the report by Perun

et al. at a similar theoretical level [84, 208]. Hassan et al. [209] reported MRCI//

CASSCF calculations giving an ultrafast conversion from La to
1n ! π* that was

followed by a steep LIIC path down to the 6S1 conical intersection, whereas the

route toward the 2E conical intersection required an activation energy of 0.21 eV.

By contrast, Conti et al. [210] found the 6S1 conical intersection to lie 0.42 eV

above the 1n ! π* minimum at the CASPT2//CASSCF level. Semiempirical

MRCI surface-hopping dynamics simulations by Fabiano and Thiel [110] indicated

a two-step nonadiabatic relaxation with an initial ~15-fs S2 ! S1 deactivation and

a subsequent ~560-fs exponential decay to the ground state (S0), fairly analogous to

the ab initio MRCIS excited-state dynamics [87] except that the second step mainly

proceeded via the 6S1 channel (OM2/MRCI) rather than the 2E channel (MRCIS).

To summarize, these studies of gas-phase 9H-adenine agree on some general

qualitative features, for example, the presence of three closely coupling excited

states around 5 eV (1n ! π*, La
1π ! π*, and Lb

1π ! π*), the existence of

several competing nonradiative decay channels (e.g., 6S1 vs
2E), and the distorted

geometries at the corresponding conical intersections, while differing in mechani-

stic details. These investigations have laid the foundation for the subsequent

exploration of real DNA systems. For further details regarding the excited-state

properties and dynamics of the five nucleobases, see the recent review article by

Kleinermanns et al. [19]. Most recently, Tuna et al. [211] reported that intramole-

cular proton transfer from the ribose 50-OH group to the adenine N3 atom (see

Fig. 1) is possibly responsible for the much shorter observed lifetime of adenosine

compared with 9H-adenine [212].
Many experimental studies have reported distinct spectral shifts of isolated

nucleobases when going from the gas phase to aqueous solution: e.g., red shifts

of 9H-adenine and 9-methyladenine by 0.15–0.21 eV and blue shifts of 3H-cytosine
and 3-methylcytosine by 0.30–0.38 eV [5, 213–215]. When going from solvated

nucleobases to the corresponding DNA strands, there are only slight shifts. For

example, the aqueous absorption maximum is found at 4.73 eV for the dA/dT

mixture, at 4.78 eV for (dA)20·(dT)20, and at 4.72 eV for (dAdT)10·(dTdA)10 [184];

the absorption maximum of adenosine is measured at 4.77 eV in aqueous solution

while it is at 4.82 eV for (dA)20 [216]. These solvatochromic shifts are induced

by the complex electrostatic and steric environment in the condensed phase.

Valiev and Kowalski [67, 74] computed the steady-state photoexcitation for a

single cytosine in the native DNA environment at the QM/MM level using

EOM-CCSD(T) for the QM part. They reported pronounced blue shifts of the two

lowest singlet excited states, 1π ! π* at 5.01 eV and 1n ! π* at 5.79 eV on

average, compared to the gas-phase values of 4.76 and 5.24 eV for a single cytosine,

respectively. Correspondingly, the ionization potentials of all four DNA

nucleobases also increase in solvated QM/MM DNA models compared with the

gas phase [217]. Thiel and coworkers [113–115] reported a small steady-state blue

shift (0.09–0.17 eV) for a single adenine embedded in (dA)10 and (dA)10·(dT)10
relative to the absorption energy of aqueous 9H-adenine. Although these QM/MM
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results reflect the solvent and environmental effects in a qualitatively correct

manner, they should not be directly compared to the experimental spectra, because

the calculations took into account only a single QM nucleobase (neglecting other

bases as well as QM interbase interactions).

Lu et al. [114, 115] carried out QM/MM nonadiabatic dynamics simulations for

a single adenine embedded in single- and double-stranded oligomers (dA)10 and

(dA)10 · (dT)10, treating the QM adenine with the semiempirical OM2/MRCI

approach. They found that the 6S1 and
2E conical intersections (see above) remain

the dominating decay channels, but the computed time constants for the monomeric

excited-state decay increase dramatically, roughly by an order of magnitude com-

pared with the gas or aqueous phase (~4.1–5.7 vs ~0.4–0.6 ps at the same level of

QM theory, see above). They identified the main reason for the much slower

internal conversion as a strong lowering of the interstate coupling caused by the

electrostatic environment of the DNA strands. They simulated the time-dependent

fluorescence spectrum of single adenine in (dA)10 (by considering the time-

dependent population of excited adenine during the dynamics run), which

reproduced the temporal behavior of the experimental spectra in a qualitatively

reasonable manner [191]. Lischka and coworkers also performed QM/MM surface-

hopping studies on a single nucleobase (or its derivatives) in DNA strands [144,

218]. In their latest study [218] they employed ab initio MRCIS surfaces for a single

guanine base in DNA; they observed that less than 9% of the guanine population

decayed to the ground state within the simulation time (0.5 ps), which also implies a

much longer time constant in DNA compared to that for isolated guanine

(~0.22 ps). On the other hand, a single cytosine (treated with CASSCF) was

reported to exhibit a slightly faster decay (~0.48 ps [218]) when embedded in

DNA than in vacuo (~0.69 ps [219]), because of energetic factors. It should be

emphasized that these monomeric models provide reasonable explanations for

some experimental observations in DNA strands, but they cannot be considered

conclusive because they ignore multiple-base mechanisms (see below).

Most of the published computational studies address single nucleobases without

the sugar-phosphate backbone. A recent LRC-TDDFT study [220] stressed that the

involvement of backbone MOs in the photoexcitation of DNA strands should not

simply be neglected. It is well known that electron attachment may induce DNA

bond breaking which normally happens at the sugar (C50–O50, C30–O30) and the

glycosidic (N9–C10) σ bonds (see Fig. 1) [32, 33, 59]. Theoretical modeling of this

bond breaking has usually been carried out in the electronic ground state. However,

according to Kumar and Sevilla [221, 222], the bond-breaking reactions could be

activated in dark 1π ! σ* excited states that are indirectly populated through

vibronic coupling with optically bright 1π ! π* states. If so, it would clearly be

crucial also to reckon with backbone contributions to the photoexcitation of DNA

strands.
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3.3 Base Stacking in DNA Strands

We now shift the focus toward models containing more than one nucleobase. A

large number of theoretical studies have been carried out on the excitation of

stacked bases (in vacuo, water, or solvated DNA) using various theoretical methods

[223]. First of all, one should note that different base sequences give different

results. Matsika and coworkers [61] compared the performance of different

methods (including CIS, TDDFT, CASSCF, and CC) in the description of

excited-state π-stacked nucleobases. A benchmark study by Aquino et al. [130]

reported stable interbase charge-transfer states for stacked adenine-thymine and

stacked guanine-cytosine, the simplest stacked base pairs. However, the nature, and

especially the delocalization degree, of the initially populated excited states in real

DNA systems remains a puzzle [37]. The available computational results on the

localization/delocalization degree seem to be highly dependent on the stacked base

sequences, configurational fluctuations, and the chosen theoretical methods (see

below for detailed discussions).

Using the CIS approach, Matsika and coworkers [224, 225] studied the

quenching of fluorescence in stacked 2-aminopurine-pyrimidine complexes and

stacked 2-aminopurine dimers in the gas phase, as models of stacked base pairs

in natural DNA. They discovered that conical intersections with interbase bonding

interactions can induce some of the stacked bases to decay from charge-transfer

excimers. This suggests a possible dimer mechanism of radiationless decay that

might contribute to the very low fluorescence quantum yield of natural DNA.

Since electronic-structure calculations are still not practical for describing

highly delocalized states in complexes containing several stacked nucleobases,

the exciton model is often used for modeling the bound excitation and excited-

state energy transfer of natural DNA [226] (see Sect. 2.1.7). Applying Frenkel

exciton theory to gas-phase (dA)20·(dT)20 and (dAdT)10·(dTdA)10, Bouvier

et al. inferred in an early study [184] that dipolar coupling alone may induce

delocalization after photoexcitation. In their excitonic model, the excitation ener-

gies of individual nucleobase monomers (i.e., the diagonal terms in the excitonic

Hamiltonian matrix) were derived from experimental parameters and considered

insensitive to the local environment. Further investigations [140, 141] on the

duplexes (dA)10·(dT)10 and (dGdC)5·(dCdG)5 in the aqueous phase (with

QM/MM) employed the same excitonic approach, which gave only a slight blue

shift in the simulated absorption spectra – consistent with experimental observa-

tions that the DNA UV spectra resemble the superposition of the spectra of the

monomeric bases [227]. Charge-transfer states were not included in their exciton

model since only dipolar couplings (without interbase orbital overlap) were

included when computing the electronic couplings (i.e., the off-diagonal terms of

the excitonic Hamiltonian). Hu et al. [216] built a similar excitonic model with

dipolar interactions and characterized the π-stacked adenines as hypsochromic
aggregates (H-aggregates) [228] that display a blue shift of the absorption maxima.
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Based on their TDDFT calculations of stacked 9-methyladenine (m9A) dimers

and trimers in water (described with PCM), Improta and coworkers [147]

interpreted the experimentally observed subpicosecond components (see

Sect. 3.1) as ultrafast decay of the bright delocalized states, proceeding either via

a localized monomeric pathway or via a pathway involving dark interbase charge-

transfer excimers. Their theoretical calculations reproduced a typical signature of

excimers, namely the slight blue shift and the decrease in oscillator strength

compared with the monomers. The authors speculated that the decay components

longer than 100 ps could be related to full geometric relaxation of the charge-

transfer state. Using an excitonic model, Improta et al. [150] pointed out in

particular that there is a fast and effective transfer in stacked adenines between

bright excitonic states and dark charge-transfer states, because of their strong

coupling. Recent theoretical studies [153, 157] on (dA)4 and (m9A)n (n ¼ 1–5) at

the PCM/TDDFT level, combined with spectroscopy experiments on (dA)20,

enriched the proposed scenario: the absorbing states of stacked adenines are bright

excitonic states delocalized over up to four bases; they may rapidly localize to

bright excited states on base monomers, or evolve into darker 1π ! π* excimers

and/or charge-transfer excimers/exciplexes. Remarkably, these features were gen-

erally found to be independent of the number of stacked adenines. According to the

proposed scenario, the multiexponential UV absorption spectra can be interpreted

in terms of excitons (picosecond components), neutral excimers (sub-nanosecond

components), and charge-transfer states (nanosecond components). Quantum

dynamics simulations (without nuclear relaxation) at the PCM/TDDFT level indi-

cated that charge-transfer states arise from the initial excitonic states within a few

femtoseconds and survive for at least ~1 ps [158].

Bittner [176] proposed a novel excitonic Hamiltonian for poly(dA)·poly(dT) on

the basis of the lattice fermion model, which includes all intrastrand and

interstrand excitonic coupling terms. Taking both orbital overlap and dipolar

couplings into consideration, Bittner [176, 229] computed the electronic dynamics

(with fixed nuclear coordinates) in vacuo and showed that delocalized excitonic

states with weak interstrand coupling immediately decay into non-excitonic charge-

separated states (e�/h+ pairs) in the deoxythymidine (dThd) strand, but remain

unchanged for several hundred femtoseconds in the deoxyadenosine (dAdo) strand.

Based on INDO/S calculations and MD simulations, Voityuk [230] arrived at a

similar conclusion, namely that singlet excitation energy transfer in poly(dA)·poly

(dT) is prevailing in the dT strand. However, Lange and Herbert [60] suggested a

contradictory picture on the basis of LRC-TDDFT calculations on Ade3·Thy3
(Thy ¼ thymine) in aqueous solution, which gave optically bright excitonic states

that are almost localized on the adenine strand. Furthermore, averaging the exci-

tonic states over conformations obtained from ground-state MD simulations yielded

blue-shifted absorption spectra (compared with those of the base monomers)

[231]. Notably, Voityuk’s QM/MM-based exciton model for poly(dA)·poly

(dT) [232] predicts direct population of intrastrand (rather than interstrand)

charge-separated states upon UV absorption, whereas both intrastrand and
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interstrand charge-transfer states are important in the LRC-TDDFT modeling of

Lange and Herbert [60].

In the QM/MM exciton model for (dA)10·(dT)10 and (dGdC)5·(dCdG)5 devel-

oped by the Markovitsi group [140, 141], the delocalization extends over at least

two nucleobases. This agrees with experimental evidence that the delocalization

involves more than three or four bases [182]. Coincidentally, in Bittner’s model

[231], the excitons delocalize over at least six nucleobases. In simulations by

Voityuk [232], the bright excitons spread over almost all intrastrand nucleobases

in an ideal B-DNA strand [(dA)n·(dT)n (n ¼ 1–8)], while thermal fluctuations and

vibronic interactions induced significant localization and reduced the average

length of the excitons to around three nucleobases. By contrast, Plasser et al. [76]

concluded from their QM/MM [QM ¼ ADC(2)] calculations on aqueous

(dAdT)6·(dTdA)6 and (dGdC)6·(dCdG)6 that most excitonic and charge-transfer

excited states are delocalized over at most two bases in these oligomers.

The well-known hyperchromism in DNA (i.e., the experimentally observed

increase of photoabsorbance with DNA denaturation, for example through melting

caused by heating) has been related to a presence of excitonic states by D’Abramo

et al. [233]. These authors evaluated excitonic interactions with the perturbed

matrix method (PMM) at the CASPT2//CASSCF level. Their computed

(QM/MM) absorption spectra of nucleobases embedded in poly(dA) and poly

(dT) show ~30% greater absorbance and a slight red shift of the absorption

maximum compared with poly(dA)·poly(dT), well matching the experimental

observations. They explained this phenomenon by the higher delocalization of

excitonic states in single strands than in the duplex. According to TDDFT calcula-

tions by Varsano et al. [234], π-stacking causes more significant hyperchromism

than hydrogen bonding.

Over the past decade, the electronic coupling in e�/h+ pairs and the energy

transfer along π-stacking DNA strands was systematically investigated by Rösch,

Voityuk, and others [235–259]. The e�/h+ transfer in DNA strands was found to be

sensitive to the base sequence and the strand conformation [260]. It was predicted

that solvent effects could confine the charge delocalization to a single base pair in

double-stranded (9H-guanine)n·(cytosine)n (Guan·Cytn, n ¼ 2–9) [247] and that

excess charges could also be localized on a single base in π-stacked radical-cation

single strands [251, 261]. Voityuk and Davis [249] showed how DNA-protein

contacts may directly affect the stability of a guanine radical cation (h+) in the

dynamics of long-range hole transport. In contrast to electron transfer, the triplet-

triplet energy transfer in DNA strands was found to occur on the nanosecond

timescale [262] (which might be associated with the very long-lived species

observed experimentally) and to be less influenced by the environment [263]. A

molecular switch driven by photoexcitation was designed by utilizing the charge-

transfer features in DNA strands [264]. Further models for charge transfer/transport

in DNA strands have been extensively discussed by several theoretical groups, for

example, in [265–298]. For more detailed information, we refer the reader to some

excellent reviews on these topics [299–304].
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3.4 Base Pairing in DNA Strands

The pairing structure of DNA double helices is maintained by the hydrogen bonds

between purines and pyrimidines. Calculations at the CC2 level of the Ade·Thy

Watson–Crick base pair in the gas phase by Perun et al. [73] revealed that the

hydrogen bonds also enhance the photostability of DNA. According to their results,

after photoexcitation to the bright localized 1π ! π* state [1π ! π* (LE)], the base
pair can easily access the dark intermolecular charge-transfer state 1π ! π*
[1π ! π* (CT)] through a conical intersection close to the Franck–Condon region.

The charge separation in the 1π ! π* (CT) state triggers a hydrogen-bond-medi-

ated proton transfer from adenine to thymine that balances out the charges and leads

to a minimum with biradical character. Thereafter, the base pair returns to the

ground state (S0) through the conical intersection connecting the S0 and
1π ! π*

(CT) states, which is found to be lower in energy than the minima of the bright

states. Starikov et al. [305] calculated possible conformations of DNA duplexes

(dA)n·(dT)n and (dG)n·(dC)n (n ¼ 3, 4) at the ZINDO level and reported that their

excitation energy and the contribution of the charge-transfer transition (charge-

transfer exciton) are highly conformation-dependent. Taking solvent effects into

account at the PCM/TDDFT level, Improta and coworkers [151] drew a different

conclusion for their (9-methyladenine)2·(1-methylthymine)2 [(m
9A)2·(m

1T)2] tetra-

mer model. They asserted that the bright states are delocalized over the adenine-

thymine pair and that the initial excitation is followed by ultrafast localization to a

single base. They did not find proton transfer to play a key role in the deexcitation of

their model. A recent time-resolved experiment [306] detected species in

(dA)n·(dT)n double strands (~70 ps) that are shorter-lived than those for single-

stranded (dA)n (~100–200 ps) [307]. This suggests that base pairing may have

significant impact on the excitation behavior of double strands, which still lacks a

clear theoretical explanation.

Likewise, there is experimental and computational evidence that the photody-

namics of an isolated Gua·Cyt base pair is closely related to interbase proton

transfer [308–310]. The conformation of the Watson–Crick base pair was found

to be the key to the photostability of Gua·Cyt [311], which may even involve double

proton transfer in the gas phase [312]. There are also experiments supporting a

proton-transfer mechanism in alternating G/C double strands [e.g.,

(dGdC)n·(dCdG)n], which, however, strongly depends on the base sequence

[313]. For a Watson–Crick guanine·cytosine (G·C) base pair embedded in native

B-DNA, CASSCF/MM surface-hopping dynamics simulations by Groenhof

et al. [314] suggested that the primary radiationless decay channel is a single proton

transfer from 9H-guanine to cytosine followed by efficient internal conversion.

Moreover, double proton transfer (originating from the guanine N1 and the cytosine

N4 atoms) was also observed in the simulations as a minor channel. Another

mechanistic option is the so-called proton-coupled electron transfer (PCET) –

proton transfer accompanied by transfer of an electron in the same direction but

generally not at the same time [315], which effectively results in the transfer of a
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neutral hydrogen atom. At the CASPT2//CASSCF level, stepwise double hydrogen

transfer was calculated to be the most favorable decay pathway for Gua·Cyt in

vacuo, among the three possible proton/hydrogen-transfer processes [315]. When

embedded in a DNA duplex using the QM/MM method, the Gua·Cyt pair was still

found to decay via the same pathway, with an estimated lifetime of ~50 fs

[315]. However, these calculations did not explain the experimental fact that the

ground-state recovery in G/C duplexes [(dGdC)9·(dCdG)9, (dG4dC4)·(dC4dG4), and

(dG5dA4dG5)·(dC5dT4dC5)] is much slower than in a mixture of CMP and

GMP [316].

According to CASPT2//CASSCF studies of gas-phase 9H-adenine by Perun

et al. [84, 208], the 6S1 decay channel with an out-of-plane amino group (see

Sect. 3.2) may be suppressed when the base is paired with thymine (or uracil in

RNA) through Watson–Crick hydrogen bonds. This prediction was confirmed in

the QM/MM surface-hopping studies of a single adenine in (dA)10·(dT)10 by Lu

et al. [114, 115]. Unlike the single-stranded (dA)10, the monomeric 6S1 channel in

the double strand is completely locked, and the 2E channel becomes dominant,

since it does not require geometric deformations that perturb hydrogen bonds.

Similar restraints by hydrogen bonding were found for guanine in a DNA duplex

in QM/MM surface-hopping simulations by Zelený et al. [218]. However, hydrogen

bonding is not the reason for the slower monomeric decay in the DNA strands

compared with the gas or aqueous phase (see Sect. 3.2). We note again that the QM

regions were confined to single bases in these QM/MM studies, which thus

disregarded mechanisms involving more than one base (e.g., proton transfer,

intermolecular charge transfer, and exciton formation).

Additionally, Rak, Voityuk, and coworkers [317, 318] suggested that proton

transfer and base pairing could be associated with the electronic coupling in

π-stacked DNA. The coupled effects of base pairing and base stacking in water

were carefully examined for Gua3·Cyt3 and (GuaCytGua)·(CytGuaCyt) by Ko and

Hammes-Schiffer [319] by means of QM/MM (QM ¼ TDDFT) calculations: in

both cases, proton transfer was found to stabilize the interstrand charge-transfer

state, and in (GuaCytGua)·(CytGuaCyt) it helped facilitate the nonadiabatic decay

from the intrastrand to the interstrand charge-transfer state [35, 36].

3.5 Pyrimidine Dimerization

One of the most important DNA photochemical reactions is the photolesion due to

UV excitation. Pyrimidine dimerization is considered to be the major cause of

photolesion [5]. The main photoproducts are cyclobutane pyrimidine dimers

(CPDs), and the end result may be mutagenesis, cell death, or even skin cancer.

CPDs are formed by [2 + 2]-cycloaddition linking two C5¼C6 double bonds of

two neighboring pyrimidine bases (see Fig. 2) [5, 320, 321]. There is considerable

debate about the mechanism of this cyclization reaction – one core issue is the

multiplicity. For instance, based on time-resolved fluorescence and absorption
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spectroscopy, Kwok et al. [322] proposed for (dT)20 that formation of the photo-

product takes ~140 ps and is mediated by a biradical intermediate through self-

quenching of the T1 state, which is accessed (~1.7 fs) by an ultrafast singlet-triplet

intersystem crossing. In contrast, time-resolved infrared (IR) spectroscopic exper-

iments [180] provided strong evidence in support of the direct formation of the

dimer in a singlet π ! π* state, within only ~1 ps after excitation. Single

nucleobases were also reported to undergo an ultrafast direct dimerization in a

resonance Raman study by Loppnow and coworkers [323, 324].

Robb and coworkers [325] compared two possible [2+2]-cycloaddition path-

ways of a stacked thymine dimer in the gas phase at the CASPT2//CASSCF level.

The first one was a stepwise thermal reaction in the electronic ground state (S0) via

two biradical transition states with activation energies of about 60 kcal/mol; the

second one involved excitation to a singlet excited state (S1), which cyclizes via a

barrierless concerted mechanism and returns to S0 by an ultrafast internal conver-

sion at the S0/S1 conical intersection. It is obvious that the latter pathway is favored,

which is analogous to nonadiabatic cyclization reactions of stacked ethylenes.

Based on similar CASPT2//CASSCF calculations in vacuo, Blancafort and Migani

[326] realized that the reactive excimer in the B-DNA conformation is a dark state

possessing little oscillator strength. Although the excimer is accessible when

conformational and environmental effects are taken into account in the aqueous

phase, the authors proposed another possible mechanism: an unreactive localized

excited state is initially populated and then decays to the reactive state through

avoided crossings. A PCM/TDDFT study [155] reported a barrierless [2 + 2]-

dimerization originating from bright 1π ! π* excitons and a less favorable 6-4

dimerization (see Fig. 2) involving a barrier and charge transfer from the 50-end to

the 30-end, without excluding monomeric decay pathways in loosely stacked bases.

Dou and coworkers [327] observed in their semiclassical dynamics simulations that

cyclization takes place after the excimer decays to the ground state through the S0/

S1 conical intersection and that the two cyclobutane bonds (C5–C50 and C6–C60)
between two stacked thymines are then formed one by one within ~110 fs.

Using CASPT2 calculations, Merchán, Serrano-Andrés, and coworkers [175,

328] rationalized the lower dimerization yield of cytosine compared with thymine:

the former has a stable singlet excimer that needs to overcome a barrier (though

small) to reach the S0/S1 conical intersection, while this process is downhill in the

latter. The authors also proposed a barrierless non-concerted dimerization mecha-

nism in the triplet manifold, the efficiency of which relies on the ease of the S0/T1

intersystem crossing [175, 328]. Overall, in real systems, these two mechanisms
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will be modulated by many factors such as DNA sequence, aggregation, and

solvent.

Besides CPDs, 6-4 dimers (see Fig. 2) can also be found in the photoproducts as

the result of nucleophilic attack, but their yield is smaller than that of CPDs by an

order of magnitude [329]. These 6-4 photoproducts have also drawn much attention

because they are even more mutagenic than CPDs [330]. CASPT2//CASSCF

calculations by Blancafort and Migani [326] suggested that the reaction involves

an oxetane-type precursor generated via a charge-transfer excited state. There is

evidence [154, 329, 331] from time-resolved spectra of (dT)20 and from theoretical

calculations on thymine dinucleotide (TpT) that this charge-transfer state, which

could be directly populated by optical excitation, is stabilized in solution compared

to the gas phase [326], owing to the stabilizing interactions with the solvent and the

sugar-phosphate backbone. The fact that the 6-4 addition reaction only plays a

secondary role was explained with a significant energy barrier, which is also

induced by dynamical solvent effects [154].

The conformational control of pyrimidine dimerization in DNA strands was

widely discussed in theoretical investigations, for example in [320, 331, 332]. The

probability of dimerization is highly dependent on the distance and the dihedral

angle between the C5¼C6 double bonds [320, 333]. Lewis and coworkers [331,

332] addressed the conformational fluctuations by taking snapshots from ground-

state MD simulations for (dT)20 and (dT)20·(dA)20, which indicated that the mid-

point distance d between the two approaching C5¼C6 double bonds (see Fig. 2)

plays a more important role for the dimerization than the dihedral angle. By fitting

to experimental data, they found the proportion of MD snapshots with d < 3.52 Å
to be equal to the quantum yield of the [2+2] cycloaddition. Similarly, they

concluded that the 6-4 dimerization occurs when the distance between the C5 and

O4 atoms (see Fig. 2) is smaller than 2.87 Å. Combined experimental and theore-

tical investigations by Lewis and coworkers [332, 334, 335] indicated that flanking

purine bases (for example, in a local sequence consisting of a purine-pyrimidine-

pyrimidine motif such as G-T-T) modulate the dimerization efficiency of stacked

pyrimidines mainly by affecting their ground-state conformations (rather than by

energy or charge transfer). Generally speaking, the quantum yield of dimerization

depends on many factors, such as the kind of adjacent nucleobases [336], excited-

state dimer repair [337], quenching of dimerization [338], and ground-state donor-

acceptor interactions between π-stacked bases [334].

Organisms have developed a defense mechanism against photolesion caused by

pyrimidine dimerization. For example, in the human body, photoinduced DNA

damage is fixed by photolyases – a class of repair enzymes [292, 339–344]. The

repair mechanism has been the subject of several theoretical studies that arrived at

the following scenario: a reduced flavin adenine dinucleotide (FADH�) transfers
one electron (e�) to the thymine–thymine dimer, the anion formed reverts back to

normal thymine bases by ring opening via a radical intermediate, and the electron

then returns again to FADH [342, 345–349]. For further information on this topic,

we refer the reader to reviews such as [29] and [344].
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3.6 Other Helical Conformations and Modified Strands

Besides the standard DNA strands discussed above, there are other uncommon

helix conformations such as A-DNA and Z-DNA. The Quinn group [350] reported

that the nonradiative decay takes longer for the Z-form than for the B-form of poly

(dCdG)·poly(dGdC), with experimental monoexponential time constants of 16–

20 ps. By contrast, the Kohler group [351] reported that the experimentally

observed nonradiative decay lifetime of (dCdG)9·(dGdC)9 is independent of the

helix conformation (also in the region of several picoseconds). These findings call

for theoretical studies on Z-DNA to check whether the established theoretical

explanations for B-DNA photodynamics carry over to the more loosely stacked

Z-DNA strands. In a different context, the photoexcited Z-DNA double strands

were modeled in a study of their circular dichroism spectra using the high-level

symmetry-adapted cluster CI method [352].

There is also interesting research on nonstandard DNA strands. For example,

DNA strands modified with tethered chromophores (e.g., ethidium [353]) and DNA

assemblies containing nucleobase-like chromophores (e.g., deazaguanine and ino-

sine [354, 355]) were widely used to probe the DNA e�/h+ transport processes (see
Sect. 3.3). Photoinduced electron transfer in a synthetic artificial mimic of DNA

strands – peptide nucleic acid – was studied computationally, since it may play a

key role in the evolution of life [282, 356]. Making use of the excited-state

properties of DNA strands, theoretical chemists have attempted to design

photodriven molecular motors [357, 358].

4 Conclusion and Outlook

In this chapter we have presented a broad overview of computational studies on

photoexcitation in DNA single and double strands. A wide range of excited-state

theoretical models and computational techniques are available for computational

chemists to simulate DNA strands in excited states. High-level ab initio quantum

methods are still too expensive to model systems as complex as solvated DNA

strands unless approximations are made and accuracy is sacrificed. The hybrid

QM/MM approach offers a viable alternative by considering just the photoactive

center at an expensive and accurate QM level, while using a simple MM force-field

description for the DNA and solvent environment that may play an essential role in

the photoexcitation. Semiempirical CI methods are a promising tool for the model-

ing of rather large photoexcited systems, after proper validation against experi-

ments or high-level calculations. TDDFT can often be employed successfully to

investigate the delocalized excitonic coupling in DNA strands, in spite of its

deficiencies for charge-transfer and near-degenerate states. Static calculations can

thus yield a wealth of theoretical information on DNA electronically excited states,

both on spectra and excited-state potential energy surfaces. In addition,
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nonadiabatic dynamics simulations can provide a rich and detailed picture of

photoinduced processes in DNA strands – including mechanisms, deactivation

pathways, lifetimes, branching ratios, and time-resolved absorption and emission

spectra.

However, a full understanding of the extremely complex photophysics and

photochemistry in DNA strands is still an elusive goal for computational studies.

There is a logical road map to proceed from simple models toward fully atomistic

simulations of DNA by consecutively addressing (1) a single nucleobase in vacuo/

water, (2) a single nucleobase embedded in DNA strands, (3) multiple interacting

nucleobases embedded in DNA strands, and (4) complete solvated DNA strands. At

present, efforts on step (1) have established a solid understanding of isolated

nucleobases in the gas phase and in water, and the research in this field has thus

been moving rapidly toward steps (2) and (3) in recent years. The dramatic

slowdown of the nonradiative decay in DNA strands, as observed in several time-

resolved spectroscopic studies, has been rationalized both by a monomeric mecha-

nism and by invoking delocalized excitonic states. Proton and/or hydrogen transfers

through base pairing have been proposed to play an important role in the photo-

induced processes of DNA, but their overall significance is still debated. Studies of

base stacking have uncovered a number of potentially important effects, including

excitonic delocalization, charge transfer, and charge/energy transport, but there is

still considerable controversy concerning the nature of the initially generated

excited state (electronic configuration and delocalization degree) and its evolution

over time. Photoinduced damage to DNA is generally attributed to pyrimidine

dimerization by [2+2]-cycloaddition, but there is still discussion about the detailed

mechanism and alternative pathways, combined with the challenge to contribute

theoretically to the design of an improved photoprotection strategy. Electronically

excited states in uncommon DNA helix conformations and modified DNA strands

constitute another important area of theoretical DNA research. When studying all

these topics, a realistic computational modeling will not only strive for an accurate

treatment of the photoactive region, but also carefully reckon with the complex

chemical/biological environment including the sugar-phosphate backbone and the

solvent. Progress toward a more complete understanding of DNA photochemistry

seems most likely through joint efforts both from the experimental and

computational sides.
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121. Jacquemin D, Wathelet V, Perpète EA, Adamo C (2009) J Chem Theory Comput 5:2420

122. Jensen L, Govind N (2009) J Phys Chem A 113:9761

123. Baer R, Neuhauser D (2005) Phys Rev Lett 94:043002

124. Livshits E, Baer R (2007) Phys Chem Chem Phys 9:2932

125. Yanai T, Tew DP, Handy NC (2004) Chem Phys Lett 393:51

126. Adamo C, Scuseria GE, Barone V (1999) J Chem Phys 111:2889

127. Adamo C, Barone V (1999) J Chem Phys 110:6158

128. Zhao Y, Truhlar DG (2006) J Phys Chem A 110:13126

129. Zhao Y, Truhlar D (2008) Theor Chem Acc 120:215
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144. Nachtigallová D, Zelený T, Ruckenbauer M, Müller T, Barbatti M, Hobza P, Lischka H

(2010) J Am Chem Soc 132:8261

145. Cramer CJ, Truhlar DG (1999) Chem Rev 99:2161

146. Orozco M, Luque FJ (2000) Chem Rev 100:4187

147. Santoro F, Barone V, Improta R (2007) Proc Natl Acad Sci USA 104:9931

148. Improta R (2008) Phys Chem Chem Phys 10:2656

149. Santoro F, Barone V, Improta R (2008) ChemPhysChem 9:2531

150. Improta R, Santoro F, Barone V, Lami A (2009) J Phys Chem A 113:15346

151. Santoro F, Barone V, Improta R (2009) J Am Chem Soc 131:15232

152. Santoro F, Barone V, Lami A, Improta R (2010) Phys Chem Chem Phys 12:4934

153. Improta R, Barone V (2011) Angew Chem Int Ed 50:12016

154. Banyasz A, Douki T, Improta R, Gustavsson T, Onidas D, Vayá I, Perron M, Markovitsi D
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292. Woiczikowski PB, Steinbrecher T, Kubař T, Elstner M (2011) J Phys Chem B 115:9846

293. Wolter M, Woiczikowski PB, Elstner M, Kubař T (2012) Phys Rev B 85:075101
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297. Wolter M, Elstner M, Kubař T (2013) J Chem Phys 139:125102
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Abstract Laboratory experiments have shown that the UV photo-irradiation of

low-temperature ices of astrophysical interest leads to the formation of organic

molecules, including molecules important for biology such as amino acids, qui-

nones, and amphiphiles. When pyrimidine is introduced into these ices, the prod-

ucts of irradiation include the nucleobases uracil, cytosine, and thymine, the

informational sub-units of DNA and RNA, as well as some of their isomers. The

formation of these compounds, which has been studied both experimentally and

theoretically, requires a succession of additions of OH, NH2, and CH3 groups to

pyrimidine. Results show that H2O ice plays key roles in the formation of the

nucleobases, as an oxidant, as a matrix in which reactions can take place, and as a

catalyst that assists proton abstraction from intermediate compounds. As H2O is

also the most abundant icy component in most cold astrophysical environments, it

probably plays the same roles in space in the formation of biologically relevant

compounds. Results also show that although the formation of uracil and cytosine

from pyrimidine in ices is fairly straightforward, the formation of thymine is not.
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This is mostly due to the fact that methylation is a limiting step for its formation,

particularly in H2O-rich ices, where methylation must compete with oxidation.

The relative inefficiency of the abiotic formation of thymine to that of uracil and

cytosine, together with the fact that thymine has not been detected in meteorites, are

not inconsistent with the RNA world hypothesis. Indeed, a lack of abiotically

produced thymine delivered to the early Earth may have forced the choice for an

RNA world, in which only uracil and cytosine are needed, but not thymine.

Keywords Astrochemistry � Extraterrestrial abiotic nucleobase synthesis �
Ice irradiation � Nucleobases � UV irradiation
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1 Introduction

The processes by which life on Earth originated are not well understood and have

been the subject of considerable speculation. While numerous pathways for the

emergence of life have been suggested, it was presumably preceded by some sort of

prebiotic chemical evolution that set the stage. In this chapter we will concentrate

on only one aspect of this potential prebiotic chemistry, namely, the synthesis of

nucleobases in extraterrestrial environments.

1.1 Prebiotic Synthesis of the Building Blocks of Life

It is generally assumed that, before life emerged on the primitive Earth, there must

have been a period of time during which its basic “building blocks” were synthe-

sized and confined in an environment where they could be protected and interact

with each other. There is a priori no requirement for all the building blocks to be

synthesized in the same environment, so it cannot be excluded that the individual

components in the mixture of materials that led to the emergence of life could have
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been formed in different locations and at different times. Indeed, individual classes

of components, such as amino acids, could have been made and provided from

multiple prebiotic environments. Presumably newly forming life had no concern

about the different origins of these compounds and instead used whatever was

available in the surrounding environment.

1.1.1 Abiotic Chemistry and the Origin of Life

The chemical steps that progressively led to life are still unknown, but they were

probably driven by the inventory of molecules that were present on the primitive

Earth and/or the astrophysical environment where they took place. All of these

ingredients, together with the principles of thermodynamics, may have played an

important role in the processes changing non-living molecules into living entities.

The origin of the building blocks of life has been extensively debated since the

1950s, at which time Miller produced small quantities of amino acids and other

organic molecules of prebiotic interest in his famous experiment, from the spark-

induced chemistry of a gas mixture that was assumed to simulate the primitive

atmosphere of the Earth [1]. However, more recent studies suggest that this was

probably not the most relevant model because the actual primitive atmosphere was

not as reducing as the gas mixture used by Miller [2]. The discovery in the 1960s and

1970s of a rich variety of organic molecules such as amino acids, carboxylic acids,

hydrocarbons, sugar-related compounds, as well as puric and pyrimidic bases in

carbonaceous meteorites like Murchison (e.g., [3–8]) supported an extraterrestrial

delivery of the building blocks of life rather than an indigenous production of these

molecules on the primitive Earth. In particular, the amino acids and nucleobases

found in the Murchison meteorite were shown to be of extraterrestrial origin, as they

display enrichments in 13C relative to standard terrestrial values [9–11]. This scenario

of an extraterrestrial delivery of the building blocks of life to the primitive Earth via

meteorites, originating from comets and asteroids, is strengthened by the fact that

meteoritic bombardment was significantly heavier during the first hundreds of

millions of years of the Earth’s history [12–17].

A few chemical mechanisms were proposed for the formation of prebiotic

molecules under abiotic conditions. For example, amino acids are usually thought

to have formed via the Strecker synthesis in the meteorites’ parent bodies during

phases of aqueous alteration or in a primitive ocean. This synthesis involves an

aldehyde that reacts with hydrogen cyanide (HCN) and ammonia (NH3) to form an

aminonitrile that can be hydrolyzed into the corresponding amino acid

[18, 19]. Other chemical pathways to the formation of amino acids involve the

formation of N-carboylamino acids as intermediate species via the Bücherer–Bergs

reaction from an aldehyde, HCN, NH3, and CO2, also leading to amino acids via

subsequent hydrolysis [19, 20]. The polymerization and/or oligomerization of HCN

in H2O is another potential pathway to the formation of both amino acids and

nucleobases, as HCN is abundant in comets [21–28] and can also be found in

interstellar ices [29–34]. However, while this chemical route has been extensively
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studied both in the laboratory [35–39] and more recently from a theoretical point of

view [40], it has also been strongly debated. A similar mechanism involving

cyanoacetylene (HC3N) reacting with either the cyanide anion (OCN–) or water

in the presence of urea (NH2CONH2) may also lead to the formation of the

nucleobases cytosine and uracil [41], which are of great interest in this chapter.

Finally, sugars, in particular glucose, ribose, and deoxiribose, as well as their

derivatives, could be formed via the formose reaction, i.e., a polymerization of

formaldehyde (H2CO) [42–46].

The final step from a collection of non-living molecules to those capable of self-

replication and evolution is probably the least understood of all. Indeed, even if the

primitive Earth contained an abundance of all the molecules required for life,

constituting the so-called “primordial soup” [12, 13], it was also probably supplied

with an abundance of compounds that did not have the right properties for self-

replication and evolution that may have inhibited the emergence of life. The

reactions that led to self-replication and evolution are believed to have occurred

in a solvent, most probably H2O, to allow molecules to meet and react under

favorable thermodynamic conditions [47]. In addition, H2O probably played an

important role in the formation of prebiotic membranes, as shown by some exper-

iments in which organic molecules produced from the UV irradiation of simple ices

spontaneously led to the formation of vesicles, a phenomenon also observed with

organic extracts of the Murchison meteorite [48]. Membranes provide considerable

advantages for chemical evolution, as they can protect molecules inside the vesicles

from external lethal radiation, and because enclosed molecules can evolve under

specific chemical conditions (solvent, temperature, pH) that can be different from

the outside medium. Reactions inside a membrane-enclosed vesicle can occur

under conditions of non-thermodynamic equilibrium, which, when coupled to

prebiotic reactions and exchange of entropy with the external medium, can lead

to complex reactions including polymerization of amino acids and sugars. Finally,

exothermic reactions between organic compounds, in particular polymerizations,

may also have occurred on the surface of minerals [49–53], which can play the role

of a third body capable of absorbing the excess reaction energy and preventing the

dissociation of newly formed products. Clays, in particular montmorillonite, are

often cited as one of the minerals likely to have played such a role because of their

chemical and physical properties [54, 55].

1.1.2 Potential Environments for Prebiotic Synthesis

While numerous environments for prebiotic chemistry have been suggested, most

fall into one of two main categories, namely, extraterrestrial environments and

environments found on the early Earth. We briefly comment on both of these

environments below, although the bulk of the discussion in this chapter will be

devoted to prebiotic chemistry that occurred prior to incorporation of the material

into the Earth. Within this category, we will comment on the abiotic synthesis of a
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number of classes of compounds of astrobiological interest, but will specifically

concentrate on the prebiotic extraterrestrial synthesis of the nucleobases.

Extraterrestrial Environments: ISM Dense Clouds, Protosolar Nebula,

Comets, and Asteroids

Prior to the middle of the last century it was generally assumed that the conditions

found in space were hostile to molecules, that chemistry could not proceed effi-

ciently in space, and that most of the material in space would exist as either atoms or

amorphous dust grains. The advent of radio and infrared telescopes, detectors, and

spectrometers ultimately showed this to be untrue. We now know that much of the

material in circumstellar and interstellar space is in molecular form, and that a

variety of chemical processes occur as these materials cycle through a range of

astrophysical environments (Fig. 1). In the paragraphs below we describe several

environments in which chemistry is observed to occur in space.

Many stars, late in their life cycles, undergo phases in which they lose significant

portions of their mass through either gradual (stellar winds) or explosive (nova and

Fig. 1 The life cycle of matter in galaxies. New atoms and molecules formed in stars are ejected

into the diffuse interstellar medium (ISM). Some of these materials can subsequently be gathered

into dense molecular clouds, the formation sites of new stars and planets. During the formation of

new stellar systems these materials can be modified, and new materials made, as they are

incorporated into small objects such as asteroids, comets, and planetesimals. Organic matter

contained in asteroids and comets can then be delivered to telluric planets such as the Earth via

meteorites and interplanetary dust particles (IDPs). Those organic compounds may constitute an

inventory of prebiotic molecules that subsequently play a role in the emergence of life if favorable

chemical and physical conditions are available (from [48])
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supernova) processes. Where the outflow conditions allow, these materials can

form molecules and dust grains. Depending on the local C/O ratios in the ejectae,

the main products can be minerals (O-rich ejecta) or carbonaceous molecules and

grains (C-rich ejecta) [56, 57].

Much of the material ejected from stars is subsequently destroyed or modified in

the diffuse interstellar medium (ISM) where it is subjected to shock waves from

supernova, sputtering, photo-destruction, etc. However, there are several lines of

evidence that some of these materials survive transit through the diffuse ISM.

Indeed, astronomical observations clearly indicate that the diffuse ISM contains

silicate grains and solid organic materials that contain both aromatic and aliphatic

components [56, 58–60]. Most individual molecules are unable to survive in the gas

phase in the diffuse ISM, with the notable exception of polycyclic aromatic

hydrocarbons (PAHs) and related species. These molecules are seen in the outflows

of dying stars and are sufficiently robust to resist complete photolytic destruction in

the diffuse ISM. As a result, they are the dominant form of molecular carbon found

in many astrophysical environments [61–64].

Perhaps the most compelling and interesting proof that at least some material

survives the trip from stellar synthesis through the diffuse ISM is the existence of

presolar grains in meteorites. Presolar grains having a number of different compo-

sitions (aluminum oxides, silicates, SiC, graphite, etc.) have been identified and

their circumstellar formation is demonstrated by the presence of non-solar isotopic

ratios that indicate formation in a variety of nucleosynthetic environments.

However, from the perspective of prebiotic chemistry and astrobiology, the most

interesting type of extraterrestrial environment is that of dense interstellar molecular

clouds. Such clouds contain enough material to be optically thick so that they screen

out much of the stellar radiation that destroys most molecules in the diffuse ISM. The

large optical depths of these clouds allow their interiors to cool to temperatures as low

as 10–15 K. At these temperatures, most gas phase species other than H, H2, He, and

Ne will condense out onto dust grains in the form of ice mantles (Fig. 2). Little

“normal” chemistry of the sorts we are familiar with on Earth can take place under

such conditions, but chemical reactions occur nonetheless.

Some chemistry occurs via gas–grain reactions in which individual gas-phase

atoms like H, C, N, and O collide with grains, react with resident surface species on

the grains, and form new compounds [65]. None of the species made in this manner

are particularly complex. In dense cloud environments where H > H2, these reac-

tions simply tend to create hydrides like CH4, CH3OH, NH3, and H2O, and this

process is thought to be the principle source of interstellar H2 via reactions between

two H atoms on the surface of cold dust grains. When H < H2, reactions involving

heteroatoms become important and species like N2 and O2 predominate.

More complex species can be created when ionizing radiation is present (Fig. 2).

The large optical depth of dense clouds screens out most stellar radiation, but

cosmic rays and the energetic photons they create when colliding with interstellar

matter produce some ionization, even in the densest clouds [66]. Newly forming

stars within dense interstellar clouds can also irradiate nearby materials. Ionizing

radiation produces ions and radicals that are able to react even at the low
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temperatures common in these clouds. Ions created in the gas phase can react in an

extensive chain of ion-molecule reactions that can lead to numerous gas-phase

species [67, 68]. To date more than 175 specific molecules have been identified in

the gas phase in such clouds [69], although most are relatively small (<7–8 atoms).

However, the majority of the material other than H and He in dense clouds is

trapped in the dust grains and their icy mantles, and it is in these ices that ionizing

radiation likely produces the most complex molecular species [65, 70–72]. Such a

Fig. 2 Top: Spitzer telescope image of the Eta Carinae molecular cloud. Bottom: Schematic of a

cold interstellar dust grain. Volatiles such as H2O, CO, CO2, CH3OH, and larger molecules such as

polycyclic aromatic hydrocarbons (PAHs) can condense on the surface of cold dust grains in

interstellar clouds. Such ice mantles can be processed by ionizing radiation, including UV photons,

leading to the formation of more complex, refractory molecules (adapted from [197])
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radiation process will be the subject of much of the discussion in this chapter,

particularly in the context of the abiotic formation of the nucleobases.

Because of their biological significance, astronomers have sought to confirm

the presence of small N-heterocycles, including pyrimidine, purine, and their deriv-

atives, in the gas phase of the ISM. To date, none of these compounds have been

detected [73–77]. Nonetheless, PAHs are known to be ubiquitous in galactic and

extragalactic interstellar/circumstellar environments, and polycyclic aromatic nitro-

gen heterocycles (PANHs) are expected to be present as well [61–64]. It is therefore

reasonable to assume that N-heterocycles, including pyrimidine-based species,

may be present in space where they can condense on the surfaces of cold, icy grains,

such as those found in dense molecular clouds [78, 79]. These materials are therefore

expected to participate in the types of ice irradiation process mentioned above.

Delivery of Extraterrestrial Organics to the Early Earth

Of course, the creation of organics in extraterrestrial environments is somewhat

inconsequential, at least with regards to the origin of life, if these materials are

unable to survive incorporation into planetary environments. Organics incorporated

into the early Earth during its initial molten accretion were presumably destroyed –

arriving organics would do little beyond contributing part of the inventory of

important elements like C, N, O, and H. The actual delivery and survival of

astrobiologically important compounds would have had to wait for the surface of

the Earth to become a more hospitable place. It is therefore likely that the majority

of complex organics delivered intact to the surface of the early Earth were first

incorporated into small bodies like comets and asteroids and only delivered to the

Earth at a later stage [80].

The efficiency of successful delivery of extraterrestrial organics to the surfaces

of planets depends critically on the nature of the body that delivers them [17]. While

comets and asteroids can contain large amounts of organics, as whole bodies they

are not a very efficient way to deliver organics intact to planetary surfaces. The

enormous energy releases that occur during hypervelocity impact of such large

objects is likely to destroy or modify much of their organic molecule content, not to

mention mediating the destruction, alteration, and creation of compounds on the

planet. However, over the course of their orbital evolution, bodies like asteroids can

shed material in the form of smaller meteoroids or dust particles generated by

impacts with other asteroidal bodies. Comets can also shed rocks and dust through

collisions as well as lose dust during outgassing that occurs when cometary

volatiles sublime during warming.

These smaller meteoroids and cosmic dust particles can deliver organics much

more efficiently than their cometary and asteroidal parent bodies. When smaller

bodies like meteorites and cosmic dust collide with the Earth, they are slowed to

terminal velocity high in the atmosphere and can deliver organics to the surface of the

planet with far less degradation [81, 82]. For example, while the exterior of a

meteoroid suffers serious heating and ablation during atmospheric entry, the interiors
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of meteorites experience little or no changes in temperatures during the entire infall

process because ablation removes their surface faster than heat can thermally conduct

into the interior of the meteorite. For a typical meteorite that makes it to the surface of

the Earth, atmospheric entry only affects the outer few millimeters of the surviving

material. Meteorites typically land on the surface of the Earth with their interior

temperatures largely unchanged from what they were in space and can therefore

preserve and deliver their initial organic contents (e.g., [3–8]).

The Early, Prebiotic Earth

Since the focus of this chapter is on the possible extraterrestrial abiotic formation of

nucleobases, we will not go into great detail regarding the possible synthesis of

these compounds in terrestrial environments. Nonetheless, the origin of life would

almost certainly have occurred in an environment in which compounds of both

extraterrestrial and terrestrial origin could have been present. While the issue of

terrestrial synthesis is not central to the subject of this chapter, the possible

importance of extraterrestrial delivery of nucleobases (as well as many other

molecules of biological importance, for that matter) should be assessed in context

with terrestrial sources. There are a number of excellent papers that address

prebiotic chemistry on the early Earth, including extensive discussions of the

nucleobases, and the reader is invited to examine them for informative reviews

(e.g., [83–86] and references therein).

Note that we are not concerned here with the formation of RNA and DNA in

their macromolecular forms. While it is the ultimate formation of RNA and DNA

that motivates much of the interest in the abiotic formation of nucleobases, it is

likely that this advance in chemical complexity occurred in a planetary environ-

ment, which falls outside the purview of our discussion here. Indeed, it has even

been suggested that the formation of RNA and DNA need not have required the

preexistence of nucleobases [87].

1.2 Abiotic Extraterrestrial Chemistry and the Origin of Life

There are several lines of evidence that suggest abiotic extraterrestrial chemistry

may have resulted in the delivery of numerous compounds of biological importance

to the early Earth. Some of this evidence comes from astronomical observations of

dense clouds and forming planetary systems, but the main lines of evidence come

from laboratory simulation experiments and the detection of biologically important

species in the organic materials found in primitive meteorites.

1.2.1 Evidence from Astronomical Observations and Laboratory

Simulations

Astronomical spectral observations of the ISM at infrared and longer wavelengths

have demonstrated that the molecular composition of interstellar dense clouds is

dominated by simple species. For example, absorption spectra taken along lines of
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sight towards embedded and background stars show that the ices in most dense

clouds are dominated by H2O along with varying amounts of other simple mole-

cules like CH3OH, CO, CO2, CH4, NH3, HCN, etc. [59, 88–93]. These ices are

exposed to doses of ionizing radiation in the form of cosmic rays and high-energy

photons that can create ions and radicals in the ices that can ultimately react to form

more complex molecules (Fig. 2). Evidence that interstellar ices are truly processed

by ionizing radiation in this manner comes from the observation of a broad

absorption feature near 4.62 μm (2165 cm�1) in the infrared spectra of the ices in

many clouds [59, 88, 89, 91, 94, 95]. This feature is reliably reproduced in virtually

all laboratory experiments involving the irradiation of ices containing sources of O,

C, N, and H, and is due to the C�N stretching mode in what is most likely OCN�

[96–98].

Numerous laboratory studies have demonstrated that irradiation of astrophysi-

cally relevant ices dominated by simple molecules like those listed above results in

the production of numerous ions and radicals within the ices that can then combine

as the ice warms to form a wide variety of new molecular species that are

considerably more complex than those seen in the gas phase in dense clouds

[72]. Many of these species are of astrobiological interest and include amino

acids [99–102], amphiphiles [48], urea, glycerol, glyceric acid, hydantoin

[103, 104], and, if aromatic species are present in the ices, quinones, ethers

[105–109], and nucleobases [110–112].

This chemistry appears to be very “robust” in the sense that the types of organic

materials that are produced are relatively insensitive to many of the experimental

parameters of the irradiation. For example, the temperature of the ice during

irradiation is relatively unimportant; all that is required is that the ice be cold

enough that the starting materials remain condensed during irradiation. Since

H2O is the dominant species in many astrophysical ices, this means that ice

irradiation processes yield similar products over the entire 10–150 K temperature

range [71]. This processing is similarly insensitive to the source of the ionization:

identical ices will yield very similar products independent of whether they are

irradiated by energetic protons or UV photons [108, 113–115]. Indeed, the basic

suite of products is even relatively insensitive to the composition of the ices

themselves provided they contain fragmentable sources of C, H, O, and N. For

instance, ices containing widely different relative abundances of the same starting

molecules will produce much the same set of products, although their relative and

total abundances may vary. Similarly, laboratory experiments performed with ices

in which the initial sources of C, H, O, and N are different will still often yield

similar products. For example, irradiation of ices yields amino acids independent of

whether the initial carrier of C in the ices is CH3OH, CH4, or CO2 [99–102], and

whether the initial carrier of N is NH3 or HCN [116].

Of particular interest is the radiation processing of ices that contain aromatic

molecules like PAHs and related aromatic species that contain heterocycles.

In dense molecular clouds, they should be largely condensed out onto grains

[78, 79]. As previously stated, these molecules are relatively robust against

photo-destruction in the gas phase in the ISM, but they can also participate in a
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rich chemistry when irradiated in mixed molecular ices. One of the chief outcomes

of the irradiation of PAHs in ices is the addition of side groups to the aromatic rings

of the PAHs. Since most interstellar ices are dominated by H2O, this largely results

in O and H addition reactions that make aromatic ketones, alcohols, ethers

[105–109], and hydrogenated PAHs (Hn-PAHs [117]); however, additional side

groups like –NH2, –CH3, –OCH3, –C�N, etc. can be added if other molecules

are present in the starting ice [105, 107]. As we will see, this process is likely to play

an important role in the abiotic production of nucleobases in astrophysical

environments.

1.2.2 Evidence from Meteorites

Meteorites that fall on the Earth are divided into a wide variety of classes having

different compositions and evolutionary histories [118, 119]. Among these classes,

carbonaceous chondrites are of the most interest for studies of extraterrestrial

organics. These meteorites typically contain a few weight percent carbon

[120]. Much of the carbon is in the form of insoluble organic matter (IOM), a

material that consists of small aromatic moieties interlinked by a complex variety of

bridging units [121, 123]. Meteoritic IOM has a number of interesting properties,

for example, it is the carrier of components having large D/H and 15N/14N isotopic

anomalies [122, 123]. However, other than being a major carrier of carbon in

meteorites, it is of limited interest in astrobiology because it is chemically

intractable.

Of more interest in astrobiology are the soluble carbonaceous components of

these meteorites. A wide variety of soluble compounds are found in carbonaceous

meteorites, including aliphatic and aromatic hydrocarbons, carboxylic and dicar-

boxylic acids, amines, and amides [120]. These individual classes of compounds

are typically present at concentration falling in the range from a few ppm to a few

hundred ppm.

A number of compounds are of clear astrobiological interest, including amino

acids [4, 10, 124–127], amphiphiles [48], and N-heterocycles [11, 128–135], which
are the building blocks of proteins, membranes, and nucleic acids, respectively.

There is ample evidence that many of these materials are truly extraterrestrial, and

not terrestrial contamination. For example, the extraterrestrial nature of the many

amino acids detected in meteorites is supported by the presence of (1) amino acids

not used by biological systems on Earth, (2) amino acids that are largely (but not

entirely) racemic, and (3) amino acids having non-terrestrial isotopic ratios

[9, 10, 124, 136–140].

Of particular relevance to the discussion in this chapter are N-heterocyles. To
date, a series of pyrimidines, quinolines, isoquinolines, benzoquinolines, and sev-

eral of their methyl isomers have been identified in meteorites ([120] and references

therein). Purine- and pyrimidine-based compounds have so far been detected in

the carbonaceous chondrites Orgueil, Murchison, Murray, and Lonewolf Nunataks

94102 [128–135, 143]. The extraterrestrial origin of these compounds has been
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confirmed in many cases by isotopic analysis [11], lending further credence to their

extraterrestrial formation via at least one astrophysical, non-biological process.

Uracil is, to date, the only pyrimidine-based nucleobase that has been unequiv-

ocally identified in meteorites [11, 132]. The extraterrestrial nature of uracil in the

Murchison meteorite is supported by δ13C measurements by Martins et al. [11],

although it has been suggested that coeluting compounds could be confusing the

issue [134]. The lack of detection of cytosine in meteorites might be explained by

its conversion into uracil via hydrolysis when the organics are extracted from the

meteorite, as cytosine was shown to be easily hydrolyzed in the laboratory

[141, 142]. Thus, the presence of cytosine in meteorites cannot currently be

ruled out.

So far, studies of the Allende, Orgueil, Murchison, and Murray have only

managed to establish upper limits on the presence of thymine in these meteorites,

but these upper limits are an order of magnitude lower than those for uracil

[132]. The non-detection of thymine cannot be explained by the same conversion

process that may be limiting the detection of meteoritic cytosine. This suggests that

there must be another reason for its lower abundance in meteorites relative to uracil.

We will return to this point later in this chapter.

Several purines have been identified in meteorites, including xanthine, hypo-

xanthine, and the nucleobases guanine and adenine [128–135, 143]. The presence

of pre-terrestrial pyrimidine and purine-based compounds in meteorites clearly

indicates that some extraterrestrial abiotic processes are capable of making at

least some of the nucleobases in space. In the sections that follow we will discuss

some of the extraterrestrial environment in which these processes may occur.

2 The Synthesis/Stability of Nucleobases

in Extraterrestrial Environments

The primary environments of interest for chemistry in the interstellar medium are

dominated by materials in the gas phase and, in dense clouds and protostellar disks,

in solids and ices. Chemistry in the liquid phase is largely restricted to planetary

environments and, for brief periods in the early history of the Solar System, to some

asteroids, and is therefore not considered in any detail here. In the sections that

follow we will thus concentrate on gas- and solid-phase photochemistry.

2.1 Synthesis/Stability in the Gas Phase

A few mechanisms for the formation of both pyrimidine- and purine-based

nucleobases have been proposed and tested experimentally and theoretically.

Among them, the most popular is probably the formation of purine-based
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compounds from the polymerization or oligomerization of HCN in the gas phase.

HCN is a common component of astrophysical ices; in particular it is found in

comets [21–28], but also in interstellar and circumstellar sources [29–34]. In the

1960s, Matthews noticed that adenine, one of the purine-based biological

nucleobases found in DNA and RNA, was a pentamer of HCN, i.e., that it could

be obtained from the combination of five molecules of HCN. This mechanism was

tested experimentally by his team and independently by Ferris’ and Toupance’s

teams, but none of them could find a pathway that could lead to an efficient

production yield of adenine [35–39]. However, the probability for five molecules

of HCN to encounter one another in low-density astrophysical gas phase environ-

ments is small, so such a process would not be very efficient in space. The

formation of adenine from the pentamerization of HCN in the gas phase has also

been studied theoretically via density functional theory (DFT) and singles and

doubles coupled-cluster with perturbational triples [CCSD(T)] computations,

which showed that such a process is energetically favored [40, 144], and thus that

adenine could be formed abiotically. Similarly, ab initio CCSD(T) quantum chem-

ical computations indicate that pyrimidine could be formed in the gas phase via an

ion–molecule mechanism through a structural isomer of vinyl cyanide ion [145].

Another mechanism, involving the reaction between cyanoacetylene (HC3N)

and the cyanate anion (OCN�), could lead to the formation of the pyrimidine-based

nucleobases uracil and cytosine [146]. HC3N is abundant in comets [147–149],

circumstellar disks [150–153], as well as in the atmosphere of Titan [154–157], the

largest satellite of Saturn, known to house a very complex chemistry that may be in

some points similar to what existed on the primitive Earth several billions of years

ago [158–162]. OCN� has been observed in the solid phase (ice) in several

astrophysical sources [59, 88, 89, 91, 94, 95], and is often considered to be the

proof that photo-induced chemical reactions do occur at the surface of icy cold

grains, since it can be formed from the irradiation of H2O, CO, CO2, and NH3

[96, 97]. However, to date, OCN� has not yet been observed in the gas phase.

Alternatively, HC3N could also react with H2O to form an intermediate species,

cyanoacetaldehyde (N�CCH2CHO), which, by reacting with urea (NH2CONH2),

could lead to the formation of uracil and cytosine [146, 163].

In dense environments, such as molecular clouds or Titan’s atmosphere,

N-heterocycles such as pyridine and pyrimidine may be formed in the gas phase

via copolymerization of HCN and acetylene (C2H2), believed to be one of the

precursors of PAHs in space [164, 165]. Acetylene and ethylene could also react

with protonated hydrogen cyanide (HCNH+), considered to be a major ion in

Titan’s ionosphere due to its high concentration, that could lead to synthesis of

cyclic molecules involving nitrogen, and possible precursors of nucleobases

[166]. HCNH+ is also known to exist in the gas phase in interstellar clouds,

where it plays a role in the conversion of HCN to HNC [167]. Once formed,

N-heterocycles and PAHs could condense on small, cold grains in the ISM

[78, 79] and be photo-processed together with other ices present, such as H2O,

CH3OH, CO, CO2, CH4, and NH3 [59, 88–93], to form subsequently complex
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molecules of prebiotic and biological interest such as quinones [105, 107] and

nucleobases [110–112].

Once formed in astrophysical environments, nucleobases, like other gas-phase

and ice components, will be subjected to strong ionizing radiation. While radiation

can affect the chemical composition of a medium by breaking bonds, creating ions

and radicals, and drive the formation of new, more complex products after recom-

bination, it can also destroy these same compounds. Because of this, studying the

photo-stabilities of compounds of interest is also important. Peeters et al. [168]

studied the photo-stability of pyridine, pyrimidine, and triazine in an argon matrix

under astrophysically relevant conditions. Their results show that these molecules,

if isolated in the gas phase and subjected to UV radiation, would have half-lives of

2–20 years in the optically thin diffuse ISM, and up to 2 Myr in the dense ISM,

which is mostly opaque to UV photons but subjected to cosmic-ray radiation and

their secondary electrons as well as UV photons produced from the interaction

between cosmic rays and grains [168]. Because of higher UV fluxes, these numbers

drop to 4–30 min in the Solar System. All these values are smaller than those

expected for small PAHs irradiated in astrophysical environments [61, 169–171],

probably due to the smaller bond energies and the polarization of the C–N bonds in

heterocyclic compounds. The stability of nucleobases under UV irradiation, and the

processes of radical and ion formation on them, were also studied both experimen-

tally [172, 173] and theoretically [174].

2.2 Synthesis of Pyrimidine-Based Nucleobases
in Extraterrestrial Ices

Laboratory and theoretical work has been done on the ice-phase photochemistry

of pyrimidine, leading to the synthesis of all three pyrimidine-based nucleobases.

In the sections that follow, we summarize the results of this work separately for

uracil, cytosine, and thymine (Fig. 3). We use the discussion of uracil to provide a

general overview of the approaches that have been used for this kind of work. The

subsequent discussions about cytosine and thymine are largely restricted to details

unique to these individual molecules.

2.2.1 Synthesis of Uracil

Uracil (2,4-dihydroxypyrimidine) is a doubly oxidized pyrimidine derivative. It is

one of the five biologically relevant nucleobases, and is found only in RNA. The

“RNA world” hypothesis proposes that RNA served as the original genetic material

and as biological catalysts [175–177]. Under this paradigm, understanding the

abiotic formation of uracil is of great importance.
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As mentioned earlier, the detection of pyrimidine- and purine-based nucleobases

in meteorites suggests that such molecules may be present on the surfaces of cold

grains in astrophysical environments and mixed into ices. If this is so, then

biologically relevant molecules such as nucleobases might be formed via photo-

processing of pyrimidine in ices, the same way other organic compounds such as

amino acids are probably formed in similar environments [99–102].

The formation of uracil via the photo-irradiation of pyrimidine mixed with

simple ices requires an oxygen source. Among the catalog of compounds present

in interstellar ices, H2O is by far the most abundant [90–93], and can be a strong

oxidant. Consequently, H2O:pyrimidine ices subjected to UV photon irradiation are

simple, relevant models to simulate the oxidation of pyrimidine under astrophysical

conditions in the laboratory.

Laboratory Synthesis of Uracil

In these laboratory experiments, H2O:pyrimidine mixtures prepared in the gas

phase are deposited in a controlled fashion onto a substrate cooled to temperatures

as low as 15–20 K inside a cryogenic vacuum chamber evacuated to a pressure of a

few 10�8 mbar. During deposition, the growing ice films are simultaneously

irradiated with UV photons emitted by a microwave-powered H2 discharge lamp.

Such a lamp provides UV photons mainly at 121.6 nm (Lyman-α) and a continuum

Fig. 3 The molecular structures of pyrimidine, purine, and the five biological nucleobases whose

backbones are based on these compounds: uracil (2,4-dihydroxypyrimdine), cytosine (4-amino-2-

hydroxypyrimidine), and thymine (2,4-dihydroxy-5-methylpyrimidine) for pyrimidine, and ade-

nine (6-aminopurine) and guanine (2-amino-6-hydroxypurine) for purine
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centered around 160 nm, with a flux of about 2�1015 photons cm�2 s�1 [178] that

simulates the UV radiation field observed in many astrophysical environments

[66, 179, 180].

Following the simultaneous deposition and radiation process, each ice sample is

warmed to 220 K to allow the original ice components to sublime away, at which

temperature the resulting refractory residue material is extracted from the vacuum

chamber for further analysis with high-performance liquid chromatography

(HPLC) and gas chromatography coupled with mass spectrometry (GC-MS).

Two of the major compounds successfully identified in these residues include

4(3H )-pyrimidone (or 4-hydroxypyrimidine), a singly oxidized pyrimidine deriva-

tive and precursor of uracil, and uracil itself (Fig. 4; [110]). It should be noted that

2-hydroxypyrimidine, another singly oxidized variant of pyrimidine and a uracil

precursor, is only detected in very small quantities in this series of experiments,

indicating that oxygen addition to pyrimidine occurs in a regioselective manner

[110, 111]. These experiments also show that UV photons can break the pyrimidine

ring, leading to the formation of small aliphatic molecules such as urea and the

amino acid glycine in measurable quantities [111]. As previously observed in other

simple ice mixtures, for example ices in which amino acids are formed [99–102],

Fig. 4 Total-ion chromatogram (top trace) of a residue produced from the UV photo-irradiation of

an H2O:pyrimidine ¼ 20:1 ice mixture at low temperature followed by a subsequent warmup to

room temperature. The middle and bottom traces show the single-ion chromatograms of the same

residue corresponding to the masses for the singly and doubly oxidized pyrimidine derivatives,

respectively, and show the identification of 4(3H )-pyrimidone and uracil in this sample (from [110])
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the list of products formed is relatively insensitive to the ratios of the starting H2O

and pyrimidine, though their relative abundances vary.

Since data regarding the composition of the residues are obtained ex post facto, it

is difficult to know at which point during the irradiation and/or subsequent warm-up

products the likes of 4(3H )-pyrimidone, uracil, and their isomers are actually

formed. However, it is known that the formation of uracil does not occur as a result

of exposure to the aqueous phase while awaiting analysis, since its presence is

confirmed in samples that were kept free of exposure to liquid water [110]. While

this does not answer the question of when uracil is produced, it shows that such

compounds can form in the absence of liquid water.

There are limited experimental data related to the reaction mechanisms for the

formation of oxidized pyrimidines and their derivatives. Such issues can be

addressed with theoretical computations and are discussed in the next section.

Nevertheless, experiments reveal that the formation of these compounds is rela-

tively insensitive to temperature and wavelength, which suggests a radical and/or

ion chemistry driven by the photo-decomposition of H2O. Given this hypothesis,

the unstable radicals and/or ions engage in a chemistry of opportunity that is not

bound by thermodynamic favorability.

Theory of Uracil Synthesis in the Condensed Phase

Detailed quantum mechanical theoretical computations have been conducted to

understand the process of photo-oxidation of pyrimidine in a pure H2O ice matrix

[181]. B3LYP DFT, which contains Becke’s three-parameter exchange functional

(B3) [182], and the correlation functional of Lee, Yang, and Parr (LYP) [183], were

used in conjunction with Pople’s 6-31G(d,p) split valence basis set [184]. Structures

were optimized to obtain the lowest energy minima on the potential energy surfaces

of the reactants, intermediates, and products, and were confirmed by a subsequent

harmonic frequency calculation. Energy differences were then obtained using

second-order Møller-Plesset (MP2) perturbation theory for closed shell species

and second-order Z-averaged perturbation theory (ZAPT2) [185, 186] for the

open shell species, in conjunction with Dunning’s correlation consistent polarized

valence triple zeta basis set (cc-pVTZ) [187]. The Q-Chem 3.1 and 3.2 suites of ab

initio and DFT quantum mechanical codes were used for all computations [188].

H2O possesses a large photo-dissociation cross-section in the UV wavelength

range [189]. Hydroxyl ( •OH) radicals are therefore readily produced in the ices by

the following process:

H2Oþ hν ! H�þ�OH

It is therefore reasonable to assume that the chemistry in these ices is dominated

by reactions of •OH radicals with pyrimidine and its derivatives. Other radicals and

ions can also be generated from the pyrimidine itself via the following processes:
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Pyþ hν ! Py½ �þ� þ e�

Pyþ hν ! Py=H½ �� þ H�

where [Py/H]
• designates a radical formed from the cleavage of a C–H bond on the

pyrimidine ring. •OH radicals can react with either neutral pyrimidine molecules or

pyrimidine cations to form cations and radicals of oxidized pyrimidines.

An important step in these mechanisms is the loss of either a proton or a

hydrogen atom from the intermediates to form the final products. Reactions involv-

ing a pyrimidine cation and an •OH radical (first oxidation step) are presented in

Fig. 5a. Oxidation products of pyrimidine can be further oxidized by •OH radicals,

and produce doubly oxidized products:

Py�OH½ �þ�þ�OH! Py �OHð Þ2
� �þ

Py�OH þ�OH! Py �OHð Þ2
� ��

The above reactions are ion–molecule or radical–molecule type in nature, and

are typically barrierless and fast. Neutral–neutral reactions between H2O and

pyrimidine can also occur but, because of their high activation barriers, should be

several orders of magnitude slower than reactions involving radicals or cations,

particularly in cold ices.

Computations show that an ionic mechanism in which a pyrimidine cation reacts

with an •OH radical is energetically favorable and can lead to the formation of

intermediate species followed by the subsequent loss of a proton to form the final

products [181]. Among all possible products, 4-hydroxypyrimidine and its tautomer

4(3H )-pyrimidone are the most favored singly oxidized products, followed by

2-hydroxypyrimidine and its tautomer 2(1H )-pyrimidone (Fig. 5b). This result is

important since any of these singly oxidized compounds can be further oxidized,

leading to the formation of uracil. Additionally, computations show that a purely

gas-phase proton loss from the ionic intermediate species is unfavorable, as illus-

trated in the energy diagram (Fig. 5b). The presence of several H2O molecules in

the ice matrix, acting as proton acceptors, allows this reaction to become favorable

towards the formation of the products. In other words, a condensed-phase environ-

ment is critically important for these mechanisms to be viable. Oxidation of neutral

pyrimidine via a reaction with an •OH radical is also shown to be energetically

favorable and leads to the expected products, although this mechanism is not as

energetically favorable as that of an ionic mechanism according to the ab initio

MP2/ZAPT2 calculations.

As illustrated in Fig. 6a, Bera et al. [181] showed that oxidation of 4(3H )-

pyrimidone (and its tautomer 4-hydroxypyrimidine) via an ionic mechanism fol-

lows a similar path as that described for the first oxidation step via an ionic

mechanism. That is, the initial hydroxylation step is highly exothermic and should

be barrierless, and the subsequent proton loss is energetically favorable in the

presence of the surrounding H2O molecules (i.e., a condensed-phase environment
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Fig. 5 (a) Mechanistic routes of pyrimidine cation reaction with hydroxyl radicals. The first step

is a nucleophilic attack of a hydroxyl radical to pyrimidine cation. The second step is the loss of a

proton assisted by H2O. The third step is a tautomerization. (b) Energy diagram of the first

oxidation step (energies are in kcal mol�1). On the left hand side are the energies of intermedi-

ates + H2O, and on the right hand side are the energies of singly oxidized products + H3O
+

(see [181])
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Fig. 6 (a) Mechanistic routes of hydroxyl radical attacking the 4(3H )-pyrimidone cation. The

first step is a nucleophilic attack of a hydroxyl radical to pyrimidine cation. The second step is the

142 S.A. Sandford et al.



is again required for the deprotonation step). From the energetic order of the formed

intermediate species and products (Fig. 6b), it is evident that the formation of uracil
is favored over that of other doubly oxidized products. Additionally, the reaction

between an •OH radical and a neutral 4-hydroxypyrimidine molecule, which

requires a neutral–radical intermediate species, is also a viable route for the

formation of uracil and other doubly oxidized pyrimidine derivatives.

Another route for the formation of uracil is via the oxidation of

2-hydroxypyrimidine or its tautomer 2(1H )-pyrimidone. The reaction schemes for

an ionic mechanism reaction are shown in Fig. 7a, and the associated energies are

shown in Fig. 7b. It is interesting to note that 2,4-dihydroxypyrimidine, the dienol

tautomer of uracil, is found to be the most stable doubly oxidized product. Again,

the presence of H2O molecules to abstract a proton from the intermediate is

essential for the oxidation reaction to proceed via an ionic mechanism. A similar

result was found for a neutral–radical oxidation mechanism, which showed that the

formation of uracil is still favored over that of other products.

Therefore, theoretical computations are in agreement with laboratory studies of

the UV photo-irradiation of H2O:pyrimidine ice mixtures at low temperature [110],

in which 4(3H )-pyrimidone was found to be the most abundant singly oxidized

pyrimidine. The detection of only small quantities of 2-hydroxypyrimidine in

laboratory samples favor a route for the formation of uracil in which 4(3H )-

pyrimidone is its main precursor, though computations show that the oxidation of

2-hydroxypyrimidine towards the formation of uracil is also energetically favored

in an H2O ice matrix [181]. Similarly, uracil was found to be the most abundant

doubly oxidized pyrimidine in laboratory samples [110], as well as the most

favorable product in the ab initio quantum calculations, regardless of its singly

oxidized precursors, i.e., 4-hydroxypyrimidine, 2-hydroxypyrimidine, or their tau-

tomers. Finally, both experimental and theoretical results show a clear

regioselectivity for the oxidation of pyrimidine, favoring position 4 of the ring

over position 2 for the first oxidation, and the formation of uracil as the most stable

doubly oxidized product.

Perhaps the single most important conclusion from these quantum mechanical

computations is that the oxidation of pyrimidine is not expected to be energetically

favorable in the gas phase, whereas it is feasible in an ice matrix. The presence of

several H2O molecules surrounding the reactants in the condensed phase is abso-

lutely necessary to assist the proton abstractions leading to the formation of the final

products for both oxidation steps of pyrimidine and its derivatives. This important

result indicates that the formation of uracil, as well as other pyrimidine derivatives,

via the oxidation of pyrimidine under astrophysical conditions is likely to be viable

⁄�

Fig. 6 (continued) loss of a proton. (b) Energy diagram of the second oxidation step starting from

4(3H )-pyrimidone (energies are in kcal mol�1). On the left hand side are the energies of

intermediates + H2O, and on the right hand side are the energies of singly oxidized products +

H3O
+ (see [181])

Photosynthesis and Photo-Stability of Nucleic Acids in Prebiotic. . . 143



Fig. 7 (a) Mechanistic routes for the oxidation of starting from 2(1H )-pyrimidone towards the

formation of uracil and its isomers. The first step is a nucleophilic attack of a hydroxyl radical to

the 2(1H )-pyrimidone cation. The second step is the loss of a proton. (b) Energy diagram of 2

(1H )-pyrimidone cation and hydroxyl radical (energies are in kcal mol�1). On the left hand side
are the energies of intermediates + H2O, and on the right hand side are the energies of doubly

oxidized products + H3O
+ (see [181])
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only in icy mantles, such as those observed at the surface of cold grains in the ISM,

and in the presence of ionizing radiation [181].

2.2.2 Synthesis of Cytosine

Cytosine (4-amino-2-hydroxypyrimidine) is another biologically relevant pyrimidine-

based nucleobase, which is found in both DNA and RNA. Like uracil, this

compound is a doubly substituted pyrimidine derivative, but has an amino (NH2)

group replacing the OH group on position 4 (Fig. 3). Therefore, the abiotic

production of cytosine from the irradiation of pyrimidine requires the addition of

both one OH group to position 2 of the pyrimidine ring and one NH2 group to

position 4. •OH and •NH2 radicals are nucleophilic species that are readily formed

from the photo-dissociation of H2O and NH3, respectively, both in laboratory ices

and cold astrophysical environments such as diffuse clouds, protostellar disks,

circumstellar sources, and comets [90–93]. Because of the low NH2–H and

HO–H dissociation energies of 4.60 eV [190] and 5.10 eV [191], respectively,

both •OH and •NH2 radicals are expected to react with pyrimidine in a similar way

under these experimental conditions.

Laboratory Synthesis of Cytosine

The irradiation of pyrimidine mixed with H2O and NH3 ices in the laboratory is thus

expected to lead to the formation of cytosine, uracil, and a suite of other oxidized

and/or aminated pyrimidine derivatives. Experiments in which H2O:NH3:pyrimi-

dine ice mixtures with different relative proportions are irradiated following the

same protocol as for the formation of uracil show that cytosine can be formed

efficiently under similar conditions, and with a comparable yield to uracil [111]. As

was observed for the oxidation of pyrimidine, the addition of amino groups is

regioselective and favors the amination of position 4 of the ring over the other

positions to form 4-aminopyrimidine (one of cytosine’s precursors), though small

quantities of other isomers such as 2-aminopyrimidine are also formed.

However, even if 4-aminopyrimidine is a logical precursor of cytosine, its

formation in H2O+NH3 is in competition with the formation of 4(3H )-pyrimidone

via oxidation of pyrimidine ([110, 111]; Sect. 2.2.1). The amination of 4(3H )-

pyrimidone leads to the formation of isocytosine (2-amino-4-hydroxypyrimidine),

an isomer of cytosine that has been detected in most of the residues produced from

the UV photo-irradiation of H2O:NH3:pyrimidine ice mixtures [111].

Finally, it is interesting to note that, although both OH and NH2 groups have

similar nucleophilic properties and are expected to react with pyrimidine in a

similar manner, these experiments indicate that the presence of H2O in the starting

ice mixtures enhances the addition of NH2 groups, in particular to increase the

formation yield of products such as 2-aminopyrimidine, whose formation in an

H2O-poor ice matrix is not favored for regioselective reasons [111].
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Theory of Cytosine Synthesis in the Condensed Phase

Investigating reaction mechanisms in mixed ices such as H2O+NH3 is more com-

plicated than in separate pure H2O or pure NH3 ices. In order to perform theoretical

computations aimed at understanding such processes, one needs to identify the most

probable sequence of reactions in these ices. Since •OH and •NH2 radicals are

known to be readily formed from the photo-degradation of H2O and NH3, respec-

tively, it appears logical that the two main types of reactions that will affect

pyrimidine in these systems are oxidation (i.e., hydroxyl group addition) and

amination (i.e., amino group addition).

Following what is known about the oxidation of pyrimidine from both the

experimental and theoretical studies of uracil formation, it is reasonable to assume

that functional group additions on pyrimidine (neutral, cation, or radical) take place

one after the other rather than simultaneously. Because •OH and •NH2 radicals have

a reasonably similar probability to react with pyrimidine, the most important factor

concerning which groups is most likely to be added first will largely depend on the

relative abundance of their respective parent molecules (H2O and NH3) in the ices.

For most astrophysical ices and the studies described here, where H2O is generally

the dominant ice component, oxidation will be favored over amination.

When oxidation takes place first, it favors the formation of 4(3H )-pyrimidone

over that of 2-hydroxypyrimidine for regioselective reasons ([110, 181];

Sect. 2.2.1). The subsequent amino group addition, if it occurs at position 2 of the

pyrimidine ring, will lead to the formation of isocytosine (2-amino-4-

hydroxypyrimidine), an isomer of the nucleobase cytosine. Of course, 4(3H )-

pyrimidone and its isomers can also undergo further oxidation, towards the forma-

tion of uracil and its isomers, as shown for pyrimidine in a pure H2O ice ([110, 181];

Sect. 2.2.1).

In the case where amination takes place first, the most favored product may be

4-aminopyrimidine, similar to the oxidation step, which may then be either

aminated to form doubly aminated pyrimidine derivatives or oxidized to form

cytosine and its isomers. Similar to what happens for the oxidation of 4(3H )-

pyrimidone, the oxidation of 4-aminopyrimidine may favor the 2 position on the

ring, resulting in the formation of cytosine. The formation of other isomers will

likely also be exothermic, although they may be less abundant than cytosine if the

formation of cytosine follows that of uracil.

The detailed ab initio quantum chemical calculations describing these reactions

for three types of mechanisms, namely, ionic, neutral–radical, and radical–radical,

are currently in progress [192].

2.2.3 Synthesis of Thymine

Thymine (2,4-dihydroxy-5-methylpyrimidine) is the third and last biologically

relevant pyrimidine-based nucleobase. Thymine is found only in DNA and thus is

not necessary for the emergence of an RNA world [175–178]. The formation of this
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tri-substituted pyrimidine derivative requires a double oxidation in the same posi-

tions on the ring as uracil, and the addition of a methyl (CH3) group to position

5. Therefore, the abiotic production of thymine from pyrimidine requires both a

source of oxygen and a source of methyl groups.

Since H2O is by far the most abundant component of interstellar ices, its

presence in any starting ice mixtures to be studied is essential. On the other hand,

possible sources of methyl groups in interstellar ices could include both methanol

and methane, as both are widely observed in cold astrophysical environments,

although methanol is usually observed with abundances that are an order of

magnitude larger than those of methane [90–93]. Thus, H2O:CH3OH:pyrimidine

and H2O:CH4:pyrimidine mixtures appear to be the simplest relevant ice analogs to

be studied both experimentally and theoretically for the formation of thymine

through photo-irradiation. Experiments in which H2O-free ice mixtures (CH3OH:

pyrimidine and CH4:pyrimidine) are irradiated have also been performed in order to

evaluate better the methylation efficiency of CH3OH and CH4, as well as the role of

H2O in these experiments.

Laboratory Synthesis of Thymine

Experimental protocol and analysis techniques employed in the study of the

formation of thymine are similar to those previously employed for studying the

formation of uracil and cytosine [112]. One notable exception, however, is that

laboratory experiments on thymine formation also included experiments that

employed higher UV photon doses than needed for the formation of uracil and

cytosine.

Experimental results indicate that ice mixtures containing CH3OH as a methyl

group source do not yield measurable quantities of pure methylpyrimidines,

although they may still produce small quantities of thymine. The lack of methylpyr-

imidines may be partially explained by the fact that the photo-dissociation of pure

CH3OH is known to lead to branching ratios from which only 1 in 7 photolytic

reactions will result in the production of a CH3 group [193].

In contrast, methane is a much better source of CH3 groups than methanol.

Experiments on the irradiation of CH4:pyrimidine ice mixtures do lead to the

production of 4-methylpyrimidine, although no other methylpyrimidine isomers

were detected [112]. It is interesting to note that similar HPLC analysis of residues

produced from experiments involving quinoline rather than pyrimidine yielded

similar results for the non-detection and detection of methyl addition in CH3OH-

and CH4-containing ices, respectively [194]. The addition of H2O to CH4:pyrimi-

dine mixtures results in the production of both 4- and 5-methylpyrimidine, once

again highlighting the role H2O can play as a catalyst for the formation of other less

abundant methylpyrimidine isomers such as 5-methylpyrimidine, as is also

observed for the formation of aminopyrimidines from H2O:NH3:pyrimidine ice

mixtures [111].
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While the production of thymine has been observed in these experiments, its

overall abundance is relatively low in comparison to uracil or cytosine in similar

previous experiments. One likely cause for this difference is the fact that thymine

formation requires three substitutions, while both uracil and cytosine only require

two each. This means that more photons are required, and this puts further con-

straints on the makeup of the surrounding ice to ensure that the proper radicals

and/or ions are available. Additionally, since the formation of thymine via UV

processing of pyrimidine in ices requires more photons than would be required for

either uracil or cytosine, there are more opportunities to derail its formation with an

alternative substitution or through further modification of the final product or its

precursors.

Theory of Thymine Synthesis in the Condensed Phase

Detailed quantum chemical methods have been used to study the formation of

thymine in a system where pyrimidine is surrounded by H2O molecules, OH

radicals, and •CH3 radicals, using the same computational methods as described

in Sect. 2.2.1 for uracil [195]. As mentioned earlier, the formation of thymine from

pyrimidine requires the addition of three groups, two OH groups (positions 2 and

4 on the ring) and one CH3 group (position 5).

As in the case of cytosine, investigating the reaction mechanisms of thymine

formation is complicated because the process occurs in mixed ices in which the

addition of different groups can be carried out in several different orders (Fig. 8).

The two main types of reactions in these systems are oxidation and methylation.

Three different routes have been explored: (1) the double oxidation of pyrimidine

followed by a methylation, (2) the methylation of pyrimidine followed by a double

oxidation, and (3) the oxidation of pyrimidine, followed by a methylation, followed

by a second oxidation. As in the case of uracil, Bera et al. [195] studied each of

these routes for three types of mechanisms, namely, ionic, neutral–radical, and

radical–radical.

In the first case, reactions will lead to the formation of uracil via the same route

as described for pyrimidine in pure H2O ice ([110, 181]; Sect. 2.2.1). The subse-

quent reaction is the methylation of uracil, which can lead to thymine as well as to

its isomers. Computations show no clear preference for the product of methylation

of uracil, indicating that thymine has the same, or a smaller, probability to be

formed relative to its isomer 6-methyluracil. In the second case, pyrimidine is first

methylated and then oxidized to form thymine and its isomers. Interestingly,

5-methylpyrimidine, which is the methylated pyrimidine precursor of thymine, is

not the most energetically favored product among all possible methylpyrimidine

isomers. The oxidation steps have much more favorable reaction energies com-

pared to the methylation steps, which is the key reason why oxidation is over-

whelmingly favored. Moreover, although the addition of methyl groups to

pyrimidine is energetically favorable, in an H2O-rich ice methylation will compete

unfavorably against oxidation for two main reasons: (1) because •OH radicals
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outnumber •CH3 radicals in these ice mixtures, and (2) because calculations show

that the oxidation step is significantly more exothermic and thus favored. It was also

shown experimentally that 5-methylpyrimidine deposited in an H2O ice and UV

irradiated can lose its CH3 group to form pyrimidine, which can then be oxidized

to form 4(3H )-pyrimidone ([112]). All these results are in agreement with what

was seen experimentally, namely, methylation is the limiting step in the formation

of thymine.

The theoretical investigations of Bera et al. [195] also revealed two very

interesting points. First, following the reactions of a hydroxyl radical with the

pyrimidine cation and its derivatives, their results show that, as is the case for

uracil, the formation of thymine is not energetically favorable in the gas phase, and

only becomes feasible in the condensed phase, where the H2O ice matrix plays two

roles, both as an oxidant and as a solvent for proton abstraction in both oxidation

and methylation steps. Second, computations confirm that the oxidation of pyrim-

idine is significantly favored over its methylation. By combining all these results, it

appears that the most probable pathway for the formation of thymine from pyrim-

idine is via the formation of 4(3H )-pyrimidone as a first step, then the formation of

uracil after a second oxidation, and finally the methylation of uracil [195]. The fact

that methyl addition is the limiting step in this process, and that the formation of

thymine in this route is not particularly favored over those of its isomers, could

explain the very low quantities of thymine detected in laboratory samples [112]

compared to what is seen for uracil and cytosine [110, 111].

Fig. 8 Pathways leading to

the formation of the three

nucleobases uracil,

cytosine, and thymine from

the UV photo-irradiation of

pyrimidine in H2O, NH3,

CH3OH, and/or CH4 ices,

via the successive addition

of OH, NH2, and CH3

groups
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The Interesting Difference of Thymine

Experiments showed that thymine is not efficiently produced from the UV photo-

irradiation of pyrimidine in ices containing H2O and a methyl source such as the

interstellar icy components CH3OH and CH4. This result may be attributed to the

fact that the formation of thymine requires three substitutions, and thus higher doses

of photons compared with the formation of uracil and cytosine, and to the fact that

in an H2O-rich ice mixture, as is the case in the ISM, methylation becomes the

limiting step to forming thymine. From a theoretical point of view, quantum

chemical computations do not show any clear thermodynamic preference for the

formation of thymine over other competing products; indeed, the methylation of

uracil actually slightly favors the formation of 6-methyluracil over that of thymine

(5-methyluracil). In an environment where methylation competes with oxidation,

oxidation is expected to dominate by virtue of its significantly larger reaction

energies compared to methylation. Even if methylation takes place before oxidation

in the process leading to the formation of thymine, experiments starting with

5-methylpyrimidine in H2O ice clearly showed that the CH3 groups can be easily

cleaved off to form pyrimidine, which subsequently will most probably be oxidized

to uracil.

The fact that thymine is not formed as easily as the other two pyrimidine-based

nucleobases under astrophysical conditions, as demonstrated by both experimental

and theoretical studies, and the fact that thymine has not been detected in carbona-

ceous meteorites, raise an interesting question about its role in the origins of life. If

we assume that photo-processing of icy grains plays an important role in the

formation of nucleobases in astrophysical environments (Fig. 2), we can imagine

a scenario in which the pyrimidine-based nucleobases are formed in space, pre-

served in small objects such as asteroids and comets during the formation of the

Solar System, and subsequently delivered to the early Earth and other telluric

planets [12, 13, 17]. However, since (1) methylation is an important step in the

formation of thymine, (2) this reaction appears inefficient in CH3OH-rich ices like

those seen in many interstellar dense clouds, and (3) the formation of thymine

requires at least three substitutions as opposed to two for uracil and cytosine, it is

possible that thymine was not formed in the ISM as efficiently as the other

pyrimidine-based nucleobases.

Therefore, the abundance of thymine in the comets and asteroids which seeded

the primitive Earth may have been significantly smaller than those of uracil and

cytosine. It is interesting to consider these results and assumptions in light of the

fact that terrestrial thymine is only found in DNA, but not in RNA. Indeed, several

scenarios for the emergence of life involve a period of time during which RNA was

the molecule dominating biological reactions as a catalyst and storage for a

primitive genetic information [175–177]. It should be mentioned, however, that

the RNA world hypothesis is still debated and alternative mechanisms involving

small organic molecules which interact with each other via catalyzed reaction

cycles driven by a flow of available free energy have also been proposed [196].

150 S.A. Sandford et al.



Nonetheless, in the hypothesis that such an RNA world did lead to the origin of

life, a paucity of thymine among the building blocks that were delivered to Earth

could potentially have forced the emergence of replicable systems involving uracil

rather than thymine, such as RNA. In such a scenario, the emergence of DNA, and

thus the use of thymine, as a more stable, robust molecule to store genetic infor-

mation, may have appeared at a later stage in the complexity of life, in part because

it was not effectively delivered to the early Earth.

2.3 Synthesis of Purine-Based Nucleobases
in Extraterrestrial Ices

Although the formation of pyrimidine-based nucleobases under extraterrestrial

abiotic conditions has been extensively studied, the same cannot be said about the

formation of purine-based nucleobases and their derivatives. Purine is the backbone

of the two other biological nucleobases that constitute the genetic material of DNA

and RNA, namely, adenine and guanine. There are also a wide variety of biological

and non-biological molecules based on the backbone of purine, such as xanthine,

hypoxanthine, and caffeine. Most of these compounds have been detected in

meteorites [11, 128–135], and it appears that meteoritic purine based compounds

are always more abundant than pyrimidine-based compounds.

Therefore, the study of the formation and photo-stability of purine-based com-

pounds is important from both astrochemical and astrobiological points of view.

Unfortunately, to date there have been no experimental or theoretical studies of the

photolytic formation of such purine-based compounds in ices under astrophysically

relevant conditions. However, numerous experimental results have been obtained

for radiation-induced functional group addition to small polycyclic aromatic hydro-

carbons (PAHs; [99, 105–109]) and small PANHs [194], including pyrimidine-

based compounds [110–112], and these allow us to comment on what might be

expected for purine.

Given the fact that purine-based species are more stable to UV radiation than are

pyrimidine-based species, it is reasonable to predict that experiments in which

purine is mixed in ices of astrophysical interest containing compounds like H2O,

NH3, CH3OH, and CH4 will lead to the formation of mostly purine-based com-

pounds, including adenine and guanine, as opposed to pyrimidine, whose ring can

be broken by UV radiation to form smaller, aliphatic compounds [111]. Indeed, the

abiotic formation of adenine from the UV irradiation of purine in ices would only

require the addition of a single NH2 group, while that of guanine would require the

addition of only one OH group and one NH2 group (Fig. 9). Since previous

irradiation studies of small PAHs and pyrimidine have shown that the addition of

OH and NH2 groups to aromatic cyclic molecules is an efficient process, the

formation of adenine and guanine from purine ought to be straightforward. Fur-

thermore, since the needed functional group additions involve only OH and NH2,
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and not CH3, one might expect production yields comparable or higher to those for

uracil and cytosine under similar conditions, rather than the lower yields seen for

thymine.

Finally, since astrophysical ices contain not only H2O and NH3 but also a variety

of carbon sources such as CO, CO2, CH3OH, or CH4, it will be interesting to

(1) understand the effect of these compounds on the formation of adenine, guanine,

and other purine-based nucleobases such as xantine and hypoxantine, (2) verify

whether the inclusion of carbonaceous species leads to the methylation of purine,

known to be the limiting reaction for the formation of methylated pyrimidine

derivatives when formed in an H2O-rich ice matrix, and (3) verify whether carbon

sources have any inhibiting effects on the addition of OH and/or NH2 groups.

2.4 Photo-Stability of the Nucleobases in Ices

Although there is no extensive body of research examining the photo-stability of

pyrimidine-based nucleobases in ices, we can make some general observations.

Little work has been done to quantify the effect, but it is clear from the synthesis

work that products are not simply made and left alone, but are continuously

susceptible to further photolytic reactions, i.e., the abundance of any given species

in the ices is the result of the competition between “creation” and “destruction”,

where this latter term can include complete disruption of the molecule or alteration

of the functional groups to form other pyrimidine-based molecules. It is not

currently established what radiation exposures are needed to bring the competing

creation–destruction processes into quasi-equilibrium, but true equilibrium is never

likely to be attained since irradiation will steadily drive H from the ices [198].

Fig. 9 Schematic showing how the UV photo-irradiation of purine in simple ices consisting of

H2O and/or NH3 can be expected to lead to the formation of the biological nucleobases adenine

and guanine, as well as several other derived compounds of astrobiological interest such as

xanthine (2,6-dihydroxypurine) and hypoxanthine (6-hydroxypurine)
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In most experimental mixtures, much of the original pyrimidine survives and is

detected in HPLC chromatograms of the resulting residues [111, 112], with the

exception of H2O:pyrimidine ice mixtures in which pyrimidine is nearly fully

consumed by either photo-destruction or the formation of new products [110]. Hav-

ing said that, these experiments show that the pyrimidine ring is susceptible to

photolytic destruction and rearrangement in ices, and photo-products that could not

have been produced from any other source have been detected. For example, in

experiments examining the formation of uracil, cytosine, and thymine, acyclic

compounds including urea, glycine, N-formylglycine, and alanine are also detected

[110–112]. Experiments starting with only H2O, CH3OH/CH4, and pyrimidine,

where the only source of available nitrogen is from the destruction of pyrimidine

itself, also show the presence of aminopyrimidines [112]. Hydantoin, an oxidized

carbon and nitrogen heterocyclic molecule with a five-membered ring, is also

detected in many of these experiments. It is therefore clear that photolytic destruc-

tion of the pyrimidine ring occurs in these ices.

In addition to the destruction of the ring itself, we know that side groups can be

cleaved from pyrimidine rings. A good example to demonstrate this is a series of

experiments starting with H2O:5-methylpyrimidine ice mixtures that were designed

to test the efficiency of the conversion of the latter into thymine in the presence of

H2O. In these experiments, oxidized pyrimidines, such as 4(3H )-pyrimidone, that

lacked any methyl group, are found among the products. The formation of these

oxidized pyrimidines lacking any methyl side group requires that the initial CH3

group in 5-methylpyrimidine is cleaved from the ring [112]. Though in this case

5-methylpyrimidine is one of the initial ice components, we can expect to observe

the same effect in molecules formed during the UV photolysis, further demonstrat-

ing the interaction of creation and destruction processes.

We are currently unaware of any data regarding the photolytic stability of

purines in these types of ices. On the basis of irradiation experiments of normal

PAHs and pyrimidine in similar ices [99, 106, 107, 109], we would expect that

substitutions or rearrangement of side groups should occur. The degree to which the

purine ring system is susceptible to photolytic destruction is less clear. In the case of

PAHs, ring destruction is greatly diminished with an increasing number of rings.

The extent to which this trend can be extended from pyrimidine to purine is

unknown because of the heterocyclic nature of the rings.

3 Conclusions

Numerous studies have demonstrated that the radiation processing of astrophysi-

cally relevant ices can lead to the production of a host of organic molecules of

astrobiological interest, including amino acids, quinones, and amphiphiles. Recent

experimental and theoretical work has demonstrated that the presence of pyrimidine

in such ices is expected to lead to the formation of the three pyrimidine-based

nucleobases uracil, cytosine, and thymine, along with a number of their isomers.
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Formation of the pyrimidine-based nucleobases requires various combinations

of oxidation, amination, and methylation, all of which are observed experimentally.

However, theoretical work makes it clear that the presence of condensed phase H2O

in the ice matrices plays a key role in formation of the nucleobases. Its most obvious

role is as a source of oxygen for the oxidation reactions needed to make all of the

pyrimidine-based nucleobases. However, it also plays a key role in the addition of

hydroxyl, amino, and methyl groups by mediating the abstraction of either a proton

or a hydrogen atom from intermediaries to form the final products. Since H2O is the

most abundant component observed in most astrophysical ices, this critical com-

pound is likely to be available to play these roles in most cold astrophysical

environments.

The relative abundances of uracil, cytosine, and thymine produced during ice

photolysis depend on both the composition of the ices and on the photon dose. In

general, larger photon doses will lead to greater degrees of ice processing, but do

not necessarily lead to greater yields of any particular photo-product. This is

because the abundance of any given photo-product is the result of competing

creation and destruction reactions, where “destruction” includes both the rupture

of the pyrimidine ring and the replacement of a previously added functional group

with a different group. Thymine represents a good example of this issue. While

experiments show that photolysis of pyrimidine in CH4-rich ices can lead to

methylation of the pyrimidine, and that thymine can be made in H2O:CH4:pyrim-

idine ices, thymine is generally seen to be produced in far lower abundances than

uracil, presumably because relevant astrophysical ices are dominated by H2O, not

CH4, methylation is less energetically favorable, and the formation of thymine

requires the addition of three functional groups instead of the two required for uracil

or cytosine. Understanding the true range of relative production efficiencies of

uracil, cytosine, and thymine will require the completion of studies of pyrimidine

photolysis in more complex, realistic astrophysical ice analogs.

It is interesting to note that the lower production efficiency of thymine relative to

uracil is consistent with what is seen in the organics in meteorites. A paucity of

abiotically produced thymine delivered to, and available on, the early Earth is also

of interest because it is consistent with the idea that modern DNA-based life may

have been preceded by an earlier “RNA world” that did not involve any thymine.

While a growing body of work exists for the photoprocessing of pyrimidine in

ices, little comparable work has been done for purine in ices. As a result, it is not

known whether similar ice photolysis processes can produce the two purine-based

nucleobases adenine and guanine. However, based on the earlier work on pyrimi-

dine, as well as ice photolysis experiments on PAHs and other aromatic heterocy-

cles, it is anticipated that such processing should create both adenine and guanine.

Since the only reactions needed to make these two nucleobases involve the addition

of a few hydroxyl and amino groups, and no methyl groups, these two nucleobases

are expected to be formed with efficiencies similar to those seen for uracil, rather

than the lower efficiencies associated with the production of thymine.
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53. Vázquez-Mayagoitia Á, Horton SR, Sumpter BG, Sponer J, Sponer JE, Fuentes-Cabrera M

(2011) On the stabilization of ribose by silicate minerals. Astrobiology 11:115–121

54. Ertem G (2004) Montmorillonite, oligonucleotides, RNA and origin of life. Orig Life Evol

Biosph 34:549–570

55. Arribas M, de Vicente A, Arias A, Lázaro E (2005) Effect of metallic cations on the

efficiency of DNA amplification. Implications for nucleic acid replication during early stages

of life. Int J Astrobiol 4:115–123

56. Tielens AGGM, Allamandola LJ (1987) Composition, structure, and chemistry of interstellar

dust. In: Hollenbach D, Thronson H (eds) Interstellar processes. D. Reidel, Dordrecht,
pp 397–469

57. Dorschner J, Henning T (1995) Dust metamorphosis in the galaxy. Astron Astrophys Rev

6:271–333

58. Sandford SA, Allamandola LJ, Tielens AGGM, Sellgren K, Tapia M, Pendleton Y (1991)

The interstellar C-H stretching band near 3.4 μm: constraints on the composition of organic

material in the diffuse interstellar medium. Astrophys J 371:607–620

59. d’Hendecourt L, Jourdain de Muizon M, Dartois E, Breitfellner M, Ehrenfreund P, Bénit J,

Boulanger F, Puget JL, Habing HJ (1996) ISO-SWS observations of solid state features

towards RAFGL 7009S. Astron Astrophys 315:L365–L368

60. Pendleton YJ, Allamandola LJ (2002) The organic refractory material in the diffuse inter-

stellar medium: mid-infrared spectroscopic constraints. Astrophys J Suppl Ser 138:75–98

Photosynthesis and Photo-Stability of Nucleic Acids in Prebiotic. . . 157



61. Allamandola LJ, Tielens AGGM, Barker JR (1989) Interstellar polycyclic aromatic hydro-

carbons – the infrared emission bands, the excitation/emission mechanism, and the astro-

physical implications. Astrophys J Suppl Ser 71:733–775
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Photoinduced Charge-Separation in DNA

Kiyohiko Kawai and Tetsuro Majima

Abstract DNA site-specifically modified with a photosensitizer (Sens) was syn-

thesized and the charge-separation and charge-recombination dynamics in DNA

were studied. We specifically focused on the formation of the long-lived charge-

separated state whose lifetime (τ) is longer than 0.1 μs. The quantum yields of the

formation of the charge-separated states (Φ) upon the photoexcitation of the Sens,

and the τ were measured using the laser flash photolysis technique. We utilized

naphthalimide (NI), naphthaldiimide (ND), and anthraquinone (AQ) as a Sens to

investigate the mechanism of the formation of the charge-separated state in DNA

via rapid positive charge (hole) transfer between adenine and thymine (A-T) base-

pairs. By replacing some T bases in the A-T stretch with 5-bromouracil (brU), the

charge-separation was shown to occur via the photoinduced charge-injection into

the second and further neighboring As to the Sens. On the other hand, the gener-

ation of a hole on A nearest to Sens ends up with the rapid charge-recombination

within a contact ion pair. A long-lived charge-separated state was also generated in

DNA when a commonly used fluorophore such asTAMRA, Alexa 532, and ATTO

655, which can only oxidize guanine-cytosine (G-C) base-pair, but not A-T, was

used as a Sens. These results suggested that the charge-separation in DNA is a

general phenonmenon for fluorescent dyes which fluorescence is quenched only by

G-C.
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Acr+ 9-Alkylamino-6-chloro-2-methoxyacridine
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ND Naphthaldiimide
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Sens Photosensitizer
brU Bromouridine

τ Lifetime of the long-lived charge-separated state

Φ Quantum yields of the formation of the charge-separated states

1 Introduction

Formation of a long-lived charge-separated state, which allows the efficient con-

version of photon energy into chemical potentials, is desired in molecular-scale

optoelectronics and nano-technology [1–7]. Even when the photoinduced electron

transfer takes place efficiently, it often ends up with a rapid charge-recombination.

Therefore, in order to achieve a long-lived charge-separated state with a highΦ, it is

important to prevent this energy-wasting charge-recombination. The charge trans-

fer rate constant usually follows an exponential dependence on the donor–acceptor

distance. The charge transfer rate exponentially decreases with increasing distance

between the donor and acceptor. In natural photosynthesis, while the single-step

photoinduced electron transfer from the special pair to the final quinone is very

inefficient due to the large distance between the special pair and final quinone

acceptor, a high Φ is achieved by forming the final state via a series of short range,

fast charge transfer processes [5]. This has also proved to be the case in the

formation of the long-lived charge-separated states in DNA.

Duplex DNA forms a one-dimensional π-stacked array of nucleobases, and

the possibility of charge transfer along a one-dimensional π-array of nucleobases

was suggested not long after the discovery in 1952 of its double-helical structure.

The self-assembly of hundreds of well-designed oligonucleotides, the so-called

DNA origami method, recently enabled the creation of a variety of two- and
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three-dimensional nanostructures of defined sizes [8–11]. This renders DNA an

interesting bottom-up material for the design of nanoelectronic sensors and devices.

DNA is one of the extensively studied organic molecules, and there are plenty of

reports on the synthesis of artificial nucleobase analogs. Therefore, DNA can be

used to assemble natural and various artificial nucleobases of different redox

potentials within a defined double-helical structure and provides a unique system

to study the charge-separation mechanism.

DNA consists of two building blocks, A-T and G-C base pairs; HOMO localizes

on the purine bases G and A, and the former has lower oxidation potential, i.e.,

higher HOMO energy [12, 13]. The photoirradiation of DNA-bound Sens triggers

electron transfer from nucleobases to the excited Sens to produce the radical anion

of Sens (Sens∙�) and the radical cation of the nucleobase (hole) in a charge-

separated state. We have shown that when Sens is attached to the A-T stretch,

photoinduced electron transfer from an A-T base-pair to a Sens leads to the

formation of a long-lived charge-separated state in DNA [14–22]. The subsequent

sequential hole transfer process between the A-T base-pairs help to separate a hole

from Sens∙� before trapping at the G-C base-pair to form the G radical cation (G∙+).

Since the back hole transfer from G∙+ to the A-T stretch is energetically unfavorable

and thus inefficient, the charge-recombination mainly proceeds by a single-step

mechanism between Sens∙� and G∙+. Thus, the charge-recombination rate signifi-

cantly decreases with the increasing number of A-T base pairs between Sens and

the nearest G, and a long-lived charge-separated state can be generated for DNA

having a long A-T stretch between Sens and G.

In this chapter we will overview the formation of the long-lived charge-

separated state in DNA triggered by the photoinduced charge-injection into the

A-T stretch by utilizing NI, ND, and AQ as a Sens [23]. The mechanism was

investigated in detail by utilizing a series of NI and 5-bromouracil (brU) modified

DNAs. The brU increases the oxidation potential of its complementary A through

hydrogen bonding and then changes the hole transfer rates between As. The Φ was

modulated by the incorporation site of brU. The results were explained by the

charge-separation via the initial charge transfer between NI in the singlet excited

state and second and further neighboring As to the NI, while the generation of a hole

on A nearest to NI ends up with the rapid charge-recombination within a contact ion

pair [24]. These results suggested that the charge-separation process can be

refined to increase the Φ by putting a redox inactive spacer base-pair between a

photosensitizer and an A-T stretch. We also describe how a long-lived charge-

separated state can be generated in DNA when a Sens which can only oxidize a G-C

base-pair was used as a Sens. In this case A-T base-pairs serve as a redox inactive

spacer that prevents the formation of a contact ion pair. A long-lived charge-

separated state was formed in DNA modified with a commonly used fluorophore

such as TAMRA, Alexa 532, and ATTO 655, suggesting that other fluorescent

dyes of which fluorescence is quenched only by G may also produce a long-lived

charge-separated state in DNA upon the photoirradiation [25, 26].
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2 Charge-Separation via Sequential Hole Transfer

Between A-Ts

2.1 Redox Properties of Sens and the Length of the
A-T Stretch

We chose NI, ND, and AQ as a Sens, and a series of DNAs having varying numbers

of A-T base-pairs between Sens and neighboring G-C base-pair were synthesized

(Fig. 1). The reduction potentials (Ered) [27, 28] as well as the singlet (ES) and triplet

(ET) energies [28, 29] of NI, ND, and AQ reported in the literature are also shown in

Fig. 1. NI, ND, and AQ can oxidize both G (1.31 V vs NHE) and A (1.63 V vs NHE)

[30] upon photoexcitation [14, 19, 28, 31–43]. Since the nucleobases do not absorb

at 355 nm, the 355 nm laser flash irradiation allows the selective excitation of Sens,

which triggers electron transfer from the nucleobase to the excited Sens to inject a

hole into DNA. Transient absorption spectra with a peak maximum at around

400 nm, 495 nm [28, 44], and 530 nm [42, 43] were observed using NI5, ND5,

and AQ5, which were assigned to Sens∙�; NI∙�, ND∙�, and AQ∙�, respectively
(Fig. 2). The Φ and τ for Sens-modified DNA were measured by monitoring the

formation and decay of NI∙�, ND∙�, and AQ∙� (Fig. 3). For NI- and ND-modified

DNA, the Φ and τ followed similar trends [14, 19, 31]. Formation of the charge-

separated state was not observed in the nanosecond time scale when the G-C base-

pair was too close to Sens (n < 3). While a hole was injected into DNA, rapid

charge-recombination occurs due to the close distance between Sens∙� and G∙+. An

exponential increase in τ and gradual decrease in Φ was observed with increasing

numbers of intervening A-T base-pairs (n � 3) between Sens and the neighboring

G-C base-pair. These results show that the charge-separation occurs via multi-step

charge transfer between A-T base-pairs which proceeds by a random-walk process.

Thus,Φ will not sharply decrease with increasing distance between Sens and G. On

the other hand, the charge-recombination between Sens∙� and G∙+ proceeds by

single-step mechanism which rate exponentially decreases with the increasing

distance between the donor and acceptor. In the case of AQ-modified DNA, the

formation of the charge-separated state was observed in the nanosecond time scale

even when the G-C base-pair was located close to AQ. In addition, when the distance

between AQ and the G-C base-pair became long (n � 5), the ΦCS did not changed

any more. Thus, the charge-separation mechanism for AQ-modified DNA differed

from that for NI- and ND-modified DNA.

In the case of NI- and ND-modified DNA, hole-injection occurs via Sens in the

singlet excited state. While the charge-separation yields (ΦCS < 3%) are moderate

due to the rapid charge-recombination between NI∙� and A∙+, a positive charge

escaped from the initial charge-recombination migrates through DNA by a

multistep hole-transfer process between A-T base-pairs to be trapped at G to form

G∙+. When the Sens locates close to the G-C base-pair (n < 3), charge-

recombination between Sens∙� and G∙+ proceeds faster than the time resolution of

our nanosecond laser experimental setup (τ < 50 ns). Formation and fast decay of

Sens∙� were observed for NI3 and ND3, and the formation of the long-lived
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Fig. 1 Chemical structures of Sens NI, ND, and AQ attached at the 50-end of DNA, sequences of
Sens-modified DNA, and kinetic scheme for hole-injection, charge-separation, and charge-

recombination in Sens-modified DNA. Schematic comparison between the reduction potentials

of excited photosensitizers and the oxidation potentials of nucleobases
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charge-separated state became obvious for DNA having longer A-T base-pairs

between Sens and the neighboring G-C base-pair (n � 4). The observed charge-

separation and charge-recombination dynamics for NI- and ND-modified DNA

were quite consistent with the work reported by Lewis, Wasielewski, and Fiebig

using stilbene dicarboxamide as a Sens [45, 46].

In sharp contrast, a unique relation between the τ and number of intervening A-T

base-pairs between AQ and the neighboring G-C base-pairs was observed for

AQ-modified DNA. Formation and fast decay of AQ∙� were observed even when a

G-C base-pair was located in the vicinity of AQ (n ¼ 0 � 2). It is reported that AQ

derivatives undergo rapid intersystem crossing to form AQ in the triplet excited

states capable of oxidizing A and G forming the spin-forbidden triplet ion-pairs

[42, 43]. Thus, the relatively slow charge-recombination observed for AQn (n ¼ 0 – 2)

compared to corresponding NIn and NDn (n ¼ 0 – 2) may be explained by the

charge-separation via AQ in the triplet excited state. Lewis and Wasielewski have

reported that charge-injection via AQ in the singlet excited states (1AQ*) competes

with the intersystem crossing [42], which may explain the undramatic increase in

the ΦCS compared with NI- and ND-modified DNA [34]. They also reported that

yield of the formation of AQ in the triplet excited state increases with increasing

distance between AQ and G. This is because the electron transfer proceeds faster

between 1AQ* and G than between 1AQ* and A. The ΦCS becomes almost constant

for AQ-modified DNA having more than five A-T base-pairs between AQ and the

nearby G, suggesting that once the distance between AQ and G becomes long

enough the yield of AQ in the triplet excited state become constant because the

electron transfer between 1AQ* and G becomes negligible and charge transfer

between As proceeds faster than the charge-recombination via AQ∙� and A∙+ triplet

ion-pairs.

2.2 Charge-Separation Triggered by Hole-Injection into
the Second and Further Neighboring As to the NI

In order to gain further insights into the charge-separation via sequential hole

transfer between A-Ts, the charge-separation process was examined for a series

NI5
ND5
AQ5

Fig. 2 The transient

absorption spectra of NI5,

ND5, and AQ5 obtained at

1 μs after the 355-nm laser

flash excitation
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of DNAs in which the oxidation potential of each A base in an A-T stretch between

Sens and a hole trap G-C base-pair is systematically increased. The DNA structure

should not change upon altering the oxidation potential of A. Previously, we

demonstrated that the oxidation potential of G can be controlled through hydrogen

a
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ND4
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Fig. 3 Time profiles of the transient absorption of (a) NI∙�, (b) ND∙�, and (c) AQ∙� monitored at

400, 495, and 530 nm, respectively, during the 355-nm laser flash photolysis of Sens-

modified DNA
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bonding by introducing a substituent on the base pairing cytosine. A bromine

substitution of the cytosine C5 hydrogen in the C-G base-pair caused a 24-mV

increase in the oxidation potential of G [20, 47]. The electron-withdrawing effect of

5-bromo substituent of cytosine can be transmitted to its complementary base G

through hydrogen bonding to increase the oxidation potential of G. We expected

that, the oxidation potential of A in the A-T base-pair can be similarly increased by

replacing the C5 methyl group of T with a bromine group (A-brU). The theoretical

calculations of ionization potentials of A-T, and A-brU base-pairs at the 3-21G(*)

level (Fig. 4) demonstrated that the oxidation potential of A can be increased by

introducing the electron-withdrawing group bromine on its base pairing T. Since

the van der Waals radius of bromine is similar to that of a methyl group, the

oxidation potential of the A-brU base-pair can be increased from that of the A-T

base-pair without substantially alternating the global DNA double helical structure.

We synthesized a series of NI-modified DNAs in which the A-T base-pair in an

A-T stretch was systematically changed to the A-brU base-pair (Fig. 5).1 The

presence of an A-brU base-pair was expected to attenuate the hole-passing through

it because of the slower hole transfer rate from A∙+-T to A-brU compared to that

between two A-T base-pairs. Especially, when the A-T base-pair nearest to NI was

changed to the A-brU base-pair, the A-brU base-pair serves as a barrier for a hole

residing on the second A (A2), avoiding going back to the first A (A1), and therefore

the Φ of Nbr1 is expected to increase compared to that of N1 which does not have

an A-brU base-pair. As expected, the Φ value was higher for Nbr1 than that for N1.

For the other A-T base-pairs, the change to the A-brU base-pair is likely to decrease

theΦ value because an A-brU base-pair attenuates the hole-passing through it, and a

decrease in the Φ was observed for Nbr3, Nbr4, and Nbr5. However, of special

interest, substitution of an A-brU base-pair at the second nearest position to NI

(Nbr2) unexpectedly resulted in an increase in the Φ value.

We next prepared a series of DNAs in which each A-T base-pair was inverted to

form a T-A base-pair. Since a hole moves much faster through a consecutive A-T

sequence rather than through an A-T/T-A repeat sequence due to the closer distance

and direct stacking between As [18], the inversion of the A-T base-pair in an A-T

stretch was expected to decrease theΦ. Interestingly, the inversion of the A-T base-

pair adjacent to NI led to an increase in Φ (NTA1) in spite of the unfavorable
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Fig. 4 Estimated

ionization potentials of A-T

and A-brU base-pairs

calculated at the 3-21G(*)

level

1 The electron transfer from NI radical anion to bromouridine dose not takes place in less than

100 μs (see [58]).
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decrease in the hole transfer rate from A1
∙+ to A2. On the other hand, the inversion

of the other A-T base-pairs resulted in a significant decrease in Φ, as expected

(NTA2, NTA4, and NTA5). These results clearly demonstrated that a decrease in

the hole transfer rate from A1
∙+ to A2 does not affect Φ, while a decrease in the hole

transfer rate from A2
∙+ to A1 leads to an increase in Φ.

Based on the results, it was strongly suggested that a hole initially generated on A1

does not lead to the formation of the long-lived charge-separated state, that is, a hole

cannot escape from the charge-recombination within a contact ion-pair. Rather, the

formation of the charge-separated state is triggered by the electron transfer between

An (n � 2) and NI in the singlet excited state (1NI*). The electron transfer rate

between 1NI* and A (ket), or the yield of the hole initially generated on A, decreases

with the distance between 1NI* and A to be oxidized (Δr) according to (1):

lnket / �βΔr ð1Þ
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Fig. 5 Sequences of NI and brU-modified DNA, and kinetic scheme for photoinduced

one-electron oxidation of A, hole transfer between two A-T base pairs (kA), that between A-T

base pair and A-brU base pair (kbr and k�br), hole trapping, and charge-recombination in DNA
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where the β takes the value between 0.4 and 0.7 Å�1 in DNA [48–50]. By assuming

the β-value of 0.55 Å�1 and that 90% of the absorbed photons leads to the electron

transfer between 1NI* and A, a hole will be initially generated on A1, A2, and A3

with a Φ-value of 0.77, 0.12, and 0.018, respectively. Therefore, it is possible to

explain the formation of the charge-separated state with a quantum yield of 5% or

lower observed here according to the hole initially generated on An (n � 2). These

results suggested that long-lived charge-separated state is formed through the initial

charge generation on the second and further neighboring As to the NI instead of the

oxidation of A adjacent to NI. The Φ may be increased by putting a redox inactive

spacer base-pair between Sens and an A-T stretch.

3 Charge-Separation via Direct Hole Generation on G-C

While sequential hole transfer between A-Ts is useful to generate a long-lived

charge-separated state in DNA, the yield was not sufficiently high (Φ < 3.5%),

mainly due to the initial charge-recombination process within the Sens∙� and A∙+

contact ion pair [19, 51]. To avoid charge-recombination within a contact ion-pair,

it is one way to put a redox inactive spacer between Sens and the nucleobase to be

oxidized. Sens which can only oxidize G upon photoexcitation may be suitable for

this purpose because the A-T base-pair can be used as a spacer to slow down the

charge-recombination rate between Sens∙� and G∙+ while maintaining the sufficient

hole-injection efficiency. The protonated 9-alkylamino-6-chloro-2-

methoxyacridine (Acr+) in the singlet excited state (1Acr+*) is reported to be

selectively quenched by G (not by A, C, and T) via an electron transfer in a distant

dependent manner [25, 52–55]. Thus, we synthesized several Acr+- and

PTZ-modified DNAs in which PTZ – which has much lower oxidation potential

than G – serves as a final hole acceptor. We also tested several commonly used

fluorophores, TAMRA, ATTO 655, and Alexa 532, the fluorescence of which can

only be quenched by G in the context of DNA.

DNAs were designed so as to have between zero and five intervening A-T base-

pairs between a fluorescent dye and G (Fig. 6). The fluorescent dyes were anchored

and buried in DNA to have a π-stacking interaction between neighboring bases by

using the amino-linker X. Three consecutive G-C base-pairs were utilized as a

pathway of a positive charge to separate further the positive and negative charges

(Sens∙�) to ensure the hole trapping at PTZ leading to the formation of a long-lived

charge-separated state. Some Gs within the consecutive G-C base-pairs were

replaced with deazaguanine (Z), which have a lower oxidation potential than G

(0.98 V vs NHE) [30, 56–58], to refine the charge-separation process to achieve a

larger Φ. Hence, DNAs were designed so as to have an (A-T)n (n ¼ 0 � 5) spacer

and an (X-C)3 (X¼G or Z) charge pathway between Sens and PTZ.

The steady-state fluorescence spectra were measured to investigate the photoin-

duced fluorescence quenching. We first tested Acr+ to verify the present system.
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Consistent with previous reports [25, 52–55], the fluorescence intensity increased as

the number of intervening A-T base-pairs between Acr+ and G increased due to the

distant-dependent photoinduced charge transfer between 1Acr+* and G (Fig. 7a).

Similar trends were observed for TAMRA, ATTO 655, and Alexa 532, suggesting

the occurrence of the photoinduced charge transfer between the fluorescent dye in

the singlet excited state and G (Fig. 7b–d). The replacement of G close to the

fluorescent dye with Z resulted in a further decrease in the fluorescent intensity due

to the more efficient fluorescence quenching by Z compared with G, while changes

in Gs far from the fluorescent dye caused only small effects on the fluorescence

intensity.

Next, the formation of the charge-separated state was investigated. In the case of

Acr+-modified DNA, Acr+ was excited using the 355-nm laser, and the charge-

recombination dynamics were monitored by the formation and decay of PTZ∙+ and
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5’PTZ-GGG–––ATATAGAAAAAG
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5’PTZ-GGGA–––ATATAGAAAAG
3’CCCT–X–TATATCTTTTC

5’PTZ-GGGAA–––ATATAGAAAG
3’CCCTT–X–TATATCTTTC

5’PTZ-GGGAAA–––ATATAGAAG
3’CCCTTT–X–TATATCTTC

5’PTZ-GGGAAAA–––ATATAGAG
3’CCCTTTT–X–TATATCTC

5’PTZ-GGGAAAAA–––ATATAGG
3’CCCTTTTT–X–TATATCC

Y0

Y1

Y2

Y3

Y4

Y5

*PTZ-G-G-G-A---
C-C-C-T-X-

hn

hole injection
into G

charge
recombinationPTZ-G-G-G-A---

C-C-C-T-X-

•-
•+

fluorescence
hole

trapping

PTZ-G-G-G-A---
C-C-C-T-X-•-

•+

Y = A (Acr+)

O

O

H
N

Y

5'

~

3'

~

NH

NN

O

NH2

Z PTZ

X

5'~
N

S

O

PO O

O-

H+

N Cl

MeO

ON N+

O

O
-

O

O H+

N
H
N

SO3H SO3
-

O

~

Y = (TAMRA) Y = F (Alexa 532)Y = O (ATTO 655)

5’PTZ-ZGGA–––ATATAGAAAAG
3’CCCT–X–TATATCTTTTC

5’PTZ-ZZGA–––ATATAGAAAAG
3’CCCT–X–TATATCTTTTC

5’PTZ-ZZZA–––ATATAGAAAAG
3’CCCT–X–TATATCTTTTC

5’PTZ-ZGGAA–––ATATAGAAAG
3’CCCTT–X–TATATCTTTC

5’PTZ-ZZGAA–––ATATAGAAAG
3’CCCTT–X–TATATCTTTC

5’PTZ-ZZZAA–––ATATAGAAAG
3’CCCTT–X–TATATCTTTC

YZ1

YZ2

YZ3

YZ4

YZ5

YZ6

hole transfer

Fig. 6 DNA sequences, chemical structures of an aminolinker (X), Acr+, TAMRA, Alexa 532,

7-deazaguanine (Z), and phenothiazine (PTZ), and a schematic representation for hole-injection,

hole transfer, and charge-recombination in DNA. An additional T was placed as a complementary

base of X in the case of Alexa 532 modified DNA
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Acr∙, which show absorption with a peak at around 520 nm (Fig. 8a). When there

was no A-T spacer between G and Acr+, the formation of the charge-separated state

was not observed because the charge-recombination took place faster than the time

resolution of our experimental setup (<50 ns) [25, 52, 53]. The insertion of the A-T

base-pair between G and Acr+ slowed the initial charge-recombination rate between

Acr∙ and G∙+, resulting in the formation of a long-lived charge-separated state, and

the lifetime of the charge-separated state (τ) increased while Φ gradually decreased

with increasing numbers of A-T base-pairs (Fig. 8b) [25].

Similarly, charge-recombination dynamics were investigated for TAMRA,

ATTO 655, and Alexa 532 modified DNA. Since the absorption of PTZ∙+ overlaps

with the ground state absorption of these fluorescent dyes, and the absorption of the

radical anion of these fluorescent dyes have not been reported thus far, charge-

recombination dynamics were investigated by monitoring the bleach and recovery

of their ground state absorption. The 532-nm laser flash excitation of the fluorescent

dye modified DNA caused bleach and recovery of the ground state absorption of
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Fig. 7 Fluorescence spectra for (a) Acr+-modified DNA (λex ¼ 428 nm), (b) TAMRA-modified

DNA (λex ¼ 540 nm), (c) ATTO 655-modified DNA (λex ¼ 620 nm), and (d) Alexa 532-modified

DNA (λex ¼ 510 nm)
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fluorescent dye, while obvious transient absorption related to the one-electron

reduced form of fluorescent dye was not observed in the wavelength range of

350–650 nm (Fig. 8a). Interestingly, all three fluorescent dye modified DNAs

showed sequence-dependent bleach and recovery of their ground state absorption

consistent with the charge-recombination dynamics observed for Acr+-modified
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Fig. 8 (a) Transient

absorption spectra for A3,

T3, and O3 observed after

the laser flash excitation.

(b) Time profiles of the

transient absorption of

PTZ∙+ and Acr∙ monitored at

520 nm during the 355-nm

laser flash photolysis of

A0–A5. (c) Time profiles of

the bleach and recovery of

TAMRA monitored at

560 nm for T0–T5. The

smoothed black curves
superimposed on the

experimental data are the

single exponential fit from

which the lifetime of the

charge-separated state (τ)
was determined
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DNA (Fig. 8c, Table 1). These results suggested that charge-recombination dynam-

ics may also be monitored for other fluorescent dyes for which the fluorescence is

quenched by G [59, 60].

Gs should be located close to the fluorescent dye for the charge-separation to

occur efficiently. However, when G is located too close to the fluorescent dye, the

initial charge-recombination between G∙+ and the reduced fluorescent dye proceeds

relatively fast compared with the hole transfer process through consecutive Gs, and

only part of a generated positive charge can escape from the initial charge-

recombination to produce a long-lived charge-separated state, thus resulting in a

moderate value of Φ [25]. In order to increase the Φ, we attempted to increase the

hole transfer rate through DNA toward PTZ by replacing some Gs in the G-C tract

between the fluorescent dye and PTZ with Z. Since the oxidation potential of Z is

lower than that of G, we expected the charge transfer from G∙+ to Z to proceed faster

than that from G∙+ to G, and at the same time that from Z∙+ to G to proceed slower

than that from G∙+ to G, resulting in an increase in Φ [24, 61]. Interestingly, for a

DNA series having one A-T base-pair between the fluorescent dye and the G-C

tract, the replacement of one or two G(s) with Z(s) resulted in a considerable

increase in Φ (Fig. 9, Table 1). On the other hand, when all Gs in the G-C tract

were replaced with Zs, Φ was only moderately affected, suggesting that charge

transfer between Z∙+ and Z proceeds with a similar rate constant to that between G∙+

and G, and/or charge-recombination proceeds faster between Sens∙� and Z∙+ com-

pared with that between Sens∙� and G∙+. In the case of DNA having two A-T base-

pairs between the fluorescent dye and G-C tract, the effect of the replacement of Gs

with Zs on Φ was relatively small compared to those for DNA series with one A-T

base-pair between the fluorescent dye and G-C tract. This result was explained

by the decrease in the initial charge-recombination rate as a consequence of

the increase in the distance between the fluorescent dye and nearest G-C or Z-C.

Table 1 The lifetime (τ) and quantum yield (Φ) of the charge-separated state

DNA τ (μs) Φ (%) DNA τ (μs) Φ (%) DNA τ (μs) Φ (%)

A0 <0.5 – T0 <0.5 � O0 <0.5 �
A1 2.7 4.8 T1 <0.5 � O1 5.8 0.57

A2 16 4.4 T2 7.6 0.36 O2 160 0.76

A3 75 2.9 T3 13 0.61 O3 560 2.4

A4 >200 2.6 T4 16 0.52 O4 >800 1.5

A5 >200 2.0 T5 76 0.34 O5 >800 0.90

AZ1 2.4 9.9 OZ1 5.4 2.3

AZ2 2.1 13 OZ2 4.4 4.0

AZ3 2.0 4.9 OZ3 4.2 0.95

AZ4 15 6.5 TZ4 7.7 0.43 OZ4 220 2.8

AZ5 15 7.6 TZ5 8.1 0.51 OZ5 210 3.5

AZ6 13 7.3 TZ6 5.7 0.51 OZ6 100 2.4

F0 <0.5 �
F1 0.70 1.7

F1Z 0.96 2.6
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In contrast to the YZ3 series, an increase inΦ was also observed for the YZ6 series.

It may be explained by that the increase in the photoinduced charge transfer

efficiency, which is reflected in the increased extent of the florescence quenching,

caused the increase in Φ.

4 Conclusions

In this chapter we have described the mechanism of the photoinduced charge-

separation in DNA. When Sens is strong enough to oxidize A-T base-pairs, a

long-lived charge-separated state in DNA can be formed via sequential hole

transfer between consecutive A-Ts. Φ can be increased when the intersystem

crossing is fast enough to compete with the photoinduced electron transfer via

Sens in the singlet excited state due to the formation of the spin-forbidden triplet

ion-pairs. It was also revealed that the charge-separated state is formed through the

initial charge generation on the second and further neighboring As to the Sens

instead of the oxidation of A adjacent to Sens. These results suggested that the Φ
can be increased by putting a redox inactive spacer base-pair between Sens and the

base-pair to be oxidized. This is the case for Sens of which fluorescence is quenched

only by G among the four natural nucleobases. A long-lived charge-separated state

was shown to be formed by widely used fluorescent dyes TAMRA, ATTO 655, and

Alexa 532. By utilizing artificial nucleobases, the redox potential gradient of

nucleobases, which can be achieved by utilizing the artificial nucleobases, was

shown to be effective to increase the Φ. These important fundamental insights

about the formation of the long-lived charge-separated state in DNA may aid in the

future design of molecular-scale optoelectronics.
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Fig. 9 The effects of replacing G base(s) with Z base(s) on the charge-separation and charge-

recombination dynamics in DNA. Time profiles of the bleach and recovery of ATTO 655 moni-

tored at 680 nm for O1, OZ1–OZ3. The smoothed black curves superimposed on the experimental

data are the single exponential fit from which the lifetime of the charge-separated state (τ) was
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Electronic Excitations in Guanine
Quadruplexes

Pascale Changenet-Barret, Ying Hua, and Dimitra Markovitsi

Abstract Guanine rich DNA strands, such as those encountered at the extremities

of human chromosomes, have the ability to form four-stranded structures

(G-quadruplexes) whose building blocks are guanine tetrads. G-quadruplex

structures are intensively studied in respect of their biological role, as targets for

anticancer therapy and, more recently, of their potential applications in the field of

molecular electronics. Here we focus on their electronic excited states which are

compared to those of non-interacting mono-nucleotides and those of single and

double stranded structures. Particular emphasis is given to excited state relaxation

processes studied by time-resolved fluorescence spectroscopy from femtosecond to

nanosecond time scales. They include ultrafast energy transfer and trapping of ππ*
excitations by charge transfer states. The effect of various structural parameters,

such as the nature of the metal cations located in the central cavity of

G-quadruplexes, the number of tetrads or the conformation of the constitutive

single strands, are examined.

Keywords Charge transfer states � DNA fluorescence � Energy transfer � Excitons �
Guanine quadruplexes � Molecular electronics � Multi-scale dynamics
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1 Introduction

In DNA double helices, guanines are paired with cytosines via three Watson–Crick

hydrogen bonds (Fig. 1a). However, under certain conditions, guanine derivatives

self-associate to form tetrads called G-quartets. These are square planar arrays in

which each guanine is connected to two others via Hoogsteen hydrogen bonds

(Fig. 1b). The vertical stacking of G-quartets gives rise to G-quadruplex structures

[1, 2]. G-quadruplexes may be formed by lipophilic guanosine analogues in

non-polar solvents or by guanine rich DNA or RNA strands in aqueous solution;

for example, this is the case of telomeric sequences located at the end of the human

chromosomes (TTAGGG).

During the past few decades the interest of various scientific communities in

G-quadruplexes has been continuously increasing, in connection with the biological,

pharmaceutical and technological importance of these structures. As early as in the

1980s it was suggested that G-quadruplex structures may be involved in important

biological processes but their formation in human cells was observed only recently

[3]. Their possible implication in cancer cell proliferation made them promising

targets for the development of new anticancer therapies [4–6]. In the meantime,

their potential applications in the field of molecular electronics [7, 8] and nanotech-

nology [9] have stimulated the design of novel guanine-based supramolecular

architectures. Snapshots of the cutting edge research on the G-quadruplexes have

recently been published in a specific volume of Topics in Current Chemistry [10].
Despite the huge number of publications devoted to G-quadruplexes, only a

dozen have addressed their photophysical properties [11–22]. Certainly these

studies have benefited from the recent advances in the characterization of the

excited states of DNA/RNA building blocks, single strands and double strands,

outlined in the present book. Yet it became clear that a number of structural

parameters specific to G-quadruplexes play a key role both in photon absorption

and in the fate of electronic excitations.

The purpose of this chapter is to highlight the specific behaviour of the

G-quadruplexes under UV irradiation by focusing on structures formed by DNA

strands. In Sect. 2 we present common features encountered in the photophysical

properties of all the G-quadruplexes studied so far. On the one hand we compare

their behaviour with that of non-interacting mono-nucleotides in order to reveal

collective effects (exciton states, excited charge transfer states, energy transfer. . .).
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On the other, we discuss them in relation to single and double strands, emphasizing

differences arising from Watson–Crick and Hoogsteen pairing of guanines (Fig. 1).

In Sect. 3 we focus on several structural parameters, specific to G-quadruplex

assemblies. We examine how the number of tetrads, which may range from two to

several hundreds in the so-called G4-wires [7, 23], affect their electronic excited

states. We also tackle the effect of their topology. This is an important point

because G-quadruplexes exhibit a remarkable polymorphism. They are usually

formed by the folding of a single DNA strand (Fig. 2a) or by the association of

two or four different single strands (Fig. 2b) [24, 25]. The number, the base

sequence and the polarity of the constitutive strands are known to affect the relative
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Fig. 1 Watson–Crick (a) and Hoogsteen (b) hydrogen bonding of guanines in duplexes and

G-quadruplexes, respectively

Fig. 2 Schematic representation of monomolecular (a) and tetramolecular (b) G-quadruplexes;
circles represent the metal cations located in the central cavity
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orientation of tetrads which depends on the guanosine glycosidic angles (Fig. 3)

[24]. Among various factors contributing to the G-quadruplex polymorphism, the

metal cations located in their central cavity, essential to their stability, play a key

role [1, 2, 26]. Therefore, hereafter we refer to a given G-quadruplex by indicating

not only the base sequence of the constitutive strands but also the type of cations

present within the structure.

2 General Features

2.1 Franck–Condon Excited States

The absorption spectra of G-quadruplexes differ substantially from those of

non-interacting chromophores: the molar absorption coefficient per base decreases

around the maximum but increases at the lower energy part of the spectrum. An

example is shown in Fig. 4, where the spectrum of d(TG4T)4/K
+ is compared with

that of the stoichiometric mixture of thymidine-50-monophosphate (TMP) and

20deoxyguanosine-50-monophosphate (dGMP) [14, 19].

The hypochromism of DNA duplexes around their absorption maximum is well-

known and largely exploited for recording their melting curves. Quantum chemistry

calculations carried out for a few bases in single or double stranded arrangement

have correlated this effect with charge transfer interactions among stacked bases

[27–31]. So far, such calculations have not been performed for four-stranded

architectures.

The hyperchromism of the red edge of the absorption spectrum, which may exceed

200%, is a typical feature of G-quadruplex structures. Hence, it was proposed to

monitor their formation and their dissociation by following the absorbance at 295 nm

[32]. This phenomenological effect was rationalized in a theoretical study performed

on d(G3)4/Na
+ in the frame of the exciton theory combined to molecular dynamics

simulations [16]. It was shown that the electronic coupling among dipolar electronic

transitions of guanines gives rise to low-energy exciton states which are absent in

model duplexes studied by the same methodology [33, 34]. Although the calculated

Fig. 3 Guanosine

glycosidic angles in syn and
anti conformation
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oscillator strength associated with the low-energy exciton states is very weak, it may

however increase via vibronic coupling.

Another important conclusion drawn from the above-mentioned theoretical

study [16] concerns the degree of delocalization of the exciton states. On average,

those of d(G3)4 extent over 57% of the guanine residues, whereas only 28–29% of

bases are coupled in the duplexes d((GC)5)·d((GC)5), d(A10)·d(T10) and d((AT)5)·(d

(AT)5).

The exciton theory was also used to interpret circular dichroism (CD) spectra of

G-quadruplexes [35, 36]. This approach provided evidence that their CD signals arise

mainly from the chiral orientation of the adjacent quartets, depending on the glyco-

sidic bond angles (syn or anti, Fig. 3), regardless of the orientation of the DNA strands.

2.2 Energy Transfer

The occurrence of energy transfer in G-quadruplexes was demonstrated by

measuring their fluorescence anisotropy r(t) on the femtosecond time scale

[14, 19, 20]. As in the case of duplexes [37–40], the G-quadruplex anisotropy is

lower than that of the stoichiometric mixture of non-interacting mono-nucleotides.

This difference already appears in the initial r(t) values and is continuously

amplified on the examined time-domain.

An example is illustrated in Fig. 5a, b, where the fluorescence anisotropy traces

recorded for d(TG4T)4/K
+ [20] and highly purified calf thymus DNA at 330 nm

[40], close to the fluorescence maximum, are compared. Interestingly, at ca. 0.4 ps,

the quadruplex anisotropy becomes lower than that of dGMP (0.16), showing that

the r(t) decrease is not simply due to the decay of thymine fluorescence whose

anisotropy is close to 0.4 [41]. Molecular motions are too slow to account for such

loss of anisotropy. In contrast, internal conversion among exciton states (intraband

scattering), leading to excitation transfer among the various chromophores

composing supramolecular systems, can be an ultrafast process [42–44]. We stress
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that, given the very large Stokes shift characterizing the DNA mono-nucleotides

[41], Förster energy transfer cannot take place on the femtosecond time scale.

At longer time scales the fluorescence anisotropy of both d(TG4T)4/K
+ [19] and

calf thymus DNA [40] reaches a plateau close to 0.1 (Fig. 5c, d). This r(t) value is
consistent with in-plane depolarization of the fluorescence, i.e. absorption and

emission transition dipoles randomly distributed perpendicular to an axis [45]. As

the ππ* transition vectors of the DNA bases are orthogonal to the G-quadruplex axis

or the duplex axis, in-plane depolarization of their fluorescence suggests that the

energy transfer process is completely randomized. The randomization process is

much faster in G-quadruplexes (ca. 1 ps) [20] than in natural DNA (ca. 800 ps)

[46]. This discrepancy is due to different mechanisms leading to energy transfer, as

discussed in Sect. 2.3.

In addition to the time-resolved studies, energy transfer was also evidenced by

probing the steady-state fluorescence of 8-(2-pyridyl)-deoxyguanosine, a strongly

fluorescent guanosine derivative incorporated in G-quadruplex structures [17].
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Fig. 5 Fluorescence anisotropy recorded at 330 nm for d(TG4T)4/K
+ (a, c) and highly purified calf

thymus DNA (b, d), by fluorescence upconversion (a, b) and time-correlated single photon

counting (c, d). Dashes correspond to stoichiometric mixtures of mono-nucleotides whose

fluorescence lifetime does not exceed 0.5 ps. Excitation wavelength: 267 nm
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2.3 Emitting States

A common feature of all the G-quadruplexes studied so far is that the quantum yield

(ϕ) of the ππ* fluorescence in these structures is higher and its lifetime is longer

than those of non-interacting mono-nucleotides. Such behaviour strongly contrasts

with that observed uponWatson–Crick pairing of guanine with cytosine [47]. In GC

double-stranded structures, ππ* fluorescence is quenched [48–50], as shown in

Fig. 6, where the emission spectrum of the G-quadruplex d(TG4T)4/K
+ [19] is

compared to that of the duplex d((GC)3)·d((GC)3) [50]. From the fluorescence

quantum yield and the fluorescence decays recorded by time-correlated single

photon counting, where all the emitted photons are taken into account, it was

concluded that the quenching efficiency in GC polymers exceeds two orders of

magnitude. Gas phase ab initio calculations predicted that the relaxation of ππ*
excitations to the ground state should be accelerated in GC pairs, the process being

promoted by electron coupled proton transfer involving the central hydrogen bond

of Watson–Crick pairs [51, 52]. In contrast, TD-DFT studies performed for GC

pairs in chloroform show the formation of low energy charge transfer states

[53]. According to fluorescence measurements, if low energy charge transfer states

are also formed in the case of GC duplexes in aqueous solution, their fluorescence

quantum yield should be much lower than 10�5 [50].

The fluorescence spectra of GC double-stranded structures may exhibit a high

energy band decaying on the nanosecond time scale [48]. Its maximum, its spectral

width and the fluorescence lifetime vary with the number of base-pairs [50],

suggesting that the emitting states are affected by the electronic coupling. As the

fluorescence anisotropy is too low for ππ* excitons, this emission band has been

correlated with excited charge transfer states. The fingerprint of charge transfer

states was also detected in the fluorescence spectra of G-quadruplexes (for details
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representative of the fluorescence quantum yields. Excitation wavelength: 267 nm

Electronic Excitations in Guanine Quadruplexes 189



see Sect. 3) but it appears at lower energy than that of the ππ* states. These opposite
trends can be observed in Fig. 7, where the spectra of G-quadruplexes [16] and GC

duplexes [48], composed of 800–1,000 tetrads and base pairs, respectively, are

presented together with those of the stoichiometric mixtures of monomeric

chromophores.

While emission of ππ* excitations is quenched in GC double-stranded structures,

it is enhanced in homopolymeric AT duplexes [54], as well as in highly purified calf

thymus DNA [46]. For both double-stranded structures, the steady-state fluores-

cence spectra are located in the same spectral domain as those of the constitutive

mono-nucleotides and this is also the case for the G4-wires/K+ [19] (Fig. 8).

The fluorescence quantum yield of poly(dA)·poly(dT) (3 � 10�4) is three times

higher and its fluorescence lifetime longer than those of an equimolar mixture of

20-deoxyadenosine-50-monophosphate (dAMP) and TMP. However, most of the

duplex photons are still emitted at times shorter than 10 ps (Fig. 8). Similar trends

are also observed for G4-wires/K+ but they are much more pronounced: the

fluorescence quantum yield is about one order of magnitude higher than that of

dGMP and most of the photons are emitted on the sub-nanosecond time scale. The

average radiative lifetimes, 7 and 91 ns for poly(dA)·poly(dT) and G4-wires/K+,

respectively, are longer than those of mono-nucleotides (2–3 ns [41]). The increase

in the radiative lifetime of ππ* excited states suggests contribution to the fluores-

cence from exciton states with weak oscillator strength. This behaviour, much

stronger for the G4-wires/K+ compared to poly(dA)·poly(dT), is in line with the

more important delocalization of the Franck–Condon excited states of

G-quadruplexes compared to those of duplexes [16]. Thus, it appears that the

rigidity of four-stranded structures should preserve exciton coherence for a

longer time.
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Although the fluorescence quantum yield of natural DNA is the same as that of

poly(dA)·poly(dT), we note that in Fig. 8 the largest portion of photons, accounting

for the steady-state fluorescence spectrum, is emitted on a much longer time scale,

in the nanosecond regime [46]. This implies that the mechanism underlying photon

emission in natural DNA is quite different to that proposed for poly(dA)·poly

(dT) and G4-wires/K+[16, 55]. A complex pathway, involving trapping of ππ*
excitations by charge transfer states, followed by charge separation and charge

recombination to excited ππ* states, leading to delayed fluorescence, was invoked

to explain the long-lived monomer-like fluorescence of calf thymus DNA [40]. The

Fig. 8 Left panels: normalized fluorescence spectra of poly(dA)·poly(dT), G4-wires/K+ and

highly purified calf thymus DNA (solid lines). The spectra of the stoichiometric mixtures of

mono-nucleotides are shown in dashes. Right panels: percentage of photons emitted by each

polymer per decade of time at 330 nm. Excitation wavelength: 267 nm
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overall process corresponds to energy transfer among bases which, due to its

complexity, is much slower than energy transfer via exciton diffusion operative

in G-quadruplexes (Fig. 8). This picture is supported by the temperature depen-

dence of the fluorescence decays which are fitted with stretched exponentials

associated with one-dimensional energy transfer [40].

3 Role of Structural Parameters

3.1 Size

The size effect on the electronic excitations in G-quadruplexes was systematically

studied for a series of thymine capped tetramolecular structures d(TGnT)4/K
+

composed of three, four and five tetrads, whose fluorescence is largely dominated

by emission from ππ* states [20]. The divergence of various spectral and dynamical

parameters related to photon absorption and photon emission from those of the

corresponding stoichiometric mixtures of mono-nucleotides was found to increase

with the quadruplex size. It was therefore concluded that the presence of additional

tetrads reinforces the collective nature of ππ* excitations. This concerns not only

the Franck–Condon but also the emitting excited states, whose decay slows down

when additional tetrads are present in the structure (Fig. 9).

The lengthening of the fluorescence lifetime of G-quadruplexes in comparison

with that of non-interacting mono-nucleotides could simply originate from hindered

intra-chromophore motions. Such motions are responsible for the ultrafast internal

conversion to the ground state [56, 57]. In the case of guanine chromophores in

aqueous solution, a key role is played by the flipping of the amino group at position

2 [58, 59], which corresponds precisely to Hoogsteen bonding (Fig. 1b). Yet this steric

effect alone cannot explain the ensemble of fluorescence properties. In particular, the

increase of the average radiative lifetime from 3 ns for dGMP to 10 ns for d(TG5T)4/

K+ shows a change in the nature of the emitting ππ* states, consistent with emission

from exciton states, as previously mentioned for G4-wires/K+.

One of the G-quadruplex properties whose deviation from the behaviour of

non-interacting chromophores is amplified with increasing number of tetrads is

the width (fwhm) of the fluorescence spectrum. For instance, a striking spectral

narrowing larger than 40% is observed for G4-wires/K+ (Fig. 8) [19, 20]. Numerous

theoretical studies have focussed on the spectral shape of exciton states in H- or

J-aggregates [60, 61]. Since G-quadruplexes display features of both types

of aggregates, giving rise to intra-tetrad and inter-tetrad interactions, specific

calculations devoted to these structures are needed in order to perform detailed

spectral analysis.
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3.2 Topology

Despite the qualitative agreement regarding the collective behaviour of ππ*
excitations in d(TGnT)4/K

+ on the one hand and in G4-wires/K+ on the other, a

quantitative comparison of their properties is difficult. In addition to their different

size, the topology of these two systems is not expected to be the same because the

former are all composed of four parallel DNA strands whereas the latter are formed

by folding of a single strand. As mentioned in Sect. 2.1, differences in the relative

orientation between neighbouring tetrads should affect the strength of the electronic

coupling and, consequently, the properties of the exciton states [62].

The effect of topology on the photophysical properties of G-quadruplexes was

explicitly examined for mono-molecular structures formed by the human telomeric

sequence d(GGGTTAGGGTTAGGGTTAGGG), denoted as Tel21 [63]. CD spec-

troscopy provided evidence that Tel21 displays topology similar to other relative

telomeric sequences [64, 65] depending on the nature of cations. In the presence of

Na+, each tetrad contains two guanosines in syn conformation and another two in

anti conformation (Fig. 3), giving rise to an “antiparallel basket” structure

[66]. In the presence of K+ cations, one tetrad contains three guanosines in

anti conformation whereas the two other tetrads contain three guanines in syn
conformation, resulting in equilibrium between two structures called “hybrid 1”

and “hybrid 2” [67, 68].

The absorption spectra of Tel21/Na+ and Tel21/K+ exhibit subtle differences.

They are better visualized by comparing the difference between the spectra

recorded at 23�C and 96�C in the presence of each type of cation (Fig. 10). Heating

up to 96�C leads to the complete dissociation of quadruplex structures. Thus, the

differential absorbance spectra shown in Fig. 10 display the fingerprint of electronic

coupling among ππ* transitions in the considered quadruplex structures. Both

differential spectra exhibit a maximum around 34,000 cm�1 and a minimum at

37,500 cm�1 but their amplitude is larger in the case of Tel21/Na+, suggesting that

the basket topology favours delocalization of the Franck–Condon states.
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Based on the effect of topology on the Franck–Condon states, Webba da Silva

and coll. proposed a classification of mono-molecular G-quadruplexes in three

families exhibiting specific CD patterns [62, 69]. As the UV absorption spectra of

each family also display specific features, these authors suggested using UV

spectroscopy, which is easily accessible, for the determination of the quadruplex

topology [62].

The fluorescence quantum yields of Tel21/K+ (6.8 � 10�4) and Tel21/Na+

(8.7 � 10�4) are higher than those of tetra-molecular G-quadruplexes with the

same number of tetrads, d(TG3T)4/K
+ (3.2 � 10�4). In addition, their fluorescence

spectra, peaking at 340 nm (Tel21/K+) and 360 nm (Tel21/Na+), are clearly

red-shifted in respect to that of non-interacting chromophores whose maximum is

located at 330 nm (Fig. 11). Time-resolved experiments associated with theoretical

studies are needed in order to elucidate whether this behaviour is related to emission

from exciton states and/or charge transfer states (see Sect. 3.3). In any case, the

presence of short loops holding together the tetrads is expected to increase

the rigidity of the system, which favours the collective behaviour of ππ* states.

The effect of the sequence and the length of the loops on the intrinsic fluorescence

properties of mono-molecular G-quadruplexes were pointed out by Kwok et al. [22].

3.3 Metal Cations

Charge transfer in DNA is known to be influenced by metal ions [70]. Those located

in the central cavity of G-quadruplexes were shown to intervene in the population

of charge transfer states during excited state relaxation. The latter point was

illustrated in the case of the tetra-molecular G-quadruplexes d(TG4T)4/K
+ and

d(TG4T)4/Na
+ [19]. Two-dimensional NMR experiments performed for these

structures could not detect any difference in the relative positions of their guanine

residues [71]. In agreement with this finding, no difference was found either in the

shape or in the intensity of their absorption spectra, which partly correspond to
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exciton states, and, therefore, are sensitive to the arrangement of the monomeric

chromophores.

Despite the similarity of the excited Franck–Condon states, the emitting states of

d(TG4T)4/K
+ and d(TG4T)4/Na

+ exhibit important differences (Figs. 12 and 13). As

mentioned before, the fluorescence spectrum of d(TG4T)4/K
+ is dominated by

emission from ππ* states (Fig. 6). The intensity of the ππ* emission is substantially

reduced in the d(TG4T)4/Na
+ spectrum where a shoulder around 420 nm is present

(inset in Fig. 12).

Fluorescence upconversion measurements showed that the lifetime of the ππ*
states is shorter in the presence of Na+ compared to K+ (Fig. 12a). The opposite

trend is observed in the fluorescence decays recorded, in the red part of the

spectrum by time correlated single photon counting (Fig. 12b).

As the photons associated with the low energy emission band of d(TG4T)4/Na
+

are emitted on the sub-nanosecond timescale, further information was obtained

by measuring the wavelength dependence of the fluorescence anisotropy in the

100–500 ps range (Fig. 13). For both systems, r(t) decreases with increasing

wavelengths, but significantly larger variations are observed in the presence of

Na+ cations [19]. At the red edge of the fluorescence spectrum the anisotropy of

d(TG4T)4/Na
+ becomes negative, whereas that of d(TG4T)4/K

+, although lower

than that observed at 330 nm (Fig. 5), remains positive.

A mechanism involving motion of metal cations within the central cavity of

G-quadruplexes was proposed to interpret the photophysical properties of

d(TGnT)4/K
+ and d(TGnT)4/Na

+. The trapping of ππ* excitations by low energy

charge transfer states would be facilitated by the presence of Na+ cations, which, are

smaller and, therefore, more mobile than K+ cations. Larger shifts in the Na+

position compared to that of K+ during the excited state relaxation were indeed

predicted by quantum chemistry calculations performed for two stacked guanine
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Fig. 11 Fluorescence spectra Tel21/K+ (solid lines), Tel21/Na+ (dashed lines) and the stoichio-

metric mixture of mono-nucleotides (dark grey lines). The spectra in (a) are representative of the
fluorescence quantum yields whereas in (b) spectra are normalized. Excitation wavelength:

255 nm
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tetrads [19]. We stress that no difference in the fluorescence properties of single and

double strands is detected when Na+ or K+ cations are present in solution [48, 72].

Interestingly, in this spectral region, the fluorescence anisotropy of the single

strand d(A20), whose fluorescence also contains a band peaking at 420 nm [73],

exhibits the same negative anisotropy as d(TGnT)4/Na
+ (Fig. 13). Negative anisot-

ropy observed upon excitation of ππ* states has been associated with charge

transfer transitions involving orbital overlap among stacked bases whose polariza-

tion is located out of the aromatic plane of the bases [19, 73].

The nature of metal ions is known to affect the topology of mono-molecular

G-quadruplexes and, therefore, the properties of their Franck–Condon excited

states. It is thus difficult to assign their role in the excited state relaxation of such

quadruplex structures. Yet it is worth-noting that the fluorescence spectra of

G4-wires/Na+ and Tel21/Na+ are red-shifted compared to those of G4-wires/K+

and Tel21/K+, respectively.

Fig. 12 Fluorescence decays recorded at 330 nm by fluorescence upconversion (a) and at 450 nm
by time-correlated single photon counting (b) for d(TG4T)4/Na

+ (solid lines) and d(TG4T)4/K
+

(dashed lines). The steady-state fluorescence spectra are shown in the insets; the vertical arrows
indicate the probed fluorescence wavelengths. Excitation wavelength: 267 nm
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Fig. 13 Fluorescence anisotropy recorded by time-correlated single photon counting at 450 nm

for d(TG3T)4/K
+ (dashed line), d(TG3T)4/Na

+ (solid line) and the single strand d(A20) (dotted line)
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4 Conclusions and Outlook

The collective behaviour of electronic excitations in G-quadruplexes formed by

DNA strands is more pronounced than in DNA duplexes. This is due to the specific

architecture of G-quadruplexes structures, consisting of a vertical stacking of

guanine tetrads, and the resulting rigidity. Both in double- and four-stranded

structures, the population of exciton states gives rise to ultrafast energy transfer,

but only in G-quadruplexes is the transfer process completely randomized within

1 ps, as attested by the in-plane depolarization of the fluorescence. In contrast to

Watson–Crick pairing of guanines with cytosines, which leads to quenching of ππ*
fluorescence, the self-association of guanines in G-quadruplexes slows down the

non-radiative decay processes of ππ* states. The concomitant increase of the

average radiative lifetime indicates the contribution of exciton states to the ππ*
fluorescence. This effect is particularly strong for mono-molecular G-quadruplexes

with short side loops. The relaxation of ππ* states toward lower energy charge

transfer states involving guanines on different tetrads depends on the nature cations

in the central cavity; it is facilitated by Na+ ions, which are smaller and more mobile

compared to K+ ions.

The picture described above was derived from a relatively small number of

photophysical studies. Yet it became clear, despite some features shared by all

G-quadruplex structures, that their rich polymorphism does affect the properties of

their excited states. Detailed examination of key factors, such as the base sequence

in the loops, is necessary in order to obtain a better understanding of the process

involved. Evidently, experimental studies need to be accompanied by theoretical

work. Modelling the fate of electronic excitations in G-quadruplexes constitutes a

real challenge.

From the biological point of view, it would be interesting to explore the direct

damage generated in G-quadruplexes upon absorption of UV radiation. In this

respect, Brash and colleagues reported hypersensitivity of telomeres regarding the

formation of UV-induced cyclobutane dimers and evoked possible correlation with

four-stranded structures [74]. Furthermore, Taylor and colleagues detected

cyclobutane dimers with unusual conformations in quadruplex structures formed

by the human telomeric sequence TTAGGG [75]. However, these reactions

concern thymines, which are present in the loops, and probably arise more from

steric factors than electronic ones. The photoreactivity proper to guanines, whose

excited states are greatly modified within four-stranded structures, has not been

tackled so far. Moreover, the photoinduced oxidative damage of guanines, expected

to be facilitated by stacking, deserves particular attention [76, 77].

The properties of the electronic excited states reported here concern

quadruplexes formed by natural DNA bases. Their replacement by guanine

analogues absorbing at longer wavelengths may be required in order to explore

their potential applications in the field of molecular electronics or optoelectronics.

In this perspective, the findings on “natural” quadruplexes provide some rules for

the design of similar supramolecular architectures. For example, tuning between

ππ* and charge transfer states by an appropriate choice of the cations in the

Electronic Excitations in Guanine Quadruplexes 197



central cavity whose aperture could be modulated so as to enhance or reduce

cation mobility.
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50. Brazard J, Thazhathveetil A, Vayá I, Lewis F, Gustavsson T, Markovitsi D (2013) Electronic

excited states of guanine-cytosine hairpins and duplexes studied by fluorescence spectroscopy.

Photochem Photobiol Sci 12:1453–1459

51. Sobolewski AL, Domcke W, Hattig C (2005) Tautomeric selectivity of the excited-state

lifetime of guanine/cytosine base pairs: the role of electron-driven proton-transfer processes.

Proc Natl Acad Sci U S A 102:17903–17906
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Physiological Aspects of UV-Excitation

of DNA

Richa, Rajeshwar P. Sinha, and Donat-P. Häder

Abstract Solar ultraviolet (UV) radiation, mainly UV-B (280–315 nm), is one of

the most potent genotoxic agents that adversely affects living organisms by altering

their genomic stability. DNA through its nucleobases has absorption maxima in the

UV region and is therefore the main target of the deleterious radiation. The main

biological relevance of UV radiation lies in the formation of several cytotoxic and

mutagenic DNA lesions such as cyclobutane pyrimidine dimers (CPDs), 6-4 pho-

toproducts (6-4PPs), and their Dewar valence isomers (DEWs), as well as DNA

strand breaks. However, to counteract these DNA lesions, organisms have devel-

oped a number of highly conserved repair mechanisms such as photoreactivation,

excision repair, and mismatch repair (MMR). Photoreactivation involving the

enzyme photolyase is the most frequently used repair mechanism in a number of

organisms. Excision repair can be classified as base excision repair (BER) and

nucleotide excision repair (NER) involving a number of glycosylases and poly-

merases, respectively. In addition to this, double-strand break repair, SOS response,

cell-cycle checkpoints, and programmed cell death (apoptosis) are also operative in

various organisms to ensure genomic stability. This review concentrates on the

UV-induced DNA damage and the associated repair mechanisms as well as various

damage detection methods.

Keywords Cyclobutane-pyrimidine dimers � Excision repair � Photoreactivation �
Recombinational repair � Ultraviolet radiation

Richa and R.P. Sinha

Laboratory of Photobiology and Molecular Microbiology, Centre of Advanced Study in

Botany, Banaras Hindu University, Varanasi 221005, India

D.-P. Häder (*)
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Abbreviations

6-4PPs Pyrimidine (6-4) pyrimidone photoproducts

8-AIA 8-(5-Aminoimidazol-4-yl)adenine

8-HDF 8-Hydroxy-5-deaza-riboflavin

8-oxo-Ade 8-Oxo-7,8-dihydroadenine

8-oxoGua 8-Oxo-7,8-dihydroguanine

ATM protein Ataxia telangiectasia mutated protein

BER Base excision repair

CAT Catalase

CCs Chlorocarbons

CFCs Chlorofluorocarbons

CPDs Cyclobutane pyrimidine dimers

DEWs Dewar valence isomers

DGPY 4,6-Diamino-5-guanidinopyrimidine

DP DNA polymerase

dRPase Deoxyribophosphodiesterase

DSB Double strand break

FAD Flavin-adenine dinucleotide

FADU Fluorometric analysis of DNA unwinding

FapyGua 2,6-Diamino-4-hydroxy-5-formamidopurine

FEN 1-Flap endonuclease-1

FISH Fluorescence in situ hybridization

GG-NER Global genome NER

HR Homologous recombination

IC-PCR Immunocoupled polymerase chain reaction

LP-BER Long-patch BER

MMR Mismatch repair

MTHF 5,10-Methenyltetrahydrofolate

NADPH Nicotinamide adenine dinucleotide phosphate

NER Nucleotide excision repair
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NHEJ Non-homologous end joining

OBs Organobromides

PIKKs Phosphatidylinositol-3 (PI3)-kinase related kinases

POD Peroxidase

RAPD Random amplified polymorphic DNA

RIA Radio-immunoassay

ROS Reactive oxygen species

RPA Replication protein A

SINE Short interspersed DNA element

SOD Superoxide dismutase

SP-BER Short-patch BER

SSB Single strand break

TBP TATA-box binding protein

TC-NER Transcription-coupled NER

TD-PCR Terminal transferase-dependent PCR

TFIIH Transcription factor-IIH

Top1 Topoisomerase I

TRCF Transcription-repair coupling factor

UV-DDB UV-damaged DNA binding protein

UVR Ultraviolet radiation

XPV Xeroderma pigmentosum variant

1 Introduction

The effect of harmful ultraviolet radiation (UVR; 280–400 nm) particularly

ultraviolet-B (UV-B; 280–315 nm) at the Earth’s surface atmosphere has increased

in the past few decades due to depletion of the stratospheric ozone layer caused by

increased release of atmospheric pollutants such as chlorofluorocarbons (CFCs),

chlorocarbons (CCs), and organobromides (OBs). It has been shown that substantial

amounts of reactive nitrogen species (RNS) such as nitric oxide, nitrous oxide, and

peroxynitrite, produced naturally or from anthropogenic sources such as biomass or

fuel burnings, may also contribute to the depletion of the ozone layer [1]. Solar UV

radiation is responsible for a wide range of biological effects including alteration in

the structure of proteins, DNA, and many other biologically important molecules,

chronic depression of key physiological processes, and acute physiological stress

leading either to reduction in growth and cell division, pigment bleaching, N2

fixation, and energy production, or to photoinhibition of photosynthesis in several

organisms [2, 3]. It has been documented that UV-B severely affects survival,

fecundity, and sex-ratio in several intertidal copepods [4].

The high-energetic UV-B radiation constituting <1% of the total solar irradi-

ance may affect normal states of life either through direct effects on cellular DNA

or indirectly by the production of reactive oxygen species (ROS) [5, 6] in various

living systems including bacteria [7], cyanobacteria [8], phytoplankton [9],
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macroalgae [10], plants [11], animals, and humans. In contrast, UV-A (315–

400 nm) radiation, which is not absorbed directly by the native DNA, can still

induce DNA damage either by producing a secondary photoreaction of existing

DNA photoproducts or via indirect photosensitizing reactions [12].

To counteract the deleterious effects of UVR, mainly UV-B, a number of

organisms have evolved certain defensive mechanisms such as avoidance, scav-

enging of reactive oxygen species (ROS) by enzymatic and non-enzymatic antiox-

idants like catalase (CAT), superoxide dismutase (SOD), peroxidase (POD),

carotenoids, etc. and synthesis of UV-absorbing/screening compounds

(mycosporine-like amino acids, scytonemin, parietin, melanin, etc.) [13–16]. How-

ever, these mitigating strategies are not highly efficient in completely preventing

deleterious UV-B from reaching the DNA in the superficial tissue layers [17]. How-

ever, the emergence of certain highly specific and conserved repair and resynthesis

mechanisms like, photoreactivation, excision repair, mismatch repair (MMR),

double strand break (DSB) repair, and certain other mechanisms like damage

tolerance (dimer bypass), SOS (save our soul) response, checkpoint activation,

and programmed cell death (PCD) or apoptosis (Fig. 1) that efficiently remove

DNA lesions make it possible to ensure genomic integrity [18–20].
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2 UV-Induced DNA Damage

DNA damage is induced by a number of endogenous factors such as free radicals as

well as exogenous factors like UV radiation, ionizing radiations, and genotoxic

chemicals, thereby affecting the normal life processes of all living organisms.

Several types of DNA damage that have been identified result in misincorporation

of bases during the replication process and hydrolytic damage, resulting in deam-

ination of bases, depurination, and depyrimidination [21]. DNA can be oxidatively

damaged [22] by direct interaction with ionizing radiation (IR) or by UV radiation-

induced free radicals or reactive oxygen species [23]. Alkylating agents may also

modify DNA bases, resulting in DNA damage [21, 24]. DNA damage as a result of

UVR exposure is known to be one of the initiating factors in photocarcinogenesis

[25]. In irradiated cells, DNA acts as a chromophore, directly absorbing photons of

UVR, thereby resulting in the formation of mutagenic DNA lesions [26]. The

highly energetic UV-B radiation induces three major cytotoxic and lethal pyrimi-

dine photoproducts such as cyclobutane pyrimidine dimers (CPDs), pyrimidine

(6-4) pyrimidone photoproducts (6-4PPs), and their Dewar isomers [20, 27, 28].

The generation of pyrimidine (6-4) pyrimidone photoproducts (6-4PPs) is rational-

ized in terms of a Paternò–Büchi reaction by a [2 + 2] cycloaddition between the

C5–C6 double bond of the 50-end base and the C4 carbonyl group of a 30-end
pyrimidine. CPD, the most abundant and cytotoxic DNA lesion, is a four-

membered rigid ring structure involving C5 and C6 of the adjacent bases, whereas

6-4PPs are formed by a noncyclic bond between C6 (of the 50-end) and C4 (of the

30-end) of the involved pyrimidines via spontaneous rearrangement of the oxetane

(when the 30-end is thymine) or azetidine (when the 30-end is cytosine) intermedi-

ates [29]. The 6-4PPs are photoisomerized into their Dewar valence isomers

(DEWs) upon exposure to wavelengths greater than 290 nm, i.e., by UV-B or

UV-A radiation that may further undergo reversion to the 6-4PPs [30] upon

exposure to short wavelength UV radiation (Fig. 2). The secondary transformation

of 6-4PPs into DEWs results due to the presence of a pyrimidone moiety, and this

mechanism has been described in detail by Cadet et al. [31]. The presence of two

adjacent cytosine bases is considered as mutation hotspots for short wavelength UV

radiation [28]. Courdavault et al. [32] reported the higher photoreactivation capac-

ity of T–T and T–C sequences than C–T and C–C sequences. The cytotoxic CPD

lesions are generally cis-syn configured, whereas the frequency of occurrence of

trans-syn configured lesions is low. The flexibility of single-stranded and denatured
DNA commonly favors the incidence of trans-syn isomers. Bastien et al. [33]

reported that cytosine containing dipyrimidine sites are the hotspots for CPD

formation following UV-B exposure.

The rates of CPD formation throughout the genome determine in part the overall

genotoxic burden. The CPD yield depends on several variables like nature of

adjacent sequence, sequence specificity [34, 35], and the irradiation wavelength

and absorbed dose. Matallana-Surget et al. [36] found that the distribution of

bipyrimidine photoproducts within UVB-irradiated DNA is greatly affected by
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the content in GC base pairs of the genome. The yield of CPDs under UV-C

irradiation at a given site in isolated DNA decreases in the order TT > TC > CT

> CC [37]. In bacterial spores, irradiation with UV-B and UV-C leads to the

formation of a spore photoproduct, a dimeric lesion involving two thymines [38].

The CPDs and 6-4PPs, constituting around 75% and 25% of the UV-induced DNA

damage products, induce a bend or kink of 7–9� and 44�, respectively [39, 40].

UV-mediated DNA damage mainly depends upon the flexibility of the DNA, nature

and position of the bases. CPDs form at higher yields in single-stranded DNA by the

cycloaddition of two pyrimidine bases and at the flexible ends of poly(dA)-(dT)

tracts, but not in their rigid center [41, 42]. CPD formation is less frequent when there

is bending of the DNA towards the minor groove [43]. TATA-box binding protein

(TBP), one of the major transcriptional factors, directly influences DNA damage and
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repair and has been found to induce the formation of 6-4PPs in the TATA-box, where

the DNA is bent, but CPDs are formed at the edge of the TATA-box and outside,

where the DNA is not bent [44]. You et al. [45] reported the formation of CPDs at the

major p53 mutational hotspot in UV-B induced mouse skin tumors. In addition to

UV-B, UV-A has also been reported to induce the formation of CPDs in bacteria,

eukaryotic cells, and whole skin [46, 47]. Detailed information on the distribution of

cyclobutane pyrimidine dimers (CPDs), pyrimidine (6-4) pyrimidone photoproducts

(6-4PPs), and their Dewar valence isomers in isolated cells and human skin is

available [48–50].

The irradiation of human skin cells and rodents by UV-A results in higher yields

of CPDs than 8-oxo-7, 8-dihydroguanine and DNA strand breaks [51, 52]. Cytosine

undergoes photohydration reaction to form monomeric pyrimidine photoproduct

“cytosine photohydrate” (6-hydroxy-5,6-dihydrocytosine) [53] (Fig. 3) but at a very

low efficiency, since it could not be detected in UV-C-irradiated cells using a highly

sensitive HPLC-Tandem mass spectrometry method [54]. There is little informa-

tion concerning the formation of cytosine hydrates in UV-irradiated DNA due to

instability of the resulting photoproduct [55]. The oxidation product of pyrimidine

bases such as pyrimidine glycols is also formed by means of a hydration reaction

[28]. In fact, oxidized pyrimidine bases that are likely to include thymine and

cytosine glycols may be generated upon UV-A irradiation via the generation of a

hydroxyl radical and not through the transient formation of a pyrimidine radical

cation. CPDs have been reported to inhibit the progress of DNA polymerases.

Mammalian RNA polymerase II has been reported to stall at both CPDs and

6-4PPs [56, 57]. If unrepaired, a single CPD is sufficient to eliminate completely

the expression of a transcriptional unit and finally results in mutation [58].

Indirect damage to DNA by UV-A radiation is mediated by endogenous photo-

sensitizers, such as flavins, nicotinamide adenine dinucleotide phosphate (NADPH)

oxidase, heme groups, porphyrins, melanin, and cytochromes [59, 60], which

absorb the UV radiation, resulting in excited molecules. The formation of DSBs

is a hallmark of the molecular effects of ionizing radiation due to the multiplicity of

radical and excitation events that are created along the radiation track. It has been

reported that UV-A is capable of generating single (SSBs) and double strand breaks

(DSBs) in DNA, which, if persistent, can cause chromosomal aberrations and

tumorigenic transformation in keratinocytes [61]. However, more recently, it has

been clearly established that DSBs are not produced by UV-B and UV-A radiation,

either through a direct photochemical reaction or indirectly through biochemical

processes of bulky bipyrimidine photoproducts at the replication fork [62–64]. It
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seems that γ-H2Ax has become a surrogate of DSBs. However, evidence is now

growing, showing that not all γ-H2Ax foci represent DSBs and that a significant

fraction of DNA repair of DSBs may occur without functional implication of

γ-H2Ax. Therefore, the specificity of γ-H2Ax has recently been questioned, in

particular in the case of UV-B-induced formation of DNA damage [63, 65]. It has

been recently proposed that DSBs could originate from the biochemical processing

of oxidatively UV-induced clustered lesions [66].

In spite of the poor UV-A absorption capacity of DNA, 6-4PPs seem to be

generated, but in much lower quantities than CPDs. Moreover, the amount of CPDs

is higher after exposure to UV-B radiation compared to UV-A radiation, consider-

ing equimutagenic doses [67]. Therefore, DNA photoproducts induced by UV-A

are considered potentially more mutagenic than those formed by UV-B, most likely

due to less effective cell cycle arrest, weak p53 and p95 activation, and an

ineffective cell cycle check point, which leads to the progression of DNA replica-

tion and the accumulation of mutations [67].

3 UV-Induced Purine Adducts

UV-B radiation has been found to modify the purine bases of the DNA [68]. The

purine photoproducts involve at least one adenine residue that undergoes

photocycloaddition reactions with contiguous adenine or thymine upon exposure

to UV-B radiation [69, 70] (Fig. 4). The frequency of mutagenic adenine-containing

photoproduct (A-T) is very low (1 � 10�5 in native DNA) [71]. Adenine residues

are photodimerized into very unstable azetidine intermediates by the cycloaddition

of N7–C8 double bonds of the 50-A across the C6 and C5 positions of the 30-A
[70]. This intermediate photoproduct finally results in two distinct adenine photo-

products such as adenine dimer (A¼A) and Pörschke photoproduct [72] (Fig. 4). In

fact the earlier proposals concerning the UV-induced generation of the adenine

photoadducts have never been confirmed [73, 74]. Evidence has been provided for

the UV-induced formation, albeit with very low efficiency, of a thymine-adenine

addition product [75–77]. A minor photoadduct between 5-methylcytosine and

adenine has also been characterized [78].

The conversion of both these photoproducts into 4,6-diamino-5-guanidino-

pyrimidine (DGPY) and 8-(5-aminoimidazol-4-yl)adenine (8-AIA), respectively,

can be detected from individual acid hydrolyzates of UV-irradiated polynucleotides

and DNA [74]. It has been found that complexing of UV-irradiated poly(dA)-poly

(dT) effectively reduces the formation of A¼A photoproduct [74]. Complementary

base pairing in the DNA greatly suppresses the photoreactivity of adjoining adenine

bases [41]. UV-B radiation is a very poor inducer of oxidized bases and DNA strand

breaks. It has been established that UV-A radiation is a more efficient generator of

oxidatively produced damage to cellular components, mostly through the initial

formation of singlet oxygen according to type II photosensitization mechanisms

[27, 79]. UV-induced generation of ROS can cause oxidatively generated damage of
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the DNA, and the most common oxidation products are 8-oxo-7,8-dihydroguanine

(8-oxoGua), 8-oxo-7,8-dihydroadenine (8-oxo-Ade), 2,6-diamino-4-hydroxy-5-

formamidopurine (FapyGua), 4,6-diamino-5-formamidopyrimidine (FapyAde),

and 2,2,5-triamino-4-(2H )oxazolone [80]. However, interaction of UV-A photons

with DNA that give rise to CPDs constitutes the main degradation pathway [38, 52,

81–83]. Thus, it can be concluded that UV-induced DNA damage, such as cytotoxic

lesions, abasic sites (although very poorly generated by UV radiation), strand

breaks, and oxidatively generated damage, distorts the structural integrity of DNA

and thus the normal cellular processes of replication and transcription, ultimately

resulting in mutagenesis, cancer, and finally death of the organisms [19–21].

4 UV-Induced Double Strand Breaks in DNA

UV-radiation is responsible for generation of double strand breaks in replicating

DNA [84]. UV-B-induced ROS [5] as well as DNA lesions (CPDs and 6-4PPs) may

cause primary as well as secondary breaks, respectively. These lesions are com-

monly associated with replication blockage that may lead to production of DNA

double-strand breaks (DSBs) at the sites of collapsed replication forks of CPDs-

containing DNA [85] (Fig. 5). The role of UV-C radiation in inducing DSBs in the

replicating DNA has been worked out by Dunkern and Kaina [86]. It has been

assumed that those initial photoproducts are converted into DSBs during replica-

tion; hence very low amounts of DSBs have been observed in cells where replica-

tion was inhibited. Several reports suggest that DSBs are produced during the

replication of unrepaired UV-induced DNA lesions [85] and also in response to

the repair of single strand breaks (SSBs) by base excision repair (BER) [87]. UV

radiation does not produce the DNA DSBs directly but rather produces pyrimidine

dimers and other photoproducts leading to replication arrest and DSBs. UV-induced

replication arrest in the xeroderma pigmentosum variant (XPV) followed by the

accumulation of Mre11/Rad50/Nbs1 complex and phosphorylated histone H2AX
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(γ-H2AX) in large nuclear foci at the sites of stalled replication forks also suggests

that UV damage leads to the formation of DSBs during the course of replication

arrest [87]. Mutagenic agents like epoxides and ROS are also known to induce the

DSBs in the DNA [88] that, when left unrepaired, can cause cell death, and if they

are misrepaired they may lead to chromosomal translocations and genomic insta-

bility [89]. Lottner et al. [90] have reported the role of antioxidants in reducing the

number of DSBs in DNA under in vitro conditions.

A number of pathways have been recognized for the formation of DSBs at a

stalled replication fork. It was shown that when the DNA replication machinery

encounters a replication-blocking lesion, DNA polymerase (DP) enzyme is stalled

at the blocked site, resulting in the formation of a Y-shaped DNA structure, which

may be recognized by a specific endonuclease that successively makes a nick in the

template strand, resulting in the induction of a DSB close to the replication-

blocking lesion [91]. Furthermore, replication stresses may trap topoisomerase I

(Top1) cleavage complexes, leading to generation of DSBs by preventing Top1-

mediated DNA relegation [92]. Free radicals may also cause DSBs [93] by

preventing the topoisomerase II (Top2)-mediated DNA relegation [91] (Fig. 5).

Recently, Harper et al. [94] have shown that radiation-induced SSBs and non-DSB

DNA damage contribute to the formation of replication-induced DSBs. However,

extensive experimental evidence is still needed regarding the formation of DSBs.
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5 DNA Repair Mechanisms

The accurate transmission of genetic material from parent to offspring is very

essential for the survival of organisms. Highly accurate DNA replication, precise

chromosome distribution, and the ability to survive spontaneous and induced DNA

damage ensure faithful transmission [95]. In order to overcome the effects of DNA

lesions, organisms have developed certain DNA repair mechanisms the existence of

which in the cell depends on the types and locations of lesions in the genome

[96]. Kelner [97] and Dulbecco [98] independently reported the existence of DNA

photorepair pathways. Specialized DNA repair proteins scan the genome continu-

ously and encounter the DNA lesions by triggering several distinct repairmechanisms

such as photoreactivation, excision repair (BER and NER), and some specialized

forms of repair systems such as SOS response, damage tolerance, and apoptosis.

5.1 Photoreactivation

The simplest and the oldest repair system involving the enzyme photolyase is highly

conserved in all the three domains of life. The enzyme binds specifically to the CPDs

(CPD photolyase) or 6-4PPs (6-4 photolyase) and directly monomerizes the

cyclobutane ring of the CPDs, using the energy of a UV-A or blue photon and

protects the genome from deleterious effects of UVR [99, 100]. The absorption of

every blue-light photon may split approximately one dimer [101]. DNA photolyases

having a molecular weight of 50–65 kDa and 420–616 amino acid residues [99] are

monomeric flavin-dependent repair enzymes, consisting of two known cofactors, a

catalytic cofactor and a light-harvesting cofactor. 5,10-Methenyltetrahydrofolate

(MTHF) [102], 8-hydroxy-5-deaza-riboflavin (8-HDF) [103], FMN [104], and ribo-

flavin [105] are known as light-harvesting cofactors, which absorb blue light energy

efficiently and transfer it to the catalytic cofactor FADH� [106]. A flavin–adenine

dinucleotide (FADH�), reduced by two electrons, in its excited state donates an

electron to the CPD, splitting the cyclobutane ring, and the electron is transferred

back to the flavin concomitantly with the generation of the two canonical bases [100,

107] (Fig. 6). CPD photolyases have been reported in diverse groups such as

archaea, bacteria, fungi, viruses, plants, invertebrates, and many vertebrates includ-

ing aplacental mammals, whereas, 6-4 photolyases have been identified in certain

organisms like Drosophila, silkworm, Xenopus laevis, and rattlesnakes [20]

(Table 1). Photolyases seem to be absent or non-functional in humans and other

placental mammals [133, 134]. Placental animals have been demonstrated to have

lost the photolyase genes, although they keep homologs that are related to circadian

rhythms. These proteins do not have any DNA repair activity. However, Sutherland

[135] and Harm [136] have reported the photolyase activity in the cell and tissues,

including white blood cells of certain placental mammals. Hsu et al. [137] have

reported a human photolyase showing homology with plant blue-light receptor, Cry
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gene, and about 40% significant sequence similarity to the Drosophila 6-4

photolyase, but its role in the repair pathway is still to be worked out. DNA

photolyases are considered to be ancient repair proteins, which may have helped

in the evolution of the organisms on primordial Earth [138]. Photolyase enzyme has

been identified from E. coli [139], Streptomyces griseus [140], and Salmonella
typhimurium [141]. S. typhimurium and E. coli photolyases have 80% identity and

88% significant sequence homology in amino acid sequence. The crystal structures

of CPD photolyase of E. coli and A. nidulans suggest that, upon binding to DNA, the
enzymes flip the pyrimidine dimer out of the duplex into a hole that contains the

catalytic cofactor [142]. CPD photolyases recognize CPDs with a selectivity similar

to that of sequence-specific DNA-binding proteins, which suggests that they could

compete with histones for DNA accessibility in a manner similar to transcription

factors [143]. The first thermostable CPD photolyase was identified in Thermus
thermophilus by Kato et al. [144]. The absorption of one blue-light photon by

photolyases splits approximately one dimer [101]. Photolyase genes have been

cloned from a number of bacteria and fungi [145], e.g., in E. coli and Synechocystis
sp. strain PCC 6803 photoreactivating factors phr and phrA codes for specific DNA

photolyases, respectively [146]. Todo et al. [147] reported that the 6-4 photolyase in

cell-free extracts of Drosophila were able to restore the biological activity of

UV-irradiated DNA. Kim et al. [148] reported the conversion of 6-4PPs into

unmodified bases by 6-4 photolyase, involving an oxetane intermediate. Mammals,

birds, and plants have photolyase-like proteins, called cryptochromes, which have

no ability to repair damaged DNA but function as blue-light photoreceptors [149]. In

addition to shielding by flavonoids and phenolic compounds [150], photoreactiva-

tion mediated by the enzyme photolyases is thought to be the major DNA repair
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pathway in several higher plants such as rice, Arabidopsis, wheat, and maize [151,

152]. Plants grown in the presence of photoreactivating radiation can eliminate the

majority of both 6-4PPs and CPD lesions within hours, or in some cases minutes, of

their induction [18], whereas 6-4PPs are generally observed to be repaired more

quickly than CPDs [153] in the absence of blue light. The apoproteins of the purified

blue-light photoreceptors of Arabidopsis thaliana [154] and mustard containing

folate and flavin chromophores [155] were found to be very similar and structurally

related to the microbial CPD photolyase. Todo et al. [156] have shown that the three
systems – the CPD photolyase, the 6-4 photolyase, and the plant blue-light photo-

receptors – are evolutionary and mechanistically related. The interaction between

Table 1 Photolyase enzymes in four different kingdoms (modified from [108])

Kingdom Organism

CPD

photolyase

6-4PP

photolyase References

Viruses Fowl pox virus (FPV) + � [109]

Melanoplus sanguinipes entomopox

virus (MsEPV)
+ � [110]

Chrysodeixis chalcites nucleopolyhe-
drovirus (ChchNPV)

+ � [111]

Archaebacteria Halobacterium halobium + � [112]

Methanobacterium
thermoautotrophicum

+ � [113]

Sulfolobus tokodaii + � [114]

Eubacteria Bacillus firmus + � [242]

Escherichia coli + � [115]

Salmonella typhimurium + � [116]

Anacystis nidulans + � [117]

Synechocystis sp. PCC 6803 + � [118]

Streptomyces griseus + � [119]

Myxococcus xanthus + � [120]

Vibrio cholerae + � [121]

Eukaryotes Saccharomyses cerevisiae + � [116]

Neurospora crassa + � [122]

Drosophila melanogaster + + [123]

Homo sapiens ? ? [124]

Carassius auratus + � [125]

Oryzias latipes + � [124]

Monodelphis domestica + � [126]

Potorous tridactylis + � [124]

Xenopus laevis + + [127]

Arabidopsis thaliana + + [128]

Chlamydomonas reinhardtii + � [129]

Cucumis sativus + � [130]

Ginkgo biloba + � [131]

Medicago sativa + � [11]

Triticum sp. + � [132]
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CPD lesions and photolyases was studied with the help of X-ray crystallography

[157] and nuclear magnetic resonance (NMR) spectroscopy [158]. The precise

mechanism of recognition of the lesion by photolyases in the DNA molecule is

still unclear. It has been observed that about 240 KJ/mol of energy is captured upon

absorption, out of which about 125 KJ/mol energy is consumed during the initial

electron transfer from the excited FADH to CPD lesions [159]. The splitting of the

CPD lesion proceeds rapidly within 0.6 ns [160]. The back-transfer of electrons from

the CPD lesion to the FADH radical takes place only after the completion of

cyclobutane ring cleavage [100]. MacFarlane and Stanley [160] have suggested

that the photolyase enzyme is indeed left in the semiquinonid state after completion

of the repair of the CPD lesion. Kavakli and Sancar [161] have analyzed the role of

intraprotein electron transfer in photoreactivation by DNA photolyase. In the

absence of photoreactivating light, the enzyme binds to pyr<> pyr in the organisms

Saccharomyces cerevisiae and Escherichia coli and stimulates the removal of UV

damage by stimulating the NER system in vivo or in vitro as a defense against DNA

damage, even in the absence of light [162].

5.2 Excision Repair

Excision repair is a complex multistep dark pathway, where the damaged DNA is

replaced with new, undamaged nucleotides [101, 163] following two subpathways:

base excision repair (BER) and nucleotide excision repair (NER).

5.2.1 Base Excision Repair (BER)

BER provides protection against the DNA lesion arising from endogenous factors

like hydrolytic deamination, strong alkylating agents, ionizing radiation (IR),

intracellular metabolites, and UV-induced ROS [164, 165] and proceeds through

a series of repair complexes that act at the site of DNA damage [166]. The most

frequently used repair pathway recognizes the damaged base utilizing various

forms of DNA glycosylases which removes different types of modified bases

(Table 2) by cleaving the N-glycosidic bond between the abnormal base and

2-deoxyribose, creating either an abasic site or an SSB [167]. Parsons et al. [168]

have reported that the formation of DNA repair complexes on damaged DNA

stabilizes BER proteins. In contrast, BER proteins that are not involved in repair

are ubiquitylated by the carboxyl terminus of Hsc70 interacting protein (CHIP) and

subsequently degraded by the proteasome. The removal of the damaged base results

in an apurinic/apyrimidinic (AP) site, that is removed by an AP endonuclease or an

AP lyase, which nicks the DNA strand 50 or 30 to the AP site, respectively. Bi- and

trifunctional DNA glycosylases have AP lyase activity via a β- or β/δ-elimination

mechanism using an ε amino group of a lysine residue or α-imino group in addition

to DNA glycosylase activity [169]. AP sites are targeted by both AP endonuclease
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and AP lyase. AP endonuclease nicks an AP site through a hydrolytic reaction to

generate a 30-OH and 50-deoxyribosephosphate (dRP) [170, 171]. This 50 block is

removed by deoxyribophosphodiesterase (dRPase) or dRP lyase using hydrolytic or

lyase (β-elimination) mechanisms, respectively [172, 173]. When the AP lyase

incises an AP site, it produces 30-α,β-unsaturated aldehyde (by β-elimination) or

30-phosphate (by β/δ-elimination) and 50-phosphate [174]. These 30-blocking
groups must be removed by 30-phosphoesterase to allow DNA polymerase activity.

DNA having one nucleotide lesion is removed by short-patch BER (SP-BER)

whereas two/more nucleotide lesions are repaired by long-patch BER (LP-BER)

pathways [175] (Fig. 7). It is assumed that the majority of repairs takes place through

SP-BER, initiated either by monofunctional or by bifunctional glycosylase

[164]. The pathway of SP-BER after excision of the damaged base involves the

recruitment of poly (ADP-ribose) polymerase-1(PARP-1) followed by scaffold

protein XRCC1 and DNA pol. β to replace the damaged nucleotide. DNA ligase

III (Lig. III) seals the nick and restores the intact DNA. LP-BER involves prolifer-

ating cell nuclear antigen (PCNA) coupled with DNA pol. �δ/ε or β which extends

and fills the gap by inserting 2–13 nucleotide [164]. The replication factor C (RF-C)

is required to load PCNA onto the damaged DNA [175]. The flap endonuclease

p p

ROS, Alkyla�on, Deamina�on,
IR (X-rays, γ-rays)  

Modified base AP site SSB

APE1 PNK

P

DNA glycosylase APE1

P5’

DNA Lig. III DNA Lig. I

5’p

A.   SP - BER B.   LP - BER

pol.-δ/ε 

XRCC1

Pol. β

PCNA

RFC

5’p

XRCC1

Pol. β

5’p
Pol. β

5’p

PARP

XRCC1

3’OH

5’ 3’

5’3’

5’

5’

5’

5’

5’

5’

5’

5’

5’

5’

5’

5’5’

5’

3’

3’
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3’3’

3’ 3’

3’ 3’
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Fig. 7 Schematic representation of mammalian SP-BER (a) and LP-BER (b). SP-BER is initiated

by the activity of various DNA glycosylases and APE1, whereas LP-BER involves PNK

Physiological Aspects of UV-Excitation of DNA 219



(Fen1) protein then displaces the ensuing DNA flap, leaving a nick which is ligated

by DNA ligase I (Lig. I) [176].

UV-Endonucleases

UV-endonucleases, generally present in the UV resistant organisms [177], cleave

the N-glycosidic bond of the 50-pyrimidine of the dimer followed by AP-lyase-

mediated strand cleavage. However, a similar enzyme has also been coded by the

denV gene of the bacteriophage T4 and such activity has been detected in

S. cerevisiae [178]. UV-endonucleases from eukaryotes have been reported to

recognize both CPDs and 6-4PPs and generate an incision immediately 50 to the

lesion [179]. Several workers have partially characterized the endonucleases from

plant extracts (120–123). Besides this, a number of glycosylases and endonucleases

have recently been identified [20].

Eukaryotic-Specific BER Enzymes

The BER mechanism is highly conserved in both prokaryotes and eukaryotes.

Eukaryotes have many functional homologues of bacterial BER enzymes. To

date, poly (ADP-ribose) polymerase (PARP) and X-ray cross complementing

group 1 (XRCC1) have been identified as eukaryotic-specific enzymes. PARP1

uses NAD to add branched ADP-ribose chains to proteins. PARP1 functions as a

DNA nick-sensor in DNA repair and as a negative regulator of the activity of Polβ
in LP-BER [180]. XRCC1 interacts with DNA ligase III and PARP through its two

BRCT domains and with Polβ through an N-terminal domain. XRCC1 also inter-

acts with many other proteins and forms a large DNA repair complex [181].

5.2.2 Nucleotide Excision Repair

Nucleotide excision repair (NER), the versatile and flexible repair system, is

conserved in prokaryotes as well as in higher eukaryotes [182, 183]. The NER

system has broader substrate specificity and it sorts out a wide range of structurally

unrelated DNA lesions, such as CPDs and 6-4PPs caused by UVR, bulky chemical

adducts, DNA-intrastrand crosslinks, and some forms of oxidatively generated

damage, that cause helical distortion of the DNA double helix (see Fig. 5) as well

as modification of the DNA chemistry and interfere with DNA duplication and

transcription [184]. The relative repair efficiency of both of the pyrimidine lesions

by NER proteins varies considerably in mammalian cells. It has been reported that

in human and hamster cells, the elimination of 6-4PP is at least five times faster than

that of CPDs [185].

The NER system was first described in E. coli, where about six proteins,

UvrA, B, and C (known as ABC-complex, having excinuclease activity), UvrD

(helicase II), DNA polymerase I (pol. I), and DNA ligase are recruited to complete
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the repair [186]. The eukaryotic NER pathway has been extensively studied at the

molecular level in yeast and human cells and it has been found that the eukaryotic

pathway is very similar to that of the prokaryotes in terms of the biochemical

strategy used but differs widely in the nature and number of proteins used

[184]. NER has two regulated subpathways: global genome NER (GG-NER) and

transcription-coupled NER (TC-NER) which remove a wide range of UV-induced

DNA lesions in a sequential way involving damage recognition, opening of DNA

double helix at damage site, and dual incisions on both sides of the lesion followed

by resynthesis and ligation [184]. Global genome repair (GGR) refers to the repair

of lesions over the entire genome, whereas, repair of transcription-blocking lesions

present in transcribed DNA strands is referred to as transcription coupled repair

(TCR). In GGR, recognition of DNA lesions by UvrAB initiates the initiation of the

repair reaction, whereas, in TCR, stalling of the RNA polymerase is responsible for

the initiation of repair [187]. When a transcribing RNA polymerase meets a bulky

DNA lesion, the polymerase stalls. Transcription-repair coupling factor (TRCF), an

mfd gene product in E. coli releases the stalled RNA polymerase from the template

DNA and then recruits UvrA. After UvrA has bound to the DNA, the subsequent

reactions proceed in the same fashion as in GGR. UvrB and DNA form a

pre-incision complex, and then UvrC incises both sides of the DNA strand. The

displacement of stalled polymerase is brought about by the recruitment of two

proteins CSA and CSB. The CSA protein (44 kDa) which belongs to the “WD

repeat” family of proteins exhibits structural and regulatory roles and CSB proteins

(168 kDa) which belong to the SWI/SNF family of proteins exhibit

DNA-stimulated ATPase activity [188]. The CSA and CSB gene products are

required for efficient repair only during the elongation stages of RNA pol II

transcription, which is a prerequisite for efficient TCR. It is assumed that the

CSB protein ubiquitinates the stalled elongating RNA pol II complex at the lesion

and enhances the assembly of repair factors [189]. However, the fate and the role of

ubiquitylated RNA pol II have yet to be clarified [190]. Recently, Fousteri

et al. [191] have revealed that CSB is a prerequisite factor in vivo to assemble

NER proteins while it is not essential to recruit TFIIH or NER complex in vitro.

Proietti-De-Santis et al. [192] have reported that CSB is required during the first

phases of RNA pol II transcription initiation. However, at higher doses of UV

radiation, elongation of RNA pol II is greatly impaired, affecting the efficiency of

TCR and, thus, at this point GGR controls the TCR pathway [193].

Global Genome NER in Prokaryotes

Bacterial GGR is a multistep process that removes a wide variety of DNA lesions.

In solution, UvrA and UvrB form UvrA2B or UvrA2B2 that can recognize lesions in

DNA and can make a stable complex with the DNA [194].When UvrB detects a

lesion, it hydrolyzes ATP to form the pro-preincision complex. After UvrA is

released, UvrB binds tightly to DNA and makes a stable UvrB-DNA complex,

that is, a preincision complex. In this state, UvrB hydrolyzes ATP and can then

specifically recognize damage in the absence of UvrA [195]. UvrB can hydrolyze
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ATP with the help of UvrA in E. coli [196], whereas in T. thermophilus HB8 the

UvrB protein (ttUvrB; TTHA1892) shows ATPase activity at its physiological

temperature, even in the absence of UvrA (ttUvrA; TTHA1440) [197]. UvrC can

bind to the pre-incision complex to incise both sides of a DNA lesion. The first

incision is made at the fourth or fifth phosphodiester bond on the 30 side of the lesion
and is immediately followed by incision at the eighth phosphodiester bond on the 50

side [198]. UvrD is a DNA helicase that releases lesion-containing DNA fragments

from dsDNA. After removing the nucleotide fragment, PolI synthesizes a new

strand with the same sequence as the removed nucleotide fragment. The newly

synthesized sequence is ligated to the adjacent strand by DNA ligase, and all the

repair steps are completed (Fig. 8).

Global Genome NER in Eukaryotes

In the eukaryotic GG-NER pathway (Fig. 9), lesions produced in transcriptionally

silent areas of the genome are recognized by hHR23BXPC protein complex in an

energy-independent manner. GGR removes 6-4PPs much faster from the
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UvrB
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Fig. 8 NER in E. coli
involving six proteins.
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complex with the DNA.

When UvrB detects a

lesion, it hydrolyzes ATP to

form the pro-preincision

complex. After UvrA is

released, UvrB binds tightly

to DNA and makes a stable
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to the pre-incision complex
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damaged DNA portion is

done by UvrD. Finally,

synthesis and sealing is

done by PolI and ligase
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genome than CPDs, possibly because of disparity in affinity of the damage sensor

hHR23B-XPC. XPC is the sole XP factor that is restricted to GGR [185] and binds

preferentially to the stretch of ssDNA that occurs in the undamaged strand, opposite

to a lesion [199]. However, association of UV-damaged DNA binding protein

(UV-DDB) with a cullin-based ubiquitin ligase has revealed novel mechanistic

and regulatory aspects of mammalian GG- NER. It was reported that XPC and

UV-DDB materialize to assist in the efficient recognition of UV-induced

photolesions and that both factors are ubiquitylated [200]. Lesions that cause little

distortion can be recognized by the DDB complex which is also part of an E3

ubiquitin (Ub) ligase which poly-ubiquitinates XPC and XPE [201]. It was shown

that the DDB complex is recruited first to the lesion (CPD) before the XPC

complex, on a little distorted DNA helix; however, in the case of large distortion

of the DNA helix caused by 6-4PPs, direct recognition by XPC is also possible for

this lesion [201]. Sugasawa et al. [202] showed that hHR23B-XPC attaches directly

to DNA damage and alters the DNA conformation around the lesion. The XPC

protein (125 kDa) is complexed with hHR23B protein (58 kDa). These two proteins

are human homologs of the yeast (S. cerevisiae) NER factor Rad4 and Rad23,

Fig. 9 Schematic representation of NER repair mechanisms in mammals. For details see the text
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respectively (Table 3). In mammalian cells, the quantity of hHR23B is higher than

the XPC [203] and in vitro activation of the latter protein is stimulated by hHR23B

possibly in a structural rather than catalytic way [204].

After initial steps of damage recognition, the subsequent pathway for both GGR

and TCR systems is almost similar. The unwinding of DNA double helix at the site

of lesion takes place by the components of multi-subunit transcription factor-IIH

(TFIIH). TFIIH is a ten-subunit protein complex composed of a core complex

(XPB, XPD, p62, p44, p34, p52, p8) and of a cdk activating kinase (CAK) subunit

(Mat1, Cdk7, CyclinH) [205]. Two subunits of TFIIH such as XPB (30 to 50

helicase) and XPD (50 to 30 helicase) are responsible for the opening of the DNA

double helix around the lesion in an energy (ATP) dependent manner. After the

opening of the DNA double helix by TFIIH, three proteins such as RPA, XPA, and

XPG are recruited. XPA and heterotrimeric replication protein A (RPA) are

recruited to confirm the presence of DNA damage and form a more stable

preincision complex [206]. XPG, which belongs to the flap endonuclease-1

(FEN-1) family of structure-specific endonucleases [207], is not only involved in

performing the 30 incision in NER but is also required for stabilizing the fully open

DNA bubble structure and to permit the 50 incision by ERCC1-XPF [208]. Dubest

et al. [209] have reported Atercc1 as Arabidopsis homologue of the Ercc1 (Rad10)

protein which is a key component of nucleotide excision repair and cleaves 50 to UV
photoproducts in DNA. Subsequently, the injured part of the DNA is removed by

cleaving the damaged strand towards 30 and 50 of the lesion by endonuclease XPG

and XPF/ERCC1 complexes, respectively, generating a 24–32 base oligonucleotide

fragment [165]. Finally, the gap is filled by DNA polymerase δ or ε (along with

some accessory proteins like PCNA and RFC) and sealed by DNA ligase.

The presence of NER homologs (with the exception of the XPA protein) in

plants has been fully characterized [184, 210]. NER in plants has been studied

mainly using Arabidopsis [211]. Based on genetic and genomic analysis, it has been

found that the NER pathway in plants is homologous to that of mammals and fungi

and unrelated to the bacterial system [212, 213]. NER has been reported to occur in

several plants such as Glycine max and cultivars of Oryza sativa [214]. The

NER-related genes UV-DDB, FEN-1, PCNA, DNA polymerase δ, RPA, and CSB
have been isolated and characterized in rice [210]. CPDs have been found to be

excised from the nuclear DNA of Daucus carota and Wolffia microscopia at rates

dependent on damage levels. A UV-specific endonuclease resembling UvrABC

nuclease in activity was partially characterized in spinach [215]. Moreover, a plant

homologue of the human NER gene of the endonuclease, ERCC1, has been cloned

from Lilium longiflorum which showed a similar role in DNA repair in plants

[216]. It seems that the plant NER is not exactly the same as the animal NER,

since XPA is not present in plants, but multiple homologues of CSB have been

reported [210]. The orthologs of prokaryotic UvrABC have also been reported in

plants [184].
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5.3 Recombinational Repair

Recombination is one of the most important processes involved in repair of double-

strand breaks (DSBs) and single-strand gaps in damaged DNA, ensuring the

transmission of correct genetic information from parents to offspring. DSBs can

be caused by ionizing radiation, ROS, nuclease dysfunction, or replication fork

collapse [217]. The harmful effects of double strand breaks (DSBs) can be over-

come by the existence of two independent pathways, such as homologous recom-

bination (HR) and non-homologous end joining (NHEJ). DSB repair by

recombination requires multiple proteins which are conserved among all eukary-

otes and deficiencies in this repair mechanism can cause cancer and several other

hereditary diseases, e.g., mutation of BRCA1 may lead to hereditary breast cancer

[218]. DSB repair through HR process is an error free pathway, since it requires an

extensive region of sequence homology between the damaged and template strands,

whereas NHEJ is an error prone pathway which joins broken chromosomal ends

independent of sequence homology. In most bacteria, the HR pathway is thought to

be the major route for repair of DSBs [219, 220].

5.3.1 Homologous Recombination

The genes of “RAD52 epistasis group” involved in repair of DSBs by HR were first

identified in yeast Saccharomyces cerevisiae mutants. Homologues of most of the

genes are highly conserved among all eukaryotes including human [221], revealing

the importance of these genes for cell survival. Thacker [222] demonstrated that

E. coli recA gene and its eukaryotic homologs RAD51s are the best recombination

genes. The recA gene encodes a DNA-dependent ATPase that binds to ssDNA and

promotes strand invasion and exchange between homologous DNA molecules

[223]. Among eukaryotes, the yeasts S. cerevisiae and Schizosaccharomyces
pombe have four RAD51-like genes [224] whereas vertebrate animals and plants

have seven types of RAD51-like genes [225]. The eukaryotic RAD51s maintains the

genomic integrity in both mitotic and meiotic cell cycles [225]. There is 59%

identity between S. cerevisiae, human, and mouse in the case of Rad51 protein

(Rad51p) and 30% identity to RecA protein of bacteria [226], whereas yeast and

human proteins are 60% identical in the case of Rad52 proteins (Rad52p)

[227]. The recombinational pathway of DSBs seems to be operated in late S- and

G2-phases in mammalian cells [228]. Plants have also been reported to have

significant recombinational repair [229]. The first step in HR is the resection of 50

ends to produce a 30 ssDNA overhang by means of an exonuclease (such as

RecBCD in E. coli, MRX-complex in S. cerevisiae, and MRN-complex in verte-

brates). Rad51 [230], a central protein in HR, binds the exposed single-stranded

tails, forming a nucleoprotein filament and this early step is promoted by a Rad55/

Rad57 protein heterodimer [231] by overcoming the inhibitory effects of the

heterotrimeric single-stranded DNA binding protein RPA [232]. It has been found
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that the recruitment of Rad51 protein in eukaryotes is assisted by γ-H2AX protein

[233]. The Rad51 nucleoprotein filament in association with other repair protein

searches the genome for an intact copy of the broken DNA on the sister chromatid

to form a heteroduplex of joint molecules or D-loop that is matured into a Holliday

junction (HJ) (Fig. 10). HJ is then resolved to give crossover products. In E. coli,
this HJ is resolved by the positioning of RuvABC resolvasome; however, the

mechanism is unclear in eukaryotic cells. The noncrossover product in

S. cerevisiae does not involve the processing of a double HJ structure. The joint

molecule thus formed is followed by extension of the incoming strand by DNA

polymerases and branch migration, leading to restoration of the genetic

information [221].

5.3.2 Non-homologous End Joining

NHEJ, an alternate pathway, is highly conserved in prokaryotes and mammals and

becomes functional when HR is inactivated. Most of the protein factors involved in
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NHEJ were initially identified in mammalian cells [234]. The participation of DNA

polymerase λ (Pol. λ) and/or polymerase μ (Pol. μ) in the NHEJ process to generate
ligatable termini is still a matter of discussion [235]. The NHEJ process is initiated

by the binding of a specific protein to the broken ends, which may acts as an end

bridging factor [236]. It has been shown that Ku complex (a heterodimer of Ku70/

Ku80 [�86 kDa]) is a major end binding factor in mammalian cells, possessing end

bridging activity [237]. The catalytic subunit of DNA protein kinase (DNA-PKcs)

is required in mammalian NHEJ to bridge the DNA ends through their protein–

protein interactions [238]. Cells lacking functional DNA-PK components are

known to have elevated sensitivity toward UV irradiation [239]. Several repair

proteins, such as ligaseIV/Xrcc4, Artemis, PNK, and Polymerase X, are then

recruited to proceed with the NHEJ repair [234]. Recently, XLF [240] homologous

to Xrcc4 have been found to co-associate with the DNA ligaseIV/Xrcc4 complex

[241]. Artemis, a member of the β-lactamase superfamily, has 50 ! 30 exonuclease
activity. In the presence of DNA-PKcs, Artemis can also function as a 50 ! 30

endonuclease. Artemis-dependent DSB rejoining also involves ATM, Mre11-

Rad50-Nbs1 (MRN) complex, 53BP1, and H2AX [112–114]. The yeasts Hdf1/2

and Dnl4/Lif1 have been reported to show functional homology with mammalian

Ku and DNA ligaseIV/Xrcc4, respectively. Mre11-Rad50-Xrs2 (MRX) acts as an

end bridging factor in yeast NHEJ instead of DNA-PKcs [115, 242]. Aravind

et al. [118] have reported the presence of Ku proteins in bacteria in homodimeric

forms which exhibit homology with eukaryotic Ku protein to some extent.

UV-induced chromosomal rearrangements including homologous intrachromo-

somal recombination events have been reported in plants [229]. However, only a

few of the plant genes involved in DSB repair have been identified. The sequence of

an Arabidopsis Rad51 homologue has been made available [119]. It has been

reported that, as in mammals, breaks are repaired by nonhomologous recombina-

tion more frequently than via HR [120].

5.4 SOS Response

The accumulation of large amounts of DNA lesions within the cells under different

specific physiological responses [121] may lead to the occurrence of an SOS repair

system. SOS repair involving more than 40 genes has been described in E. coli
[122]. It has been found that the bacterial NER is linked with all DNA damage

responses through a network of reactions known as SOS response [243]. The SOS

repair system is initiated by interaction of two important proteins, the RecA and the

LexA repressors, which curb the expression of SOS genes by binding to their

promoters [123] (Fig. 11). The proteolytic activity of RecA protein inactivates

the LexA repressor and induces all the genes with which LexA is associated. A

number of genes collectively known as din (damage inducible) genes such as uvrA,
uvrB, cho (uvrC homolog), and uvrD of E. coli NER take part in SOS response

[122]. The SOS response is highly mutagenic due to engagement of error-prone
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DNA polymerase V (UmuC/UmuD2 complex) [126] and DNA polymerase IV

[127] in E. coli. DNA polymerase IV (dinB) has been found to be involved in

translesion synthesis in E. coli [128]. A number of homologous umuD and umuC

genes of E. coli have been reported in plasmids of various hosts [244]. Majchrzak

et al. [121] observed that SOS response genes destabilized the trinucleotide repeat

sequences (TRS) tracts in E. coli and also altered the superhelical density of the

plasmids. Galhardo et al. [129] have reported the role of genes imuA and imuB in

induction of SOS mutagenesis in Caulobacter crescentus, but absent in E. coli.
However, extensive work is needed to investigate the genes of the SOS mechanism.

5.5 Cell-Cycle Checkpoint Activation

To overcome the lethal effect of various genotoxic stresses, such as UV radiation,

IR, genotoxic chemicals, and by-products of intra-cellular metabolism, organisms

have developed several protective mechanisms including processes of DNA repair,

cell-cycle checkpoint arrest, and apoptosis (programmed cell death) that ensures

genomic integrity [108]. DNA damage may stop the progression of the cell-cycle

temporarily to give opportunities to the cell for DNA repair before replication or

segregation of the affected chromosome [245], or may induce an apoptotic program

to eliminate the damaged cells to avoid their carcinogenic potential [130]. Most of

the chromosomal translocations have been shown to work via aberrant processing

DNA repair 
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Fig. 11 Mechanism of SOS response involving DNA polymerase V/IV. Expression of RecA

proteins activates the auto breakdown of LexA proteins, allowing the induction of all SOS

responsible genes
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of a DNA DSBs. Regulation of cell-cycle checkpoints proceeds through a network

of damage sensors, signal transducers, mediators, and various effector proteins

[165]. Phosphatidylinositol-3 (PI3)-kinase related kinases (PIKKs), ATM (ataxia

telangiectasia mutated) protein, ATR (ATM and Rad3 related) protein, and

DNA-PK, with effector proteins mediated cell-cycle checkpoint arrest (at G1/S,

G2/M, and intra S-phase), DNA repair, and cell death have been observed in

mammalian cells [132]. DSBs activate the ATM and DNA-PK whereas activation

of ATR occurs by single strand regions of DNA [131] which results in phosphor-

ylation of Chk2 and Chk1, respectively, causing the transfer of DNA damage

signals to the cell-division cycle proteins Cdc25(A-C). Phosphorylation of Cdc25

by Chk1/Chk2 leads to its degradation, resulting in G1 and S-phase arrest.

Lukas et al. [132] suggested that damage response mediated activation of

ATM/ATR either directly or via Chk2 phosphorylates p53, which transcriptionally

activates the Cdk inhibitor, p21, will arrest the G1/S cell-cycle checkpoint. It has

recently been reported that DNA damage caused by UV radiation or ROS such as

hydroxyl radicals (∙OH) results in ATM-mediated phosphorylation of BID protein

that induces cell-cycle arrest in the S-phase [111]. The occurrence of DNA damage

response in the G2-phase leads to checkpoint mediator (claspin)-dependent activa-

tion of Chk1/2, followed by SCFβTrcP-mediated degradation of CDK-activating

phosphatase Cdc25A [246], resulting in the arrest of multiple cell-cycle transition

including the G2 checkpoint [247, 248]. The ubiquitin-mediated destruction of

claspin and WEE1 (both proteins have conserved β-TrcP phosphodegrons) elimi-

nates the essential coactivator of Chk1 and CDK inhibitor, respectively, allowing

reaccumulation of Cdc25A followed by Cdc25B and C, which results in activation

of the cyclin-Cdk (cyclinB-Cdk1) complex [249]. This complex, under normal

conditions, promotes G2/M transition and, upon inactivation, blocks the G2 cell-

cycle, and, unlike the G1/S checkpoint, this arrest seems to be partly p53/p21

independent [165]. β-TrcP, an adaptor protein, links both WEE1 [250] and claspin

[251] with the SCF ubiquitin ligase complex and this SCFβTrcP acts as a trigger to

checkpoint initiation where recognition of phosphodegron β-TrcP is exposed after

Chk1 mediated phosphorylation of Cdc25A [252], as well as checkpoint recovery,

which is linked to Plk1mediated phosphorylation of claspin andWEE1 [251]. How-

ever, chronic damage and/or defects in DNA damage response results in

malfunctioning of cell-cycle checkpoints which may induce several types of

human disorder due to enhanced genomic instability [253].

6 Detection of DNA Damage

A number of methods have been used to determine DNA damage in a variety of

organisms [8, 254, 255]. Radioactive methods have been employed in a cyanobac-

terium Synechocystis to detect UV-induced DNA degradation. An alkaline gel

method for quantitating single strand breaks (SSBs) in nanogram quantities of

nonradioactive DNA was developed by Freeman et al. [256]. Mitchell et al. [255]
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have developed a method for the detection of CPDs, where DNA is labeled with

radioactive substances followed by agarose gel electrophoresis and densitometric

analysis and finally digesting with endo.III and endo.V before analyzing on

sequencing gels. Wang et al. [257] have reported the detection of UV-B-induced

DNA damage in mammalian genome utilizing PCR-based short interspersed DNA

element (SINE). Terminal transferase-dependent PCR (TD-PCR) has been used for

analyzing 6-4PPs [258]. Hercegová et al. [259] suggested that immunoassay is a

simple and efficient method to visualize the CPDs in comparison to the Small and

Greimann [260] technique. Kumar et al. [261] demonstrated a UV-induced

decrease in template activity of genomic DNA of cyanobacterium Anabaena strain

BT2 using the PCR-based assays such as random amplified polymorphic DNA

(RAPD) and rDNA amplification. Rastogi et al. [262] based his study on RAPD and

rDNA amplification and reported that template activity of DNA was affected under

both UV-A and UV-B radiation in comparison to unirradiated cultures of Anabaena
variabilis PCC 7937 (Fig. 12). Formation of thymine dimer (T^T) within human

genomic DNA has been detected by immunocoupled PCR (IC-PCR) [258]. Methods

for detecting CPDs and 6-4PPs at the nucleotide levels are also available

[263–266]. DNA damage such as SSBs, DSBs, and oxidative DNA damage caused

by UV-induced ROS, etc., may be detected by Comet assay [267]. Modified Comet

and alkaline elution assays have been developed for monitoring the formation and

the repair of CPDs in isolated cells using either DNA repair enzymes and/or specific

antibodies against DNA lesions [268–271]. Recently, a modified version of Comet

assay (apo/necro-Comet assay) has been developed that differentiates viable, apo-

ptotic, and necrotic cells and also correlates the DNA fragmentation pattern

[272]. The inability of TUNEL assay to distinguish between various types of cell

death arising due to SSBs, DSBs, and apoptosis has led to the development of a new

Fig. 12 16S rDNA (a) and RAPD (b) of Anabaena variabilis PCC 7937 after exposure of cultures

to simulated solar radiation for 24 h. (a) Lane 1 (DNA marker), lane 2 (dark control), lane 3 (light

control; without UV-B exposure), lane 4 (PAR + UV-A + UV-B), lane 5 (PAR + UV-A) and lane

6 (PAR only). (b) Lane 1, DNA ladder (1 kb); lane 2 (395 nm cut-off filter), lane 3 (320 nm cut-off

filter), lane 4 (295 nm cut-off filter), and lane 5 (unirradiated control) (modified from [262])
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flow cytometry-based method for detection of apoptosis [273]. HPLC coupled with

electrospray ionization-tandem mass spectrometry (HPLC-ESI-MS/MS) is consid-

ered as the gold standard method for monitoring the formation of dimeric pyrim-

idine photoproducts in isolated cells and human skin [37, 274]. FCM assay is useful

in detecting chromosomal aberrations, sister chromatid exchange, chemical adducts

to DNA, and DNA strand breakage [275]. Nucleotide excision repair (NER) is

detected with alkaline unwinding FCM (AU-FCM) [276]. Singh and Farmer [277]

reported the use of liquid chromatography coupled with electrospray ionization

mass spectrometry as a method for detecting DNA adducts. The changes in DNA

organization in the individual cells can be determined by halo assay [278]. UV-B-

induced DNA damage was detected in A. variabilis PCC7937 and Rivularia
HKAR-4 by PCR [279]. DNA strand breaks induced by UVR can also be detected

by fluorometric analysis of DNA unwinding (FADU) assay, which was first

reported by Birnboim and Jevcak [280] to detect X ray-induced DNA damage in

mammalian cells. Rastogi et al. [262] utilized FADU assay to detect the

UV-induced DNA strand breaks and observed maximum loss in the percentage of

dsDNA under UV-B radiation followed by UV-A. Numerical aberrations in chro-

mosomes can be detected efficiently by the fluorescence in situ hybridization

(FISH) method [281]. A number of workers have reported numerous applications

of immunoassays such as ELISA, dot-blot, etc., involving either polyclonal or

monoclonal antibodies against the main classes of dimeric pyrimidine photoprod-

ucts [282–286]. The immuno-dot-blot assay, utilizing thymine-dimer specific anti-

bodies, has been developed to detect UV-induced photoproducts in various

organisms ranging from prokaryotes to eukaryotes [287]. Rastogi et al. [262]

reported the formation of thymine cyclobutane dimers in the cyanobacterium

Anabaena variabilis PCC 7937 using the immuno-dot-blot technique. He observed

that maximum yield of the dimer was under a 280 nm cut-off filter and an induction

in the formation of thymine dimer was observed with increasing UV-irradiation

times (Fig. 13). Radio-immunoassay (RIA) has been utilized to detect very low

amounts of CPDs caused by UVR in bacterioplankton and marine viruses

[288]. Kara et al. [289] have studied the electrochemical detection of DNA damage
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by direct and indirect irradiation with radioactive technetium (TC-99 m) and iodine

(I-131). High-performance liquid chromatography and mass spectrometry were

used to detect 5-methylcytosine and adenine [78]. Kumari et al. [254] have made

an attempt to dissect various strategies for detection of DNA lesions produced by a

number of genotoxic agents.

In addition to the above-mentioned repair mechanisms, several other repair

machineries such as lesion bypass and programmed cell death (PCD) or apoptosis

may become effective for maintaining genomic stability. However, if for certain

reasons the repair mechanisms become botched, it may then cause cellular senes-

cence (permanent cell cycle arrest), oncogenesis, or apoptosis [290]. Apoptosis

plays an essential role in the survival of organisms by preventing the multiplication

of mutated chromosomes, enabling normal embryonic development, eliminating

indisposed cells, and maintaining cell homeostasis. Malfunctioning of any of these

repair pathways may lead to several diseases such as cancer, xeroderma

pigmentosum, autoimmune disorders, etc.

7 Future Perspectives

The formation and distribution of UVR-induced DNA photoproducts in several

organisms has been determined during the last few decades. However, the molec-

ular mechanisms of DNA damage and repair in certain organisms such as

cyanobacteria, phytoplankton, and macroalgae are still poorly understood. There

is the possibility of the existence of hitherto unknown types of DNA lesions induced

by UVR that need to be further explored. Photoreactivation is an efficient and rapid

repair mechanism that can be extremely important for organisms living in brightly

lit habitats. However, the regulation of photolyase enzymes by several wavebands

of light and temperature regimes needs to be explored in various photosynthetic

organisms. NER is a versatile and flexible repair system the function of which is to

remove UV-induced DNA lesions. Defects in this pathway result in the serious

cancer-prone inherited disease Xeroderma pigmentosum (XP). It is notable that

humans do not have any backup pathway for this important cellular defense

mechanism. Therefore NER-defective individuals are more or less unable to excise

pyrimidine dimers from DNA. This situation is unique to placental mammals since

lower eukaryotes, plants, and bacteria all have additional defense systems against

UV radiation such as DNA photolyases which monomerize dimers or DNA

glycosylases or nucleases to incise DNA specifically at pyrimidine dimers.

Although there are several methods to detect the DNA damage, their efficiencies

need to be improved.
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192. Proietti-De-Santis L, Drańe P, Egly J-M (2006) Cockayne syndrome B protein regulates the

transcriptional program after UV irradiation. EMBO J 25:1915–1923

Physiological Aspects of UV-Excitation of DNA 243



193. Balajee AS, Bohr VA (2000) Genomic heterogeneity of nucleotide excision repair. Gene

250:15–30

194. Orren DK, Sancar A (1989) The (A)BC excinuclease of Escherichia coli has only the UvrB

and UvrC subunits in the incision complex. Proc Natl Acad Sci USA 86:5237–5241

195. Moolenaar GF, Herron MF, Monaco V, Van der Marel GA, van Boom JH, Visse R, Goosen N

(2000) The role of ATP binding and hydrolysis by UvrB during nucleotide excision repair.

J Biol Chem 275:8044–8050

196. Caron PR, Grossman L (1988) Involvement of a cryptic ATPase activity of UvrB and its

proteolysis product, UvrB* in DNA repair. Nucleic Acids Res 16:9651–9662

197. Kato R, Yamamoto N, Kito K, Kuramitsu S (1996) ATPase activity of UvrB protein from

Thermus thermophilus HB8 and its interaction with DNA. J Biol Chem 271:9612–9618

198. Lin J-J, Sancar A (1992) Active site of (A)BC excinuclease. I. Evidence for 5_ incision by

UvrC through a catalytic site involving Asp399, Asp438, Asp466, and His538 residues. J Biol

Chem 267:17688–17692

199. Maillard O, Solyom S, Naegeli H (2007) An aromatic sensor with aversion to damaged

strands confers versatility to DNA repair. PLoS Biol 5:e79

200. Sugasawa K, Okuda Y, Saijo M, Nishi R, Matsuda N, Chu G, Mori T, Iwai S, Tanaka K,

Tanaka K, Hanaoka F (2005) UV-induced ubiquitylation of XPC protein mediated by

UV-DDB-ubiquitin ligase complex. Cell 121:387–400

201. Nouspikel T (2009) Nucleotide excision repair: variations on versatility. Cell Mol Life Sci

66:994–1009

202. Sugasawa K, Ng JMY, Masutani C, Iwai S, van der Spek PJ, Eker APM, Hanaoka F,

Bootsma D, Hoeijmakers JHJ (1998) Xeroderma pigmentosum group C protein complex is

the initiator of global genome nucleotide excision repair. Mol Cell 2:223–232

203. van der Spek PJ, Eker A, Rademakers S, Visser C, Sugasawa K, Masutani C, Hanaoka F,

Bootsma D, Hoeijmakers JHJ (1996) XPC and human homologs of RAD23: intracellular

localization and relationship to other nucleotide excision repair complexes. Nucleic Acids

24:2551–2559

204. Sugasawa K, Masutani C, Uchida A, Maekawa T, van der Spek PJ, Bootsma D, Hoeijmakers

JHJ, Hanaoka F (1996) HHR23B, a human Rad23 homolog, stimulates XPC protein in

nucleotide excision repair in vitro. Mol Cell Biol 16:4852–4861

205. Schultz P, Fribourg S, Poterszman A, Mallouh V, Moras D, Egly JM (2000) Molecular

structure of human TFIIH. Cell 102:599–607

206. Hitomi K, Iwai S, Tainer JA (2007) The intricate structural chemistry of base excision repair

machinery: implications for DNA damage recognition, removal, and repair. DNA Repair

(Amst) 6:410–428

207. Lieber MR (1997) The FEN-1 family of structure-specific nucleases in eukaryotic DNA

replication, recombination and repair. BioEssays 19:233–240

208. Constantinou A, Gunz D, Evans E, Lalle P, Bates PA, Wood RD, Clarkson SG (1999)

Conserved residues of human XPG protein important for nuclease activity and function in

nucleotide excision repair. J Biol Chem 274:5637–5648

209. Dubest S, Gallego ME, White CI (2004) Roles of the AtErcc1 protein in recombination. Plant

J 39:334–342

210. Kimura S, Sakaguchi K (2006) DNA repair in plants. Chem Rev 106:753–766

211. Kunz BA, Anderson HJ, Osmond MJ, Vonarx EJ (2005) Components of nucleotide excision

repair andDNA damage tolerance inArabidopsis thaliana. EnvironMolMutagen 45:115–127

212. Hefner E, Preuss SB, Britt AB (2003) Arabidopsis mutants sensitive to gamma radiation

include the homologue of the human repair gene ERCC1. J Exp Bot 54:669–680

213. Liu Z, Hall JD, Mount DW (2001) Arabidopsis UVH3 gene is a homolog of the Saccharo-
myces cerevisiae RAD2 and human XPG DNA repair genes. Plant J 26:329–338

214. Hidema J, Kumagai T, Sutherland JC, Sutherland BM (1997) Ultraviolet B-sensitive rice

cultivar deficient in cyclobutyl pyrimidine dimer repair. Plant Physiol 113:39–44

244 Richa et al.



215. Vonarx EJ, Mitchell HL, Karthikeyan R, Chatterjee I, Kunz BA (1998) DNA repair in higher

plants. Mutat Res 400:187–200

216. Xu H, Swoboda I, Bhalla PL, Sijbers AM, Zhao C, Ong E, Hoeijmakers JHJ, Singh MB

(1998) Plant homologue of human excision repair gene ERCC1 points to conservation of

DNA repair mechanisms. Plant J 13:823–829

217. Shrivastav M, De Haro LP, Nickoloff JA (2008) Regulation of DNA double-strand break

repair pathway choice. Cell Res 18:134–147

218. Friedberg EC (2003) DNA damage and repair. Nature 421:436–440

219. Nowosielska A (2007) Bacterial DNA repair genes and their eukaryotic homologues: 5. The

role of recombination in DNA repair and genome stability. Acta Biochim Pol 54:483–494

220. Rocha EPC, Cornet E, Michel B (2005) Comparative and evolutionary analysis of the

bacterial homologous recombination systems. PLoS Genet 1:0247–0259

221. Cromie GA, Connelly JC, Leach DRF (2001) Recombination at double-strand breaks and

DNA ends: conserved mechanisms from phage to humans. Mol Cell 8:1163–1174

222. Thacker J (2005) The RAD51 gene family, genetic instability and cancer. Cancer Lett

219:125–135

223. McEntee K, Weinstock GM, Lehman IR (1980) recA protein-catalyzed strand assimilation:

stimulation by Escherichia coli single-stranded DNA-binding protein. Proc Natl Acad Sci

USA 77:857–861

224. Bishop DK, Park D, Xu L, Kleckner N (1992) DMC1: a meiosis-specific yeast homolog of

E. coli recA required for recombination, synaptonemal complex formation, and cell cycle

progression. Cell 69:439–456

225. Li W, Ma H (2006) Double-stranded DNA breaks and gene functions in recombination and

meiosis. Cell Res 16:402–412

226. Aylon Y, Kupiec M (2004) New insights into the mechanism of homologous recombination

in yeast. Mutat Res 566:231–248

227. Park MS (1995) Expression of human RAD52 confers resistance to ionizing radiation in

mammalian cells. J Biol Chem 270:15467–15470

228. Jeggo PA (1990) Studies on mammalian mutants defective in rejoining double-strand breaks

in DNA. Mutat Res 239:1–16

229. Puchta H, Swoboda P, Hohn B (1995) Induction of intrachromosomal homologous recom-

bination in whole plants. Plant J 7:203–210

230. Ira G, Pellicioll A, Balijja A, Wang X, Fiorani S, Carotenuto W, Liberi G, Bressan D, Wan L,

Hollingsworth NM, Haber JE, Foiani M (2004) DNA end resection, homologous recombi-

nation and DNA damage checkpoint activation require CDK1. Nature 431:1011–1017

231. Sung P (1997) Yeast Rad55 and Rad57 proteins form a heterodimer that functions with

replication protein A to promote DNA strand exchange by Rad51 recombinase. Genes Dev

11:1111–1121

232. Wolner B, Van Komen S, Sung P, Peterson CL (2003) Recruitment of the recombinational

repair machinery to a DNA double-strand break in yeast. Mol Cell 12:221–232

233. Sonoda E, Zhao GY, Kohzaki M, Dhar PK, Kikuchi K, Redon C, Pilch DR, Bonner WM,

Nakano A, Watanabe M, Nakayama T, Takeda S, Takami Y (2007) Collaborative roles of

γH2AX and the Rad51 paralog Xrcc3 in homologous recombinational repair. DNA Repair

(Amst) 6:280–292

234. Hefferin ML, Tomkinson AE (2005) Mechanism of DNA double-strand break repair by

non-homologous end joining. DNA Repair (Amst) 4:639–648

235. Capp J-P, Boudsocq F, Bertrand P, Lopez BS, Cazaux C, Hoffman J-S, Canitrot Y (2006) The

DNA polymerase λ is required for the repair of non-compatible DNA double strand breaks by

NHEJ in mammalian cells. Nucleic Acids Res 34:2998–3007
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Bipyrimidine Photoproducts: Formation

and Mechanistic Insights
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Abstract This review chapter presents a critical survey of the main available

information on the UVB and UVA bipyrimidine photoproducts which constitute

the predominant recipient classes of photo-induced DNA damage. Evidence is

provided that UVB irradiation of isolated DNA in aqueous solutions and in cells

gives rise to the predominant generation of cis-syn cyclobutane pyrimidine dimers

(CPDs) and, to a lesser extent, of pyrimidine (6-4) pyrimidone photoproducts

(6-4PPs), the importance of which is strongly primary sequence dependent. A

notable change in the photoproduct distribution is observed when DNA either in

the dry or in desiccated microorganisms is exposed to UVC or UVB photons with

an overwhelming formation of 5-(α-thymidyl)-5,6-dihydrothymidine, also called

spore photoproduct (dSP), at the expense of CPDs and 6-4PPs. UVA irradiation of

isolated and cellular DNA gives rise predominantly to bipyrimidine photoproducts

with the overwhelming formation of thymine-containing cyclobutane pyrimidine

dimers at the exclusion of 6-4PPs. UVA photons have been shown to modulate the

distribution of UVB dimeric pyrimidine photoproducts by triggering isomerization

of the 6-4PPs into related Dewar valence isomers. Mechanistic aspects of the
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formation of bipyrimidine photoproducts are discussed in the light of recent

photophysical and theoretical studies.

Keywords Cellular DNA photodamage � Cyclobutane pyrimidine dimers � Dewar
valence isomers � Pyrimidine (6-4) pyrimidone photoproducts � Spore photoproduct

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

2 UVC and UVB Radiation-Induced Bipyrimidine Photoproducts . . . . . . . . . . . . . . . . . . . . . . . . . 252

2.1 Four Main Classes of Bipyrimidine Photoproducts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

2.2 Isolated DNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258

2.3 Cellular DNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

2.4 Human Skin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261

3 UVA and Bipyrimidine Photoproducts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

3.1 Photosensitized-Formation of Cyclobutane Pyrimidine Dimers . . . . . . . . . . . . . . . . . . . . 263

3.2 Cyclobutane Pyrimidine Dimers and UVA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264

3.3 Isomerization of Pyrimidine (6-4) Pyrimidone Photoproducts . . . . . . . . . . . . . . . . . . . . . . 265

4 Conclusion and Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

Abbreviations

●OH Hydroxyl radical

6-4PPs Pyrimidine (6-4) pyrimidone photoproducts

8-oxodGuo 8-Oxo-7,8-dihydro-20-deoxyguanosine
8-oxoGua 8-Oxo-7,8-dihydroguanine

BCCs Basal cell carcinoma

CMMs Cutaneous malignant melanoma

CPDs Cyclobutane pyrimidine dimers

DEW Dewar valence isomer

DFT Density functional theory

DNA-PF DNA protection factor

dSP 5-(α-Thymidyl)-5,6-dihydrothymidine or “spore photoproduct”

HPLC-ESI-

MS/MS

High performance coupled to electrospray ionization – tandem

mass spectrometry

LM-PCR Ligation-mediated polymerase chain reaction
mC 5-Methylcytosine

MED Minimal erythemal dose

SASP Small, acid-soluble spore protein

SCCs Squamous cell carcinoma (SCCs

SPF Sun protection factor

TD-DFT Time-dependent density functional theory

Th Thymidine

TTET Triple-triplet energy transfer

250 J. Cadet et al.



1 Introduction

Chronic exposure to solar radiation through its UVB (290< λ< 320 nm) and UVA

components (320< λ< 400 nm) is the predominant cause of induction of squamous

cell carcinoma (SCCs), one of the two main human skin non-melanomas that also

include basal cell carcinomas (BCCs) [1, 2]. The situation is not as clear for the

etiology of cutaneous malignant melanoma (CMMs) which also implicates UV

photons as causative agents [3], while acute intermittent exposure during childhood

has also been suggested to be a major risk factor [4, 5]. Evidence was also recently

provided that both UVB and UVA radiation have the ability to favor the incidence

of CMMs through a direct excitation pathway and melanin photosensitized reac-

tions, respectively [6]. It is well known that DNA is the main cellular target for

UVB and UVA radiation-induced cutaneous carcinogenesis. This has received

strong support from the similarity of the UVC and UVB action spectra for muta-

genic, carcinogenic, and lethal effects with DNA UV absorption [1], the detection

of characteristic UV signature mutations including C!T transitions at

bipyrimidine sites and CC!TT tandem base substitutions in key genes [7–9],

and the high susceptibility to skin cancer of xeroderma pigmentosum complemen-

tary group patients who suffer from deficiencies in nucleotide excision repair

pathways [10, 11]. The photochemistry of DNA triggered by UVB photons which

is oxygen independent, is dominated by the formation of intrastrand dimeric

photoproducts involving adjacent pyrimidine bases (for comprehensive reviews,

see [12–22]). Abundant information is now available on the chemical and biolog-

ical features of the three main classes of bipyrimidine photoproducts thus gener-

ated, including lethality [23] and immunosuppression activities [24, 25]. Extensive

photophysical studies also have provided relevant insights into the mechanisms of

DNA photoreactions [26–30] which are complemented by increasing numbers of

theoretical studies [31–33]. The situation is not so straightforward for the molecular

effects of deeper penetrating UVA radiation in dermis. There is still weak absorp-

tion of DNA bases by UVA photons within the range 320–340 nm, responsible for

the formation of dimeric pyrimidine photoproducts consisting exclusively of

cyclobutane pyrimidine dimers (CPDs) and the induction of C!T base substitu-

tion mutations preferentially at pyrimidine-5-methylCpG sites [9]. In addition,

photodynamic reactions requiring the presence of endogenous photosensitizers

and oxygen give rise to oxidative degradation pathways involving DNA [34, 35]

and other key biomolecules including membrane lipids [36] and proteins [37]. It

was recently shown that, in cellular DNA and skin, the contribution of CPDs

induced by UVA irradiation remains predominant over oxidative reactions involv-

ing mostly singlet oxygen and, to a lesser extent, hydroxyl radicals (●OH), at least

in terms of quantitative effects [38–40]. The main purpose of this review chapter is

to survey critically the available experimental data on the UVB- and UVA-induced

formation of dimeric pyrimidine photoproducts in isolated and cellular DNA, with

emphasis on the most recent aspects. Information is also provided on the generation

of 5-(α-thymidylyl)5,6-dihydrothymidine, the so-called spore photoproduct (dSP)
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predominantly formed in the dry state and in dehydrated bacterial cells such as

spores following either UVC or UVB irradiation [17]. Key theoretical works from

recent literature on reaction pathways initiated by excitation of nucleobases leading

to bipyrimidine photoproducts are also included in the discussion of mechanistic

photochemical pathways.

2 UVC and UVB Radiation-Induced Bipyrimidine

Photoproducts

As discussed in a number of contributions in this issue, absorption of UVB and

UVC photons by DNA involves essentially purine and pyrimidine bases. However,

damage occurs predominantly at bipyrimidine sequences upon excitation of thy-

mine, the most photoreactive base, or, to a lesser extent, of cytosine. The most

frequent photoreactions in aqueous solutions involve two types of dimerization of

adjacent pyrimidine bases, leading to CPDs and pyrimidine (6-4) photoproducts

(6-4PPs) respectively (Fig. 1). In addition, two other bipyrimidine photolesions

may be generated, including the Dewar valence isomers (DEWs) as secondary

photoproducts and 5-(α-thymidyl)-5,6-dihydrothymidine, also termed “spore pho-

toproduct” (dSP). Evidence has been provided for the formation in very low yields

of other DNA photoproducts; most of them, with the exception of 6-hydroxy-5,6-

dihydro-20-deoxycytidine, the so-called “20-deoxycytidine “photohydrates” [41]

and 8-oxo-7,8-dihydro-20-deoxyguanosine (8-oxodGuo) [38] have not been

detected so far in UVB or UVC irradiated cells. As another minor UVB reaction,

[2+2] photocycloaddition C5-C6 of either thymidine or 5-methyl-20-deoxycytidine
and C6-C5 of 20-deoxyadenosine followed by a rearrangement gives rise to TA*

[42–45]. Further support for the structure assignment of the 5-methyl-

20-deoxycytidine containing photoadduct was provided by its conversion into

TA* through hydrolytic deamination [45]. Another UVC-induced intrastrand

adduct which involves the formation of a covalent bond between the 4-amino

group of cytosine and C8 of guanine in either d(GpC) or d(CpG) sequence has

recently been identified in short DNA fragments and the structure further confirmed

by total synthesis [46]. It was hypothesized that C(4-8)G and G(8-4)C lesions arise

from initial UVC generation of 4-aminyl cytosine radical which is able to add to

vicinal guanine at C8 before a final oxidation step. An alternative mechanism would

involve, in the initial step, ionization of guanine, which exhibits the lowest oxida-

tion potential among DNA components. Subsequently, the resulting guanine radi-

cal, highly susceptible to nucleophilic additions [47, 48], would react with the

4-amino group of adjacent cytosine, giving rise to either C(4-8)G or G(8-4)C after

the O2-mediated oxidation of the transiently generated radical adduct. This is

supported by several known examples of nucleophilic reactions involving either

hydroxyl or amino groups to the guanine radical that give rise to 8-oxodGuo
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[47, 49], intrastrand G-T adducts [50], DNA-protein cross-links [51] and interstrand

cross-links [48, 52].

2.1 Four Main Classes of Bipyrimidine Photoproducts

Four main classes of dimeric pyrimidine photoproducts that require UVC or UVB

excitation of one pyrimidine base in the initial step of the photoreactions have been

identified and detected in isolated cells, three of them in human skin.

2.1.1 Cyclobutane Pyrimidine Dimers

The cis-syn cyclobutane pyrimidine dimer of thymine (T<>T) was the first

bipyrimidine photoproduct isolated and characterized almost 65 years ago [53],

giving a very strong impetus to the development of numerous subsequent studies

not only in the domain of DNA photochemistry but also in other fields of research

including genotoxicity, mutagenicity, photocarcinogenesis, and DNA repair. The

formation of cyclobutane pyrimidine dimers (CPDs) that also occurs at the other

main T-C, C-T, and C-C bipyrimidine sequences is rationalized in terms of

[2π+ 2π] photocycloaddition between the 5,6-pyrimidine bonds of stacked adjacent

bases. Recent photophysical and computational studies have shown that the forma-

tion of T<>T in thymine strands is an ultrafast process [31], proceeding via bright
1ππ* excitons along a barrierless path in agreement with a measured constant

quantum yield formation within the UVC–UVB range [32, 54]. Four isomers,

including cis-syn, trans-syn, cis-anti and trans-anti CPDs are generated by UVC
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or UVB irradiation of isolated pyrimidine nucleobases in aqueous solutions

[55]. The two implicated bases are on the same or on the opposite sides of the

cyclobutane ring, thus defining the cis/trans isomerism. The syn/trans isomerism is

explained either by the parallel (C5 linked to the other C5, and C6 linked to the

other C6) or by the antiparallel orientation of the C5–C6 carbons. CPDs are very

stable compounds, at least the cyclobutane ring structure. This has allowed their

detection as radiolabeled dimeric base lesions upon strong acidic hydrolysis con-

ditions in early works. However, cytosine-containing CPDs are prone to deamina-

tion as the result of the saturation of the 5,6-double bond at a rate increased by

several orders of magnitude with respect to cytosine at neutral pH. The hydrolytic

process involves the substitution of the exocyclic amino group by a hydroxyl group,

converting cytosine into uracil (Fig. 2). The half-life of cis-syn cytosine containing

CPDs is a few hours whereas related trans-syn isomers are slightly more stable.

This reaction is likely to play a major biological role when occurring in UV

irradiated cells because uracil in CPDs codes for adenine while the initial cytosine

coded for guanine. Thus deamination of cytosine-containing CPDs is believed to be

the cause of the characteristic T to C transitions at TC sites and CC to TT tandem

mutations observed in genes such p53 of UV-induced skin tumors. Major interest is

currently shown in the photochemical reactions of 5-methylcytosine (mC), a major

epigenetic mark as are the related methyl oxidation products [56–58]. Following

initial characterization of the cis-syn CPDs formed upon UVC irradiation of dmCpT

and TpdmC) [59, 60], relevant theoretical and experimental information has subse-

quently been gained regarding the generation and chemical features of mC-derived

CPDs in DNA fragments. Earlier calculations involving the time-dependent density

functional theory (TD-DFT) has led to the conclusion that C5-methylation of

cytosine does not increase the formation of CPDs [61], in contrast to previous

experimental observations [61]. It was later found that the frequency of either
mC<>C or C<>mC formation was dependent on the flanking sequences, often

being enhanced by the presence of vicinal adenine [62]. In addition, flanking

guanine has a pronounced enhancement effect on the deamination of mC-containing

CPDs. The 5-methyl CpG binding protein 2 (MeCP2) was found to promote the

formation of C<>mC at a TCmCG site with almost complete suppression of CPD

deamination, whereas no effect was observed on the formation of T<>mC at a
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TTmCG site [63]. Flexibility of DNA duplex in nucleosomes has been shown to

affect very much the deamination rate of T<>mC at a TmCG site [64]. Evidence

was provided from the error-free bypass of cis-syn T<>mC-containing template by

yeast and human polymerase η that the mC residue has to deaminate in order to

become mutagenic [65].

Direct photoreversal of CPDs is mostly triggered by UVC radiation leading to

the splitting of the cyclobutane ring with restitution of starting thymine or uracil if

deamination of saturated cytosine has occurred [66]. Evidence has recently been

provided that the presence of a vicinal guanine to T<>T does not affect the UVC

induced reversal of the CPD, thus ruling out any implication of electron transfer

from excited guanine [67]. However, the relevance of direct photo-splitting is very

low in cellular DNA because it only takes place for high doses of UVC, in contrast

to the efficient enzymatic photoreversal that is mediated by CPD photolyases in

microorganisms and yeasts [20, 68, 69] which is a key repair pathway.

2.1.2 Pyrimidine (6-4) Pyrimidone Photoproducts

Pyrimidine (6-4) pyrimidone (6-4PPs) represent the second major class of UVC and

UVB bipyrimidine photoproducts in terms of quantitative formation. They are

generated via sequence-specific Paternó-Büchi cycloaddition reactions involving

the C5–C6 double bond of a pyrimidine base on the 50-side and either the

4-carbonyl group of a thymine residue or the 4-imine tautomeric group of a cytosine

base. In both cases, an unstable four-membered ring intermediate, either an oxetane

or an azetidine, is expected to be generated. Indirect support for the cyclic inter-

mediate is provided by the isolation of related stable thietanes upon UVA excitation

of 4-thiopyrimidine compounds containing-bipyrimidine sites [70]. The fast

rearrangement of either the oxetane or the azetidine intermediates gives rise to an

intrastrand adduct through covalent bond formation between C4 of the pyrimidone

moiety and C6 of the pyrimidine base. This is accompanied by the stereospecific

transfer of the carbonyl oxygen or the amino group to C5 of the pyrimidine base.

The mechanism of formation of 6-4TT, which for a long time was supposed to

derive from a singlet excited state, has recently been revisited through a wide range

of relevant photophysical measurements and theoretical studies. It was proposed

that the formation of 6-4TT involves a non-absorbing intermediate in the 300–

700 nm spectral range, likely the oxetane compound produced through an excited

charge transfer state [32, 54]. A significant energy barrier is associated with the

electron transfer from 50T to 30T which only occurs when the sugar moieties of the

two 20-deoxyribonucleosides involved in the photocycloaddition reaction adopts

the preferential C20endo puckered conformation [32]. A recently performed DFT

study of the reaction pathway involved in the UVB formation of 6-4PP in TpT has

provided further support to the transient formation of an oxetane intermediate

[71]. An interesting feature of 6-4PPs associated with the presence of the

pyrimidone moiety is the absorption around 320 nm. This explains, as discussed

below, the photo-instability of 6-4PPs and their fluorescence emission properties.
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The pyrimidine moiety of 6-4CT and 6-4CC is also susceptible to deamination with

a rate that is slightly lower than that of cytosine-containing CPDs (Fig. 3). In

contrast, 6-4TC, the 4-amino group of which has been transferred to the C5 of the

pyrimidine moiety, cannot undergo deamination.

2.1.3 Dewar Valence Isomers

As mentioned in the previous section, 6-4PPs are able to absorb UV radiation at

wavelengths around 320 nm with subsequent conversion to related Dewar valence

(DEWs) isomers [72, 73]. These recently characterized photoproducts exhibit a

β-lactam structure fused to a second four-membered ring through the creation of an

intramolecular bond between N3 and C6 of the pyrimidone moiety [74]. Relevant

mechanistic insights into the 4π electrocyclization reaction leading to 6-4TT and

6-4TC were gained from a recent detailed time-resolved IR-probe spectroscopy

study completed by ab initio calculations [75]. The cyclization process was found to

be a slow but highly efficient reaction controlled by the backbone structure of the

dinucleoside monophosphate. If UVC and UVB photons are able to convert 6-4PPs

efficiently into Dewar valence isomers by irradiation of the isolated precursors, this

is not the case in DNA, particularly by low dose irradiations because of strong

competition for light absorption by the much stronger normal nucleobases.

A specific feature of the Dewar valence isomers not applying to their 6-4PP

precursors is their high alkaline lability [73] which, under hot piperidine treatment,

leads to specific cleavage of DNA strands at the site of the lesions [76].
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2.1.4 Spore Photoproduct

A fourth type of bipyrimidine photoproduct was initially shown to be generated

upon UVC-irradiation of bacterial spores [77] and subsequently identified as

5-(α-thymyl)-5,6-dihydrothymine, also called the “spore photoproduct”

(SP) [78]. Later efforts have been made to gain insights into the mechanism of

formation and structural features of SP. Thus UVC irradiation of thymidine (Th)

in either frozen aqueous solutions or in the dry state upon lyophilisation of

aqueous solutions gave rise to a pair of diastereomers of 5-(α-thymidyl)-

5,6-dihydrothymidine (dSP) [79] the chiral C5 stereochemistry of which has been

assigned on the basis of extensive NMR measurements [80]. (5R)-and (5S)-dSP

could be also generated by pyridopsoralen-mediated photosensitization of thymi-

dine in the dry state [81] or gamma irradiation of frozen aqueous solutions of Th in

frozen aqueous solutions [82]. However, only one diastereomer, shown to have the

5R stereoconfiguration, is formed in TpT [83] and in DNA [84] via a regio- and

stereospecific mechanism produced by steric constraints and specific conforma-

tional features [17]. Thus evidence has been provided that SP formation required

the DNA to adopt an A-like conformation with bases in an anti-orientation and the

2-deoxyribose moieties showing a preferential C03 endo puckered conformation

[17]. This is also the case for spores where the presence of α/β type small acid-

soluble spore proteins (SASP) coated on DNA favors the formation of an

“A-B-DNA” conformation [85, 86]. Interestingly, it was found that UVC irradia-

tion of isolated DNA either in aqueous solution or as dry film in the presence of

SASP favored the formation of SP at the expense of CPDs and 6-4PPs

[87]. Dipicolinic acid, a major component of Bacillus subtilis spores, has been

shown to photosensitize the formation of SP in either dry DNA films or frozen

aqueous solutions of thymidine upon exposure to UVC radiation [88]. First a

consecutive mechanism involving, in the initial stages, the formation of the

5-α-thyminyl radical and 5,6-dihydrothymin-5-yl radical followed by recombina-

tion of the two species, was proposed to account for the UVC-induced formation of

SP [89]. Later, a concerted mechanism was suggested from the observation of a

stereospecific deuterium atom transfer from the deuterated methyl group of thymi-

dine to the C6 of the 5,6-dihydrothymine moiety of dSP [12]. Since then the

mechanism has been revisited using [d3]TpT as the target molecule. The kinetic

isotope effect observed by using the deuterated dinucleoside monophosphate

together with the stereospecific intramolecular transfer of a deuterium atom to

50T-Hpro-R moiety in the formation of (5R)-SP was rationalized in terms of a

consecutive mechanism involving hydrogen atom abstraction of the methyl group

of 30T by the photoexcited adjacent thymine base [90]. This received further

support from the consideration of the potential energy profiles of photoexcited

TpT using DFT and TD-DFT calculations [91].
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2.2 Isolated DNA

The use of accurate HPLC-ESI-MS/MS assays has made possible the quantitative

determination of all possible 12 bipyrimidine lesions and SP induced by exposure

of DNA to either UVC or UVB irradiation [59, 92–94]. This contrasts with mostly

semi-quantitative information gained on the global formation of classes of either

CPDs or 6-4PPs and not individual lesions using more widely applied immunoas-

says [95–98].

2.2.1 Aqueous Solutions

The product distribution of the main UVC and UVB induced bipyrimidine photo-

products has been determined using the HPLC-MS/MS assay. Only cis-syn CPDs

are produced in native duplex DNA. However trans-syn T<>T has been shown to

be generated when large doses of UVC or UVB are applied, probably because of the

formation of single-stranded DNA zones [99]. Under mild exposure conditions, TT

sequences were found to harbor the largest amount of photoproducts, with CPDs

being produced in a tenfold larger yield than 6-4PPs (Fig. 4). TC is second in terms

of level of photoproducts but 6-4TC is almost as frequent as the T<>C after

exposure to UVC photons and roughly half of it after UVB-irradiation. The level

of C<>T is about one-third of that of T<>T and 6-4CT is hardly detectable even

after exposure to large doses of UVC radiation. CC sites are less prone to

photodimerization, with a large predominance of C<>C. It may be pointed out

that 6-4CC is only detected in small amounts in DNA exposed to UVC radiation.

The C content of the DNA from microorganisms Clostridium perfrigens and
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Micrococcus luteus has been shown to modulate the distribution of UVB-induced

bipyrimidine photoproducts [100]. There is a significant increase in T<>T at the

expense of C<>C in the DNA of C. perfrigens where the level of CG content is

28% compared to 42% in calf thymus DNA. An inverse situation is noted for the

DNA ofM. luteus whose content in GC sites is 72% where T<>T is formed in low

amounts.

2.2.2 Formation of Anti CPDs in Acidic Aqueous Solutions of DNA

and in G-Quadruplex

As already stated, the formation of intrastrand CPDs in native double stranded DNA

is controlled by steric constraints giving rise essentially to adjacent cis-syn isomers.

However, the generation of non-adjacent T<>T with a predominant cis-syn
stereoconfiguration has been observed in poly[d(G-T)] upon UVC and UVB irra-

diation as the result of the presence of an extrahelical structure which allows a

colinear arrangement of both thymines involved in the photodimerization reaction

[101, 102]. Other examples of the formation of non-adjacent CPDs in aqueous

solutions have since become available. Thus UVB irradiation of aqueous solution

of d(GTATCATGAGGTGC) at pH 5 was found to induce the formation of two

isomeric T<>T between T2 and T7 [103]. A cis-anti configuration was assigned to
the main CPD while the minor T<>T showed a trans-anti configuration on the

basis of extensive 1D- and 2D-NMR analyses. In addition, a cis-syn T<>T is

formed from the photocycloaddition reaction involving T2 and T4. The formation

of these unusual interstrand-type CPDs was rationalized in terms of efficient

crosslink photo-induction in a suitable high order folded DNA structure.

Non-adjacent anti T<>T photoproducts were found to be specifically generated

upon UVB irradiation of the d[AGGG(TTAGGG)3] in the presence of K+ ions

[104]. Under these conditions the human telomere sequence forms G-quadruplex

structures consisting of repeated d(TTAAGGG)3] and adopt preferential hybrid-

type triple quartet forms. In contrast, anti T<>T the formation of which involves

either T in loop 1 and central T in loop 3 is not observed when the G-duplex is

UV-irradiated in the presence of Na+ which triggers the formation of a basket

structure. This appears to be inconsistent because the basket form is supposed to be

more amenable to photo-crosslink formation than the hybrid structures. However, it

was recently proposed that the G-quadruplexes in dynamic equilibrium with several

conformations are likely to adopt a more photoreactive structure in the presence of

K+ than Na+ [105].

2.2.3 Dry State

UVC irradiation of either calf DNA or linearized pUC19 DNA in the dry state was

shown to gives rise to intrastrand and interstrand bipyrimidine photoproducts

differentiated as dinucleoside monophosphates and dinucleosides upon suitable
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enzymatic digestion and subsequent analysis by HPLC-MS/MS measurements [79,

87]. The DNA photoproducts consist of CPDs, 6-4PPs and predominant SP with a

significant amount of interstrand damage of about 30%. The interstrand CPDs

derived from thymidine consist of the four possible stereoisomers – cis-syn,
trans-syn, cis-anti and trans-anti stereoisomers – with a predominance of the anti
forms [79]. Similar bipyrimidine photoproduct distribution was observed when calf

thymus DNA was exposed to UVC radiation in aqueous solutions in the presence of

large amounts of ethanol, promoting a conformation with a high compaction of

DNA, thus favoring the photo-induced formation of interstrand crosslink [79].

2.3 Cellular DNA

The presentation of data concerning the formation of bipyrimidine photoproducts in

cellular DNA has been restricted to studies where the measurement of the lesions

was performed using the sensitive and accurate HPLC-ESI-MS/MS method.

2.3.1 Microorganisms

A large body of information is now available on the UVC- and UVB-induced

formation in DNA of several microorganisms including marine bacteria, halophilic

archea, microbial organisms (Escherichia coli, Deinococcus radiodurans),
Acinetobacter strains, vegetative Bacillus subtilis and related endospores. In con-

trast to eukyarotic cells, wide variations in the distribution of the DNA bipyrimidine

photoproducts were observed among the investigated species with a strong corre-

lation between the relative formation of TT vs CC photoproducts and the GC

content as noted in isolated DNA [100]. This is particularly true for C perfrigens
and M. luteus which show the extreme values of GC content with 28% and 72%,

respectively. These have to be compared with the 40–42% GC frequency in most

mammalian genomes [100]. Accordingly, a closer photoproduct distribution was

found in mammalian cells with T<>T and to a lesser extent 6-4TC being predom-

inant being noted in UVC or UVB irradiated vegetative B. subtilis and E. coli
[106]. An inversion in the relative importance of T<>T and 6-4TC was reported

for D. radiodurans [106, 107]. The trend is even more pronounced for

Natronomonas pharaonis because 6-4TC represents about 80% of the overall

UVC- or UVB-induced bipyrimidine photoproducts in close correlation with the

high frequency of TC sites [108]. These results are explained by both the high GC

content of DNA and the high doses of UVC irradiation which induced significant

photoreversal of CPDs. Relevant information on the enzymatic removal of CPDs

and 6-4PPs mediated by photolyases and nucleotide excision repair was obtained
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through HPLC-ESI-MS/MS measurements in two marine bacteria [109], B. subtilis
[110] and Acinetobacter strains [111, 112].

A drastic change in bipyrimidine photoproduct distribution is observed upon

UVC irradiation of B. subtilis [87, 88, 106, 110] and B. atrophaeuswild-type spores
[110] with the overwhelming formation of the spore photoproduct (about 99%) at

the expense of CPDs and 6-4PPs. A significant reduction in the formation of SP was

noted in mutant spores lacking either the ability to synthesize dipicolinic acid

during sporulation or the two major α/β-type small, acid-soluble spore proteins

[88]. The effect was even more pronounced for the double mutant. Another

interesting observation deals with the formation in relatively low yields – although

significant amounts – of interstrand SP in the spores which were UVC-irradiated in

aqueous solutions or in the dry state [87]. This is strongly suggestive of a high

compaction of DNA strands in B. subtilis spores.

2.3.2 Mammalian Cells

The formation of bipyrimidine photoproducts, with the exception of 6-4CT and the

four DEW isomers generated in very low yields, was found to be linear within the

dose range 0–2.6 kJ m�2 of UVB radiation in the DNA of THP1 human monocytes

[59, 93]. Interestingly, the photoproduct distribution (T<>T > 6-4TC > T<>C >
C<>T> C<>C> 6-4TT> 6-4CC) in cellular DNA is similar, with the exception

of a change of the order of the TC photoproducts, to the distribution observed for

UVB-irradiated isolated DNA. This also applied to rodent cell lines [39] and

primary cultures of human skin cells, although with a slightly higher yield for

T<>C with respect to 6-4TC [40, 113]. Detailed repair kinetics have been exam-

ined, showing a more efficient removal of 6-4TT and 6-4TC compared to related

CPDs in the DNA of UVB-irradiated keratinocytes [114]. In a subsequent study it

was shown that the repair efficiency of CPDs decreases in the order C<>T >
C<>T > T<>C and T<>T in both UVB-irradiated human keratinocytes and

fibroblasts [115]. Another striking observation was the significant decrease in the

excision rate of T<>T and T<>C in keratinocytes upon increasing the UV

irradiation dose from 50 J m2 to 500 J m2 [114]. This is likely accounted for by a

saturation of repair capacities of the cells.

2.4 Human Skin

UVB-irradiation of skin explants from breast tissues of six donors at a dose of

2 kJ m2 gave rise to six bipyrimidine photoproducts detected by HPLC-ESI-MS/

MS. The photoproduct distribution is similar to that observed in isolated and
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cellular DNA with a frequency which decreased in the order T<>T > T<>C >
6-4TC > C<>T > C<>C > 6-4TT [113]. It should be noted that a strong

attenuation in the formation yield of bipyrimidine by a factor of 22 was found in

the whole skin with respect to primary keratinocytes cultured from the skin of the

donors. This is likely to be explained by a shielding effect mostly provided by the

stratum corneum and melanin against penetration of UVB photons in human skin. It

was confirmed in keratinocytes and fibroblasts that 6-4PPs were more rapidly

repaired than CPDs in human skin. Furthermore, C<>C, the most detrimental

CPDs in terms of mutagenic effects, and C<>T were found to be removed more

quickly than T<>T and, to a lesser extent, T<>C [115]. In a recent study, evidence

was provided for the existence of a correlation between the levels of UVB-induced

bipyrimidine photoproducts in the DNA from biopsies of human donors and their

phototypes upon exposure to the minimal exposure dose (MED) [116].

Another relevant investigation achieved using HPLC-ESI-MS/MS measure-

ments of T<>T in a human skin explant dealt with the assessment of DNA

protection factor (DNA-PF) provided by three commercial sunscreens [117]. Inter-

estingly, UVB protection afforded by sunscreens assessed using DNA-PF was

lower than that inferred from the use of sun protecting factor (SPF) through the

measurement of MED. A similar approach based on the global measurement of

CPDs based on the determination of the frequency of T4 endo V-sensitive sites in

plasmid DNA was recently proposed for the assessment of the protecting effects of

sunscreens [118].

3 UVA and Bipyrimidine Photoproducts

The contribution of pyrimidine photoproducts to the genotoxic effects of UVA has

long been neglected. Indeed, emphasis was only placed on the oxidative stress

induced by photosensitization processes involving endogenous chromophores.

Upon excitation these lead to the production of singlet oxygen which specifically

induces formation of 8-oxo-7,8-dihydroguanine (8-oxoGua) in DNA [34, 47,

119]. Another photooxidative process involves the release of superoxide radicals

which, upon reaction with metal ions, generates hydrogen peroxide and ●OH. The

latter species reacts without specificity with DNA where both purine and pyrimi-

dine bases are oxidized [21, 120]. ●OH also attacks 2-deoxyribose moieties and

leads to single strand breaks [121]. Yet UVA is also involved in the formation of

bipyrimidine photoproducts. A first pathway is the well-known photosensitized

triplet-triplet energy transfer reaction. Recent findings have also shown that UVA

alone could induce CPDs in cellular DNA and play a significant role in the

formation of DEWs upon exposure to sunlight.
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3.1 Photosensitized-Formation of Cyclobutane Pyrimidine
Dimers

Pyrimidine dimers are not only produced by direct absorption of UV photons but

also by a specific photosensitized reaction, known as triplet-triplet energy transfer

(TTET) [122–130]. In this process, a photosensitizer is excited by absorption of a

UVA photon and converted into its triplet excited state by intersystem crossing. If

the energy of this excited state is high enough, it can be transferred to DNA where

the resulting excited triplet state leads to the specific formation of CPDs. No 6-4PPs

and DEWs are produced. Several types of molecules have been shown to trigger

TTET: aromatic ketones, psoralens and fluoroquinolones. Interestingly,

photodegradation products rather than the parent compounds are sometimes respon-

sible for the DNA damaging properties [131]. TTET is not only observed in isolated

DNA but also in cells [132, 133]. It explains the phototoxicity of numerous drugs

such as fluoroquinolones – which are useful antibacterial agents – and some

non-steroidal anti-inflammatory agents exhibiting an aromatic ketone structure.

Thymine has been established as the main target for TTET because its first

excited triplet state exhibits the lowest energy among DNA bases [126, 134]. Using

a series of sensitizers with known excited triplet state energies (Etriplet), it was

determined that Etriplet for thymine in DNA was approximately 267 kJ mol�1

[134, 135], representing a drastic stabilization when compared with the monomeric

thymidine exhibiting Etriplet of 310 kJ mol�1 [126]. In agreement with the favored

excitation of thymine, T<>T is the predominant photoproduct while T<>C and

C<>T are produced in a roughly one order of magnitude lower yield [39, 123, 124,

133, 136, 137]. However, observations that the ratio between T<>T and C<>T/

T<>C depends on the photosensitizer and that it cannot be predicted from the

proportion of these three dinucleotides in DNA exhibiting different G:C base pairs

content throws doubt on the simple scheme of the transfer of triplet energy to an

isolated thymine which would then react with the adjacent pyrimidine bases

[138]. These results suggest that the target for TTET is larger than the individual

base. Local sequence effects previously reported show the importance of the

adjacent base in the yield of CPDs generated through TTET [81]. Formation of

C<>C, with a roughly three orders of magnitude lower yield than T<>T in calf

thymus but only a fivefold lower yield in M. luteus DNA also threw doubt on the

simple mechanism extrapolated from studies on monomer to double-stranded DNA

[138]. At the monomeric level, Etriplet for cytosine ranges between 321 and

338 kJ mol�1, depending on the experimental approach used [126, 139–141]. A

decrease by 40 kJ mol�1 as is the case for thymine would lead to a cytosine Etriplet of

at least 280 kJ mol�1 in DNA. This value is lower than the Etriplet of

fluoroquinolones, making TTET most unlikely. Yet C<>C lesions are observed

in DNA photosensitized by norfloxacin and lomefloxacin (Etriplet 290–

290 kJ mol�1). It may thus be proposed that TTET in double-stranded DNA

involves not only the mechanisms taking place in monomers leading to 3ππ* excited
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states but others leading to delocalized excited states such as those exhibiting a

charge transfer character [138].

3.2 Cyclobutane Pyrimidine Dimers and UVA

In contrast to UVB, the first results on the UVA radiation induced formation of

CPDs were obtained in cells and then on isolated DNA and model compounds.

3.2.1 Cellular DNA and Skin

Using biochemical assays or radioactive labeling of DNA followed by acidic

hydrolysis, a few early works have reported the formation of CPDs upon exposure

to UVA. This was, for instance, the case in bacteria [142], cultured mammalian

cells [143–146] and even human skin [147, 148]. These observations were not

considered until additional data showed that CPDs were actually produced in larger

amounts than 8-oxoGua in cultured cells [38, 39] and in human skin [113]. In

humans, the formation of CPDs in skin exposed to UVA was dependent on the

phototype with more CPDs in fair skin [116]. Interestingly, very good correlation

was found for each volunteer between the yield of CPDs and the phototype after

exposure to UVA radiation.

The use of accurate HPLC assays for the measurement of DNA damage made

possible the collection of quantitative data on the different types of UVA-induced

lesions. On average, the ratio between the yield of CPDs and that of 8-oxoGua is

around 5. An interesting exception are melanocytes where the level of 8-oxoGua,

although lower than that of CPDs, is much higher than in keratinocytes [149]. This

observation is in line with results showing that UVA-induced oxidative stress plays

a key role in the induction of melanoma in pigmented mice while UVB-induced

dimers are responsible for melanoma in albino mice [6]. Use of HPLC-MS/MS

showed that the distribution of bipyrimidine photoproducts in cells and skin

exposed to UVA was quite different from that induced by UVB [39, 40, 116,

149]. Indeed, neither 6-4PPs nor DEWs were detected upon UVA irradiation

even at the highest doses. The latter result was in line with immunological mea-

surements [146]. T<>T is by far the predominant lesion and represents approxi-

mately 90% of the photoproducts. The remaining dimeric photoproducts are T<>C

and C<>T produced in roughly similar amounts. The amount of C<>C is below

the detection limit of the assay. However C<>C was detected in a specific

sequence by ligation-mediated polymerase chain reaction (LM-PCR) [150].

The UVA-induction of CPDs has been supported by the results of a series of

mutagenicity experiments. A general trend is that T-C transitions at TC sites are the

most frequent mutational events after exposure to UVB [150–153]. This shows that,

although the oxidative properties of UVA play a significant role even in skin [154],
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formation of CPDs is a major event in the onset of mutations leading to

tumorogenesis [8].

3.2.2 Isolated DNA

Observation of the formation of CPDs in cellular DNA stimulated work on the

underlying photochemical mechanism. The first possibility is the involvement of

endogenous sensitizers and TTET-mediated formation of CPDs. However, the

observation that CPDs were produced in isolated DNA [155–157] in the absence

of photosensitizers showed that a direct photochemical reaction is also possible.

Differentiation between the two mechanisms could not be based on the distribution

of photoproducts since in both cases only CPDs were produced, with an over-

whelming contribution of TT CPDs. However, the observation that the chemical

yield of CPDs was similar in isolated DNA and in culture mammalian cells [146,

155, 157] strongly suggested that endogenous photosensitizers do not play a

major role.

Involvement of a direct photoreaction requires absorption of UVA photons by

DNA. Although often neglected, UVA absorption of DNA was actually established

for a series of bacterial genomes [158]. This absorption is three orders of magnitude

lower than the maximum in the UVC range but still detectable. UVA absorption is

not observed for monomeric DNA components such as nucleotides but becomes

significant in double-stranded oligonucleotides, showing the role played by elec-

tronic interaction along π-stacked bases [157]. Recent data also explain the differ-

ence between the distribution of photoproducts in the UVB and UVA ranges.

Spectroscopic measurements strongly suggest that the nature of the excited states

involved in the two wavelength ranges are different, with a major contribution of

charge-transfer state in the UVA range [159], while 1ππ* states are more frequent

with UVB radiation. This could explain why the ratio between T<>T and C<>T/

T<>C is different after exposure to UVA and UVB. In addition, theoretical

calculations have shown the 6-4PPs could be produced from a charge transfer

state but with an energy barrier not achievable with UVA photons [54]. As

discussed above, charge transfer states could play a role in TTET which could

explain the strong similarity between the distributions of photoproducts by the two

processes.

3.3 Isomerization of Pyrimidine (6-4) Pyrimidone
Photoproducts

As described above, the conversion of 6-4PPs into their DEWs (Fig. 5) was mostly

studied in model systems in the UVB range. Indeed, 6-4PPs exhibit a maximum of

absorption around 320 nm, reflecting the properties of the pyrimidone ring.
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However, no DEW is detected in cells or skin exposed to biologically relevant

doses of pure UVB [39, 113, 114, 146]. Explanation can be found in the observation

that the formation of DEWs in isolated DNA exposed to UVB exhibits a clear

quadratic dose response, in agreement with the need for two photons. The formation

of DEWs becomes detectable only when the level of damage is approximately a

single 6-4PP per 104 bases [59], namely far above the amount of DNA damage

encountered in living cells. In contrast, DEWs are readily detected when cells are

exposed to both UVB and UVA. Under these circumstances, UVB induces the

formation of 6-4PPs. UVA is then responsible for photoisomerization since it is

efficiently absorbed by 6-4PPs and very poorly by normal bases. Accordingly,

DEWs were observed in experiments involving exposure of cultured mammalian

cells [39, 146, 160] to simulated sunlight or to sequential exposure to UVB and

UVA [114]. DEWs have also been detected in the skin of mice exposed to natural

sunlight [161] and in human skin sequentially irradiated with 260 nm and 320 nm

radiation [162]. DEWs are also present in bacteria and archaea exposed to UV

sources of various spectra [106–108, 110]. Recently, a large fraction of 6-4PPs were

also detected as their DEWs in marine microorganisms exposed to natural sunlight

[163]. Evidence for the role played by UVA in the formation of DEWs in cellular

DNA is that 6-4TT are isomerized in larger yield than 6-4PPs [39, 114, 163], in

agreement with the fact that the absorption maximum is 10 nm larger for the former

than the latter photoproduct, namely deeper in the UVA range. Altogether, DEWs

are likely highly relevant lesions upon exposure of cells to real sunlight.

4 Conclusion and Perspectives

Significant progress has been achieved during the last decade on a better under-

standing of the photochemical reactions of DNA in isolated cells and human skin

because of the development of sensitive and analytical tools such as HPLC-ESI-

MS/MS, which is the gold standard method for measuring DNA lesions in general.

This has allowed the determination of the repair kinetics of each of the bipyrimidine

photoproducts, showing significant differences in the removal rates among CPDs

N

N

NH2

O

HN

N

O

O N

N

NH2

O

HN

N

O

O
N

N

NH2

O

HN

N

O

O

UVC/UVB UVB/UVA

TC site 6-4TC DEW TC

Fig. 5 Photo-induced conversion of 6-4TC into related Dewar valence isomer

266 J. Cadet et al.



when the global repair pathway is considered. Another striking finding deals with

the elucidation of the mechanism of CPD formation which involves direct UVA

excitation and subsequent involvement of singlet excited states with a marked

charge transfer characteristic as shown by fluorescence spectroscopy and theoret-

ical studies. The stability of cytosine-containing bipyrimidine photoproducts, par-

ticularly C<>C and C<>T in cellular DNA, remains to be established, a critical

issue since high mutagenicity of the latter photoproducts is associated with most

solar radiation induced skin cancer. Information is expected to be gained on the

UVB and UVA mediated formation of 5-methylcytosine bipyrimidine photoprod-

ucts in cellular DNA. There is also a strong need for the development of more

sensitive methods than the currently available LM-PCR method to map at the

nucleotide level the formation of both CPDs and 6-4PPs. It is conceivable that

theoretical studies which could be of help to spectroscopic investigations would be

able to provide mechanistic explanations of the much lower photosensitivity of

cytosine with respect to thymine in relation to the much higher deleterious potential

of C<>C and C<>T.
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