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Preface

It is our pleasure to present the proceedings of ICTERI 2014, the 10th International
Conference on Information and Communication Technologies (ICT) in Education,
Research, and Industrial Applications: Integration, Harmonization, and Knowledge
Transfer.

The conference was planned to be held at Kherson, Ukraine, during June 9–12,
2014. But unfortunately, due to the tense situation in the country,1 we had to cancel the
face-to-face gathering of the conference participants. Based on the results of the review
process, however, we were convinced that some of the submissions deserved to be
published, and are of interest to the scientific community. We therefore decided to
invite the authors of the best papers, to revise and extend these and to submit them for
publication in this volume.

Thus, the selection was made in two phases, as the resubmitted papers were again
reviewed by at least three peers based on the scientific and technical quality, anticipated
reader interest, and coverage of the conference scope. Finally, the Program Committee
selected the 16 most mature and interesting papers. This led to an acceptance rate of
24.2 % out of the initially 66 submitted papers.

ICTERI as a conference series is concerned with interrelated topics of the devel-
opment, deployment, and use of ICT that are vibrant for both the academic and
industrial communities: education, research, industrial applications, and cooperation in
ICT-related aspects. The selected papers reflect that scope and are grouped into three
parts: (I) Frameworks and Tools; (II) ICT in Teaching and Learning; and (III) ICT in
Research and Industrial Applications.

The volume begins with the written versions of the keynote talks planned for
ICTERI 2014. Vladimir Gorodetsky gives a research-oriented overview of the phe-
nomenon of Big Data. Nick Bassiliades presents an approach and a tool to compare
university rankings so that safe conclusions about their reliability are drawn; this is
done by extracting data from several ranking lists and linking it to the DBpedia linked
open dataset.

Part I of the volume presents the state-of-the-art formal and algorithmic frameworks
aimed at enabling further ICT development and also software tools based on such
formalisms. It starts with a paper contributing a novel soft computing algorithm for
multiplying fuzzy sets based on the formalism of universal analytic models. The second
paper deals with developing a theoretical framework for formalizing the dynamics of
systems at an abstract level and taking into account the continuous nature of time. The
third paper formalizes complex event processing based on pre-automata. The fourth
paper analyzes the algebraic properties of nominative data and functions. Finally, the

1 See for example http://research.un.org/en/ukraine.

http://research.un.org/en/ukraine


fifth paper reports on a software framework that uses rewriting rules for the automated
adjustment of parallel tasks in a target platform for parallel computations. These papers
also indicate the applications for which the presented results may be useful.

Part II focuses on using ICT in or developing ICT for teaching and learning, and
their effects on didactics. The first paper presents an original approach of using demo
hardware for enabling better and deeper understanding by IT students of the inner
workings of a processor. The second paper studies the challenges of learning and using
the Git system for distributed version control in development projects. This study bases
on the experience gained in several different kinds of computing courses, and results in
a set of recommendations. The third paper surveys the practices of IT formation at
Ukrainian universities and proposes, as a result, an IT competence model as a meth-
odological core for ramping-up the IT competences of Ukrainian students. The fourth
paper focuses on the proposal of a pedagogical framework for improving the efficiency
in learning ICT through a collaborative approach. This framework involves school
teachers and university students of pedagogy and bases on the outcomes of a series of
ICT workshops that had been held with representatives of these groups. The fifth paper
addresses the efficiency of an ICT-based learning environment for postgraduate stu-
dents based on a set of proposed criteria. Finally, the sixth paper deals with accounting
for a dominant learning style of IT students for developing more effective targeted
course materials.

Part III of the volume is dedicated to the applications of ICT in research and
industry. The first paper looks at how ICT may help transform Bio-Design into an
industrial strength discipline. It is based on the four core hypotheses which formed the
basics for the development of the MENDEL Bio-Design software platform. The second
paper deals with the applications in the Airspace industry. It proposes an approach to
the analysis of the verification objectives and features of on-board information and
control software at development and operation lifecycle stages. The third paper pro-
poses an evolutionary game-theoretic approach for modeling and optimizing Internet
connections in telecommunications. The fourth paper proposes a model of an evolu-
tionary stable strategy for the choice of an appropriate social behavior pattern, based on
the Cournot competition formalism, for the companies on a homogeneous product
market. Finally, the fifth paper analyzes the performance of the off-the-shelf plagiarism
detection software and elaborates the recommendations for their effective use in
electronic publications domain

This volume would not have materialized without the support of many people. First,
we are very grateful to all the authors for their continuous commitment and intensive
work. Second, we would like to thank the Program Committee members and additional
reviewers for providing timely and thorough assessments, and also for being very
cooperative in doing additional review work at short notice. Furthermore, we would
like to thank all the people who contributed to the organization of ICTERI 2014.
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Without their effort there would have been no substance for this volume. Last but not
least we would also like to acknowledge the proactive support of our editorial assistant
Olga Tatarintseva.

September 2014 Vadim Ermolayev
Heinrich C. Mayr

Mykola Nikitchenko
Aleksander Spivakovsky

Grygoriy Zholtkevych
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Big Data: Opportunities, Challenges
and Solutions

Vladimir Gorodetsky(&)

St. Petersburg Institute for Informatics and Automation,
Russian Academy of Sciences, 39, 14-th Liniya,

199178 St. Petersburg, Russia
gor@iias.spb.su

Abstract. The problems related to the phenomenon of Big Data are currently
among the top 10 hottest topics of information and communication technology.
Big Data phenomenon refers to the data explosion observed today. At present,
the term is widely used in different communities of many application domains,
including researchers and practitioners. Big Data analysis can provide for many
new opportunities in many respects motivating and stimulating industrial and
commercial take-up of novel emerging technologies. The in-depth analysis of
Big Data processing and analytics publications shows that the most of them
write about “new opportunities” and “new challenges”. However, very few
papers present the solutions for predictive analytics that go beyond the limits of
OLAP-like processing models and technologies. The goal of this paper is to
outline in more detail not only the nature of opportunities and particular chal-
lenges but also some original solutions to attack them.

Keywords: Big data � Hadoop � Data modeling � Intelligent data analysis �
Ontology � Dimensionality reduction � Causality analysis

1 Introduction

During recent decades, the role of big data in the information and communication
technologies (ICT) was ever increasing, and currently ICT world is recognizing and
practically experiencing its great scientific, commercial, economic and social values.

The term “Big Data” is not only about data themselves, although data is the central
subject covered by this term. “Big Data” is the term encompassing the use of tech-
niques to capture, process, analyze, and visualize potentially large datasets in a rea-
sonable timeframe not accessible to standard IT technologies. By extension, the
platform, tools and software used for this purpose are collectively called “Big Data
technologies” [3].

The term “Big Data” introduced in 2008 was accepted, right away, by ICT sci-
entific and business communities as a name for new research and application area
aimed at developing of new approaches, algorithms and technologies that would be
capable to cope with a number of heavy challenges caused by the novel properties of

© Springer International Publishing Switzerland 2014
V. Ermolayev et al. (Eds.): ICTERI 2014, CCIS 469, pp. 3–22, 2014.
DOI: 10.1007/978-3-319-13206-8_1



data emerged to that time and named “big data”.1 Let us note that often one says that
big data is VVV-data, while having in mind Variety, Volume and Velocity as the main
properties of big data understood as follows:

– Variety: Diversity and multiplicity of (distributed, in particular) data sources
composing the whole data set that can contain structured data measured in various
scales (numerical, categorical, Boolean, ordered), semi-structured data (in XML, for
example, or in other self-describing format) and unstructured ones (texts, for
instance);

– Volume: Data are specified by enormous number (possibly, hundreds of thousands
and more) of attributes determining data dimension and by many millions of
instances determining the data set size; in many cases, dimensionality of data set
overcomes its size that is not the case for “traditional” data sets;

– Velocity: Data are accumulated on permanent basis with high speed; in many cases,
big data are composed of multidimensional data streams (time series), which vol-
ume can be of petabytes and more.

Big Data problem is currently one of 10 hottest ICT problems. For example, it was
and is a subject of 81 projects of FP7, while addressing many particular Big Data topics
ranging from data storing and content creation to big data predictive analytics and real-
time knowledge extraction [3].

Big Data solutions are of great value for both science and industry, including many
critical application domains, e.g., government, ecology, life sciences, economy, social
security, manufacturing, medicine, social networks, genetics, road traffic management,
and many others. Big data analysis provides, for data analyst, with many new
opportunities making it possible, e.g. to discover hidden structures in big data samples,
to on-line detect and classify anomalies in high dimensional high-speed data streams, to
provide, for a person or organization, with multi-source cross-domain context-aware
personalized recommendations, to analyze dynamics of social network structure and
it’s other properties, etc. Currently a number of very “heavy” but practically important
high-profit big data applications are implemented. Examples, among others, are car
rental customers’ feedback on-line management system (Hertz company), real-time
data streams analysis to identify traffic patterns (Royal Institute of Technology, Swe-
den), leveraging key data to provide proactive patient care (University of Ontario
Institute of Technology), etc. [14]. Many impressive applications are solved in
genomics, biotechnology and other domains.

It is worth to note that most practically interesting success stories and achievement,
in big data processing, are achieved due to recent significant progress in powerful
computing infrastructures and data warehousing. Indeed, current Big Data technology
is usually implemented using NoSQL data base model, Hadoop Distributed File System
integrated with MapReduce distributed programming model, IBM computing infra-
structure and like. These and some other software and hardware means made it possible

1 Hereinafter Big Data refers to the corresponding problem domain whereas big data refers to big data
samples.
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to implement several impressive big data based-applications [14] thus confirming the
value of big data for science, economy, industry, etc.

Nevertheless, the state-of-the-art with Big Data processing technologies is not very
optimistic. If to analyze the up-to-date publications devoted to big data processing,
one can find a number of commonalities in their titles, keywords and contents. These
commonalities are “new opportunities” and “new challenges”. Unfortunately, there
are very few results relating to big data analysis that overstep, in a noticeable degree,
the limits of routine OLAP-like technologies. In fact, much effort of ICT researchers is
needed to make big data processing technology intelligent. However, there are prac-
tically no of powerful and efficient approaches, algorithms and software means for big
data intelligent processing, e.g. predictive analytics or knowledge extraction.

The paper objective is to outline current state-of-the-art with the existing software
means specifically developed for big data processing, to analyze the natures of par-
ticular big data challenges and to present some advanced solutions developed specif-
ically for big data intelligent processing, in particular, to cope with some basic big data
challenges.

The paper is organized as follows. Section 2 explains, by several typical examples
of big data sets and some big data applications, what the big data is and why big data
intelligent processing can be challenging. Section 3 outlines current state-of-the-art
with the big data software infrastructures available now and gives several examples of
applications successfully implemented via exploiting this infrastructure. Section 4
describes and analyses the basic computational challenges specifically peculiar to big
data statistical processing, although there exist many challenges of other nature that are
out of the paper mainstream. Section 5 outlines/proposes known/original approaches to
resolve some key issues of big data intelligent processing intended to cope with high
data dimensionality and instability of classical statistical algorithms as applied to big
data. Among others, issues associated with semantic enrichment of source data using
big data domain ontology and causal data analysis are paid the main attention. Con-
clusion summarizes the paper content and evaluates some perspectives.

2 Big Data and Big Data Processing: Typical Examples

It is difficult even to imagine or outline the diversity of currently available big data sets,
multiplicity of applications that should deal with big data and types of tasks arisen in
practice. Many examples can be found in science (biology, genetics, medicine,
chemistry, life sciences, physics, etc.), industry (manufacturing, for instance), military
(a variety of decision making/decision support tasks, information fusion, situation
assessment and prediction, military logistics, etc.), business (wide multitude of rec-
ommender task, for instance), smart city, social networks, electronic government etc.
To make clearer the big data-based task and to understand their peculiarities/chal-
lenges, let us exemplify three particular types of applications, that are (a) decision
making/decision support/recommendation, (2) on-line anomaly detection and classifi-
cation based on time series of enormous dimensions and (3) some network analysis
problems, e.g. viral marketing and like.

Big Data: Opportunities, Challenges and Solutions 5



Decision support is the most frequent kind of big data driven applications oper-
ating, as a rule, in real time. In these applications, the available data set is usually
composed of a number of distributed databases storing streaming information of
arbitrary types and of several abstraction levels inputting asynchronously from various
data sources and in different time instants. Typical decision support/making application
areas in military scope, for instance, are situation awareness, situation assessment,
prediction, and some others. In such applications, the objectives of the data processing
include the development of models of a number of target attributes/variables, e.g.
categorical attributes corresponding to some predefined classes of situations of various
abstraction levels, numerical attributes predicting values of several quantitative indices
and criteria estimating future effects of former and current decisions using regression
dependencies, etc.

In practice, the aforementioned models of target attributes should be built through
data mining and machine learning. In this process, the critical task is selection of a
small number of informative attributes approximating target variables with a predefined
accuracy. Let us note that usually a few number of decades of attributes has to be
filtered from, possibly, several decades of thousands or even hundreds of thousands
ones. In fact, this kind of tasks puts great computational challenges falsifying the
classical statistical models and algorithms (see Sect. 4). There is a great deal of par-
ticular applications in which the similar problem has to be resolved. For example, a
large number of context-aware cross-domain personalized recommender systems fall
into the same pool of applications. Indeed, modern recommender systems should to be
learnt based on any available information sources in which the footprints of particular
user activity appear, e.g., home page, Facebook and other social networks, e-mail,
Internet shopping history, etc.

The second example that is on-line anomaly detection and classification deals with
big data represented by time series of enormous dimensions. Mining this data aims to
detect, in historical batch of time series, patterns of abnormal behavior, to cluster them
and build the models of clusters’ behavior patterns through data mining in terms of
time series attributes of a reasonable dimensionality. The best example of such type of
big data sets is given by NineSigma Company in its Request #699876 [20]. This
Request seeks for a research team to develop algorithm and software “that uses a
natural language query to retrieve matching results from large-scale time-series data
sets created from measurements taken at industrial plant facilities”, the document
claims. This language is intended to query data patterns corresponding to the abnormal
events. It is assumed that data patters under query are presented by keywords specified
in natural language and indicating all possible “root causes for system issues” [20].
What is exclusive in this Request is the data set itself. It contains the records of
4 millions of sensors produced every 7 seconds during several former years. The total
number of instances (records of sensor-generated values of 4 million variables) is more
than 20 millions. The task claimed by NineSigma assumes that the time series in
questions have already been represented in symbolic form, all types of abnormal
patterns associated with “root causes for system issues” are known (mined) and
interpreted. Of cause, time series symbolization and mining is too heavy task and
currently it is under intensive research in data mining community. However, what is
actually very specific for this claim is the novel additional problem associated with big

6 V. Gorodetsky



data arisen in this application: efficient real-time retrieval of very long symbolic
sequences of extra-high dimensions.

The third example of big data associated tasks concerns, e.g., with social networks
analysis and its further specification in terms of viral marketing.2 Observations proved
that people usually trust more to information received from their friends, familiars and
relatives than to information received from anonymous sources like advertisements.
Therefore, social network-based advertizing information propagation that takes into
account this fact, for instance, might be very productive and cheap. However, practice
proved that information propagation speed critically depends on the nodes selected for
information injection. This type of advertizing is called “viral marketing”.

The task intended to search for a set of (social) network nodes providing the
quickest information propagation is an example of network-based big data problem.
What is worth to note is that viral marketing task found out a prototype of many other
important applications based on processing of big data. One of them is social network-
based management of opinion poll. Other one is an operation in cyber space intended to
propagate computer worms/network viruses. The dual tasks are important too. The
examples of such tasks are optimal strategy of computer network defense against
worm/virus propagation through specific distribution of the defensive software over the
network nodes, allocations of vaccination points to optimally prevent epidemics
propagation, etc. In all these and formally equal network-based tasks, a great deal of
VVV–data should be processed.

The presented examples explicitly demonstrate how diverse the big data sets are,
how critical big data-driven applications can be, how challenging the big data pro-
cessing, e.g. data mining and machine learning for predictive analytics, is, and how
valuable the big data processing results are. These factors are the driving forces of the
current intensive research, developments and expectations in the Big Data approaches,
models and algorithms.

3 Big Data Technology State-of-the-Art and Examples
of Success Stories

The main objective of big data analysis how the majority of experts formulates it is to
predict future observations, states of systems, outputs of models, etc. However, at
present, these tasks are solved, for big data, in a degree that is far from the best one. Let
us analyze the practical strength of the existing methods, technologies and computer
infrastructures that are used, at present, for big data processing.

It is well recognized that IBM computer infrastructure is the doubtless leader,
among available hardware means, as well as Hadoop software platform that plays the
same role among software infrastructures, for big data processing. Indeed, significant
part of successful applications, in the area of big data processing, has been imple-
mented via exploiting these hardware and software.

2 This application is used only to explain the essence of the big data analysis tasks arisen in social
networks.
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Apache Hadoop is a Java-based software platform aimed at design and imple-
mentation of distributed big data management and processing. It is built based on
MapReduce program model, uses open source software library and includes own file
system, Hadoop Distributed File System (HDFS). It provides for quick access to large-
scale data stored at several computers in redundant mode. The data redundancy is used
to provide for data processing systems with fault tolerance and availability of data for
parallel processing. Parallel mode of data storage provides also with quick data access
though system input-output capacity is limited. Every computer of computing infra-
structure, in HDFS, is called DataNode. The size of data block stored in HDFS is big
enough – it is of 64 Mб that makes smaller the total size of meta–data. HDFS system
provides with high speed of reading for data stored in sequential mode on hard disks.
The meta–data comprising file names and storage addresses may be modified by
multiple clients and therefore needs for permanent synchronization. To provide for
quick access to meta–data, the latter are stored on the single computer called Na-
meNode. To get access to a file and to process it, a client connects with NameNode,
retrieves the file list and their addresses on corresponding DataNodes and then reads
the target file, by blocks, directly from DataNodes.

MapReduce is a program model of large scale data parallel processing. It imple-
ments traditional divide and conquer approach, while dividing the data into parts with
the subsequent parallel processing of them on different processors and fusion of the
processing results. MapReduce software is responsible for correct implementation and
execution of these functions.

It is important to emphasize that Apache Hadoop is a tool providing for reading of
big data composed of components of various structures and for data preprocessing to
prepare them for the subsequent analysis. It other words, Apache Hadoop is not a tool
for big data analysis. It is a software tool for big data preprocessing. However, a lot of
publications identify big data preprocessing and big data analysis itself.

What concerns with big data analysis software it is produced by traditional players
on this market those are IBM, Oracle and like. For example, IBM is the developer of
such widespread software tools as InfoSphere BigInsights, BigSheets, InfoSphere
Streams, etc. InfoSphere BigInsights is a toolkit of analytical means intended to operate
with the large scale structured and unstructured data arrays including complex text data.
IBM BigSheets, the other software tool of IBM for big data analysis, is designed to
implement a number of functions intended for increasing the computer performance,
providing for security and supporting for data administration. InfoSphere Streams
software tool is destined for extraction from data the streaming patterns meeting pre-
defined templates. It is capable to work with data streams lasting from several minutes
to several hours while providing for real time collection of target patterns. InfoSphere
Streams can fuse the streams and form new data sets from several data streams. These
and some other software tools used at present for big data analysis are described in
[14–17] in more details.

To understand the real capabilities and power of the existing software tools
available for big data processing, some representatives of big data–driven applications
developed recently and evaluated, by IBM, as success stories are described below.
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1. Managing the environmental impact on rivers by processing of streaming infor-
mation (Beacon Institute, Clarkson University and IBM [14]). This is real-time
systems for rivers and estuaries intended for continuous monitoring of physical,
chemical and biological data from many points in New York’s Hudson, Mohawk
and St. Lawrence rivers by means of an integrated network of sensors and robotics,
as well as by means of mobile human monitoring. A networked array of sensors
provides for the data necessary to estimate the local spatial values of many attri-
butes, e.g. temperature, pressure, salinity, turbidity, dissolved oxygen and other
basic water chemistry parameters. The sensor-based and other information is
transmitted in real time to the system storage. The data processing objective is to
understand interactions between river ecosystem, local population and environment.
The ultimate objective is resource management to respond to chemical, physical and
biological alterations of water [14].

The data processing is performed by IBM®InfoSphere®Streams software system
providing for data collection, data analysis as well as visualization of chemical com-
ponents movement. It also monitors the water quality and provides for fish population
protection during its migration. In general words, the system helps to scientists to better
understanding of interactions inside heterogeneous environment. Let us note that,
although the aforementioned system actually processes big data and solves the
important and practically useful task and subtasks, it does not provide for predictive
data analytics formulated as basic task of big data analytics.

2. Analysis of real-time data streams to identify traffic patterns (KTH-Royal Institute
of Technology, Sweden [14]). The system is designed for real-time analysis of road
traffic in a big city through on-line gathering of multiple data sources including GPS
from large numbers of vehicles, radar sensors on motorways, congestion charging,
weather, etc. Its objective is to better manage traffic through integration and analysis
of the available data mentioned above. The system supports for identification of the
current road traffic conditions, estimation of time needed to travel from one point of
the city to the other one and is capable to propose alternative routes for road traffic.
The basic analytical software used in this system includes IBM® InfoSphere™
Streams, IBM System Storage® DS3400 and is deployed on an IBM Blade Center
infrastructure.

3. TerraEchos@IBM [14]. It is the surveillance sensor system intended to detect,
classify, locate and track potential threats (both mechanical and biological; above
and below ground) to secure perimeters of the border areas. The application is
deployed to protect Engineering national laboratory of nuclear and energy research
of the U.S. Department of Energy from natural disaster and terrorism. It continu-
ously measures and analyzes real-time information associated with motion of
humans, animals and the atmosphere (wind, for instance). Gathering and processing
of the information is performed simultaneously. The system is developed and
implemented on the basis of TerraEchos Adelos S4 System (formerly designed for
US Navy purposes to analyze the streaming audio information generated by a lot of
acoustic sensors), IBM InfoSphere Streams software and IBM BladeCenter com-
puter infrastructure.
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Information about several other successful big data – driven applications developed
based on Apache Hadoop and IBM software and deployed using IBM computer
infrastructures can be found in [14].

However, all described successful stories of big data-driven applications as well as
most of others developed to the present days possess limited capabilities. In what
concerns with the data analytics they “reinvent wheels” developed in previous decade
and, in fact, implement limited data analytics, e.g. analytics corresponding to the OLAP
technology developed more than decade ago. It is too few successes in big data pre-
dictive analytics, so far. The matured achievements in the area of intelligent data
analytics for the moderately–sized data scale are much more powerful. The main
obstacles are posed by several problems of algorithmic nature caused by some negative
effects peculiar to statistical processing of big data analyzed in the next section.

4 Big Data Problems and Challenges: Statistical View

The practical limitations of intelligent big data analytics are caused by several exper-
imentally discovered effects appearing with classical statistical methods and algorithms
intended for association and correlation analysis. These effects make it impossible to
use the classical statistical dependency discovery methods, in big data case. Of cause,
the main reason of appearance of these effects is the huge dimensionality of big data
attribute space that can achieve decades of thousands and even millions. One of the
peculiarities of big data is that their dimensionality can be much more than data size
(the number of data set instances) and this data property implies the most difficult
situations for data dependency analysis exploiting statistical methods and algorithms.
Let us recall that search for dependencies among attributes of big data to specify a
model of object or process is the key task of intelligent data analysis.

In was stated earlier, in this paper that, among the attributes presenting data, a
specific role belongs to the so-called target attributes (variables). These attributes can
correspond to quality factors (quality indices) to be optimized, to labels of classes of an
object states or system situations, or to some other types of variables of high interests.
Assessment or prediction of such variable values is usually a focus problem of big data
processing. In general, these assessment/prediction needs are realized via building of
approximate formal models of the target variables. In this modeling, the most difficult
problem is to select the model variables from huge set of them. Theoretically, this task
is of exponential complexity, and if the total dimension of big data attributes corre-
sponds to hundreds of thousands, than it is difficult to solve it not only due to com-
putational complexity. However, even if the unlimited computational resources were
available there would be no guarantee that the task could be successfully solved using
well-developed statistical methods and algorithms.3 Classical statistical methods and
algorithms, as a rule, fail for such data dimensionalities due to some specific compu-
tational effects peculiar to high dimensional statistical data processing.

3 Unfortunately, there are many industrial practitioners who still trust that unlimited computing
resources are capable to cope with any big data-related problem.
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A comprehensive analysis of these effects is done in [6]. Let us outline some critical of
them while following the latter publication.

Indeed, attribute values results from sensor-based measurements and, therefore,
inevitably contain errors. If the total number of model variables involved into statistical
processing is huge the computational errors are accumulated and begin to remarkably
dominate over the desired signal thus leading to invalid results. Especially catastrophic
consequences occur if computations include matrix inversion, correlation analysis,
search for eigenvalues and eigenvectors, etc. What is important that traditional regu-
larization methods do not work, in such cases, as a rule.

This very negative effect called error accumulation is impressively demonstrated in
[6] using classification task as an example. It considers binary classification problem
using two training data samples of size n = 100 and dimension d = 1000 having
Gaussian distributions, i.e. X1; . . .;Xn �Ndðl1; IdÞ and Y1; . . .; Yn �Ndðl2; IdÞ; where
Id – the unity covariance matrix of dimension d selected as the same for both data sets.
In the first class, all the feature vector mathematical expectation components are set
zero, i.e. l1 ¼ 0. In contrast, the first 10 components of the same feature vector l2 of
the second class are set nonzero with value 3 whereas the rest of them are also set zero.
It was assumed that classification rule is determined, in some way, in two-dimensional
space, which axes correspond to first two principal components of the best m-dimen-
sional feature space. In other words, each data set instance of the first and the second
classes is presented by a point in this two dimensional space and the coordinates of
every point are equal to the projections of the instance features vector onto the above
mentioned principal components.

The authors of [6] investigated the error accumulation effect as a function of the
feature vector dimension, i.e. as a function of m for m = 2, m = 40, m = 200 and
m = 1000, whereas the total number n of the instances in both data sets is equal to 100.
The results of this investigation showed that for m = 2 the instances of different classes
are discerned well and linear classification rule should provide for high quality per-
formance. If m = 40 the classes discernibility is much worse, and what is important is
that the larger m, the more severe the noise accumulation influence is. For example, if
m = 200 and m = 1000 the error accumulated remarkably dominates the useful signal
and the classes cannot be discriminated within the selected two-dimensional space. The
authors of [6] indicate that low discriminative power results from the existence of many
weak features, which increase noise accumulation while not reducing the classification
error. In particular, the authors discovered that first 10 features contribute to the
classifications power whereas the rest of them do not.

This fact reflects a common property of big data-driven modeling of target vari-
ables. For example, [6] refers to [8] and [13] discovered that, due to noise accumu-
lation, “conventional classification rules using all features perform no better than
random guess”.

However, variable selection that is challenging in any data-driven modeling
becomes much more challenging for big data case also due to several other negative
effects specifically peculiar to big data statistical processing. These effects are spurious
correlation, incidental endorgeneity, heterogeneity, and measurement errors [6]. Let us
outline the natures of spurious correlation and incidental endorgeneity while referring
to the source [6] for understanding of the other effects.
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Spurious correlation is an effect of appearance of spurious sample-based correlation
between theoretically independent variables. In [6], this effect is illustrated using

computation of sample-based correlation coefficients of independent variables X ¼
½x1; . . .; xd�

T

having Gaussian distribution Nð0; IdÞ, where Id is unity covariance matrix
of dimension d. Experimental analysis of distributions (histograms) for maximal values
of sample-based correlation coefficient r̂

r̂ ¼ max
j[ 1

fcorrðx1; xjÞ; ð1Þ

of variable x1 with all other variables of vector X exhibits existence of dependencies
between theoretically independent variables [6]. The experiments were provided for the
data sample of size n = 60 for two values of dimensionality d that are 800 и 6400. The
correlation coefficient distributions (histograms) were built based on a constant size that
is 1000 instances. These experiments proved that the most part of them exhibits strong
sample correlations. It is worth to mention that the relative part of such variables as
well as the module of the averaged correlation coefficient values increase if the data
dimension increases, according to the experiments for dimensionalities 800 и 6400.4

Spurious correlation effect is dangerous since it misleads knowledge engineer who
builds the target variable models since it results in false scientific conclusions leading
to selection of unrelated variables as potential causes of these or those target variables.
A simple illustration is done by traditional liner observation model [6]:

Y ¼ XT Aþ b; where: ð2Þ

– Y 2 Rn – the vector of the observable values of target variable y in n experiments;
YT ¼ ½y1; . . .; yn� – vector of observation;

– X ¼ ½x1; . . .; xd �T 2 Rd – the vector of the model variables, which values in n
experiments are known (assigned or measured);

– X 2 Rn�d– the matrix composed of n instances XðkÞ ¼ ½xðkÞ1 ; . . .; xðkÞd �T 2 Rd of X;
– A – the vector of coefficients of the linear model of the target variable y.
– b – the vector of additive noise with independent components having Gaussian

distribution of the components and correlation matrix VarðbÞ ¼ r2In.

In practice, the model dimension d (the number of model variables and the number
of coefficients under search) is to be minimized in order to reduce the linear estimation
task, to make the resulting model semantically interpretable and, what is the most
important, to decrease the influence of error accumulation effect. However, model
dimension reduction is computationally hard, and it is subjected to spurious correlation
effect, in big data case. One of the approaches to avoid selection of unrelated variables
is use of causal analysis that is accentuated in many papers, e.g., in [1, 6].

4 See [6] for impressive graphical illustrations of the error accumulation and the spurious correlation
effects.
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In addition to false modeling, spurious correlation can lead to false statistical
inference. In particular, it is shown in [7] that if a model contains too many unrelated
variables erroneously selected due to spurious correlation effect then estimations of the
model coefficient dispersions r2 find out too reduced, as a rule. This can lead to the
false conclusions with regard to the statistical significance of the model coefficients
selected.

One more specific effect resulting from big data dimensionality called incidental
endorgeneity is caused by the arising of statistical dependency between noise and
model variables. If to refer to the model

y ¼
Xd

j¼1
ajxj þ b ð3Þ

built through resolving of the linear observation model (2) then incidental endorgeneity
corresponds to the existence of the correlations between noise b and components of
attribute vector X. The majority of existing statistical estimation models assumes the
independence of the noise b and the variables composing the vector X. It is important to
note that, in contrast with the spurious correlations, incidental endorgeneity concerns
with really existing correlations. [6] refers to the two causes of this effect, in big data case:

1. If the total number of variables is numerous then the probability of existence of real
dependencies between noise and some model variables is high.

2. Data can be obtained from many sources with various accuracy and biases and,
therefore, some dependencies in question can result from data fusion procedures.

However, this problem is weakly investigated so far [6].
Other big data-specific challenging effects exist too. They require reconsidering

approaches to and algorithms for solution of the tasks of big data statistical analysis.
According to [6], the main attention should be paid to adaptive and more robust data
processing algorithms using various types of heuristics, e.g.:

– use of any reasonable measures to reduce the dimensionality of data under
processing;

– use of grounded approaches to filter the set of data attributes forming the data-
driven target variable modeling.

Some approaches intended to cope with the big data challenges concerning with
variable choice, data and task dimensionality reduction are described in the next
section.

5 Big Data Analytics: Selected Approaches and Algorithms

5.1 Data Model and Ontology Role

The same big data set can be exploited for solving multiple big data-driven applications
aiming, as a rule, at prediction of a number of target variables specific for each par-
ticular application. Thus, one of the typical and most important tasks of the big data
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analysis is reduced to the data-driven modeling of several target variables, and,
therefore, big data representation should support multiple modeling of big data.

In this respect, an important role, for data representation, belongs to ontology,
according to the modern point of view. Ontology-based big data model provides, for
data-driven target variables modeling, with clear semantic interpretation of the model
variables, enriches available data with expert knowledge and simplify solution of data
and information fusion if data are distributed over multiple heterogeneous sources.
Other important advantages of using ontology-based approach to big data (predictive)
analysis exist too.

However, manual design of ontology for big data is a labor–intensive and
error–prone problem: it is unreal to develop interval ontology for data set of huge
dimensionality containing thousand of concepts while preserving feasibility of time
spent, ontology correctness and consistency. It is especially hard to discover and
specify ontology concept categorization, in manual mode. Fortunately, recently a
number of approaches and means for supporting for automated ontology design have
been proposed [2]. Among them, Wikipedia damp–based categorization or use of
Linked Data web [4] can significantly reduce the manual efforts needed for hierarchical
structuring of the ontology concepts. These approaches to ontology design automation
attract the increasing interest of the knowledge engineers and look as most promising.

The author’s experience proved [9] that, in many cases, enriching data only with
ontology concept hierarchy allows for simpler detection of the redundant attributes (as
a rule they correspond to the lower level concepts) thus decreasing the dimensionality
of target variable modeling task. Ontology concept hierarchy positively contributes to
reduction of the data attribute aggregation task (see Sect. 5.3). Currently, the ontology
design automation is a problem of intensive research, in intelligent information tech-
nology scope and Big data problems is one of the serious motivations, for this.

5.2 Big Data Size and Dimensionality Reduction

The basic paradigm of big data processing is minimization of dimensionality of data
involved into processing at each step of general processing technology. The methods
realizing this paradigm can be divided into four groups:

1. Approaches based on decomposition of the whole set of data instances into blocks
of reasonable sizes, processing these groups separately and then fusion/assembling
the results, in some way. Sampling, e.g. random sampling, is another approach of
processed data size reduction. Instead of processing the whole data set instances,
one can select, at random, for example, a subset of data instances and infer the target
statistics based on the latter. The natural requirement to sample-based data size
reduction is preserving statistical significance of the target sample-based estima-
tions. Let us note that Apache Hadoop software implements this strategy of pro-
cessed data size reduction.

2. Data dimensionality reduction approaches that divide the data attribute space into
several subspaces of reasonable dimensions, perform the required processing of the
data of less dimensionality in parallel or sequentially and fuse or assemble the
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results, in some way. In general case, these approaches assume to involve in the
processing the whole attributes. Again, Apache Hadoop is a software tool sup-
porting for approaches of this type.

3. Filtering the whole set of attributes in order to select an attribute subspace to solve
the target task in the subspace of reduced dimensionality. To decrease the processing
space dimensionality, some rules, heuristics or on other intuition are used. One of
such approaches specifically developed for big data case is considered below.

4. Transformation of data attributes to more aggregated granularity. This type of
approaches intends to reduce the cardinalities of domains of all attributes or its
subset, thus decreasing the total search space cardinality. One of such aggregation-
based dimensionality reduction approach is described below. It substitutes the source
domains of the attributes with several statements about its properties. An additional
advantage of such approach is that heterogeneous space of attributes (source vari-
ables) is transformed to the homogeneous attribute space, and what is not less
important is that that final homogeneous space of the big data attributes is Boolean.

Two approaches implementing the third and the fourth types of the aforementioned
approaches are considered below in Subsects. 5.3 and 5.4, respectively.

5.3 Data Attribute Aggregation

Transformation of data attributes to more aggregated granularity is an approach aimed
to reduce big data dimensionality In this section, a simple but productive and efficient
algorithm to big data feature (attribute) aggregation is described. Its additional
advantage is that it provides, for final data space representation, with the homogeneity
independently of the measurement scales of the source data dimensions. It was pro-
posed in [11] and, to present days, it is experimentally validated on the basis of various
applications.

Let us assume that data model is represented it terms of domain ontology and every
variable mentioned below is presented in terms of ontology notions and/or notion
attributes and, therefore, well semantically interpretable in domain context. These
features can be heterogeneous with regard to their measurement scales.

The aggregation algorithm idea is explained below by the example of classification
task. Let X ¼ fx1; x2; . . .xng be a set of data variables and n be the variable set
dimensionality that can be huge, in case of big data. Let Xi be the domain of the
attribute xi; i:e: xi 2 Xi; and X ¼ X1 � X2 � . . .� Xn. It is also assumed that each
domain Xi is discrete and of finite cardinality. Additionally, every instance of data
sample corresponds to an object presented X 2 X that is mapped a class label
xk 2 X ¼ x1;x2; . . .;xmf g.

The basic idea of aggregation is that every attribute xi is considered as a one–feature
classifier as follows, for example:

if Fðxi 2 XðkÞ
i Þ then xk ð4Þ
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where Fðxi 2 XðkÞ
i Þ is an unary predicate and XðkÞ

i � Xk . On the other hand, every

classifier can be interpreted as a feature, e.g. Fðxi 2 XðkÞ
i Þ can be interpreted as an

aggregated feature of a new feature space. Of course, the discrimination power of such
feature, in general case, is questionable. It depends on the selected feature xi and on the

selected domain XðkÞ
i , for given xk . To search for useful aggregates, a metrics of

aggregate usefulness should be correctly selected. One of such metrics is described
below.

Thus, feature aggregation task can be formulated as follows:

For all i 2 1; 2. . .; nf g and xk 2 X to find XðkÞ
i such that

Pðxk=xi 2 XðkÞ
i Þ[P xv=xi 2ð Þ þ D; for all xv 6¼ xk; ð5Þ

where D is a positive threshold 0\D\1; Pðxk=xi 2 XðkÞ
i Þ and Pðxv=xi 2 XðkÞ

i Þ are the
values of conditional probabilities of the class xk and xv if the predicates Fðxi 2 XðkÞ

i Þ
and Fðxi 2 Xðv

i Þ take the value true, respectively. Of course, some of XðkÞ
i ,

i 2 f1; 2; . . .; ng; k 2 f1; 2; . . .;mg, can by empty, i.e. XðkÞ
i 2 ;f g.

Thus, each domain XðkÞ
i is such that it contains those values of the variable (feature)

xi � Xi that occurs more frequently with the object instances of the class xk than with
the object instances of any other classes xv 6¼ xk. In other words, for each particular

feature xi the rule “if XðkÞ
i � Xi then xk”, k 2 1; . . .;m; is capable to recognize the

objects of the class xk with the probability Pðxk=xi 2 XðkÞ
i Þ[ dk;) and this probability

is larger than the corresponding probabilities Pðxv=xi 2 XðkÞ
i Þ for any other classes

xv 6¼ xk . Since each Xi is discrete and of finite cardinality, the search for domain XðkÞ
i

can be done through enumeration of the domain Xi for i 2 1; . . .; n.

The result of the aggregation procedure is the set of predicates FðkÞ
i ¼ Fðxi 2 XðkÞ

i Þ
with the given truth domains XðkÞ

i marked by the index of the class xk and assigned
sample-based conditional probabilities.

The next step of feature space reduction is feature filtering procedure. It consists in
detection of the so called good aggregates. Slightly re-formulating the Condorcet

theorem [5], it is said that an aggregate FðkÞ
i is “good” if accuracy of the classification

rule (4) is strictly more than 0.5. Otherwise an aggregate is bad. Let us remind that
classification rule accuracy is computed as follows:

Acc½if Fðxi 2 XðkÞ
i Þ then xk� ¼ Pðxk=F

ðkÞ
i Þ þ Pð�xk=:FðkÞ

i Þ ð6Þ

Thus, the filtering procedure aims at detection of good aggregates and deletion of
the bad ones. The latter is done in two steps. At the first filtering step, each aggregate
found according to condition (5) is used to build one-feature Naïve Bayesian classifier
(4) and its data sample-based testing in order to compute contingency matrices diagonal
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probabilities Pðxk=F
ðkÞ
i Þ and Pð�xk=:FðkÞ

i Þ5 with the subsequent filtering them
according to the following rule:

if Pðxk=F
ðkÞ
i Þ þ Pð�xk=:FðkÞ

i Þ[ 0:5 then the aggregate FðkÞ
i is preserved;

otherwise it is filtered
ð7Þ

The result of this step is the set of “good” aggregates that can also be considered as
“good” classifiers, according to the Condorcet theorem.

Figure 1 illustrates the essence of the search for aggregates FðkÞ
i ¼ Fðxi 2 XðkÞ

i Þ.
Let us summarize the properties of the described feature aggregation and filtering

approach, its advantages and applicability to big data case.

1. It uses natural measure for estimation of the discriminative power of a single-feature

subspace: conditional probability of class xk subject to xi 2 XðkÞ
i .

2. The aggregated feature space possesses very valuable property: It is homogeneous
independently of the heterogeneity of the source feature space. Moreover, all the
aggregated features are Boolean and presented in the form of unary predicates

Fðxi 2 XðkÞ
i Þ. Let us note that frequently used variants of reducing heterogeneous

feature space to Boolean one consider propositions but not predicates. It can be
shown that this variant of aggregated feature space is capable to prevent error
accumulation and spurious correlation effects peculiar to the classical statistical
algorithms as applied to big data. The reason of this advantage is that reduction of

Fig. 1. Aggregation in two-dimensional feature space for data instances of classes marked as

. Aggregated feature list: Xð�Þ
1 ¼ fxð1Þ3 g; XðþÞ

1 ¼ fxð1Þ3 g; XðoÞ
1 ¼ fxð1Þ2 ; xð1Þ4 g; Xð�Þ

2 ¼
fxð2Þ5 g; XðþÞ

2 ¼ fxð2Þ3 ; xð4Þ4 g; XðoÞ
2 ¼ f;g:

5 At this step, the testing procedure has to be applied only for data subset assigned label �xk.
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feature space does not use operations with correlation matrices and operates with
integers.

3. For each class xk 2 X; specific feature space is built, i.e. class – specific classifi-
cation rules use different features. This property is novel that distinguishes the
proposed approach from other existing ones.

4. The aggregated features are presented in terms of application ontology and therefore
are well interpretable.

5. The procedure computing the aggregates XðkÞ
i presented in the formula (5) is of

complexity Oðni � mÞ where ni is the cardinality of the domain Xi and m is the

total number of classes. It is worth to note that the described XðkÞ
i domain search

algorithm is well suited for Hadoop–based parallel technology.

Let us also note that any other classification model could be exploited instead of
Naïve Bayes to estimate the discriminative power of the aggregated features and
therefore the approach is potentially improvable, through this possibility. One more

potential improvement is search for binary predicates Fðxi 2 XðkÞ
i ; xj 2 XðkÞ

j Þ instead of
unary ones. An algorithm computing two dimensional informative subspaces was, e.g.,
proposed in [24].

Figure 1 illustrates the aggregation algorithm by an artificial toy example. In fact,

this figure is self-explanatory. It graphically demonstrates how XðkÞ
i are aggregated,

where are the class labels and the feature set is {X1, X2}.

5.4 Causal Analysis of Aggregates

The rules (4) built based on the results of feature aggregation and filtering are asso-
ciation classification rules. It is theoretically proved. in e.g. [1, 23], that among asso-
ciations (4) the most interesting are such of them which present causal dependencies
[1]. The researchers in Big Data area also state that causal analysis of big data is a way
to improve design of data–driven target variable models [6].

However, in general case, efficient detection of causal dependencies among asso-
ciation ones using formal procedures is a challenging problem. Classical approaches
based on Bayesian network [21] and Causal Bayesian networks [22] define causal
dependencies in terms of Markov blanket. Markov blanket for a variable (a node of
Bayesian Network) is the set of the node “parents”, “children” and “other parents” of
the node “children”. To discover causal dependencies between variables using data
sample, it is necessary to learn for Causal Bayesian Network, but this task is com-
putationally hard. The existing software developed for Bayesian network learning is
capable to cope with the data sample of small dimensions, e.g. for a couple of decades
or close. Therefore, Bayesian network model cannot be considered as a means to detect
causal dependencies in big data which dimensionalities are of more that decades of
thousands.6 Since the middle of 1990-th, this challenge has motivated the search for

6 Practically, causal analysis based on Bayesian network model can be used for data dimensionalities
of no more than 20.
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alternative approaches to causality analysis. The basic idea is to build a numerical
metrics measuring the “strength” of causal dependency between a pair of variables, see
[23, 19], for instance. Such metrics are called causal–associative ones.

One of such metrics was proposed in [11] and then in [10]. It assumes that each
variable of data sample is Boolean and modeled as a random event. The proposed
metrics estimates the strength of causality between random events A and B in the
following form:

RðA;BÞ ¼ PðB=AÞ � PðB=�AÞ ð8Þ

The metrics RðA;BÞ computed for a pair of random events A and B is known, in
probability theory, as regression coefficient of the random event A on random event B.
In formula (6) the first term corresponds to the conditional probability of the random
event B if the random event A has occurred, whereas the second term corresponds to the
conditional probability of the same event if the random event A has not occurred.
Conceptually, this metrics reflects adequately what causal dependency, from human
viewpoint, is. It also meets the formal requirements to a causal metrics: it has to be
(a) non–commutative, RðA;BÞ 6¼ RðB;AÞ, in general case, (b) RðA;BÞ 2 ½�1;þ1�,
(c) RðA;BÞ ¼ 0 for causally independent random events and (d) it achieves maximum
of its module when the random events are functionally dependent.

The value of causal metrics RðA;BÞ can also be computed in terms of unconditional
sample-based probabilities:

RðA; BÞ ¼ PðA;BÞ � PðAÞPðBÞ
PðAÞ½1� PðAÞ� : ð9Þ

If to return to the classification task exemplifying the attribute aggregation proce-
dure (Sect. 5.3) and to use the denotations introduced there then metrics of causal

dependency between an aggregated feature Fðxi 2 XðkÞ
i Þ and class label xk 2 X can

be computed as follows:

RðFðxi 2 XðkÞ
i Þ;xk Þ ¼ Pðxk=Fðxi 2 XðkÞ

i Þ Þ � Pðxk =�Fðxi 2 XðkÞ
i ÞÞ for all i and k;

ð10Þ

or, in terms of unconditional probabilities,

RðFðxi 2 XðkÞ
i Þ;xk Þ ¼ PðFðxi 2 XðkÞ

i Þ;xkÞ � PðFðxi 2 XðkÞ
i ÞÞ � PðxkÞ

PðFðxi 2 XðkÞ
i ÞÞ � ½1� PðFðxi 2 XðkÞ

i ÞÞ�
for all i and k:

ð11Þ

The causality metrics considered above determines the strength of the causal

dependency between an aggregated data concept/attribute Fðxi 2 XðkÞ
i Þ and the target

variable xk . This metrics can be used for second step threshold-based filtering of the
aggregates found at previous step:
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RðFðxi 2 XðkÞ
i Þ;xk Þ

���
���	 dðkÞmin for all i and k ð12Þ

The aggregates meeting the condition (11) can be used further as the premises of
the classification rules in the form

If RðFðxi 2 XðkÞ
i Þ;xk Þ	 dðkÞmin then Fðxi 2 XðkÞ

i Þ ! xk ; ð13Þ

or as the arguments of the model of the target variables of other types.
The results of experimental validation of the metrics (7) in the form (10) or (11) can

be found in [10, 11], for example.

5.5 Further Minimization of Target Variable Model Dimensionality

Causal analysis described above is aimed to discover a set of one-literal causes of target
variables. The selected causes that are data ontology attributes/concepts can be
dependent, in their turn, and such dependencies can be, in some cases, strong enough.
On the one hand, this fact argues that the set of causes can be redundant and, therefore,
further reduced. On the other hand, the existence of strong dependencies among causes
can mislead the designer of the target variable model. An example below demonstrates
such mislead.

Let us again consider the case of classification when the target variable corresponds
to a class label, and the set of the target variable causes can by clustered into subsets of
strongly dependent ones. Let the classifier designer intends to use voting model.
In such case, he/she cannot use traditional schemes of voting, instead, he/she can use
cluster-based voting, i.e. assign one vote to each cluster, but not to each member of the
clusters, as in usual scheme. Indeed, it is most probable that all the rules like (12) of
each cluster of strongly correlated causes will vote evenly. Therefore, it is reasonable to
take into account one vote of each cluster.

In the multiple classifier scope, this problem is well known as classifier diversity
one [12, 18]. In the existing literature, several heuristic approaches are proposed to
cope with this problem. The aforementioned approach based on clustering of the causes
into the subsets of strongly dependent ones with the subsequent cluster-based voting
can be considered as a theoretically grounded approach. It is currently in progress of
the development and validation. It is an additional source for big data dimensionality
reduction that is highly necessary to cope with big data predictive analytics.

6 Conclusion

The paper considers various aspects of the current value of, challenges and achieve-
ments in the area of intelligent processing of big data. Analysis of the current state-
of-the-art in this area showed that the existing approaches, mathematical methods,
algorithms and software tools are basically not capable to support for rigorous big data
analytics so far, e.g. to support for predictive analytics. A conclusion should rather be
that big data challenges prevail over the productive solutions. The existing literature,

20 V. Gorodetsky



in this area, is mostly tell about numerous challenges and much less about efficient and
effective solutions for fundamental tasks of big data predictive analytics. A well
founded justification of this statement can be found in [6] that analyzes the fundamental
challenges associated with the use of the existing statistical algorithms for big data of
huge dimensionality.

The paper outlines some basic directions and particular approaches and algorithms
that care capable to achieve some progress in resolving the basic challenges of the big
data predictive analytics.
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Abstract. University rankings are rankings of institutions in higher education,
ordered by combinations of factors. Rankings are conducted by various orga-
nizations, such as news media, websites, governments, academics and private
corporations. Due to huge financial and other interests, the rankings of uni-
versities worldwide recently received increasing attention. The rankings are
based on different criteria and collect data in various ways. As a result, there is a
large divergence in the specific rankings of different institutions. In order to
compare rankings so that safe conclusions about their reliability are drawn, data
from the sites of different such ranking lists must be collected. In this paper we
present this first step for university ranking comparison, namely we discuss in
detail how we have developed a Prolog application, called URank, that collects
the data, by (a) extracting them from the various ranking list web sites using web
data extraction techniques, (b) uniquely identifying the University entities
within the above lists by linking them to the DBpedia linked open data set, and
(c) constructing a combined data set by merging the individual ranking list data
sets using their DBpedia URI as a primary key.

Keywords: University rankings �Web data extraction � Entity linking � Linked
open data � Semantic web

1 Introduction and Problem Definition

University/College/Higher Education rankings are rankings of institutions in higher
education, ordered by combinations of factors, such as measures of wealth, research
excellence and/or influence, student choices, eventual success and/or demographics, on
surveys, and others. Rankings are conducted by various organizations, such as news
media, websites, governments, academics and private corporations. Rankings can
evaluate institutions within a single country and/or region, or worldwide. In this paper
we consider worldwide/global university rankings.

Due to huge financial and sometimes political interests, the rankings of universities
worldwide recently received increasing attention. The rankings are based on different
criteria and collect data in various ways. As a result, there is a large divergence
in the specific rankings of different institutions. Therefore, rankings have produced
much debate about their usefulness and accuracy. The expanding diversity in rating
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methodologies and accompanying criticisms of each indicate the lack of consensus in
the field. In order to compare rankings so that safe conclusions about their reliability
are drawn, data from the sites of different such ranking lists must be collected and then
statistically tested [1–4, 9, 10, 19, 21, 22].

In this paper we present the first step needed in order to compare university
rankings, which is data collection. Actually, we have developed a Prolog application,
called URank after “University Ranking”, using SWI-Prolog [24], that (a) extracts data
from the various ranking list web sites, (b) uniquely identifies the University entities
within the above lists, and (c) constructs a combined data set that can be fed to the
statistical comparison test. The actual comparison of rankings is beyond the scope of
this paper; an initial report of a statistical comparative analysis of rankings (based on
the data collection methodology described in this paper) can be found at [2].

Table 1 contains the University ranking lists we have used in this study, performed
during academic year 2012–2013. In order to collect data from all those different ranking
lists/sites several technical challenges exist. First of all is the acquisition of data, which
are published in heterogeneous ways and formats. Usually, there are no downloadable
and/or structured data, which in most cases must be extracted (scrapped) from HTML
pages. To this end, web data extraction tools must be employed [7]. In our case, we have
used DEiXTo [12], a powerful web data extraction tool based on the W3C DOM. It
allows users to create highly accurate “extraction rules” (wrappers) that describe what
pieces of data to scrape from a website. Actually, we have used only the GUI of
DEiXTo, a friendly graphical user interface that is used to manage extraction rules
(build, test, fine-tune, save and modify). Then, we have used the extraction rules built
with DEiXTo GUI for the wrapper component of URank to extract data at run-time.

Data acquisition also “suffers” from the heterogeneity of the schemata of the data
extracted from the various sites. In order to resolve this we have developed a small
OWL ontology that describes ranked universities homogeneously and we have cus-
tomized extraction rules (using Prolog) in order to map the extracted data (sometimes

Table 1. University Ranking Lists used in the paper.

Acronym Full name URL Collected
Universities

ARWU Academic Ranking of
World Universities

www.shanghairanking.com 500/500

Leiden CWTS Leiden Ranking www.leidenranking.com 500/750
QS Quacquarelli Symonds www.topuniversities.com 600/800
THE Times Higher Education www.timeshighereducation.

co.uk
400/400

URAP University Ranking
by Academic
Performance

www.urapcenter.org 750/2000

Webometrics Ranking Web of
Universities

www.webometrics.info 600/*12000
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using tailored transformations) into this common schema. Actually, as a byproduct of
our project, each extracted data set takes the form of RDF data that can be published
into the Linked Open Data (LOD) cloud individually from the rest of the datasets.

The second and third challenges depend on each other. In order to merge different
ranking lists into a single table (third challenge) one has to find a unique identification
key for the Universities along the different ranking lists (second challenge). This is not
a trivial task, since the names used in the different ranking lists are not always the same.
For example, in the ARWU list (Table 1) the Imperial College1 is mentioned as “The
Imperial College of Science, Technology and Medicine”, whereas in the QS list it is
mentioned as “Imperial College London”. In order to find a unique primary key for
each list that can be safely used across datasets in order to merge them together, we
should consider finding a unique immutable identifier for each University entity. We
decided to consider DBpedia,2 a crowd-sourced community effort to extract structured
information from Wikipedia and make this information available on the Web. DBpedia
offers the ability to ask sophisticated queries against Wikipedia and to link the different
data sets on the Web to Wikipedia data. So, linking the entities extracted from the
different ranking datasets to DBpedia could serve two goals: (a) linking the data
extracted in the first step with a very well-known and rich linked open dataset, and
(b) using the DBpedia ID (actually a URI) as a unique primary key across datasets to
enable dataset merging.

Linking entities to DBpedia is not a trivial task either. DBpedia (and Wikipedia)
contain crowd-sourced data, so they not always accurate or complete. For example,
there might cases where a DBpedia entity that represents a University is not classified
correctly under the University or Educational Institution class, but to a class higher in
the hierarchy of the DBpedia ontology (e.g. owl:Thing). Furthermore, there might be
synonym Universities in different places (e.g. Newcastle University3 in the UK, Uni-
versity of Newcastle4 in Australia) or there might be University mergers or splits along
history, whose names still appear for historical reasons in Wikipedia and DBpedia (e.g.
University of Paris5 which split in 1970 into 13 Universities named very similarly some
times as “University of Paris I, II, …”).

In order to resolve all the above issues, general purpose entity linking software,
such as DBpedia Spotlight [14] or SILK [23], cannot possibly have a 100 % accuracy,
simply because domain-specific knowledge on University naming, geographical
reasoning and temporal reasoning (to name a few), must be used additionally to dis-
ambiguate University entities in DBpedia. Even using domain-specific knowledge,
sometimes the official DBpedia dataset does not contain up-to-date information because
Wikipedia articles are constantly being revised, so when some pieces of information
cannot be found at DBPedia, DBpedia Live6 is used. Finally, when neither DBpedia

1 http://www3.imperial.ac.uk/
2 http://dbpedia.org/
3 http://www.ncl.ac.uk/
4 http://www.newcastle.edu.au/
5 http://en.wikipedia.org/wiki/University_of_Paris
6 http://wiki.dbpedia.org/DBpediaLive
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nor DBpedia Live can provide a satisfactory disambiguation for an entity, URank uses
Wikipedia text search (which proved to be better than DBpedia’s text search) and web
extraction techniques to find better candidate entities.

In the rest of the paper, we present the architecture and functionality of the URank
system in Sect. 2, we report on the extensive evaluations we have performed on
URank, and finally we conclude with a critical discussion on the ability to extend
URank to become a general purpose tool, some thought for future work and a small
comparison to relevant systems.

2 URank Architecture and Functionality

The architecture of the URank application is shown in Fig. 1. The main components of
our system are: (a) the Web data extractor or Entity Extractor, that extracts the Uni-
versity entities from the ranking sites, (b) the Entity Linker, that links the extracted
University entities with DBpedia entities, and (c) the Entity Merger, that generates a
single entity for each University by merging the different datasets, using the DBpedia
entity URI as a primary key. In the following subsections we present in detail each of
these components.

2.1 Entity Extractor

The Entity Extractor is the component of URank that acquires needed data from
University ranking sites. The Entity Extractor is driven by users who use the DeiXTo
GUI in order to define site-specific extraction rules for each ranking list web site.
Figure 2 shows an example of using DeiXTo for defining an extraction rule for the

URank
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Entity 
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Entity 
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Fig. 1. URank architecture
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ARWU site. More details about using DeiXTo are beyond the scope of this paper and
can be found at DeiXTo site7 and at reference [12]. What is important to notice is that
the extraction rule (or pattern) defined using DeiXTo is exported in an XML file
(Fig. 3). The contents of this file are fed to the Web data extractor component of URank
which uses the XML, XPath and http libraries of SWI-Prolog to extract the data from
the ranking sites. Although the interpretation of the XML DeiXTo extraction rules by
our wrapper component involves a rather sophisticated algorithm, its detailed presen-
tation is beyond the scope of this paper. For each site the name of the University, its
global rank and its country is collected. Notice that countries are needed for name
disambiguation purposes later, as already discussed in the introduction. Furthermore,
the URL that contains details about the specific University is also extracted, in case the
data transformation component needs to access it for disambiguation purposes.

The extraction rules differ a lot, depending on the site. In the simplest case, such as
ARWU (Table 1), all data are found in a single page. However, there are cases where
data are found in several linked pages, such as Webometrics; therefore, web extraction
must load and scrape several consecutive pages, navigating through a “next”-type link.
In the case of THE list there is no “next” link, so the pages of all the ranges of ranking
must be manually collected and fed to the extractor.

After the extractor completes the task of retrieving every piece of raw data that can
be retrieved from the ranking web sites, site-specific transformations clear and
homogenize the data in order to create the site-specific datasets in RDF. These trans-
formations mostly deal with converting the retrieved country-related data into a proper

Fig. 2. DeiXTo GUI screenshot for defining extraction rule for the ARWU site

7 http://deixto.com/
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country name, common across the different ranking sites. For example, in ARWU the
country information is retrieved as a URL that contains all the Universities of this
specific country contained in the ARWU list.8 In this case, specific string processing
rules retrieve the name of the country. Other sites, such as Webometrics, do not have a
link to country pages/profiles, but they just show the flag of the country, using a short
country code in the image URL.9 In this case, string processing isolates the country
code and a transformation table derived from the ISO 3166 Country Codes standard10

transforms it into a proper country name.
The rest of the site-specific transformations deal with clearance of the University

names, such as removing extra spaces, transforming names from URL to ASCII
encoding, removing trailing numbers from Webometrics entries when Universities
maintain multiple web domains,11 etc. Finally, in the case of Leiden the main ranking
page used to contain abbreviated University names only, while full names could be
found in the detailed pages of the Universities. Therefore, data transformation included
additional web data extraction activities. In the current version of the Leiden ranking
site full University names are included in the main ranking page as tooltips.

After extracted data are cleared and transformed the individual datasets for each
ranking site can be constructed. These datasets are in RDF and can be published in the

Fig. 3. DeiXTo extraction rule for the ARWU site

8 E.g. http://www.shanghairanking.com/World-University-Rankings-2012/USA.html
9 E.g. http://www.webometrics.info/sites/default/files/logos/us.png
10 http://www.iso.org/iso/country_codes.htm
11 http://www.webometrics.info/en/node/36
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LOD cloud. In order to have a common schema for all sites, we have developed a
lightweight University ranking ontology which consists of two classes (Fig. 4): Ran-
kingOrganization and RankedInstitution. The former has six instances, representing the
six ranking list/sites of Table 1 included in this study. The latter will have as many
instances as per University entities extracted from each ranking site. Table 2 presents
the properties for the two classes, while Fig. 5 shows the instance of the RankingIn-
stitution class for the ARWU list. Notice the use of the dc:title property for the name of
the ranking institution and owl:sameAs property for linking our datasets to the LOD
cloud, i.e. the DBpedia entry for the ranking list. Instances for the RankedInstitution
class will be shown later, after the entity linking with DBpedia entries is discussed.

Fig. 4. The University Ranking Ontology and the 6 ranking list instances

Table 2. Properties of the University Ranking Ontology

Property Domain Range

hasURL RankingOrganization xs:anyURI
rankingOrganization RankedInstitution RankingOrganization
rankURL RankedInstitution xs:anyURI
institutionRegion RankedInstitution xs:string
rank RankedInstitution xs:int

Fig. 5. The ARWU instance of RankingOrganization class
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2.2 Entity Linker

Linking our dataset entities to DBpedia is performed as indicated by Algorithm 1,
which is a non-formal high-level description of the main DBpedia matching algorithm.
The algorithm consists of two main loops, for each ranking list and for each University
entry retrieved from each list. Inside the second loop, there are a number of steps to
retrieve matching DBpedia entries using 3 different approaches, explained later.
At each step, if a satisfactory match is found the algorithm terminates immediately and
returns that match for each University. Otherwise, candidate DBpedia matching entries
are collected into a candidate set, scored according to our own scoring function and
then the best scored candidate is returned as a match.
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The “satisfactory match” (CheckMatchFound function in Algorithm 1) for a
DBpedia entry depends on the string distance between the name of the University
extracted from the ranking list and the name of the matching DBpedia University entry.
The distance threshold depends on the step of the algorithm. More specifically, in order
to measure string distance we use the isub/4 built-in function of SWI-Prolog, which is
based on a string metric for ontology alignment [20]. This metric is more appropriate in
our case than the Levenshtein distance metric, since it mainly concerns substring
matching, which is appropriate for matching names of Universities. For example, recall
the case for “Imperial College” from the introductory section. Table 3 shows these
thresholds, which have been experimentally found and are very high to ensure ter-
mination only for almost absolutely certain matches.

The two main methods for retrieving DBpedia entities by matching extracted
University names is (a) DBpedia lookup service12 and (b) OpenLink Virtuoso built-in
SPARQL endpoint, on the DBpedia host instance,13 using a template query derived
from the Faceted Browser, and Search & Find Service.14 For the DBpedia lookup
service the query template is:

Notice that the above query returns results in an XML file, which is parsed using
the same SWI-Prolog libraries as for extracting Universities from HTML files, above.

The query template for DBpedia SPARQL endpoint is as follows:

In the above query, ?u is the URI of the matched DBpedia entry and ?n its name.
The query retrieves the values ?v of all properties ?p of the University and searches

Table 3. Thresholds for satisfactory maching.

Steps Threshold

4, 6 0.98
14 (EducationalInstitution instances) 0.97
14 (owl:Thing instances) 0.99
14 (search Wikipedia via Google) 1.00

12 http://wiki.dbpedia.org/lookup/
13 http://dbpedia.org/sparql
14 http://dbpedia.org/fct/
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them for words contained within the extracted University name (<U.Name.Words>)
using Virtuoso’s built-in bif:contains predicate.

In the above searches, the query class <Class> is EducationalInstitution for steps 4,
6 and owl:Thing for the relaxed search in step 12. Furthermore, the maximum number
of hits <Top-N1> and <Top-N2> are 2 for steps 4, 6 and 4 for the relaxed search in step
12 and they have been established experimentally. Furthermore, in the case of step 12,
at line 3 in the SPARQL query template property ?p becomes rdfs:label; therefore,
search concentrates only on the property that contains the name of the University.
Notice that in step 12, DBpedia is searched using as a keyword the name of a
Wikipedia-retrieved University, not the name of the originally-retrieved University.

During all DBpedia searches (steps 4, 6, 12), the retrieved instances are filtered
according to spatiotemporal domain-specific constraints. Namely, the retrieved
DBpedia University must be located in the same country as the University extracted
from the site and it must also be still operating. The check for the latter is performed by
checking if the property dbpprop:closed exists. Of course, this is not always the case
for all closed/suspended Universities, such as the dbpedia:University_of_Paris, for
example. When such information does not exist, then URank is susceptible to errors,
unless a better match is found.

The check for location/country compatibility is not always easy, since DBpedia
entries stem from Wikipedia articles and sometimes the infoboxes of these articles are
not complete. For example, University DBpedia entries may not have a country-related
property, but only City- or State-related information (USA and Spanish Universities,
mainly). Therefore, spatial inclusion reasoning must be employed in this case, with
additional SPARQL queries to find out in which country a city or State is located, etc.
Furthermore, sometimes there are multiple entries for the same entity in DBpedia,
similarly to Wikipedia. In this case, the original DBpedia search may not retrieve the
entry with the country-related information. In this case redirection links are followed
and the country-related search is repeated. Table 4 summarizes the properties used for
retrieving the country of the University DBpedia entry.

To make things even more difficult, the retrieved country information may not be
exactly the same as the country data extracted from the raking site. For example, the
country information associated with dbpedia:Harvard_University is “U.S.”, while
the country data for this University from the ARWU list is “USA”. So, there is a need

Table 4. DBpedia properties related to Location.

Location Information DBpedia properties

Country dbpedia-owl:country,
dbpprop:country

State dbpedia-owl:state, dbpprop:state
City dbpedia-owl:city, dbpprop:city
Location dbpedia-owl:location,

dbpprop:location
{Redirection to another
instance}

owl:sameAs, dbpedia-owl:
wikiPageRedirects
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to create a compatibility matrix for country names. This can be done only empirically/
experimentally by collecting compatible names for some countries. The majority of
country names though do not have such a synonymy problem. We do not include this
matrix in the paper because some synonyms we came up with are not “politically
correct” and may raise conflicts.

There are a few more subtle domain-dependent filtering criteria that must be taken
into account, such as using Roman or Arabic numbers in University names (e.g.
“University of Montpellier II” vs. “Montpellier 2 University”) or using synonyms for
the word University in other languages (e.g. “University of Freiburg” vs. “Universität
Freiburg”). These are also crucial for achieving a 100 % precision and recall, but are
too detailed heuristics to be presented here.

In case steps 4 and 6 of Algorithm 1 do not retrieve a high match, step 8 uses the
keyword search engine of Wikipedia to retrieve Wikipedia articles as candidates for
alternative (and possibly better) names for the retrieved Universities. For example, the
ARWU list contains the entry “University of Paris Sud (Paris 11)”. This does not return
any result at DBpedia lookup service. Even if the string in parenthesis is stripped,
because for the ARWU list it is considered a synonym (therefore, redundant), the
DBpedia lookup service returns the entry dbpedia:Paris-Sud_11_University, with label
“Paris-Sud 11 University”. The string distance between the two names is 0.93, which is
lower than the thresholds in Table 3. A query to Wikipedia returns as the best result the
page with title “University of Paris-Sud”15, which corresponds to the DBpedia entry
dbpedia:University_of_Paris-Sud, with rdfs:label “University of Paris-Sud”. The string
distance now between the Wikipedia article title and the DBpedia entry label is exactly
1, therefore above the threshold of Table 3.

Of course, things are not simple here either. Wikipedia is asked to return <Top-
N3> articles with Top-N3 found experimentally to be 3 with the following query:

Sometimes Wikipedia just returns the most probable result, when its score exceeds
some threshold. When this happens, the returned page is scraped to extract the article
title and to check whether it involves indeed a University, located in the same country
as the University extracted from the ranking site and still operational, namely using the
same domain-dependent filters as in steps 4, 6. However, in the case of Wikipedia this
is done by scraping the HTML of the returned page, and most specifically, the infobox
and the categories box. For example, see Fig. 6 for an active public University located
in Australia, the University of Sydney16, and Fig. 7 for a suspended University.
Furthermore, general pages such as “Template:…”, “List of Universities in …”,
“Higher education in …”, and similar ones, must be excluded, along with disambig-
uation pages. When a single result page does not exist, Wikipedia returns a list of
results and the above checks are performed for the Top-N3 results.

15 http://en.wikipedia.org/wiki/University_of_Paris-Sud
16 http://sydney.edu.au/
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Finally, if the Wikipedia keyword search does not generate any alternative names
due to all the above restrictions, Google search restricted in the Wikipedia domain is
used as a last resort, using the query below and concentrating on the first result:

After step 8, list Top-N3 contains alternative names/entries for the original Uni-
versity retrieved from the ranking site. These Wikipedia entries should lead to DBpedia
entries, possibly giving better results than the original University name. This is the task
of the loop in steps 10–13. There are 2 ways to map Wikipedia entries to DBpedia
entries. The first one is direct and rewrites the Wikipedia URL to a DBpedia URI:

However, before the DBpedia URI is considered a final match it must be verified
for the same domain-specific restrictions already discussed above for steps 4 and 6.
If the verification step succeeds then this DBpedia entry is added to list Top-N3’ which
contains candidate matching DBpedia entries. If the verification fails, then at step 12,
which is the second way to map a Wikipedia entry to a DBpedia entry, the Wikipedia
article titles are used as alternative University names that lead to new DBpedia searches
with these alternative names, as in steps 4, 6. From this search, new candidate matching
DBpedia entries are retrieved, which are added to list Top-N3’.

Notice that actually step 12 performs two searches (using both search methods):
one strict with EducationalInstitution as the target class and one relaxed with owl:Thing

Fig. 6. Infobox and categories box for the University of Sydney Wikipedia entry (http://en.
wikipedia.org/wiki/University_of_Sydney)

Fig. 7. Infobox for the University of Paris Wikipedia entry (http://en.wikipedia.org/wiki/
University_of_Paris)
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as the target class. The results for the two searches are scored differently, giving higher
score to the stricter search, as it will be discussed later. The reason for this is that step
12 is the last chance of the algorithm to discover a match, so in case the strict match
does not retrieve any DBpedia instances, the result of the relaxed search will cover for
it. Outside the loop, at step 14, list Top-N3’ is checked for immediate results, i.e. results
that give a string distance above the threshold of Table 3.

The last important step of the matching algorithm is the scoring function for the
candidate DBpedia entities collected into set Cand. Recall that entities in this list have
string distances less than the thresholds of Table 3; otherwise, the algorithm would
have stopped and returned a confirmed match. So, the purpose of step 15 is to score
each candidate match using the string distance between the University name of
the DBpedia entry and the name of the University exported from the ranking site or the
alternative name retrieved from Wikipedia articles (in step 8). Furthermore, the scoring
function takes into account (a) the source of the candidate match (original or alternative
name from Wikipedia), (b) the method that the candidate match was obtained (DBpedia
lookup service, SPARQL endpoint, and direct transformation of Wikipedia URL to
DBpedia URI), and (c) if the search was strict or relaxed, concerning the target class.
Table 5 summarizes the score additions that each of the above dimensions adds to the
string distance metric, which is in the range between 0 and 1. For example, when a
candidate match was obtained from the original University name retrieved from the
ranking site using a strict search at the DBpedia lookup service (step 4) and the string
distance of the candidate match from the University name is 0.92, the total score is
1000 + 200 + 10 + 0.92 = 1210.92. On the other hand, if a candidate match is coming
from step 11 (Wikipedia search, direct URL/URI transformation) with a 0.95 string
distance, the total score is 2000 + 200 + 20 + 0.95 = 2220.95. Notice that direct
searches of step 11 and DBpedia searches in steps 4 and 6 are always strict.

From Table 5 it is obvious that when steps 4, 6 fail to produce a confirmed match,
then priority is given to candidate matches coming from Wikipedia retrieved alternative
University names, since Wikipedia keyword search engine is better than DBpedia’s
free text search engine. Furthermore, strict searches are preferred to relaxed searches,
for obvious reasons. Finally, direct URL/URI transformations (valid only in step 11)
are preferred to DBpedia searches (step 13), since the latter may introduce more noise

Table 5. Score additions along various dimensions.

Dimension Value Score addition

Source Original (ranking site) 1000
Wikipedia/Google search 2000

Target class Strict 200
Relaxed 100

Query method DBpedia lookup service 10
SPARQL endpoint 10
Direct URL/URI transformation 20

Collecting University Rankings for Comparison 35



due to free text search. Notice that all these preferences have been experimentally
established and evaluated.

Finally, after Algorithm 1 terminates, the RDF datasets for each ranking site are
generated and saved permanently. Figure 8 shows the RDF code for the “Imperial
College London” entry of the Leiden ranking site dataset. In the future, these datasets
will be uploaded into an RDF triplestore with a public SPARQL endpoint.

2.3 Entity Linker

The Entity Merger component of URank takes as input the datasets of the 6 ranking
sites and produces a single dataset that contains all the Universities with all the
rankings from every ranking site contained in a single entity. For example, the merged
dataset entry for the “Imperial College London” is shown in Fig. 9. The properties for
the merged dataset are slightly different from the individual datasets. Specifically, there
is no country-related information, since the purpose of the merged dataset is to sta-
tistically compare rank positions, and there is no direct link to the RankingOrganization
instance, since each entry is ranked by multiple ranking organizations. Furthermore,
there are 6 new properties, which hold the ranks of the individual ranking sites. All
these are sub-properties of the urank:rank property and are added to the ontology. For
example, in Fig. 9 the Imperial College entity has a urank:rankTHE property for the
THE ranking list, a urank:rankQS property for the QS list, etc. The following piece of
OWL code shows how the urank:rankeTHE property is defined:

The merge of the datasets into a single one is performed with Algorithm 2. For each
RDF graph R that holds the corresponding ranking dataset (step 1) and for each
University instance in this dataset (step 2), a new University instance is created in the
merged dataset graph M and the appropriate property values are copied (step 5). From
the second iteration of the outer loop and onwards, it might be the case that the

Fig. 8. Leiden dataset RDF entry for the “Imperial College London”
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University instance already exists in the merged dataset from previous iterations (step
3). In that case, only the corresponding rank property is copied (step 4).

Notice that the existence check is based on the value of the owl:sameAs property
which is a link to the DBpedia entry for the University, discovered by Algorithm 1. So,
it is important to ensure that all DBpedia URIs for the same University are exactly the
same. Although this seems expected, it is not always the case. Sometimes there exist
many Wikipedia articles for the same topic, which are redirected to a single Wikipedia
page. This is also reflected to the corresponding DBpedia instances. For the same real-
world entity there might be several DBpedia instances that re-direct to (possibly) a
single DBpedia entry through the dbpedia-owl:wikiPageRedirects property. Thus, the
entity linking process (of the previous sub-section) ensures that when a DBpedia URI is
matched to a University name, a pointer-chasing algorithm ends up to the instance at
the end of the chain of the re-direction links.

Sometimes there are more-than-one instances with the above property, i.e. they are
at the end of different paths of the re-direction link sub-graph for the same real-world

Fig. 9. Merged dataset RDF entry for the “Imperial College London”

Collecting University Rankings for Comparison 37



entity. This is checked by a transitive algorithm that follows the re-direction links until
it finds instances that do not re-direct to another instance. In this case, URank selects
the most “informative” one, namely the one with the most triples. Another problematic
case is when this re-direction sub-graph is not acyclic, something that happens rarely
and usually it is temporary until the next DBpedia update. Nevertheless, we catered for
this case as well using a closed set search.

3 Evaluation

In order to evaluate URank, we have performed several experiments. First of all, we
clarify that we have the correct answers (namely the correct DBpedia entries) for all the
ranking sites, so we are able to evaluate and compare the effectiveness of each of the
search mechanisms of Algorithm 1. These correct answers have been obtained man-
ually by first running URank and then checking manually only the entries that did not
have an absolute match (string distance 1.0). Then, we have conducted for each ranking
site experiments turning on and off the following features/mechanisms of URank, in
many combinations:

• DBpedia lookup service
• SPARQL endpoint query
• Domain-specific restrictions
• Wikipedia keyword search

For each experiment we count the correct answers CA (i.e. those entries that the
retrieved URIs coincide with the correct URIs), the incorrect answers IA (i.e. those
entries that the retrieved URIs do not coincide with the correct URIs), and the unan-
swered entriesUA (i.e. the ones that the experiment did not manage to retrieve any URI).
Notice that we assume (and it is true for the experiments we have conducted) that all
Universities do have a Wikipedia /DBpedia entry. From the above measurements we
calculate the precision, recall and F-measure metrics for the queries, using Eqs. (1) – (3),
respectively.

precision ¼ CA
CAþ IA

ð1Þ

recall ¼ CA
CAþ UA

ð2Þ

F ¼ 2 � precision � recall
precisionþ recall

ð3Þ

Our first experiment measures the effectiveness of each query method, namely its
purpose is to compare the DBpedia lookup service against the SPARQL endpoint query
method using the template derived from the Faceted Browser, and Search & Find
Service (see Footnote 14). Notice that the domain-specific restrictions and the Wiki-
pedia keyword search are turned off. Results are shown in Table 6 for the DBpedia
lookup service and Table 7 for the SPARQL endpoint query. Results clearly indicate
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the superiority of the DBpedia lookup service in terms of Precision, for all ranking
sites, and the superiority of the SPARQL endpoint query in terms of recall, for almost
all ranking sites, with the sole exception of URAP. This is due to the fact that the
DBpedia lookup service is stricter than the SPARQL query; therefore, it returns less
results but with a better chance of being correct. The F-measure value is superior for the
DBpedia lookup service, with the exception of QS list.

The same conclusion is evident from Figs. 10, 11 and 12, where a graphical
comparison between the two query methods is presented for the three metrics. Fur-
thermore, in these figures we compare the performance of each of these query methods
alone with their combination, namely we have conducted another set of measurements
where both query methods are used in combination. Results show that precision
is slightly worse, whereas recall and F-measure are better when the two query methods
are combined. This happens because the DBpedia lookup service is stricter concerning
its answers, whereas the SPARQL endpoint query method more relaxed, therefore it
tends to return more answers with lower accuracy, so their combination exhibits the
advantages of both worlds.

Our second experiment measures the effectiveness of the domain-specific restric-
tions. Figure 13 shows results for all the metrics and both query methods, with and
without the domain-specific restrictions. As expected, restrictions increase the preci-
sion, since more restrictions mean more accurate results. The effect is evident for the
SPARQL endpoint query, because there was a lot of room for improvement, while it is
negligible for the DBpedia lookup service, since its precision was already high. The
exact opposite behavior is observed for recall, which is slightly worst for the lookup

Table 6. Measurements for the DBPedia lookup service.

Ranking site CA UA IA Precision Recall F

ARWU 433 60 7 98,41 % 87,83 % 92,82 %
Leiden 472 24 4 99,16 % 95,16 % 97,12 %
QS 512 80 8 98,46 % 86,49 % 92,09 %
THE 382 12 6 98,45 % 96,95 % 97,70 %
URAP 627 112 11 98,28 % 84,84 % 91,07 %
Webometrics 521 65 14 97,38 % 88,91 % 92,95 %
Total/Average 2947 353 50 98,33 % 89,30 % 93,60 %

Table 7. Measurements for the SPARQL endpoint query.

Ranking site CA UA IA Precision Recall F

ARWU 398 25 77 83,79 % 94,09 % 88,64 %
Leiden 429 6 65 86,84 % 98,62 % 92,36 %
QS 520 23 57 90,12 % 95,76 % 92,86 %
THE 356 4 40 89,90 % 98,89 % 94,18 %
URAP 541 123 86 86,28 % 81,48 % 83,81 %
Webometrics 511 20 69 88,10 % 96,23 % 91,99 %
Total/Average 2755 201 394 87,49 % 93,20 % 90,25 %
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Fig. 10. Precision comparison for query methods

Fig. 11. Recall comparison for query methods

Fig. 12. F-measure comparison for query methods
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service, but evidently worse for SPARQL query. This was expected, because more
restricted queries mean fewer results. Overall, F-measure is slightly worse for both
methods. The same behavior is observed for combining the two query methods.

Our last experiment measures the contribution of each of the query methods in
retrieving the correct results. Table 8 shows how many correct results are due to which
query method in the complete URank system. It is evident that the majority of the
correct results are returned by the DBpedia lookup service (step 4), which is queried
first. This choice was justified by the fact that the DBpedia lookup service has better
performance (f-measure) than the SPARQL endpoint query method. The second best
source of correct results is the direct URL/URI transformation (step 11) of the Wiki-
pedia results returned after step 8. Notice that there are very few (actually 4) results that
were returned after with Google search on Wikipedia. Also very few (only 2) are the
correct results returned from step 12, making evident that the use of Wikipedia search

Fig. 13. Effectiveness of the domain-specific restrictions

Table 8. Contribution of each query method to the result.

Ranking site DBpedia
Lookup

SPARQL
endpoint

Wikipedia/Google
Direct URL/URI
transformation

DBpedia
Lookup/
SPARQL

ARWU 418 20 61 1
Leiden 468 9 23 0
QS 485 37 78 0
THE 375 11 14 0
URAP 611 21 118 0
Webometrics 505 33 61 1
TOTAL 2862 131 355 2
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is a very competent complement of the DBpedia lookup service method. Finally, there
are also correct results due to SPARQL endpoint query, but their overall contribution is
very small (< 4 %). Figure 14 visualizes this comparison among methods.

Finally, Fig. 15 shows the contribution of each query method to the result of each of
the experiments reported in this section. In this figure we can also compare the total correct
results found by each of the tested stripped-down versions of URank, compared to the
complete system. It can be concluded that the effect of usingWikipedia keyword search on
top of either DBpedia lookup service or SPARQL endpoint query has almost the same
result as having both of them (combined with Wikipedia). The actual results show a very
small difference (1–5 less correct results, namely* 0.1 %). This finding could be used to
remove one of the steps 4 or 6, to increase the execution speed of URank.

Fig. 14. Contribution of each query method to the result for the complete system

Fig. 15. Contribution of each query method to the result for each experiment
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4 Concluding Discussion and Future Work

In this paper we have presented our effort to extract, link and merge University ranking
datasets as Linked Open Data in the Semantic Web. This is a part of a larger project [2]
that aims to statistically compare different University rankings in order to draw safe
conclusions about their reliability. In order to collect the data found at different Uni-
versity ranking sites, we have developed, presented and evaluated a Prolog application,
called URank, that (a) extracts data (University entities) from the various ranking list
web sites, using the DeiXTo web extraction tool [12], (b) uniquely identifies the
University entities within the above lists, by linking them to the corresponding
DBpedia entities, and (c) constructs a combined data set that can be fed to the statistical
comparison test, by merging the individual ranking datasets based on the discovered
DBpedia link, as a unique primary key.

In order to develop the URank system several challenges had to be met. The first
one has to do with the heterogeneity of the data formats and schemata of the ranking
sites, as well as the different naming schemata for the Universities and the countries
they are located. These challenges were met by (a) customized data extraction rules that
were easily developed using the GUI of the DeiXTo system, (b) site-specific data
transformations that were developed in Prolog, and (c) an ontology we developed for
the individual ranking datasets.

The challenges concerning the unique identification of Universities using DBpedia
required: (a) to use the appropriate querying method with the appropriate list of words
in order to search for matching entities, and (b) to recognize when a correct match has
been found. There are two main querying methods, the DBpedia lookup service and the
SPARQL endpoint that uses a query template derived from the Openlink Virtuoso’s
Search & Find Service of DBpedia. Both have their own advantages and disadvantages
and we decided to use them both complementary. In order to recognize if a correct
match has been found we have used the SWI-Prolog’s built-in string difference metric,
which is tailored to ontology alignment [20] and worked well in our case.

The main problems encountered during the development and testing of URank had
mainly to do with the domain-specific nature of our search and the fact that DBpedia is
a crowd-sourced knowledge base; therefore, neither correct nor complete. In order to
overcome these problems we have developed a few domain-specific filters/restrictions
that the retrieved entities should obey in order to be considered correct matches, on top
of the string distance metric. This increased the precision of the retrieved instances, as
the evaluation phase has shown. However, domain-specific restrictions lowered the
recall rate, namely less correct results were retrieved because the required information
was simply not present in DBpedia entries.

A major boost to recall was given by a second phase that involved searching for the
University name into Wikipedia using either the Wikipedia’s search engine or even
Google. This was needed because the way University names are found and retrieved
from the ranking sites, usually differ a lot from their formal or usual names. This search
provided Wikipedia articles for the Universities where a more suitable University name
(the title of the Wikipedia article) could be found. Wikipedia entries directly correspond
to DBpedia entries through a trivial URL/URI transformation, so in this way better
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matches can be found in the vast majority of cases. Of course, extracting information
from Wikipedia pages involves heuristic (thus error prone) web extraction techniques,
because pages are edited by humans. However, the use of Wikipedia, along with the
other querying methods and restrictions, increased our precision and recall to 100 %.

Finally, a very crucial part of the entity linker is the scoring mechanism for the
various DBpedia entries retrieved using all the above methods. Our scoring mechanism
gives priority to (a) candidate entries retrieved through either the DBpedia lookup
service or a SPARQL endpoint query, with a name that is very close (≥ 98 %) to the
original University name, then to (b) candidate entries retrieved from direct URL/URI
transformations of Wikipedia retrieved entries, and finally to (c) candidate entries
retrieved by the combination of (b) and (a). The results of our evaluation show that
89.3 % of the correct answers are given by method (a), 10.5 % are given by method
(b), and only 0.2 % by method (c).

The outcome of the entity linker is the individual RDF datasets for each ranking
site, linked to the DBpedia LOD dataset through the owl:sameAs property. In order to
generate a single merged dataset so that each university includes its rank at every
ranking site, a unique primary key for each University must exist across the individual
datasets. However, due to the different naming schemes of the ranking sites and due to
the multiple DBpedia/Wikipedia entries for the same University, the query methods of
the entity linker might end up to different DBpedia entries, for the same University.
Usually these DBpedia entries re-direct to a single one (following Wikipedia redirec-
tions), so following this re-direction graph gives to URank a stable primary key
mechanism. The outcome of the entity merger is an RDF dataset that can be used to
compare the rankings of the Universities across the different ranking sites/lists.

Looking critically at URank, we can draw the conclusion that the system has
achieved its purpose, namely to correctly collect and merge the University rankings for
further statistical processing. However, one may consider the possibility of making the
system independent from the domain of University rankings in the future, thus being
able to collect and merge into a single table various lists of similar nature found in
the Web. This needs a lot of improvements, mainly in the code itself, but also to the
architecture of the system. Currently, domain-independent and domain-dependent
features of the system are not so well separated in the code, despite their clear dis-
tinction in Fig. 1. This is because there are various heuristics (domain-dependent
features) used in the code that need to be tightly integrated with the domain-dependent
features, such as querying DBpedia and/or Wikipedia. However, this separation needs
further exploration in order to develop a re-usable across domains system.

Other improvements for the system would be (a) a GUI (currently the text-based
interface of Prolog is used), including a tighter integration with the DeiXTo GUI, (b) a
more efficient and general purpose web data extractor, exploiting the full range
capabilities of DeiXTo extraction rules, and (c) integration with an RDF triplestore,
such as Openlink Virtuoso17 or Sesame18 [11], so that the generated datasets to persist
and be shared on the LOD cloud.

17 http://virtuoso.openlinksw.com/
18 http://www.openrdf.org/
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Compared to general purpose tools for entity extraction, such as [5, 13, 16, 17],
URank does neither have to detect names, since the user does that using DeiXTo
through its extraction rules, nor to classify the names by the type of entity (class) they
refer to, since it is a domain-dependent application and extracted names are known to
be University names. Therefore, URank cannot be characterized as an entity extraction
application, nor it can be compared to such software.

On the other hand, URank can be considered as an entity linking software, since its
purpose is to determine the identity of entities mentioned in a list of named entities,
which is distinct from entity extraction/recognition in that it identifies not the occur-
rence of names (nor classifies them), but their reference. There are plenty of general-
purpose entity-linking tools, such as [6, 14, 15, 18, 25], which usually use one
knowledge base target to link entities, such as DBpedia, Wikipedia, or YAGO2 [8]
using various techniques for matching (e.g. lexical) and context disambiguation
(relatedness, similarity, coherence). URank instead is a domain-specific tool that
focuses on a specific target type of the linked entity and takes advantage of domain-
specific knowledge in order to improve precision and recall of the system. One of our
main future aims is to compare the performance of URank to one or more of the above
general purpose tools for entity linking. Initial experimentations with DBpedia Spot-
light [14] have resulted in *86 % F-measure, which is not as good as 100 % that
URank achieved due to its domain-specific tweaking.
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Abstract. This paper deals with the investigations of increasing dependability
of computing operations for fuzzy numbers with triangular and bell-shape
membership functions (MFs). Special attention is paid to the synthesis of ana-
lytic models of the MFs for the results of fuzzy arithmetic operations. New
analytical models of the result’s MFs with the description of synthesis proce-
dures for the multiplication operation with triangular fuzzy numbers in R+ and
R are presented in a universal style. The general analytic models for determi-
nation of a-cuts parameters (direct and inverse approaches) for result fuzzy sets
are given. Modeling results confirm the efficiency of the proposed models and
fuzzy arithmetic algorithms for fuzzy information processing.

Keywords: Fuzzy number � Arithmetic operations � Multiplication � Direct
model � Inverse model

1 Introduction

While performing the tasks of organizational control there always happen such situa-
tions when the original conditions of decision making are not clearly defined and
characterized by insufficient awareness of the person who makes decisions, particularly
in conflict situations or under extreme conditions. For mathematical formalization of
processes and systems of this class there appeared a need to create a new mathematical
approach. This approach is a theory of fuzzy sets developed by professor Zadeh [19].
Since the theory of fuzzy sets appeared, the specialists have had a great interest in it in
terms of practical applications of mathematical methods in all fields of science and
technology. The scientists around the world are aware of fundamental theoretical
developments in the theory of fuzzy sets and fuzzy logic [2, 3, 11, 15, 17, 18].

Fuzzy set theory has a special notion of membership function [12, 15, 19] that
exists in the interval [0,1]. Each element x of the fuzzy set, for example set A� , cor-

responds to a specific value of the membership function lA�
ðxÞ 2 ½0; 1�. Thus, fuzzy set
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A� that is specified on the basis of the universal set E, is called [19] the set of pairs

ðx; l A�
ðxÞÞ, where x ∈ E, l A�

ðxÞ 2 ½0; 1�.
Fuzzy sets and fuzzy logic are used for tasks of decision making and control in

uncertainty, in particular for problems of routes and trajectory optimization [8]. The
solution of the problems causes the necessity of fulfilling the operations of fuzzy
arithmetic, in particular operations with fuzzy sets including addition, subtraction,
multiplication and division.

Inverse models of resulting membership functions that are based on using a-cuts [4]
do not always provide high performance of computing operations and often lead to
complications in solving control problems in real time. Thus, the development of
generalized analytic models, based on the direct approach that allow to formalize fuzzy
arithmetic operations to improve their operating speed and accuracy is an important
direction of research that is associated with increased dependability [5] of intelligent
systems.

One of the most difficult fuzzy arithmetic operations in terms of its mathematical
formalization is an operation of multiplication.

Computational algorithms for the operations of multiplication on the basis of using
a-cuts of the relevant fuzzy sets [4, 5, 9] (inverse approach) have high computational
complexity, as it is performed in turn for all a- levels (ai 2 ½0; 1�; i ¼ 0; 1; 2; . . .; r;
a0 ¼ 0; ar ¼ 1) with the step of discreteness Da; which value, taking into consideration
that aiþ1 ¼ ai þ Da; significantly affects the accuracy and operating speed of the
performance of computational procedures [5]. Therefore, a- cuts of the fuzzy set A� 2 R

is ordinary (in terms of conditions l A�
ðxÞ� a) subset that contains elements x 2 R

whose degree of membership to a set A� is not less than value a; that is Aa ¼
fx l A�

ðxÞ� a
��� g; a 2 ½0; 1�.
Subsets Aa тa Ba that determine the appropriate a-cuts of fuzzy sets A� and B� can be

written as follows: Aa ¼ a1ðaÞ; a2ðaÞ½ �; Ba ¼ b1ðaÞ; b2ðaÞ½ �; where a 2 0; 1½ �; A� ; B� 2
Rþ; and arithmetic operation of multiplication can be written as [4, 5, 9, 12, 15, 19]

Aa �ð ÞBa ¼ a1ðaÞ; a2ðaÞ½ � �ð Þ b1ðaÞ; b2ðaÞ½ �
¼ a1ðaÞb1ðaÞ; a2ðaÞb2ðaÞ½ �: ð1Þ

In addition to calculations based on the mentioned above a-cuts [4, 5] for imple-
mentation of fuzzy arithmetic operations where computational algorithms are often
used that are realized through the use of max-min or min-max convolutions [4, 14] that
in some cases leads to increased complexity and reduced operating speed of perfor-
mance or to the moment of obtaining the resulting MFs that do not meet the
requirements of convexity and normality of fuzzy sets.

The aim of this work is a synthesis of analytical models of resulting MFs. Their use
in fuzzy arithmetic will give the opportunity to significantly reduce the volume,
complexity and accuracy, and to improve their operating speed. Then a more detailed
analysis of the properties of arithmetic operation of multiplication of fuzzy triangular
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numbers will be given. These properties are the most common while using the theory
of fuzzy sets for designing control systems, decision making support systems and
intelligence expert systems. This fuzzy triangular number is called fuzzy number A�
whose MF l A�

xð Þ is of triangular shape and mathematical presentation of triangular

fuzzy number has the form

A� ¼ a1; a0; a2ð Þ;

where l A�
a1ð Þ ¼ 0; l A�

a0ð Þ ¼ 1; l A�
a2ð Þ ¼ 0.

Generalized model Aa; synthesized on the basis of inverse approach, and direct
model in a form of a triangular membership function l A�

xð Þ of triangular fuzzy number
A� are determined by the appropriate relevant dependencies (2) and (3):

Aa ¼ a1 að Þ; a2 að Þ½ � ¼ a1 þ a a0 � a1ð Þ; a2 � a a2 � a0ð Þ½ �; ð2Þ

l A�
xð Þ ¼

0; 8 x� a1ð Þ [ x� a2ð Þ
x� a1ð Þ= a0 � a1ð Þ; 8 a1\x� a0ð Þ
a2 � xð Þ= a2 � a0ð Þ; 8 a0\x\a2ð Þ

8><
>: : ð3Þ

2 Universal Analytical Models for Multiplication
of Triangular Fuzzy Numbers in R+

2.1 Synthesis of Inverse Model for Multiplication of Two Fuzzy Numbers

We shall illustrate the methods of forming inverse Ca ¼ c1 að Þ; c2 að Þ½ � and direct lCðxÞ
generalized analytical models of resulting MF for the operation of fuzzy triangular
numbers multiplication C� ¼ A� ð�ÞB� .

Firstly we shall form the inverse generalized model Aa ¼ a1 að Þ; a2 að Þ½ � for a given
(Fig. 1a) triangular fuzzy number A� ¼ a1; a0; a2ð Þ in the set of non-negative real

numbers Rþ [4, 5, 6, 9, 10] for the case a1\a0\a2ð Þ.
Let us analyze the left branch of the triangular fuzzy number A� for a- cut on the

basis (2).
It is possible to write

a ¼ a1 að Þ � a1ð Þ= a0 � a1ð Þ;

where one can define

a1 að Þ ¼ a1 þ ða0 � a1Þa;

where a1 ¼ a1 0ð Þ� 0; a0 � a1 [ 0; as a0 [ a1; since A� 2 Rþ
0 .
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Let us introduce the designations: K1 ¼ a0 � a1; K2 ¼ a1; where K1 [ 0 and
K2 � 0; regarding this it can be written as:

a1 að Þ ¼ K2 þ K1a:

Let us similarly analyze the right branch of a fuzzy number A� :

a ¼ a2 að Þ � a2ð Þ= a0 � a2ð Þ;

a2 að Þ ¼ a2 þ ða0 � a2Þa:

Having marked K3 ¼ a0 � a2; K4 ¼ a2 K3\0; because a2 ¼ a2 0ð Þ[ a0;ð
k4 [ 0; as A� 2 Rþ

0 Þ, we shall receive

a2 að Þ ¼ K4 þ K3a:

However, as there is inequality a2 [ a0 � a2j j; then K4 [ K3j j; respectively.
The a- cut for the left and right branches of the triangular fuzzy number A� can be

represented as follows (taking into account coefficients Ki; i ¼ 1. . .4 : K1 [ 0; K2 [ 0;
K3\0; K4 [ 0; K4 [ K3j j):

Fig. 1. Triangular Fuzzy Number A� : (a) A� 2 Rþ; (b) A� 2 R
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Aa ¼ a1 að Þ; a2 að Þ½ � ¼ K2 þ K1a; K4 þ K3a½ �: ð4Þ

Corresponding a� cut for triangular fuzzy number B� ¼ b1; b0; b2ð Þ has the form

Ba ¼ b1 að Þ; b2 að Þ½ �

Having marked for the case b1\b0\b2ð Þ :

S1 ¼ b0 � b1; S2 ¼ b1; S3 ¼ b0 � b2; S4 ¼ b2;

we shall receive the modified a� cut Ba (taking into account the coefficients Si; i ¼
1. . .4 : S1 [ 0; S2 � 0; S3\0; S4 [ 0; S4 [ S3j j):

Ba ¼ b1 að Þ; b2 að Þ½ � ¼ S2 þ S1a; S4 þ S3a½ �: ð5Þ

Based on (4) and (5) we shall receive an inverse model for a� cut of a fuzzy set
C� ¼ A� ð�ÞB� :

Ca ¼ Aað�ÞBa ¼ a1 að Þ; a2 að Þ½ � �ð Þ b1 að Þ; b2 að Þ½ �
¼ a1 að Þb1 að Þ; a2 að Þb2 að Þ½ �
¼ K2 þ K1að Þ S2 þ S1að Þ; K4 þ K3að Þ S4 þ S3að Þ½ �
¼ K1S1a

2 þ K1S2 þ K2S1ð Þaþ K2S2; K3S3a
2 þ K3S4 þ K4S3ð Þaþ K4S4

� �
¼ C1 að Þ;C2 að Þ½ �:

ð6Þ

2.2 Synthesis of Direct Model for Multiplication of Two Fuzzy Numbers

Left branch of resulting MF. For the direct model lC�
xð Þ on the basis of proposed

approach we shall consider in a more detailed way a constituent C1 að Þ for a� cut (6) of
the resulting fuzzy set C� , formed by the operation of multiplying C� ¼ A� ð�ÞB� :

C1 að Þ ¼ K1S1a2 þ K1S2 þ K2S1ð Þaþ K2S2:

The solution of the equation

K1S1a
2 þ K1S2 þ K2S1ð Þaþ K2S2 � C1 að Þð Þ ¼ 0

will have the following roots

a1;2 ¼ � K1S2 þ K2S1ð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K1S2 � K2S1ð Þ2þ4K1S1C1 að Þ

q� �
= 2K1Sð Þ: ð7Þ
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Let us analyze the roots a1 and a2 according to (7), which can be written as

a1;2 ¼ �V1 �
ffiffiffiffiffiffi
Q1

p� 	
=W1 ¼ �V1=W1 �

ffiffiffiffiffiffi
Q1

p
=W1;

taking into consideration the following signs:

V1 ¼ K1S2 þ K2S1;

Q1 ¼ K1S2 � K2S1ð Þ2þ 4K1S1C1 að Þ;

W1 ¼ 2K1S1:

To form a direct model of the resulting nonlinear membership function l c�
xð Þ it is

necessary to check the performance of the condition a1;2 2 0; 1½ �.
Let us consider in details [8] the components V1;Q1;W1 :

(a) V1 ¼ K1S2 þ K2S1; taking into account correlations K1 [ 0; K2 [ 0; S1 [ 0;
S2 [ 0 where there inequality V1 [ 0 takes place and respectively inequality
�V1\0;

(b) Q1 ¼ K1S2 � K2S1ð Þ2þ4K1S1C1 að Þ : C1 að Þ[ 0 as A� ; B� 2 Rþ
0 because K1 [ 0;

S1 [ 0; then always Q1 [ 0;
(c) W1 ¼ 2K1S1; as K1 [ 0; S1 [ 0; then W1 [ 0:

As �V1=W1\0; and the roots a1;2 have requirements a1;2 2 0; 1½ �; then the root that
satisfies the given condition under V1 [ 0; Q1 [ 0; W1 [ 0 will be

a1 ¼ �V1 þ
ffiffiffiffiffiffi
Q1

p� 	
=W1;

that is

a1 ¼ � K1S2 þ K2S1ð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K1S2 � K2S1ð Þ2þ 4K1S1C1 að Þ

q� �
= 2K1S1ð Þ: ð8Þ

The root

a2 ¼ �V1 �
ffiffiffiffiffiffi
Q1

p� 	
=W1

does not satisfy the condition a2 2 0; 1½ �, as there is always a condition a2\0.
The transition from inverse to direct approach [4, 5, 6, 8] shows that x is a

parameter of the function a ¼ f C1 að Þð Þ; that is a ¼ f xð Þ; where x ¼ C1 að Þ 2 c1; c0½ �;
and then (8) can be represented as

a1 ¼ � K1S2 þ K2S1ð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K1S2 � K2S1ð Þ2þ 4K1S1x

q� �
= 2K1S1ð Þ: ð9Þ
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Right branch of resulting MF. Let us consider in detail the second component of the
inverse model (6)

C2 að Þ ¼ K3S3a
2 þ K3S4 þ K4S3ð Þaþ K4S4:

The solution of the corresponding equation

K3S3a2 þ K3S4 þ K4S3ð Þaþ K4S4 � C2 að Þð Þ ¼ 0

will be the roots

a3;4 ¼ � K3S4 þ K4S3ð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K3S4 � K4S3ð Þ2þ 4K3S3C2 að Þ

q� �
= 2K3S3ð Þ:

The analysis of roots a3 and a4 shows, that the root a3 [ 1 does not satisfy the
condition

a3 2 0; 1½ �

and therefore the only acceptable root will be the root a4
The transition from inverse to direct approach [4, 5, 6, 8] allows to transform

a ¼ f C2 að Þð Þ into a ¼ f xð Þ, x ¼ C2 að Þ 2 c0; c2½ �, and thus

a4 ¼ � K3S4 þ K4S3ð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K3S4 � K4S3ð Þ2þ 4K3S3x

q� �
=ð2K3S3Þ: ð10Þ

The direct model of resulting MF and modeling results. The analysis of the roots a1
and a4 allows to make a conclusion that nonlinear dependence a ¼ f xð Þ under intervals
x 2 c1; c0½ �; x 2 c0; c2½ � is one-valued function.

The investigations allow to form a direct analytical model for one-valued nonlinear
resulting membership function lC�

xð Þ of fuzzy set C� ¼ A� �ð ÞB� that is formed by mul-

tiplying triangular fuzzy numbers A� and B� in Rþ:

lC�
xð Þ ¼

0;

for 8x�K2S2ð ÞS 8x�K4S4ð Þ
� K1S2 þK2S1ð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K1S2 �K2S1ð Þ2 þ 4K1S1x

p
2K1S1

;

for 8x 2 K2S2;K1S1 þ K1S2 þ K2S1 þ K2S2½ �
� K3S4 þK4S3ð Þ�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K3S4 �K4S3ð Þ2 þ 4K3S3x

p
2K3S3

;

for 8x 2 K3S3 þ K3S4 þ K4S3 þ K4S4;K4S4½ �
1;

for 8x ¼ c0 ¼ K1S1 þ K1S2 þ K2S1 þ K2S2

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

; ð11Þ
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where c0 ¼ K1S1 þ K1S2 þ K2S1 þ K2S2 ¼ K3S3 þ K3S4 þ K4S3 þ K4S4.
The given direct approach allows to form nonlinear resulting membership function

lC�
xð Þ on the basis of known coefficients Ki; Si i ¼ 1::4ð Þ of fuzzy numbers A� (4) and

B� (5) in Rþ.

By substituting previously set marks

K1 ¼ a0 � a1;K2 ¼ a1;K3 ¼ a0 � a2;K4 ¼ a2;

S1 ¼ b0 � b1; S2 ¼ b1; S3 ¼ b0 � b2; S4 ¼ b2;

we shall get (Table 1) a direct model lC
�

xð Þ that is realized directly on the basis of

parameters a0; a1; a2ð Þ; b0; b1; b2ð Þ of triangular fuzzy numbers A� and B� in Rþ.

The chart of the corresponding resulting membership function lC�
xð Þ under the

realizing the operation of multiplication of triangular fuzzy numbers

A� ¼ ð5; 7; 12Þ

and

B� ¼ ð2; 9; 14Þ

using a developed direct model, presented in Table 1, shown in Fig. 2.

3 Direct and Inverse Analytical Models of Fuzzy Sets
with Bell-Shape Membership Functions

Let’s consider the class of bell-shape membership functions with following direct
model [14, 15], for example for fuzzy set A� ,

l A�
xð Þ ¼ 1= 1þ x� b

c

� �2
 !

ð12Þ

Table 1. Analytical model lC�
xð Þ: direct approach.

Resulting membership function lC�
xð Þ ¼

8 x\a1b1 [ x[ a2b2ð Þ; ¼ 0
8x 2 a1b1; a0b0½ Þ;
¼ �½ða0�a1Þb1þa1ðb0�b1Þ�þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ða0�a1Þb1�a1ðb0�b1Þ�2þ4ða0�a1Þðb0�b1Þx

p
2ða0�a1Þðb0�b1Þ

8x ¼ a0b0;¼ 1

8x 2 a0b0; a2b2ð �;¼ � ða0�a2Þb2þa2ðb0�b2Þ½ ��
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða0�a2Þb2�a2ðb0�b2Þð Þ2þ4ða0�a2Þðb0�b2Þx

p
2ða0�a2Þðb0�b2Þ
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and a synthesis procedure for analytic models of membership functions as results of
arithmetic operations implementation. We will consider the cases when parameters of
bell-shape MFs in model (12) are positive (b[ 0; c[ 0) and the approach is based on
using a-cut models.

First of all, we form the inverse (horizontal) model of fuzzy set A�

Aa ¼ a1ðaÞ; a2ðaÞ½ �; a 2 0; 1½ �;

taking into account the equivalence relation between notations [4] in direct and inverse
models and substituting the next parameters l A�

xð Þ ¼ a; x ¼ a1;2 að Þ in direct

model (12):

a ¼ 1= 1þ a1;2 að Þ � b
c


 �2 !
; ð13Þ

where a1;2ðaÞ 2 a1ðaÞ; a2ðaÞf g.
At the next step it is necessary to find the roots of the Eq. (13) based on the

following transformations (14)–(16)

Fig. 2. Implementation of the direct model lC�
xð Þ
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a ¼ c2

c2 þ a1;2 að Þ � b
� �2 ; ð14Þ

a ¼ c2

c2 þ a21;2 að Þ � 2ba1;2 að Þ þ b2
; ð15Þ

c2 ¼ c2aþ a21;2 að Þa� 2ba1;2 að Þaþ b2a: ð16Þ

As result we can obtain the square Eq. (17) corresponding to parameters a1;2 að Þ

aa21;2 að Þ � 2aba1;2 að Þ þ b2aþ c2a� c2
�  ¼ 0: ð17Þ

The roots of (17) can be calculated as (18)

a1;2 að Þ ¼ 2ab� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4a2b2 � 4a b2aþ c2a� c2ð Þp

2a
ð18Þ

or as (19)

a1;2 að Þ ¼ 2ab�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4ac2 � 4a2c2

p

2a
ð19Þ

The formula (19) can be transformed to (20)

a1;2 að Þ ¼ b� c

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
; ð20Þ

that means that roots of Eq. (17) can be finally calculated as:

a1 að Þ ¼ b� c

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
ð21Þ

and

a2 að Þ ¼ bþ c

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
: ð22Þ

In this case the inverse (horizontal) model (17) of fuzzy set A� can be written in the

following form:

Aa ¼ a1ðaÞ; a2ðaÞ½ � ¼ b� c

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
; bþ c

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r" #
: ð23Þ
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4 Universal Analytical Models for Multiplication
of Bell-Shape Fuzzy Numbers in R+

4.1 Synthesis of Inverse Analytical Model for Resulting Fuzzy Set

For analytic models synthesis of fuzzy sets which can result in fuzzy sets after fuzzy
arithmetic operations implementation let’s consider two fuzzy sets A� and B� with

membership functions of type (12), which are presented by models of a-cuts [4]:

Aa ¼ a1ðaÞ; a2ðaÞ½ � ð24Þ

Ba ¼ b1ðaÞ; b2ðaÞ½ �: ð25Þ

Using the designations b ¼ p1; c ¼ s1 for model Aa in (24) and b ¼ p2; c ¼ s2 for
model Ba in (25) and using the general horizontal model (23) we can determine:

Aa ¼ a1ðaÞ; a2ðaÞ½ � ¼ p1 � s1

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
; p1 þ s1

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r" #
; ð26Þ

Ba ¼ b1ðaÞ; b2ðaÞ½ � ¼ p2 � s2

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
; p2 þ s2

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r" #
: ð27Þ
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Fig. 3. Fuzzy sets A� ; B� with parameters of bell-shape membership functions: p1 ¼ 30; p2 ¼ 21;

s1 ¼ 5; s2 ¼ 3
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Let’s consider the arithmetic operation of multiplication C� ¼ A� �ð ÞB� for two fuzzy
numbers A� 	 Rþ and B� 	 Rþ with bell-shape membership functions (12) according to
the algorithm used in [2, 7, 11]:

Ca ¼ Aa �ð ÞBa ¼ a1ðaÞ �ð Þb1ðaÞ; a2ðaÞ �ð Þb2ðaÞ½ �
¼ c1 að Þ; c2 að Þ½ �: ð28Þ

Substituting the horizontal models (26) and (27) into (28) we can form the inverse
model of resulting membership function for implementation of multiplication operation
C� ¼ A� �ð ÞB� for fuzzy sets A� 	 Rþ and B� 	 Rþ:

Ca ¼ Aa �ð ÞBa ¼
p1 � s1

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r !
�ð Þ p2 � s2

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r !
;

p1 þ s1

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r !
�ð Þ p2 þ s2

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r !
2
666664

3
777775

¼
p1p2 �

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
p1s2 þ s1p2ð Þ þ s1s2

1
a
� 1

� �
;

p1p2 þ
ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
p1s2 þ s1p2ð Þ þ s1s2

1
a
� 1

� �
2
66664

3
77775

¼ c1 að Þ; c2 að Þ½ �:

ð29Þ

The resulting fuzzy set, which was created on the basis of model (29) after mul-
tiplication C� ¼ A� �ð ÞB� of two fuzzy sets (Fig. 3), is represented in Fig. 4.

4.2 Synthesis of Direct Model for Resulting MF

Let’s introduce new designations:

k1 ¼ p1p2; k2 ¼ p1s2 þ s1p2; k3 ¼ s1s2;

where k1 [ 0; k2 [ ; k3 [ 0; as b[ 0; c[ 0 in (12) and correspondently, pi [ 0;
si [ 0; ði ¼ 1; 2Þ in (26) and (27).

In this case we can represent resulting membership function (29) for implemen-
tation of multiplication operation as following

Ca ¼ k1 � k2

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
þ k3

1
a
� 1

� �
; k1 þ k2

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
þ k3

1
a
� 1

� �" #

¼ c1 að Þ; c2 að Þ½ �:
ð30Þ
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Investigation of the left branch and its properties for resulting MF. Let’s consider
in more details a left branch of Eq. (30)

c1ðaÞ ¼ k1 � k2

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
þ k3

1
a
� 1

� �
; ð31Þ

which may be transformed to the form

k1 þ k3
1
a
� 1

� �
� c1ðaÞ ¼ k2

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
: ð32Þ

Square the left and right sides of the Eq. (32)

k1 þ k3
1
a
� 1

� �
� c1ðaÞ

� �2

¼ k2

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r !2

: ð33Þ

At the next step it is necessary to simplify the Eq. (33) based on the following
transformations (34)–(36)

k21 þ k23
1
a
� 1

� �2

þc21ðaÞ þ 2k1k3
1
a
� 1

� �
� 2k1c1ðaÞ � 2k3

1
a
� 1

� �
c1ðaÞ

¼ k22
1
a
� 1

� � ð34Þ
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Fig. 4. Resulting fuzzy set for multiplication C� ¼ A� �ð ÞB� based on the inverse model (29) with

Da ¼ 0; 01
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k21 þ
k23
a2

� 2
k23
a
þ k23 þ c21ðaÞ þ

2k1k3
a

� 2k1k3

� 2k1c1ðaÞ � 2k3
a

c1ðaÞ þ 2k3c1ðaÞ � k22
a
þ k22 ¼ 0

; ð35Þ

k23
a2

þ 2k1k3 � 2k23 � 2k3c1ðaÞ � k22
�  1

a
þ k21 þ k23 þ c21ðaÞ

� 2k1k3 � 2k1c1ðaÞ þ 2k3c1ðaÞ þ k22 ¼ 0
: ð36Þ

Multiplying the left and right sides of the Eq. (36) for a2

ðk21 þ k23 þ c21ðaÞ � 2k1k3 � 2k1c1ðaÞ þ 2k3c1ðaÞ þ k22Þa2
þ 2k1k3 � 2k23 � 2k3c1ðaÞ � k22
� 

aþ k23 ¼ 0
ð37Þ

and find the roots a1;2 of Eq. (37)

a1;2 ¼
� 2k1k3 � 2k23 � 2k3c1 að Þ � k22
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2k1k3 � 2k23 � 2k3c1 að Þ � k22
� 2�4 k21 þ k23 þ

�
þ c21 að Þ � 2k1k3 � 2k1c1 að Þ þ 2k3c1 að Þ þ k22


k23

s

2 k21 þ k23 þ c21 að Þ � 2k1k3 � 2k1c1 að Þ þ 2k3c1 að Þ þ k22
� 

or

a1;2 ¼ �v1 � ffiffiffiffiffi
q1

p� 
=w1; ð38Þ

where indicated:

v1 ¼ 2k1k3 � 2k23 � 2k3c1 að Þ � k22 ; ð39Þ

q1 ¼ 2k1k3 � 2k23 � 2k3c1 að Þ � k22
� 2
� 4 k21 þ k23 þ c21 að Þ � 2k1k3 � 2k1c1 að Þ þ 2k3c1 að Þ þ k22
� 

k23

¼ 2k1k3 � 2k23 � 2k3c1 að Þ � k22
� 2�4 k3 þ c1 að Þ � k1ð Þ2þ k22

� 	
k23

; ð40Þ

w1 ¼ 2 k21 þ k23 þ c21 að Þ � 2k1k3 � 2k1c1 að Þ þ 2k3c1 að Þ þ k22
� 

¼ 2 k3 þ c1 að Þ � k1ð Þ2þ k22
� 	 : ð41Þ

To form a direct model of the resulting nonlinear membership function l c�
xð Þ it is

necessary to check the performance of the condition a1;2 2 0; 1½ �.
Let us consider in details the components (39)–(41) in roots (38), in particular,

v1; q1;w1:
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(a) for value v1 the two cases should be considered:
(1) v1 [ 0; if 2k1k3 [ 2k23 þ 2k3c1 að Þ þ k22

� 
and

(2) v1\0; if 2k1k3\ 2k23 þ 2k3c1 að Þ þ k22
� 

;

(b) the value q1 theoretically may be positive or negative, but taking into account that
it is necessary to calculate

ffiffiffiffiffi
q1

p
and roots (38) are real numbers, then q1 should be

only positive number: q1 [ 0;
(c) analyzing (41) we may conclude that for any cases w1 [ 0.

According to (38) we can rewrite

a1;2 ¼ �v1=w1 � ffiffiffiffiffi
q1

p
=w1: ð42Þ

Let’s analyze the situation when v1 [ 0 and in this case we have inequality

k1 � k3 [ c1 að Þ þ k22
2k3

: ð43Þ

The Eq. (40) can be represented as

q1 ¼ z� y; ð44Þ

where components z and y may be transformed in the following way:

z ¼ 2k1k3 � 2k23 � 2k3c1 að Þ � k22
� 2

¼ 4k21k
2
3 � 8k1k33 � 8k1k23c1 að Þ � 4k1k22k3 þ 4k43

þ 8k33c1 að Þ þ 4k22k
2
3 þ 4k23c

2
1 að Þ þ 4k22k3c1 að Þ þ k42

; ð45Þ

y ¼ 4 k3 þ c1 að Þ � k1ð Þ2þ k22
� 	

k23

¼ 4k21k
2
3 þ 4k43 þ 4k23c

2
1 að Þ � 8k1k33 � 8k1k23c1 að Þ þ 8k33c1 að Þ þ 4k22k

2
3

: ð46Þ

Substituting (45) and (46) into (44) we can obtain

q1 ¼ 4k22k3 c1 að Þ þ k22
4k3

� k1

� �
: ð47Þ

Analyzing (43) and taking into account that k3 [ 0 it is possible to conclude

k1 [ c1 að Þ þ k22
2k3

and respectively

c1 að Þ þ k22
2k3

� k1\0: ð48Þ
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The condition (48) means that in this case according to (47) we have

q1\0: ð49Þ

Taking into account that q1 should be always a positive number it is necessary to say
the considered situation v1 [ 0ð Þ is uncorrected.

Let’s analyze the second situation when v1\0 for roots (42) and correlation
between v1 and w1:

�v1 ¼ �2k1k3 þ 2k23 þ 2k3c1 að Þ þ k22 ; ð50Þ

w1 ¼ 2 k3 þ c1 að Þ � k1ð Þ2þ k22
� 	

¼ 2 c1 að Þ � k1ð Þ2þ2k23 � 4k1k3 þ 4k3c1 að Þ þ 2k22
: ð51Þ

First of all, it is necessary to check the condition

w1 [ � v1

or

w1 þ v1 [ 0: ð52Þ

Substituting (50) and (51) into (52) we will obtain

w1 þ v1 ¼ 2 c1 að Þ � k1ð Þ2þ2k23 � 4k1k3 þ 4k3c1 að Þ þ 2k22
þ 2k1k3 � 2k23 � 2k3c1 að Þ � k22

¼ 2 c1 að Þ � k1ð Þ2�2k1k3 þ 2k3c1 að Þ þ k22 [ 0

: ð53Þ

Taking into account that

k1 [ 0; k3 [ 0; k2 [ 0; c1ðaÞ[ 0

in the inequality (53), such components will be always positive

2 c1 að Þ � k1ð Þ2 [ 0; 2k3c1 að Þ[ 0; k22 [ 0; 2k1k3 [ 0

and only one component is negative

�2k1k3\0:

Let’s compare one of the positive components in (53)

k22 ¼ p1s2 þ p2s1ð Þ2¼ p1s2ð Þ2 þ 2p1s2p2s1 þ p2s1ð Þ2

with negative component in (53)

64 Y. Kondratenko and V. Kondratenko



�2k1k3 ¼ �2 p1p2ð Þ s1s2ð Þ ¼ �2p1p2s1s2

in the following way

k22 � 2k1k3 ¼ p1s2ð Þ2þ2p1s2p2s1 þ p2s1ð Þ2�2p1p2s1s2 ¼ p1s2ð Þ2þ p2s1ð Þ2 [ 0: ð54Þ

The inequality (54) confirms that in (53)

2 c1 að Þ � k1ð Þ2þ 2k3c1 að Þ þ k22 [ 2k1k3

and inequalities and correlations

w1 þ v1 [ 0; w1 [ � v1 ð55Þ

are correct.
In this case we can see that

�v1=w1\1 ð56Þ

and at the same time taking into account that v1\0; w1 [ 0 we have

�v1=w1 [ 0 ð57Þ

and finally

0\ �v1=w1ð Þ\1; �v1=w1 2 0; 1½ �:

Analyzing (39)–(41) we may represent q1 and
ffiffiffiffiffi
q1

p
in following forms

q1 ¼ v21 � 2k23w1;

ffiffiffiffiffi
q1

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v21 � 2k23w1

q
:

Comparing
ffiffiffiffiffi
q1

p
and �v1 (for case, when v1\0) we can see that �v1 [

ffiffiffiffiffi
q1

p
and,

correspondently,

�v1 � ffiffiffiffiffi
q1

p
[ 0: ð58Þ

Let’s check the condition

a2 2 0; 1½ � ð59Þ

for root a2 ¼ �v1 � ffiffiffiffiffi
q1

p� 
=w1 according to (38) and (42).
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Based on (56)–(58) we can obtain the next inequalities:

w1 [ � v1 � ffiffiffiffiffi
q1

p
;

0\ �v1 � ffiffiffiffiffi
q1

p� 
=w1\1

and, correspondently, 0\a2\1 or a2 2 0; 1½ �:
Let’s check the condition

a1 2 0; 1½ � ð60Þ

for root a1 ¼ �v1 þ ffiffiffiffiffi
q1

p� 
=w1 according to (38) and (42).

The condition (60) is correct for �v1 [ 0;
ffiffiffiffiffi
q1

p
[ 0; w1 [ 0, if

w1 � �v1 þ ffiffiffiffiffi
q1

p� 
; ð61Þ

w1 þ v1ð Þ� ffiffiffiffiffi
q1

p

or, correspondently, for

w1 þ v1ð Þ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v21 � 2k23w1

q
: ð62Þ

Square the left and right sides of the inequality (62)

w1 þ v1ð Þ2 � v21 � 2k23w1
� 

and make the following sequence transformations

w2
1 þ 2w1v1 þ v21 � v21 � 2k23w1;

w2
1 þ 2w1v1 � � 2k23w1;

w1 þ 2v1 þ 2k23 � 0: ð63Þ

Substituting (39) and (41) into (63) we can obtain

2ððk3 þ C1ðaÞ � k1Þ2 þ k22Þ þ 2 2k1k3 � 2k23 � 2k3C1ðaÞ � k22
� þ 2k23 � 0: ð64Þ

After dividing both sides of inequality (64) by 2, exponentiation and reduction of
similar the expression (64) takes the following form

k21 þ c21ðaÞ � 2k1c1ðaÞ� 0;

c1ðaÞ � k1ð Þ2 � 0: ð65Þ
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As inequality (65) and corresponding inequality (61) are confirmed, then

�v1 þ ffiffiffiffiffi
q1

p� 
=w1\1;

and condition (60) is satisfied.
Taking into account that both conditions (59) and (60)

a1 2 ½0; 1�; a2 2 ½0; 1�

are satisfied for roots a1; a2 of left branch’s Eq. (31), the resulting value a
L can be find
in the following way

a
L ¼ max a1; a2f g : ð66Þ

a
L ¼
� 2k1k3 � 2k23 � 2k3c1 að Þ � k22
� þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2k1k3 � 2k23 � 2k3c1 að Þ � k22
� 2�4 k21 þ k23

� þ
þ c21 að Þ � 2k1k3 � 2k1c1 að Þ þ 2k3c1 að Þ þ k22


k23

s

2 k21 þ k23 þ c1 að Þ � 2k1k3 � 2k1c1 að Þ þ 2k3c1 að Þ þ k22
�  :

Investigation of the right branch and its properties for resulting MF. Using pro-
posed approach it is possible to make all similar transformation for right branch of
Eq. (30)

c2ðaÞ ¼ k1 þ k2

ffiffiffiffiffiffiffiffiffiffiffi
1
a
� 1

r
þ k3

1
a
� 1

� �
; ð67Þ

which has two roots a3; a4.
As result we will obtain that both conditions

a3 2 ½0; 1�; a4 2 ½0; 1�

are satisfied for roots a3; a4 of right branch of Eq. (30) and the resulting value a
R can
be find in the following way

a
R ¼ max a3; a4f g : ð68Þ

ð68Þ

Generalized direct model of resulting MF for multiplication of two bell-shape
fuzzy sets. The transition from inverse to direct approach allows to transform (66)

Soft Computing Algorithm for Arithmetic Multiplication 67



a
L ¼ f c1 að Þð Þ into a
L ¼ f xð Þ for interval x 2 0; k1½ � and (68) a
R ¼ f c2 að Þð Þ into a
R ¼
f xð Þ for interval x 2 k1;1½ �:

The analysis of the roots a
L and a
R allows to make a conclusion that nonlinear
dependence a ¼ f xð Þ for x 2 Rþ is one-valued function.

The investigations allow to form a direct analytical model (69)–(71) for one-valued
nonlinear resulting membership function lC�

xð Þ of fuzzy set C� ¼ A� �ð ÞB� that is formed
by multiplying bell-shape fuzzy numbers A� тa B� in Rþ:

(a) 8x 2 0; p1p2½ � :

ð69Þ

(b) for x ¼ p1p2 :

lC�
xð Þ ¼ 1; ð70Þ

(c) 8x 2 p1p2;1½ � :

ð71Þ

5 Inverse and Direct Analytic Models for Multiplication
of Two Fuzzy Sets with Triangular Membership
Functions in R

5.1 Synthesis of Inverse Model of Resulting MF

The task of synthesis of inverse and direct analytical models becomes complicated
while performing the operation of multiplication of triangular fuzzy numbers A�
(Fig. 1b) and B� , that exist in the set of all real numbers R. We shall use the approach

discussed above that is based on the analysis of the corresponding square roots for
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synthesis of inverse and direct models while implementing the operation of multipli-
cation in R.

The algorithm of implementing the multiplication operation for triangular fuzzy
numbers [4, 5, 9, 11]

A� ¼ a1; a0; a2ð Þ
and

B� ¼ b1; b0; b2ð Þ
while using a-cuts

Aa ¼ a1ðaÞ; a2ðaÞ½ � ¼ a1 þ ða0 � a1Þa; a2 þ ða0 � a2Þa½ �

and

Ba ¼ b1ðaÞ; b2ðaÞ½ � ¼ b1 þ ðb0 � b1Þa; b2 þ ðb0 � b2Þa½ �

is based on the next inverse model:

Ca ¼ c1ðaÞ; c2ðaÞ½ �

¼
min a1 að Þb1 að Þ; a2 að Þb1 að Þ; a1 að Þb2 að Þ; a2 að Þb2 að Þf g;
max a1 að Þb1 að Þ; a2 að Þb1 að Þ; a1 að Þb2 að Þ; a2 að Þb2 að Þf g

" #

¼
min

a1 þ ða0 � a1Þa½ � b1 þ ðb0 � b1Þa½ �; a2 þ ða0 � a2Þa½ � b1 þ ðb0 � b1Þa½ �;
a1 þ ða0 � a1Þa½ � b2 þ ðb0 � b2Þa½ �; a2 þ ða0 � a2Þa½ � b2 þ ðb0 � b2Þa½ �

8<
:

9=
;;

max
a1 þ ða0 � a1Þa½ � b1 þ ðb0 � b1Þa½ �; a2 þ ða0 � a2Þa½ � b1 þ ðb0 � b1Þa½ �;
a1 þ ða0 � a1Þa½ � b2 þ ðb0 � b2Þa½ �; a2 þ ða0 � a2Þa½ � b2 þ ðb0 � b2Þa½ �

8<
:

9=
;

2
66666664

3
77777775

ð72Þ

Where c1 0ð Þ ¼ min a1b1; a2b1; a1b2; a2b2f g;

c2 0ð Þ ¼ max a1b1; a2b1; a1b2; a2b2f g;

c1 1ð Þ ¼ c2 1ð Þ ¼ a0b0:

5.2 Synthesis of Direct Model of Resulting MF

Proposition 1. Using inverse model of resulting MF (72), we can form the direct model
lCðxÞ ¼lA �ð ÞBðxÞ in the following way:

Soft Computing Algorithm for Arithmetic Multiplication 69



lCðxÞ ¼
0; 8x\G1ð ÞS 8x[G2ð Þ
a
 a
 2 ai;f gj ; i ¼ 1. . .8; 8x 2 G1; a0b0½ Þð ÞS 8x 2 a0b0;G2ð �ð Þ
1; 8x ¼ a0b0

8><
>: ; ð73Þ

Where G1 ¼ min a1b1; a2b1; a1b2; a2b2f g;

G2 ¼ max a1b1; a2b1; a1b2; a2b2f g:

In the direct model (73) the roots of four square equations are used. These equations
are formed while analyzing every of four components of the inverse model (72). In
particular:

(a) for component

½a1ðaÞb1ðaÞ� ¼ ½a1 þ aða0 � a1Þ�½b1 þ aðb0 � b1Þ�
¼ a2ða0 � a1Þðb0 � b1Þ þ a½ða1ðb0 � b1Þ þ b1ða0 � b1Þ� þ a1b1

we form the equation

a2 a0 � a1ð Þ b0 � b1ð Þ þ a a1 b0 � b1ð Þ þ b1 a0 � a1ð Þ½ � þ a1b1 � xð Þ ¼ 0;

the roots of which are

a1;2 ¼ � a1 b0 � b1ð Þ þ b1 a0 � a1ð Þ½ �
2 a0 � a1ð Þ b0 � b1ð Þ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a1 b0 � b1ð Þ þ b1 a0 � a1ð Þ½ �2�4 a0 � a1ð Þ b0 � b1ð Þ a1: b1 � xð Þ

q
2 a0 � a1ð Þ b0 � b1ð Þ ;

ð74Þ

(b) for the component

a2ðaÞb1ðaÞ½ � ¼ a2 þ ða0 � a2Þa½ � b1 þ ðb0 � b1Þa½ �

the roots of the formed equation

a2ðb0 � b2Þða0 � a1Þ þ a½a1ðb0 � b2Þ þ b2ða0 � a1Þ� þ ða1b2 � xÞ ¼ 0

are

a3;4 ¼ � b2ða0 � a1Þ þ a1ðb0 � b2Þ½ �
2ðb0 � b2Þða0 � a1Þ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½b2ða0 � a1Þ þ a1ðb0 � b2Þ�2 � 4ðb0 � b2Þða0 � a1Þða1b2 � xÞ

q
2ðb0 � b2Þða0 � a1Þ

ð75Þ
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(c) for the component

a1ðaÞb2ðaÞ½ � ¼ a1 þ ða0 � a1Þa½ � b2 þ ðb0 � b2Þa½ �

the roots of the formed equation

a2ða0 � a2Þðb0 � b1Þ þ a½a2ðb0 � b1Þ þ b1ða0 � a2Þ� þ ða2b1 � xÞ ¼ 0

are

a5;6 ¼ � a2ðb0 � b1Þ þ b1ða0 � a2Þ½ �
2ða0 � a2Þðb0 � b1Þ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½a2ðb0 � b1Þ þ b1ða0 � a2Þ�2 � 4ða0 � a2Þðb0 � b1Þða2b1 � xÞ

q
2ða0 � a2Þðb0 � b1Þ ;

ð76Þ

(d) for component

a2ðaÞb2ðaÞ½ � ¼ a2 þ ða0 � a2Þa½ � b2 þ ðb0 � b2Þa½ �

the roots of the formed equation

a2ðb0 � b2Þða0 � a1Þ þ a½a1ðb0 � b2Þ þ b2ða0 � a1Þ þ ða1b2 � xÞ ¼ 0

are

a7;8 ¼ � a2ðb0 � b2Þ þ b2ða0 � a2Þ½ �
2ða0 � a2Þðb0 � b2Þ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½a2ðb0 � b2Þ þ b2ða0 � a2Þ�2 � 4ða0 � a2Þðb0 � b2Þða2b2 � xÞ

q
2ða0 � a2Þðb0 � b2Þ

: ð77Þ

The algorithm according to which the value of a
 is selected based on (74)–(77) has
the following interpretation.

We define a subset of indices I1 2 I under the condition

I1 ¼ i i 2j I \ ai 2 0; 1½ �f g

The subset of indices I1 belongs to the set of indices

I ¼ 1; 2; 3; 4; 5; 6; 7; 8f g

of all roots (74)–(77) defined above: ai; i ¼ 1. . .8.

Proposition 2. The investigations made by the authors show that the presence of some
roots that satisfy the condition ai 2 0; 1½ � the parameter a
 is defined as follows
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a
 ¼ max
i2I1

aif g: ð78Þ

5.3 Modeling Results

Functional dependences of the roots ai ¼ fi xð Þ; i ¼ 1. . .8 from the parameter x while
implementing the operation of multiplication of triangular fuzzy numbers in R :

A� ¼ ð�3; 1; 8Þ

and
B� ¼ ð�2; 2; 4Þ

are given in Fig. 5, and the chart of the resulting membership function for model (73) –
in Fig. 6.

Figure 6 illustrates that during the process of changing x from −16 to 32, the
thunking a (Alpha) takes place according to the chain

a5 � a3 � a1 � a8:

(points 1, 2, 3 and 4 in Fig. 6).

6 Applied Aspects of Universal Analytic Models
Implementation in Decision Support Processes

The multiplication of fuzzy sets is very important operation which is most complicated
operation in fuzzy arithmetic and requires a lot of time for calculation processes. The
implementation of developed direct analytic models for calculation of resulting

Fig. 5. Functional dependences of ai ¼ fi xð Þ; i ¼ 1. . .8
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membership functions lC�
xð Þ according to Table 1 and (70) allows using one step

automation mode for operation C� ¼ A� ð�ÞB� . In some cases such direct analytic models

lC�
xð Þ ¼ l A� ð�Þ B�

xð Þ may have efficient introducing to evaluation, decision making and

decision support processes.

Let’s consider several examples of real life problems solving [10] for decision
support processes, where E is a set of alternatives

E ¼ E1;E2;E3; . . .;Ei; . . .;ELf g: ð79Þ

6.1 Transportation Problem

The transportation problem is well-known operation research problem [7, 8] where it is
necessary to find the best alternative solution E
 	 E for cargo transportation from
several depots N ¼ N1;N2; . . .;Nmf g to several customers S ¼ S1; S2; . . .; Snf g.

The ship transportation problem (STP) can be formulated as a classical transpor-
tation problem which can be solved by linear programming methods with some
modifications taking into account real conditions of marine environment.

At the general statement STP minimizes of the cost (goal/objective) function Z c; xð Þ
concerning to the transportation of various kind of cargoes (oil, coal, fuel etc.) from
several (or one) supplying ports (deports) to various receiving ports (nodes):

Min Z c; xð Þ¼
Xm
i¼1

Xn
j¼1

cijxij; ð80Þ

where: xij is a quantity of cargo which can be transported from deport i to port
j; i ¼ 1; . . .;m; j ¼ 1; 2; . . .; n;;

Fig. 6. Resulting fuzzy set C� ¼ A� ð�ÞB� : A� 	 R; B� 	 R
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cij is associated with a transported cost of cargo unit (for example, one ship’s
capacity) for cargo transportation from deport i to port j; i ¼ 1; . . .;m; j ¼ 1; 2; . . .; n.

It is very important to solve STP from the viewpoint of changeable character of
marine conditions as problem in fuzzy environment.

Really, it is well-known that marine environment under consideration may create
super-changeable conditions and the degree of fuzziness of such environment has very
high level. So, in marine (or sea) environment each coefficient cij of goal function
Z c; xð Þ is, in general case, uncertain. It depends on the various external factors because
each (ij)-separated service in STP includes transport penalty (cost) cTij , unload penalty

cLij, penalties c
S
ij and cEij , which represent, respectively, satisfaction of the safety’s and

ecology’s requirements at the j-th port (j=1,2,…,n) during unloading operations and
other components, for example, port’s sanitary penalty or custom’s penalty, which can
be included to the one of the abovementioned cost components cKij K ¼ ðT ;L; S;EÞð Þ.
In this case goal function (80) can be written as fuzzy function

Min Z� c; xð Þ ¼
Xm
i¼1

Xn
j¼1

c� ij
xij; ð81Þ

where all coefficients c� ij
i ¼ 1; 2; . . .m; j ¼ 1; 2; . . .nð Þ are fuzzy sets in the universal

set of positive numbers R+.
Let’s consider in detail abovementioned disturbed factors for marine environment

according to

c� ij
¼ c�

T

ij
� c�

L

ij
� c�

S

ij
� c�

E

ij
:

The distance between i-th deport and j-th port defines the value of transport penalty
c�
T

ij
. It is most uncertain component, which depends on, first of all, weather conditions

in served marine region:

(a) when weather is fine the captain of the supplied ship can choose the regular path
for his ship from i-th deport to j-th port and this regular path, as usual (if no
obstacles exist), has approximately straightforward character or, in the other
words, it should be, desirably, a shortest way;

(b) when the weather has a tendency to change into storm conditions according to
current meteorological prognosis the captain can choose another, from the
viewpoint of ship’s safety, path which as usual is more longer than regular path.
Captain should form this new ship’s path taking into account the distance between
ship and bay (or various bays, which lie in the nearest distances from the ship’s
path). Sometimes the captain makes a decision to interrupt ship movement from
the reason of ship’s safety and to stay at the nearest bay for uncertain period which
depends on improving of weather conditions.
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In some cases the captain changes course of ship according to appearances of some
temporary restrictive zones or dynamical obstacles etc. Finally, any type of time delay
influences to the increasing of total distance of ship’s path and fuel consumption and
leads to increasing of penalty component c�

T
ij
. The power (force) and directions of wind

and sea current have as usual changeable character that also influences to penalty
component c�

T
ij
, in some cases, by increasing or decreasing of c�

T
ij
according to value

c�
T
ij
with grade of membership function l c�

T

ij

ĉTij
� 	

¼ 1.

The uncertainness of unloading penalty c�
L
ij
depends on quantity of receiving cargo

at the j-th port and this parameter in STP is uncertain and “a priori” identified as
approximately in terms “about ĉLij ” or “average ĉLij ” for real situations.

Penalty components c�
S

ij
and c�

E

ij
depend on the j-th port rules as well as the weather

conditions also. It is often necessary to provide the certain requirements to ensure limits
of ship’s hill, trim and stress for hull e.g. [7, 8] to install a special type of floating
protection around sea’s unloaded area for restriction of fuel dissemination at the sear
surface if any damages may happen in unloading operations. Sometimes (and it
depends on cargo type) penalty c�

S

ij
includes the expenses for fire-ship providing a

safety of unloading operations during unloading time.
Analysing all coefficients c� ij

, we can form matrix C� ( c� ij
6¼ c� ij

; i ¼ 1; 2; . . .m;

j ¼ 1; 2; . . .n) as asymmetrical fuzzy matrix of penalties c� ij
for solving of STP

C� ¼ c� ij

����
����
ðm�nÞ

¼

c�
11

c�
12

. . . c�
1nc�

21
c�
22

. . . c�
2n: : . . . :

c�
m1

c�
m2

. . . c�
mn

���������

���������
: ð82Þ

It should be mentioned that in some real situations cargo demands
Pn
j¼1

x�
ij
of several

ports (destinations) are uncertain values (preplanned demand is a such uncertain type as
“about VALUE”, “Approximately VALUE”, “between VALUE_1 and VALUE_2”)
and respectively the value of total quantity of supplied cargo for each deport is also
uncertain.

In such situation the goal function (81) can be transformed to such fuzzy
function as

Min Z� c; xð Þ ¼
Xm
i¼1

Xn
j¼1

c�
ij
x�
ij
; ð83Þ

where both components c� ij
; x� ij

are corresponding fuzzy sets.
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Solving optimization problem (83) with corresponding restrictions for real trans-
portation task it is necessary multi-timely to calculate the results

c� ij
�ð Þ x� ij

of multiplication operation for different pairs of fuzzy sets c� ij
; x� ij

i ¼ 1. . .m;ð
j ¼ 1. . .nÞ.

In the cases of decision making process when the fuzzy sets c�
ij
; x�

ij
are represented

as triangular fuzzy numbers it is very efficient to use developed analytic models
lC�

xð Þ ¼ l A� ð�Þ B�
xð Þ in Sects. 2, 4 and 5 of this chapter.

6.2 Decision Making in Agriculture Sector

In some cases it is necessary to find best alternative from (79) based on the prognosis of
total profit after agriculture season using multiplication operation

C� i
¼ A� i

ð�ÞB� i
; ð84Þ

where A� i
is triangular fuzzy number which corresponds to future output value of i-th

agriculture product, ði ¼ 1. . .LÞ; B�
i
is triangular fuzzy number which corresponds to

future price value for a unit of i-th agriculture product, ði ¼ 1. . .LÞ; C�
i
is fuzzy number

which corresponds to future profit value at the end of agriculture season, in particular,
after realization of i-th agriculture product, ði ¼ 1. . .LÞ.

7 Conclusions

The usage of the developed analytical models (11), (69)–(71), (73), (78) has significant
advantage for accuracy of calculations, time of modeling and program implementation
of the formed models in comparison with step by step models of multiplication
operation of triangular fuzzy numbers based on the algorithms of sorting and max-min
convolutions [4, 12]. Suggested approach can be used for different types of MFs and
fuzzy models, in particular, for triangular MFs, bell-shape MFs, trapezoidal MFs, etc.
Modeling results for multiplication of different fuzzy numbers with triangular and bell-
shape membership functions confirm the efficiency of proposed universal analytic
models for different applications, in particular, for soft computing based on reconfig-
urable technology [13], risk analysis in the test diagnosis of the digital components for
systems of critical applications [1], and solving real life decision support problems
[2, 3, 6, 7, 16], partly presented in Sect. 6 of the chapter.
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Abstract. We propose a decidable formal theory which describes high-
level properties of abstract continuous-time dynamical systems called
Nondeterministic Complete Markovian Systems (NCMS). NCMS is a
rather general class of systems which can represent discrete and/or con-
tinuous evolutions in continuous time and which is sufficient for modeling
a wide range of real-time information processing and cyber-physical sys-
tems (CPS). We illustrate the obtained results with a proof of the mutual
exclusion property of a CPS which implements Peterson’s algorithm.

Keywords: Real-time system · Cyber-physical system · Dynamical
system · Continuous-time system · Formal theory · Decidability ·
Verification

Key Terms. Mathematical Model, Specification Process, Verification
Process

1 Introduction

A large amount of computing systems used today act as agents interacting with
physical processes. They are now frequently called cyber-physical systems [1,2].
Examples include autonomous automotive systems, robotics, process control,
medical devices, energy conservation, etc. [3]. Let us give some quotes from the
Cyber-Physical Systems (CPS) concept map [4] by S.S. Sunder of NIST (USA),
E.A. Lee of UC Berkeley (USA) and others:

“CPS integrates the dynamics of the physical processes with those of the soft-
ware and networking, providing abstractions and modeling, design, and analysis
techniques for the integrated whole” [4].

“Classical models of computation in computer science, rooted in Turing-
Church theories for non-concurrent systems, and in nondeterministic transition
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systems and process algebras for concurrent systems, do not handle temporal
dynamics well” [4].

“A key CPS challenge is to conjoin the engineering abstractions for continu-
ous dynamics (such as differential equations) with computer science abstractions
(such as algorithms)” [4].

Besides, the following research needs in CPS are outlined in [1]: Abstrac-
tion and Architectures, Distributed Computations and Networked Control, and
Verification and Validation. With regard to the first aspect (Abstraction and
Architectures) it is stated that

“Innovative approaches to abstraction and architectures that enable seamless
integration of control, communication, and computation must be developed for
rapid design and deployment of CPS” [1].

The mentioned challenges imply the importance of development of adequate
system models of various levels of abstraction and generality with emphasis on
system’s temporal behavior which should not be restricted to a purely discrete
or purely continuous evolution.

Although not aimed specifically at solving the mentioned challenges, many
concrete models that combine a discrete and continuous behavior in some way
were studied in control theory, theory of differential equations, and computer sci-
ence, e.g. variable structure systems [5–7], impulsive differential equations [8,9],
differential equations with discontinuous right hand sides [10], switched systems
[11], hybrid control systems [12–16], hybrid automata [17–19], phase transition
systems [20], hybrid reactive modules [21], hybrid I/O automata [22]. The men-
tioned models may be useful for solving certain CPS-related problems, but they
do not handle well such important aspects of CPS as levels of abstractions and
distributed organization. As a result, high-level properties of CPS (e.g. mutual
exclusion of access to a shared resource by different components within a CPS)
are difficult to validate (and even formalize) in such models.

A possible solution to this problem is application of temporal [23–26] and
dynamic logics [27–29] which allow reasoning about continuous-time systems
(e.g. Temporal Logic of Reals [23], Duration Calculus [25], Monadic Second Order
Logic over the structure of boolean finitely variable signals [24], continuous-time
interpretation of Temporal Logic of Action [30], Real-time Temporal Logic [31],
Differential Dynamic Logic [29], etc.). One can specify common high-level prop-
erties of interest of CPS rather straightforwardly in such logics and prove them.
However, for expressive logics of this kind [24,27–29] the validity problem is
known to be undecidable (which is frequently related to the undecidability of
the reachability problem for various classes of hybrid systems), so the search for
decidable but useful fragments is still a relevant topic of research. It should be
noted that most logics (fragments) that are known to be decidable are concerned
with reasoning about systems which satisfy a kind of a finite variability assump-
tion (non-Zenoness) [24,32]: discrete-valued time-varying quantities of interest
associated with the system can be modeled as piecewise constant functions (with
finite sets of discontinuities over each bounded time segment). Although this
assumption is reasonable in many practical cases, some real-world systems have
adequate mathematical models which violate it (the simplest example is a hybrid
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automaton with Zeno executions which models of the dynamics of a bouncing
ball [33]). This makes the problem of investigation of decidable formal theories
which allow reasoning about more general classes of continuous-time dynamical
systems important.

In this paper we will define and prove decidability of one such formal the-
ory. For this purpose we need to select a sufficiently general class of dynami-
cal systems. As we are interested in high-level properties, we will require such
dynamical systems to be abstract models of CPS (which do not reflect exces-
sive details about their structure and operation). We will also use the following
informal assumption: each logically possible realization of the run-time behavior
of a CPS can be modeled as an evolution of a (single) global state in the global
continuous time (although the global state and time may be treated as purely
mathematical objects with no physical manifestation). This suggests that the
overall behavior of a CPS can be modeled as a set of functions (trajectories)
from the global time domain to the set of global states which represent logi-
cally possible realizations of the system’s run-time behavior. On the other hand,
well-known types of continuous-time dynamical systems have associated sets of
trajectories as functions from a time domain to a state space. So in this paper
we will consider a dynamical system to be a model of a CPS, if its associated
set of trajectories represents the set of possible run-time behaviors of this CPS.

Classes of continuous-time dynamical systems of various levels of generality
were considered in many works [5,34–44]. Classical approaches to the definition
of a dynamical system, such as those proposed by A.A. Markov, V.V. Nemytskii
and V.V. Stepanov [35] and others (an overview can be found in [43]) can be
considered as axiomatizations of properties of systems described by differential
equations. As was noted in the work [38], the following properties of ordinary
differential equations were of main concern in various axiomatizations: (1) local
existence of solutions, (2) indefinite prolongability (global existence) of solutions,
(3) unicity of solutions, (4) autonomness (the right-hand side of the equation
does not depend explicitly on time). However, in a number of works [5,37–
40,43,45,46], etc., there was a tendency to remove some of these properties
from basic assumptions and consider increasingly general classes of dynamical
systems (a comparison of many such approaches is given in [43]). In particular,
in [38] it was proposed to eliminate the properties (1)–(4) mentioned above
from the axiomatization to obtain a far-reaching generalization of dynamical
systems. Variants of such a generalization include the notion of a process [38,47]
and the (process-independent) notion of a solution system [38] by O. Hájek.
Similar ideas also appeared in some other works [40,43,44]. The general notion
of a solution system by O. Hájek was used as basis of a more restricted notion
of a Nondeterminisitc Complete Markovian System (NCMS) introduced in [48]
for the purpose of studying the relation between the existence of global and
local trajectories of dynamical systems. A NCMS is associated with a set of
trajectories which are partial functions on the non-negative real time domain
which satisfies certain assumption [48]. Although the class of NCMS is more
restricted than the class of solution systems, it is sufficient for representing a
very general class of causal (nonanticipative) systems which interact with the
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external environment using continuous-time input and output signals [49,50],
so we assume it to be sufficient for high-level modeling of real-time information
processing systems and cyber-physical systems. For the reasons mentioned above,
we will assume that the class of NCMS is sufficiently general, does not impose
restrictions on the dynamics like the finite-variability assumption, and is suitable
as a class of high-level models of CPS.

In this paper we will define a language for expressing various essential prop-
erties of NCMS, define a language interpretation, and show that the associated
formal theory (the set of sentences which are valid in all interpretations) is decid-
able. To prove the decidability result we will use a reduction to the decidability
of the monadic second-order theory of order of the real segment [0, 1] with quan-
tification over Fσ-subsets (countable unions of closed sets) which was proved
by M.O. Rabin [51] (as a consequence of the decidability of S2S, the monadic
second-order theory of two successors). Then we will describe an example of an
application of the obtained results for proving the mutual exclusion property of
a CPS which implements Peterson’s algorithm. This example is an extension of
the approach to proving properties of distributed algorithms which was proposed
in [52].

2 Preliminaries

2.1 Notation

We use the following notation: N = {1, 2, 3, ...}, N0 = N ∪ {0}, R is the set of
real numbers, R+ is the set of nonnegative real numbers, f : A → B is a total
function from A to B, f : A→̃B is a partial function from A to B, 2A is the
power set of a set A, f |X is the restriction of a function f to a set X. If A,B
are sets, then BA denotes the set of all total functions from A to B and AB
denotes the set of all partial function from A to B. For a function f : A→̃B the
symbol f(x) ↓ (f(x) ↑) means that f(x) is defined (respectively undefined) on
the argument x. We do not distinguish formally the notion of a function and a
functional binary relation. When we write that a function f : A→̃B is total or
surjective, we mean that f is total on A specifically (i.e. f(x) ↓ for all x ∈ A), or,
respectively, is onto B (i.e. for each y ∈ B there exists x ∈ A such that y = f(x)).
The domain and range of a partial function f : A→̃B are dom(f) = {x | f(x) ↓}
and range(f) = {y | ∃x f(x) ↓ ∧ y = f(x)} respectively (note that in some areas
of mathematics and computer science, including category theory, it is assumed
that the domain and range of a partial function from A to B are A and B
respectively, but we do not follow this convention in this paper and instead use
the definitions given above). For partial functions f , g,f(x) ∼= g(x) denotes the
strong equality (where x is a fixed value): f(x) ↓ if and only if g(x) ↓, and
f(x) ↓ implies f(x) = g(x). By f ◦ g we denote the functional composition:
(f ◦ g)(x) ∼= f(g(x)).

By T we denote the non-negative real time scale [0,+∞), equipped with a
topology induced by the standard topology on R and by Bool = {true, false}
we denote the set of boolean values equipped with the discrete topology.
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The symbols ¬, ∨, ∧, ⇒, and ⇔ denote the logical operations of negation,
disjunction, conjunction, implication, and equivalence respectively.

2.2 Nondeterministic Complete Markovian Systems (NCMS)

Let T = R+ be the non-negative real time scale. Denote by T the set of all
intervals (connected subsets) in T which have cardinality greater than one (i.e.
which are non-empty and non-singleton sets).

Let Q be a set (a state space) and Tr be some set of functions of the form
s : A → Q, where A ∈ T. Let us call its elements trajectories.

Definition 1. [48,49] A set of trajectories Tr is closed under proper restrictions
(CPR), if s|A ∈ Tr for each s ∈ Tr and A ∈ T such that A ⊆ dom(s).

Definition 2. [48,49]

(1) A trajectory s1 ∈ Tr is a subtrajectory of s2 ∈ Tr (denoted as s1 � s2), if
dom(s1) ⊆ dom(s2) and s1 = s2|dom(s1).

(2) A trajectory s1 ∈ Tr is a proper subtrajectory of s2 ∈ Tr (denoted as s1 �
s2), if s1 � s2 and s1 �= s2.

The set (Tr,�) is a (possibly empty) partially ordered set (poset).

Definition 3. [48,49] A CPR set of trajectories Tr is

(1) Markovian (Fig. 1), if for each s1, s2 ∈ Tr and t ∈ T such that
t = sup dom(s1) = inf dom(s2), s1(t) ↓, s2(t) ↓, and s1(t) = s2(t),
the following function s belongs to Tr:
s(t) = s1(t), if t ∈ dom(s1), and
s(t) = s2(t), if t ∈ dom(s2).

(2) complete, if each non-empty chain in (Tr,�) has a supremum.

Fig. 1. Markovian property of NCMS. If one trajectory ends and another begins in a
state q at time t, then their concatenation is a trajectory.

Definition 4. [48] A nondeterministic complete Markovian system (NCMS) is
a triple (T,Q, Tr), where Q is a set (state space) and Tr (trajectories) is a
set of functions s : T→̃Q such that dom(s) ∈ T, which is CPR, complete, and
Markovian.
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This is an intensional definition. An alternative extensional definition (or an
overview of the class of all NCMS) can be given using the notion of an LR
representation of NCMS which is described below.

Definition 5. Let s1, s2 : T→̃Q. Then s1 and s2 coincide:

(1) on A ⊆ T , if s1|A = s2|A and A ⊆ dom(s1) ∩ dom(s2) (this is denoted as
s1

.=A s2);
(2) in a left neighborhood of t ∈ T , if t > 0 and there exists t′ ∈ [0, t) such that

s1
.=(t′,t] s2 (this is denoted as s1

.=t− s2);
(3) in a right neighborhood of t ∈ T , if there exists t′ > t, such that s1

.=[t,t′) s2
(this is denoted as s1

.=t+ s2).

Let Q be a set. Denote by ST (Q) the set of pairs (s, t) where s : A → Q for
some A ∈ T and t ∈ A.

Definition 6. [48,49] A predicate p : ST (Q) → Bool is called

(1) left-local, if p(s1, t) ⇔ p(s2, t) whenever (s1, t), (s2, t) ∈ ST (Q) and
s1

.=t− s2, and, moreover, p(s, t) whenever t is the least element of dom(s);
(2) right-local, if p(s1, t) ⇔ p(s2, t) whenever (s1, t), (s2, t) ∈ ST (Q), s1

.=t+ s2,
and, moreover, p(s, t) whenever t is the greatest element of dom(s).

Denote by LR(Q) the set of all pairs (l, r), where l : ST (Q) → Bool is a left-local
predicate and r : ST (Q) → Bool is a right-local predicate.

Definition 7. [49] A pair (l, r) ∈ LR(Q) is called a LR representation of a
NCMS Σ = (T,Q, Tr), if Tr = {s : A → Q |A ∈ T ∧ (∀t ∈ A l(s, t) ∧ r(s, t))}.

Theorem 1. [49, Theorem1]

(1) Each pair (l, r) ∈ LR(Q) is a LR representation of a NCMS with the set of
states Q.

(2) Each NCMS has a LR representation.

Although an LR representation of a given NCMS needs not be unique, there
always exists a unique least LR representation.

Definition 8. The least LR representation (l∗, r∗) of a NCMS Σ = (T,Q, Tr)
is a LR representation (l, r) of Σ such that l∗(s, t) ⇒ l(s, t) and r∗(s, t) ⇒ r(s, t)
for all (s, t) ∈ ST (Q).

Theorem 2. (1) Each NCMS has a unique least LR representation (l∗, r∗).
(2) If Σ = (T,Q, Tr) is a NCMS and (l∗, r∗) is its least LR representation, then

for all (s, t) ∈ ST (Q),

l∗(s, t) ⇔ t = 0 ∨ (∃t′ ∈ (0, t) s|(t′,t] ∈ Tr ∪ {s|{t}});
r∗(s, t) ⇔ ∃t′ ∈ (t,+∞) s|[t,t′) ∈ Tr ∪ {s|{t}}.

Proof (Sketch).



84 I. Ivanov et al.

(1) Let Σ = (T,Q, Tr) be a NCMS. Let us define predicates l∗ : ST (Q) → Bool
and r∗ : ST (Q) → Bool as follows: l∗(s, t) if and only if l(s, t) holds for
each LR representation (l, r) of Σ, and r∗(s, t) if and only if r(s, t) holds for
each LR representation (l, r) of Σ. It is easy to check that a pointwise con-
junction of any non-empty set of left-local predicates on ST (Q) is left-local
and a pointwise conjunction of any non-empty set of right-local predicates
on ST (Q) is right-local. By Theorem 1, Σ has a LR representation, so l∗ is
left-local and r∗ is right-local, so (l∗, r∗) ∈ LR(Q). Moreover, for any A ∈ T
and s : A → Q, l∗(s, t)∧r∗(s, t) holds for all t ∈ A if and only if l(s, t)∧r(s, t)
holds for all t ∈ A and all LR representations (l, r) of Σ, i.e. if and only if
s ∈ Tr. Thus (l∗, r∗) is a LR representation of Σ and is the least LR rep-
resentation. Uniqueness of the least LR representation of a NCMS follows
straightforwardly from its definition.

(2) Let us introduce predicates l0, r0 : ST (Q) → Bool such that for all s, t:

l0(s, t) ⇔ t = 0 ∨ (∃t′ ∈ (0, t) s|(t′,t] ∈ Tr ∪ {s|{t}});
r0(s, t) ⇔ ∃t′ ∈ (t,+∞) s|[t,t′) ∈ Tr ∪ {s|{t}}.

Using the Markovian and CPR properties of Tr is straightforward to show
that l0 is left-local, r0 is right-local, and a function s : T→̃Q such that
dom(s) ∈ T belongs to Tr if and only if l0(s, t) ∧ r0(s, t) for all t ∈ dom(s).
Then (l0, r0) ∈ LR(Q) and (l0, r0) is a LR representation of Σ. Moreover, for
any LR representation (l, r) of Σ, it is easy to show that l0(s, t) ⇒ l(s, t) and
r0(s, t) ⇒ r(s, t) for each (s, t) ∈ ST (Q) by noting that s ∈ Tr if and only if
l(s, t′) ∧ r(s, t′) for all t′ ∈ dom(s). Then (l0, r0) is a least LR representation
of Σ. From the item (1) of this theorem, a least LR representation of Σ is
unique, so l0 = l∗ and r0 = r∗. �

For each NCMS Σ denote by LRmin(Σ) the least LR representation of Σ. Let
LR∗(Q) be the set of all pairs (l, r) ∈ LR(Q) such that for each (s, t) ∈ ST (Q):

(1) if l(s, t) and t is a non-minimal element of dom(s), then there exists t′ ∈ (0, t)
such that l(s, t′′) ∧ r(s, t′′) for all t′′ ∈ (t′, t);

(2) if r(s, t) and t is a non-maximal element of dom(s), then there exists t′ > t
such that l(s, t′′) ∧ r(s, t′′) for all t′′ ∈ (t, t′).

Theorem 3. (1) If (l, r) ∈ LR∗(Q), then there exists a NCMS Σ = (T,Q, Tr)
such that (l, r) = LRmin(Σ).
(2) If Σ = (T,Q, Tr) is a NCMS, then LRmin(Σ) ∈ LR∗(Q).

Proof (Sketch).

(1) Follows straightforwardly from Theorem 1(1) and Theorem 2.
(2) Let Σ = (T,Q, Tr) be a NCMS and (l∗, r∗) = LRmin(Σ). Then (l∗, r∗) ∈

LR(Q), (l∗, r∗) is a LR representation of Σ, and from Theorem 2(2) it follows
immediately that (l∗, r∗) ∈ LR∗(Q). �
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NCMS can be used as an abstraction of concrete mathematical models. Some
examples are given below. More examples (including various discrete-continuous
models) can be obtained using Theorem1.

Example 1. Let d ∈ N, Q = R
d, and f : R × R

d → R
d. Let Tr be the set of

all functions s : A → Q, A ∈ T such that s is locally absolutely continuous on
A (i.e. is absolutely continuous on every segment [a, b] ⊆ A) and satisfies the
differential equation ds(t)

dt = f(t, s(t)) almost everywhere on A (in the sense of
Lebesgue measure), i.e. s is a Caratheodory solution.

Then (T,Q, Tr) is a NCMS.
The proof of this follows from the definition of NCMS.

Example 2. Let (Q,→) be a state transition system, i.e. Q is a set and →⊆ Q×Q
is a binary relation. Assume that Q is equipped with the discrete topology (i.e.
all subsets are open). Let Tr be the set of all piecewise-constant left-continuous
functions s : A → Q which for all non-maximal t ∈ A satisfy the condition
s(t+) ↓ and {

s(t+) = s(t), t /∈ N0,

s(t) → s(t+), t ∈ N0,

where s(t+) denotes the right limit at t (see Fig. 2).
Then (T,Q, Tr) is a NCMS.
The proof of this follows from the definition of NCMS.

Fig. 2. A trajectory which models an execution of a (discrete-time) state transition
system (Q, →). At the integer time moments the system changes its current state q to
a next state q′ such that q → q′.

3 Main Result

We will define a formal language in which one can express relations between
a finite set of arbitrary distinguished trajectories and a finite set of arbitrary
NCMS. In particular, membership of a distinguished trajectory in the set of tra-
jectories of a given NCMS and certain forms of partial coincidence of a distin-
guished trajectory with one of the trajectories of a given NCMS can be expressed
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in this language. The partial coincidence of trajectories can be considered as a
“pattern matching”-like mechanism for specification of the behavior of dynami-
cal systems and proving their properties.

Taking into account the properties of NCMS mentioned in Sect. 2.2, testing
the existence of a trajectory of a NCMS which coincides with a given function
on a given time interval or in a neighborhood of a given time moment can be
done rather straightforwardly using the least LR representation. This suggests
that a language should be able to express in some form the components of the
least LR representations of a NCMS. We implement this approach as follows.

Let T = {ti | i ∈ N}, C = {Ci | i ∈ N}, and F = {Fi | i ∈ N} be countable
pairwise-disjoint sets of variable names (it is assumed that the symbols within
each set are identified by their indices).

Let A be the set of all atomic formulas of the forms Di(tk), E−
i,j(tk), E+

i,j(tk),
Li,j(tk), Ri,j(tk), ti < tj , ti = tj , ti ∈ Cj , ti ∈ Fj (i, j, k ∈ N), where Di for
all i ∈ N and E−

i,j , E+
i,j , Li,j , Ri,j for all i, j ∈ N are distinct unary predicate

symbols (identified by their indices) and <, =, ∈ are binary predicate symbols.
Let L be the set of all well-formed (second-order) formulas (a formal lan-

guage) composed of atomic formulas from A, symbols of logical connectives (¬,
∧, ∨, →, ↔), and variable names from T , C, F bound by existential and universal
quantifier symbols (∃ti, ∀ti, ∃Ci, ∀Ci, ∃Fi, ∀Fi).

Let Lc be the set of all sentences (closed formulas) in L.
To define an interpretation of formulas, let us introduce the following notions

and notations.

– Cl(X) and Fσ(X), where X ⊆ R is a nonempty set, denote the sets of all
closed subsets and Fσ-subsets of X respectively (in the sense of the induced
topology on X).

– S is the set of all algebraic structures of the form

(T,<, (Di)i∈N, (E−
i,j)i,j∈N, (E+

i,j)i,j∈N, (Li,j)i,j∈N, (Ri,j)i,j∈N),

where T = R+, < is the standard strict order on T , and Di, E−
i,j , E+

i,j Li,j ,
Ri,j for all i, j ∈ N are unary predicates on T .

– |=⊆ S × L is a logical validity relation defined as follows: for each Φ ∈ L and
S = (T,<, (Di)i∈N, (E−

i,j)i,j∈N, (E+
i,j)i,j∈N, (Li,j)i,j∈N, (Ri,j)i,j∈N) ∈ S, S |= Φ

if and only if the universal closure of Φ holds in the structure S under the
interpretation which assumes that the variables t1, t2, ... range over T , the
variables C1, C2, ... range over Cl(T ), the variables F1, F2, ... range over Fσ(T ),
the symbol < is interpreted as the relation < on T , the symbol = is interpreted
as the equality on T , the symbol ∈ is interpreted as set membership, the
symbols Di, E−

i,j , E+
i,j , Li,j , Ri,j , for i, j ∈ N are interpreted as the predicates

Di, E−
i,j , E+

i,j , Li,j , Ri,j on T respectively.
– M is the class of all tuples ((si)i∈N, (Σi)i∈N) such that there exists a set Q

(states) such that:
(1) for each i ∈ N si : T→̃Q (i-th distinguished trajectory) is a function such

that dom(si) ∈ T ∪ {∅} (note that a nowhere defined function is not a
trajectory of any NCMS, but we allow it here for convenience);
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(2) each Σi, i ∈ N is a NCMS with the set of states Q (i-th distinguished
NCMS ).

We will call the elements of M models (of formulas).
– A structure associated with M = ((si)i∈N, (Σi)i∈N) ∈ M is a unique tuple

(T,<, (Di)i∈N, (E−
i,j)i,j∈N, (E+

i,j)i,j∈N, (Li,j)i,j∈N, (Ri,j)i,j∈N) ∈ S such that:
(1) Di(t) ⇔ t ∈ dom(si) for all i, j ∈ N and t ∈ T ;
(2) E−

i,j(t) ⇔ si=̇t−sj for all i, j ∈ N and t ∈ T ;
(3) E+

i,j(t) ⇔ si=̇t+sj for all i, j ∈ N and t ∈ T ;
(4) Li,j(t) ⇔ l∗i (sj , t) and Ri,j(t) ⇔ r∗

i (sj , t) for each i, j ∈ N and t ∈
dom(sj), where (l∗i , r∗

i ) = LRmin(Σi);
(5) ¬Li,j(t) and ¬Ri,j(t) for all i, j ∈ N and t ∈ T such that t /∈ dom(sj).
This structure is denoted as St(M).

– |=m⊆ M×L is a logical validity relation defined as follows: for each Φ ∈ L and
M ∈ M, M |=m Φ if and only if St(M) |= Φ. This is interpreted as follows: Φ
is assumed to be valid in a model M (M |=m Φ), if Φ is valid in the structure
associated with M .

– Th = {Φ ∈ Lc | ∀M ∈ M M |=m Φ} is a formal theory which consists of all
sentences valid in all models.

In short, Th consists of the sentences Φ valid in all models M ∈ M which
consist of a sequence of distinguished trajectories (si)i∈N and a sequence of dis-
tinguished NCMS (Σi)i∈N under the assumption that in Φ the variables t1, t2, ...
range over T , C1, C2, ... range over Cl(T ), F1, F2, ... range over Fσ(T ), the sym-
bols < and = mean the standard strict order and equality on T , ∈ means set
membership, the atomic formula Di(tk) means tk ∈ dom(si), E−

i,j(tk) means
si=̇tk−sj , E+

i,j(tk) means si=̇tk+sj , and Li,j(tk), Ri,j(tk) mean that sj(tk) ↓ and
l∗i (sj , tk) and r∗

i (sj , tk) hold, where (l∗i , r∗
i ) = LRmin(Σi).

Informally, the formulas in Th express valid relations between trajectories
and NCMS that hold for arbitrary distinguished trajectories and arbitrary
NCMS.

Theorem 4. The formal theory Th is decidable.

We will prove this theorem in the next section.

4 Proof of Decidability

In this section we give a proof of Theorem4 using a series of lemmas.

Definition 9. A predicate P : T → Bool is called

– right-stable, if for each t ∈ T , P (t) implies that there exists t′ > t such that
P (t′′) holds for all t′′ ∈ [t, t′);

– left-stable, if for each t ∈ T\{0}, P (t) implies that there exists t′ < t such that
P (t′′) holds for all t′′ ∈ (t′, t].

Note that a truth set of a predicate is the set of arguments on which it holds.
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Lemma 1. (1) The truth set of a right-stable predicate is an Fσ-set.
(2) The truth set of a left-stable predicate is an Fσ-set.

Proof. (1) Let P : T → Bool be right-stable and A = {t | P (t)} be the truth
set of P . Then for each t ∈ T there exists b(t) > t such that P (t) implies
P (t′) for all t′ ∈ [t, b(t)). Then A =

⋃
t∈A[t, b(t)) is an open set in the sense

of the Sorgenfrey (right half-open interval) topology on R [53]. The latter
topology is hereditarily Lindelöf [53], which implies that every open cover of
A (as an open subspace of the Sorgenfrey line) has a countable sub-cover.
The sets {[t, b(t)) | t ∈ A} form an open cover of A in this sense, so there is
a countable subset C ⊆ {[t, b(t)) | t ∈ A} such that A =

⋃
C. All elements

of C are Fσ sets in the sense of the topology on T , so A is an Fσ-set in the
same sense.

(2) Analogous to the proof of the item (1). �

One of the consequences of the theorem on the decidability of S2S by M.O. Rabin
is decidability of a second order theory of a real segment [0, 1] with quantification
over closed subsets and over Fσ-subsets [51].

More specifically, let A2
< be the set of atomic formulas of the forms ti < tj ,

ti = tj , ti ∈ Cj , ti ∈ Fj (i, j ∈ N), where ti ∈ T , Ci ∈ C, Fi ∈ F and <, =, ∈ are
binary predicate symbols.

Let L2
< be the set of all well-formed (second-order) formulas composed of

atomic formulas from A2
<, symbols of logical connectives (¬, ∧, ∨, →, ↔), and

variable names from T , C, F bound by existential and universal quantifier sym-
bols (∃ti, ∀ti, ∃Ci, ∀Ci, ∃Fi, ∀Fi).

For each nonempty set X ⊆ R let Th2
<(X) be the set of all sentences

(closed formulas) in L2
< which are valid in the structure (X,<X), where <X

is the restriction of the standard order on reals to X, under the interpretation
which assumes that t1, t2,... range over X, the variables C1, C2,... range over
Cl(X), F1, F2,... range over Fσ(X), the symbol < is interpreted as <X , the sym-
bol = is interpreted as equality on X, and the symbol ∈ is interpreted as set
membership.

Lemma 2. The theory Th2
<(T ) is decidable.

Proof (Sketch). The theory Th2
<([0, 1]) is known to be decidable [51, Theorem

2.9]. Using this result it is straightforward to prove that Th2
<([0, 1)) is decidable,

because in the language L2
< one can express the following predicates P1, P2, the

truth sets of the interpretations of which are Cl([0, 1)) and Fσ([0, 1)):

P1(C1) := ∀t1 (t1 ∈ C1 → (∃t2 t1 < t2));
P2(F1) := ∀t1 (t1 ∈ F1 → (∃t2 t1 < t2)).

Taking into account that any continuous increasing bijection [0,+∞) → [0, 1)
is a homeomorphism between T and [0, 1) as topological spaces and is an order-
isomorphism between T and [0, 1) as ordered sets, it is straightforward to show
that Th2

<([0, 1)) = Th2
<(T ). Thus Th2

<(T ) is decidable. �
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Let us fix some injective computable functions d : N → N, en : N × N → N,
ep : N×N → N, l : N×N → N, r : N×N → N, e : N×N → N, and f : N → N with
pairwise disjoint ranges. We will use them to map the predicate symbols Di, E−

i,j ,
E+

i,j , Li,j , Ri,j of L to distinct Fσ-variable names Fd(i,j), Fen(i,j), Fep(i,j), Fl(i,j),
Fr(i,j) of L2

<, to have distinct intermediate Fσ-variable names Fe(i,j), i, j ∈ N,
and to map variable names Fi of L to variable names Ff(i) of L2

<.
For each i, j, k ∈ N let us define the following L2

<-formulas:

Domj(Fd(j)) :=
((¬∃t1 t1 ∈ Fd(j)) ∨ (∃t1∃t2(t1 ∈ Fd(j) ∧ t2 ∈ Fd(j) ∧ t1 < t2)))∧
∧ ∀t1∀t2∀t3(t1 ∈ Fd(j) ∧ t2 ∈ Fd(j) ∧ t1 < t3 ∧ t3 < t2 → t3 ∈ Fd(j))

Eqi,j,k(Fd(i), Fe(i,i), Fe(i,j), Fe(j,i), Fe(j,k), Fe(i,k), Fd(j), Fen(i,j), Fep(i,j)) :=
∀t1 (t1 ∈ Fd(i) → t1 ∈ Fe(i,i))∧

∧∀t1 (t1 ∈ Fe(i,j) → t1 ∈ Fe(j,i))∧
∧∀t1 (t1 ∈ Fe(i,j) ∧ t1 ∈ Fe(j,k) → t1 ∈ Fe(i,k)))∧
∧∀t1 (t1 ∈ Fe(i,j) → t1 ∈ Fd(i) ∧ t1 ∈ Fd(j))∧
∧∀t1 (t1 ∈ Fen(i,j) ↔

↔∃t2(t2 < t1 ∧ ∀t3(t2 < t3 ∧ (t3 < t1 ∨ t3 = t1) → t3 ∈ Fe(i,j))))∧
∧∀t1 (t1 ∈ Fep(i,j) ↔

↔ ∃t2(t1 < t2 ∧ ∀t3((t1 < t3 ∨ t1 = t3) ∧ t3 < t2 → t3 ∈ Fe(i,j))))

Lloci,j,k(Fd(i), Fen(i,j), Fl(k,i), Fl(k,j)) :=
∀t1 (t1 ∈ Fen(i,j) → (t1 ∈ Fl(k,i) ↔ t1 ∈ Fl(k,j)))∧

∧ ∀t1 (t1 ∈ Fd(i) ∧ (¬∃t2 (t2 < t1 ∧ t2 ∈ Fd(i))) → t1 ∈ Fl(k,i))∧
∧ ∀t1 (¬t1 ∈ Fd(i) → ¬t1 ∈ Fl(k,i))

Rloci,j,k(Fd(i), Fep(i,j), Fr(k,i), Fr(k,j)) :=
∀t1 (t1 ∈ Fep(i,j) → (t1 ∈ Fr(k,i) ↔ t1 ∈ Fr(k,j)))∧

∧ ∀t1 (t1 ∈ Fd(i) ∧ (¬∃t2 (t1 < t2 ∧ t2 ∈ Fd(i))) → t1 ∈ Fr(k,i))∧
∧ ∀t1 (¬t1 ∈ Fd(i) → ¬t1 ∈ Fr(k,i))

Mini,j(Fd(j), Fl(i,j), Fr(i,j)) :=
∀t1 (t1 ∈ Fl(i,j) ∧ t1 ∈ Fd(j) ∧ ∃t2(t2 < t1 ∧ t2 ∈ Fd(j)) →
→ ∃t3(t3 < t1 ∧ ∀t4(t3 < t4 ∧ t4 < t1 → t4 ∈ Fl(i,j) ∧ t4 ∈ Fr(i,j))))∧

∧ ∀t1 (t1 ∈ Fr(i,j) ∧ t1 ∈ Fd(j) ∧ ∃t2(t1 < t2 ∧ t2 ∈ Fd(j))) →
→ ∃t3(t1 < t3 ∧ ∀t4(t1 < t4 ∧ t4 < t3 → t4 ∈ Fl(i,j) ∧ t4 ∈ Fr(i,j)))

Informally, Domj expresses that Fd(j) is the domain of a distinguished tra-
jectory j (the empty set or a non-degenerate interval), Eqi,j,k is intended to
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express the properties of the relations of left and right coincidence of trajecto-
ries, Lloci,j,k and Rloci,j,k are intended to express left-locality and right-locality
of predicates, and Mini,j is intended to express the properties of the members
of LR∗(Q) for arbitrary Q (least LR representations of NCMS).

For each Φ ∈ L denote by m(Φ) the maximal value of among all indices i, j
of the predicate symbols of the forms Di, E−

i,j , E+
i,j , Li,j , Ri,j which appear in

Φ, or 1, if no such symbols appears in Φ.
For each Φ ∈ Lc let us define an associated formula Trans(Φ) as follows. Let

Φ ∈ Lc and u1, u2, ..., um be an increasing sequence of all elements of the set

{d(j), l(i, j), r(i, j), ep(i, j), en(i, j), e(i, j)} | i, j ∈ {1, 2, ...,m(Φ)}},

and Φ′ be the formula obtained from Φ by renaming all variable names of the form
Fi to Ff(i) and subsequent replacement of all atomic sub-formulas of Φ of the
forms Di(tk), E−

i,j(tk), E+
i,j(tk), Li,j(tk), Ri,j(tk) (i, j, k ∈ N) with tk ∈ Fd(i,j),

tk ∈ Fen(i,j), tk ∈ Fep(i,j), tk ∈ Fl(i,j), tk ∈ Fr(i,j) respectively.
Then Trans(Φ) denotes the following formula:

∀Fu1∀Fu2 ...∀Fum

m(Φ)∧
j=1

Domj(Fd(j)) ∧
m(Φ)∧
i=1

m(Φ)∧
j=1

m(Φ)∧
k=1

(

Eqi,j,k(Fd(i), Fe(i,i), Fe(i,j), Fe(j,i), Fe(j,k), Fe(i,k), Fd(j), Fen(i,j), Fep(i,j))∧
∧ Lloci,j,k(Fd(i), Fen(i,j), Fl(k,i), Fl(k,j))∧
∧ Rloci,j,k(Fd(i), Fep(i,j), Fr(k,i), Fr(k,j)))∧

∧
m(Φ)∧
i=1

m(Φ)∧
j=1

Mini,j(Fd(j), Fl(i,j), Fr(i,j)) → Φ′

Obviously, Trans(Φ) is a closed formula in L2
<.

Informally, Trans translates L-sentences into L2
<-sentences for the purpose

of reduction of testing membership in Th to testing membership in Th2
<(T ).

Denote I0 = N and In = {1, 2, ..., n} for each n ∈ N.
For each n ∈ N ∪ {0} let Sn be the set of all structures

(T,<, (Di)i∈N, (E−
i,j)i,j∈N, (E+

i,j)i,j∈N, (Li,j)i,j∈N, (Ri,j)i,j∈N) ∈ S

such that there exists an indexed family (Ei,j)i,j∈In of predicates on T which
satisfy the following conditions:

(1) for each i, j ∈ In the truth sets of Di, E−
i,j , E+

i,j , Li,j , Ri,j , Ei,j are in Fσ(T );
(2) for each i ∈ In the truth set of Di belongs to T ∪ {∅};
(3) for each i, j, k ∈ In and t ∈ T the following properties of Ei,j hold:

– Di(t) ⇒ Ei,i(t);
– Ei,j(t) ⇒ Ej,i(t);
– Ei,j(t) ∧ Ej,k(t) ⇒ Ei,k(t);
– Ei,j(t) ⇒ Di(t) ∧ Dj(t);
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– E−
i,j(t) ⇔ ∃t′ ∈ [0, t) ∀t′′ ∈ (t′, t] Ei,j(t′′);

– E+
i,j(t) ⇔ ∃t′ > t ∀t′′ ∈ [t, t′) Ei,j(t′′);

(4) for each i, j, k ∈ In and t ∈ T the following properties of Lk,i hold:
– E−

i,j(t) ⇒ (Lk,i(t) ⇔ Lk,j(t));
– if t is a minimal element of {t′ | Di(t′)}, then Lk,i(t);
– ¬Di(t) ⇒ ¬Lk,i(t);

(5) for each i, j, k ∈ In and t ∈ T the following properties of Rk,i hold:
– E+

i,j(t) ⇒ (Rk,i(t) ⇔ Rk,j(t));
– if t is a maximal element of {t′ | Di(t′)}, then Rk,i(t);
– ¬Di(t) ⇒ ¬Rk,i(t);

(6) for each i, j ∈ In and t ∈ T the following holds:
– if Li,j(t) and t is a non-minimal element of {t′ | Dj(t′)}, then there exists

t′ ∈ [0, t) such that Li,j(t′′) ∧ Ri,j(t′′) for all t′′ ∈ (t′, t);
– if Ri,j(t) and t is a non-maximal element of {t′ | Dj(t′)}, then there exists

t′ > t such that Li,j(t′′) ∧ Ri,j(t′′) for all t′′ ∈ (t, t′).

Lemma 3. Let Φ ∈ Lc. Then Trans(Φ) ∈ Th2
<(T ) if and only if S |= Φ for all

S ∈ Sm(Φ).

Proof (Sketch). Follows straightforwardly from the definition of Trans, Sm(Φ),
and the interpretation of L2

< formulas. �

Lemma 4. Let Φ ∈ L, n ∈ N, n ≥ m(Φ). Then S |= Φ for all S ∈ Sn if and
only if S |= Φ for all S ∈ S0.

Proof (Sketch).

“If”: Assume that S |= Φ for all S ∈ Sn. Using the definition of S0, it is easy
to check that S0 ⊆ Sn. Then S |= Φ for all S ∈ S0.

“Only if”: Assume that S |= Φ for all S ∈ S0. Let

S′ = (T,<, (Di)i∈N, (E−
i,j)i,j∈N, (E+

i,j)i,j∈N, (Li,j)i,j∈N, (Ri,j)i,j∈N) ∈ Sn

be an arbitrary element. Then there exists a family (Ei,j)i,j∈In of predicates
on T such that the properties (1)–(6) of Sn hold for S′ and (Ei,j)i,j∈In .
Let us prove that S′ |= Φ.
For each i, j ∈ In let D′

i = Di, E′−
i,j = E−

i,j , E′+
i,j = E+

i,j . For each i, j ∈ N

such that (i, j) /∈ In × In let us define unary predicates D′
i, E′−

i,j , E′+
i,j on T

such that ¬D′
i(t), ¬E′−

i,j(t), ¬E′+
i,j(t) for all t ∈ T .

For each i, j ∈ N let us define unary predicates L′
i,j , R′

i,j on T such that
– if (i, j) ∈ In × In, then L′

i,j = Li,j , otherwise for all t ∈ T , L′
i,j(t) if and

only if t is a minimal element of the truth set of D′
j ;

– if (i, j) ∈ In × In, then R′
i,j = Ri,j , otherwise for all t ∈ T , R′

i,j(t) if and
only if t is a maximal element of the truth set of D′

j .
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Let

S′′ = (T,<, (D′
i)i∈N, (E′−

i,j)i,j∈N, (E′+
i,j)i,j∈N, (L′

i,j)i,j∈N, (R′
i,j)i,j∈N).

Obviously, S′′ ∈ S. The structures S′ and S′′ have the same carrier set. Also,
because n ≥ m(Φ), the symbols of all predicates which appear in Φ have the
same interpretations in S′ and S′′, so S′′ |= Φ if and only if S′ |= Φ.
Let us show that S′′ ∈ S0. Let (E′

i,j)i,j∈I0 be an indexed family of predicates
such that for each i, j ∈ N, if (i, j) ∈ I0 × I0, then E′

i,j = Ei,j , and if
(i, j) /∈ I0 × I0, then ¬E′

i,j(t) for all t ∈ T .
It is easy to check that the properties (1)–(3) and (6) of S0 hold for S′′ and
(E′

i,j)i,j∈I0 . Let us prove the property (4) of S0 for S′′ and (E′
i,j)i,j∈I0 .

Let i, j, k ∈ I0 and t ∈ T .

– Let us show that E′−
i,j(t) ⇒ (L′

k,i(t) ⇔ L′
k,j(t)). Assume that E′−

i,j(t).
Then i, j ∈ In, so E−

i,j(t). If k ∈ In, then Lk,i(t) ⇔ Lk,j(t), because
the property (4) of Sn holds for S′ and (Ei,j)i,j∈In , so L′

k,i(t) ⇔ L′
k,j(t).

Otherwise, k /∈ In and from the property (3) of Sn for S′ and (Ei,j)i,j∈In

it follows that t is not a minimal element of the truth set of E−
i,j and

is not a minimal element of the truth sets of Di = D′
i and Dj = D′

j .
Then ¬L′

k,i(t) and ¬L′
k,j(t), whence L′

k,i(t) ⇔ L′
k,j(t). We conclude that

E′−
i,j(t) ⇒ (L′

k,i(t) ⇔ L′
k,j(t)).

– Let us show that if t is a minimal element of {t′ | D′
i(t

′)}, then L′
k,i(t).

Let t be a minimal element of {t′ | D′
i(t

′)}. Then D′
i(t), so i ∈ In and t is

a minimal element of {t′ | Di(t′)}. If k ∈ In, then Lk,i(t) by the property
(4) of Sn for S′ and (Ei,j)i,j∈In , so L′

k,i(t). Otherwise, k /∈ In and t is a
minimal element of {t′ | D′

i(t
′)}, so L′

k,i(t). In both cases, L′
k,i(t).

– Let us show that ¬D′
i(t) ⇒ ¬L′

k,i(t). Assume that ¬D′
i(t). If i ∈ In and

k ∈ In, then ¬Di(t) ⇒ ¬Lk,i(t), Di = D′
i, and Lk,i = L′

k,i, so ¬L′
k,i(t).

Otherwise, i /∈ In or k /∈ In, whence ¬L′
k,i(t), because t is not an element

of the truth set of D′
i. In both cases, ¬L′

k,i(t).
Thus the property (4) of S0 holds for S′′ and (E′

i,j)i,j∈I0 . The property (5)
of S0 can be proven for S′′ and (E′

i,j)i,j∈I0 analogously.
We conclude that S′′ ∈ S0. Then S′′ |= Φ by assumption. Thus S′ |= Φ.

Because S′ is arbitrary, we have S′ |= Φ for all S′ ∈ Sn. �

Lemma 5. St(M) ∈ S0 for each M ∈ M.

Proof. Let M = ((si)i∈N, (Σi)i∈N) ∈ M and Q be the (common) set of states of
all Σi, i ∈ N. Let

S = St(M) = (T,<, (Di)i∈N, (E−
i,j)i,j∈N, (E+

i,j)i,j∈N, (Li,j)i,j∈N, (Ri,j)i,j∈N).

Then S ∈ S. Let us show that S ∈ S0. For each i ∈ N let (l∗i , r∗
i ) =

LRmin(Σi). By Theorem 3(2), (l∗i , r∗
i ) ∈ LR∗(Q). By the definition of St(M),

for all i, j ∈ N and t ∈ T , Di(t) ⇔ t ∈ dom(si), E−
i,j(t) ⇔ si=̇t−sj , and E+

i,j(t) ⇔
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si=̇t+sj . Moreover, if sj(t) ↓, then Li,j(t) ⇔ l∗i (sj , t) and Ri,j(t) ⇔ r∗
i (sj , t), and

if sj(t) ↑, then ¬Li,j(t) and ¬Ri,j(t).
For each t ∈ T let V (t) = {(i, j) ∈ N × N | E−

i,j(t) ∨ E+
i,j(t)} and V T (t) is a

transitive closure of V (t). Let (Ei,j)i,j∈N be an indexed family of predicates on
T such that Ei,j(t) ⇔ (i, j) ∈ V T (t) for all i, j ∈ N and t ∈ T .

Note that for each t ∈ T , V (t) is a symmetric binary relation, so V T (t) is
also a symmetric binary relation.

It is easy to check that the properties (2) and (3) of S0 hold for S and
(Ei,j)i,j∈N. Taking into account that for each i ∈ N, l∗i is left-local and r∗

i is
right-local, the properties (4) and (5) of S0 also hold for S and (Ei,j)i,j∈N. The
property (6) of S0 can be easily checked for S and (Ei,j)i,j∈N by taking into
account that (l∗i , r∗

i ) ∈ LR∗(Q) for all i ∈ N.
Let us prove the remaining property (1) of S0 for S and (Ei,j)i,j∈N, i.e. that

the truth sets of Di, E−
i,j , E+

i,j , Li,j , Ri,j , Ei,j belong to Fσ(T ) for all i, j ∈ N.
Let us fix i, j ∈ N. We have {t | Di(t)} = dom(si) ∈ T ∪ {∅} ⊂ Fσ(T ).
It is easy to see that E−

i,j is a left-stable predicate and E+
i,j is a right-stable

predicate. Then by Lemma 1, the truth sets of E−
i,j and E+

i,j belong to Fσ(T ).
Let Pj be a predicate on T such that Pj(t) if and only if t is a non-minimal

element of dom(sj). Let A, B be predicates on T such that A(t) ⇔ Li,j(t)∧Pj(t),
B(t) ⇔ Li,j(t) ∧ ¬Pj(t) for all t ∈ T . Because (l∗i , r∗

i ) ∈ LR∗(Q), A is a left-
stable predicate, so by Lemma 1 the truth set of A belongs to Fσ(T ). Moreover,
because ¬Li,j(t) for all t ∈ T\dom(sj), B(t) implies that t is a minimal element
of dom(sj), so the truth set of B is either empty or a singleton set, so it is in
Fσ(T ). Then {t | Li,j(t)} = {t | A(t)} ∪ {t | B(t)} ∈ Fσ(T ).

By analogy it is easy to prove that {t | Ri,j(t)} ∈ Fσ(T ).
Let us show that {t | Ei,j(t)} ∈ Fσ(T ). Let

W = {{t′ | E−
i,j(t

′)} | i, j ∈ N} ∪ {{t′ | E+
i,j(t

′)} | i, j ∈ N}.

From the arguments mentioned it follows that W ⊆ Fσ(T ). Using the definition
of Ei,j it is easy to check that {t | Ei,j(t)} can be represented as a countable
union of finite intersections of elements of W . As finite intersections of Fσ-sets
are Fσ-sets, it follows that {t | Ei,j(t)} ∈ Fσ(T ).

We conclude that the truth sets of Di, E−
i,j , E+

i,j , Li,j , Ri,j , Ei,j are in Fσ(T ).
The properties (1)-(6) of S0 hold for S and (Ei,j)i,j∈N, so S = St(M) ∈ S0. �

Lemma 6. For each S ∈ S0 there exists M ∈ M such that S = St(M).

Proof (Sketch). Let

S = (T,<, (Di)i∈N, (E−
i,j)i,j∈N, (E+

i,j)i,j∈N, (Li,j)i,j∈N, (Ri,j)i,j∈N) ∈ S0.

Then S ∈ S and there exists an indexed family (Ei,j)i,j∈N of predicates on T
such that the properties (1)–(6) of S0 hold for S and (Ei,j)i,j∈N.

Let Q = 2N and for each i ∈ N, si : T→̃Q be a function such that si(t) ↓=
{j ∈ N | Ei,j(t)} for each t ∈ T such that Di(t) and si(t) ↑ for each t ∈ T such
that ¬Di(t). For each k ∈ N let lk : ST (Q) → Bool and rk : ST (Q) → Bool be
predicates such that for each (s, t) ∈ ST (Q):



94 I. Ivanov et al.

– lk(s, t) if and only if either t is a minimal element of dom(s), or there exists
i ∈ N such that s

.=t− si and Lk,i(t).
– rk(s, t) if and only if either t is a maximal element of dom(s), or there exists

i ∈ N such that s
.=t+ si and Rk,i(t).

It follows immediately that lk is left-local and rk is right-local. Then (lk, rk) ∈
LR(Q). For each k ∈ N let Trk = {s : A → Q |A ∈ T∧(∀t ∈ A lk(s, t)∧rk(s, t))}
and Σk = (T,Q, Trk). Let M = ((si)i∈N, (Σk)k∈N). The property (2) of S0 for S
and (Ei,j)i,j∈N implies that dom(si) ∈ T ∪ {∅} for all i ∈ N and Theorem 1(1)
implies that Σk is a NCMS with the set of states Q for all k ∈ N. Thus M ∈ M.

For each k ∈ N let (l∗k, r∗
k) = LRmin(Σk).

Using the properties of S0 it is not difficult to check that for each i, j ∈ N

and t ∈ T , Di(t) ⇔ t ∈ dom(si), E−
i,j(t) ⇔ si=̇t−sj , E+

i,j(t) ⇔ si=̇t+sj , and
also if sj(t) ↓, then Li,j(t) ⇔ l∗i (sj , t) and Ri,j(t) ⇔ r∗

i (sj , t) and if sj(t) ↑, then
¬Li,j(t) and ¬Ri,j(t). Then S = St(M). �

Lemma 7. Let Φ ∈ Lc. Then Trans(Φ) ∈ Th2
<(T ) if and only if Φ ∈ Th.

Proof. By Lemma 3, Trans(Φ) ∈ Th2
<(T ) if and only if S |= Φ for all S ∈ Sm(Φ).

By Lemma 4, S |= Φ for all S ∈ Sm(Φ) if and only if S |= Φ for all S ∈ S0.
Lemmas 5, 6 imply that S |= Φ for all S ∈ S0 if and only if St(M) |= Φ (i.e.
M |=m Φ) for all M ∈ M. Thus Trans(Φ) ∈ Th2

<(T ) if and only if Φ ∈ Th. �

Now we can prove Theorem 4.

Proof of Theorem 4 (Sketch). Lemma 7 implies that Th = {Φ ∈ Lc | Trans(Φ) ∈
Th2

<(T )}. Then because Th2
<(T ) is decidable by Lemma 2, it is straightforward

to show that Th is decidable. �

5 Example of Application

Let us consider an example of application of the obtained results. Distributed
CPS often contain several components (e.g. information processing units) which
need an exclusive access to a single shared resource (e.g. an actuator) [2].

Consider a CPS which consists of three components (or processes), two of
which (component 1 and component 2) share a certain resource. The resource
may be accessed sequentially, but simultaneous access by two components is
prohibited. To guarantee absence of simultaneous access to the resource, the
components 1 and 2 communicate using shared memory and implement a vari-
ant of Peterson’s mutual exclusion algorithm. The components 1 and 2 can
read shared memory and the current state of another component at any time
(possibly simultaneously), but cannot write directly into the shared memory.
Instead, the component 3 has exclusive write access to the shared memory and
acts as an arbiter which receives write requests from the components 1 and 2.
If the component 3 receives one request at a given time moment, it satisfies it
immediately. If it receives two requests simultaneously, it chooses one of them
(arbitrarily), satisfies it, and declines another one.
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Let us model the behavior of the described CPS as a set of trajectories from
the time domain T to a set (global) states Q of the form A1 ×A2 ×A3 ×M ×R,
where Ai, i = 1, 2, 3 is the set of (individual) states of the component i, M is
the set of states of the shared memory, and R is the set of states of the shared
resource. For each q ∈ Q we denote by ai(q) the projections of q on the coordinate
i, i = 1, 2, 3, and by m(q) denote the projection of q on the 4-th coordinate.

Let us assume that A1 = Bool, A2 = Bool, A3 = Bool×Bool×Bool×Bool,
and M = Bool. The elements of Ai, i = 1, 2 indicate whether the component
i is interested in obtaining the access the shared resource. The elements of M
indicate which of the two components have the priority over another one. The
elements of A3 have the form (w1, v1, w2, v2), where for i = 1, 2, wi = true means
that the component i is asking the component 3 to write the value vi into the
shared memory, and wi = false means that the component i is not asking the
component 3 to change the shared memory. For each q ∈ A3 we will denote by
w1(q), v1(q), w2(q), v2(q) the projections of a3(q) on the 1, 2, 3, 4-th coordinate.

For each predicate P : Q → Bool let us denote

TrP = {s : A → Q | A ∈ T ∧ ∀t ∈ A P (s(t))}
and ΣP = (T,Q,ΣP ). Obviously, TrP is CPR, complete, and Markovian set of
trajectories, so ΣP is a NCMS.

For each predicate P : Q → Bool denote by P̄ the predicate on Q such that
P̄ (q) ⇔ ¬P (q) for all q ∈ Q.

We will specify the behavior and the mutual exclusion property of the
described CPS in terms of the properties of the following tuple of NCMS:

(Σi)i=1,2,...,14 =
= (Σa1 , Σā1 , Σa2 , Σā2 , Σm, Σm̄, Σw1 , Σw̄1 , Σw2 , Σw̄2 , Σv1 , Σv̄1 , Σv2 , Σv̄2).

Let us introduce the following names for the indices of the components of
the tuple: a1 = 1, ā1 = 2,a2 = 3, ā2 = 4,m = 5, m̄ = 6,w1 = 7, w̄1 = 8,w2 =
9, w̄2 = 10,v1 = 11, v̄1 = 12,v2 = 13, v̄2 = 14.

Let Ψ , Φ1, Φ2, Φ3 be the following formulas in the language L:

Ψ := ∀t1

7∧
k=1

¬(L2k−1,1(t1) ∧ L2k,1(t1)) ∧ ¬(R2k−1,1(t1), R2k,1(t1))

Φ1(t1) := (∃t2∃t3∃t4 t2 < t3 ∧ t3 < t4 ∧ t4 < t1∧
(∀t5(t2 < t5 ∧ (t5 < t1 ∨ t5 = t1) → Li1,1(t5)))∧

∧ Lw1,1(t3) ∧ Lv1,1(t3) ∧ Rv1,1(t3)∧
(∀t5((t3 < t5 ∨ t3 = t5) ∧ (t5 < t1 ∨ t5 = t1) → Rw̄1,1(t5))) ∧ (Rī2,1(t4) ∨ Rm,1(t4)) )

Φ2(t1) := (∃t2∃t3∃t4 t2 < t3 ∧ t3 < t4 ∧ t4 < t1∧
(∀t5(t2 < t5 ∧ (t5 < t1 ∨ t5 = t1) → Li2,1(t5)))∧

∧ Lw2,1(t3) ∧ Lv̄2,1(t3) ∧ Rv̄2,1(t3)∧
(∀t5((t3 < t5 ∨ t3 = t5) ∧ (t5 < t1 ∨ t5 = t1) → Rw̄2,1(t5))) ∧ (Rī1,1(t4) ∨ Rm̄,1(t4)) )
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Φ3 := ∀t1((Rw̄1,1(t1) ∧ Rw̄2,1(t1) → (Rm,1(t1) ∨ Rm̄,1(t1))∧
∧ (Rw1,1(t1) ∧ Rw̄2,1(t1) ∧ Rv1,1(t1) → Rm,1(t1))∧
∧ (Rw1,1(t1) ∧ Rw̄2,1(t1) ∧ Rv̄1,1(t1) → Rm̄,1(t1))∧
∧ (Rw̄1,1(t1) ∧ Rw2,1(t1) ∧ Rv2,1(t1) → Rm,1(t1))∧

∧ (Rw̄1,1(t1) ∧ Rw2,1(t1) ∧ Rv̄2,1(t1) → Rm̄,1(t1)))

Φ := ¬∃t1(Ψ ∧ Φ1(t1) ∧ Φ2(t1) ∧ Φ3)

Informally, we can interpret Φ(ti), i = 1, 2 as a statement that the component
i of the CPS described above can access the shared resource at time t1, and this
happens only if there exist three preceding time moments (t2 < t3 < t4 < t1)
such that the component i sets its individual state to True at time t2 (i.e. indi-
cates that it is interested in accessing the shared resource) and sends a request to
write the value true, if i = 1 or false, if i = 2 to the shared memory to the com-
ponent 3 at time t3, and at time t4, either the component 3 − i is not interested
in accessing the shared resource, or the value of the shared memory indicates
the priority of the component i over the component 3 − i. This statement can
be considered as a high-level expression of the Peterson’s algorithm. Also, infor-
mally, Φ3 expresses the algorithm of the component 3 and Ψ is a consistency
condition like “a predicate and its negation cannot hold simultaneously”.

Then Φ can be interpreted as the statement that there is no time moment t1
at which the components 1 and 2 of the CPS described above can simultaneously
access the shared resource.

One can prove that Φ ∈ Th directly using definitions. However, this can also
be checked by a decision procedure for Th described in the proof of Theorem 4,
which gives a mechanized proof of the mutual exclusion property of an abstract
version of Peterson’s algorithm in the case of CPS.

6 Conclusions and Future Work

We have proposed a decidable formal theory for describing high-level properties
of NCMS. The class of NCMS contains abstract dynamical systems which can
represent discrete and continuous evolutions in continuous time and are sufficient
for modeling a wide range of real-time information processing and cyber-physical
systems. In the future works we plan to extend the introduced theory and apply
it to verification of practical cyber-physical systems.

Acknowledgments. We would like to thank Dr. Martin Strecker and Prof. Louis
Féraud of Institut de Recherche en Informatique de Toulouse (IRIT), France for the
ideas which inspired this work.
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Abstract. In the paper complex event processing systems are consid-
ered. The survey of problems and approaches to their solutions associated
with this technology is contained in the paper. Based on this survey a
mathematical model for complex event processing systems is proposed.
Samples of such a model are called a CEP-machines. Authors have
demonstrated that this model is closely related with the notion of a pre-
automaton introduced in their earlier papers. The proposed model pro-
vides rigorous formulations of problems associated with complex event
processing. Authors have proved that processing ability of such systems
is determined by some compromise between the class of processed event
stream and a number of complex events. Further in the paper the prob-
lem of CEP-machine synthesis basing on the formal specification has
been solved. Authors have established the conditions ensuring possibil-
ity of algorithmic realisation for CEP-machines.

Keywords: Pre-automaton · Complex event · Mathematical model ·
Event processing · Response function · Computable function · Decidable
set

1 Introduction

A modern development trend of information and communication technology
demonstrates a stable growth of importance to monitor and analyse continu-
ous information streams. These processes require execution “on-the-fly” thereby
they should have the ability to respond in a real time mode.

As a rule, a continuous information stream is not continuous in the mathe-
matical sense of this word. A continuous information stream can be considered
rather as a sequence of elementary (atomic) events such that each of them carries
some information fragment. A finite segment of an event stream is a complex
event if this segment has semantic meaning in the context of our interest.

Complex Event Processing (CEP) is a method of tracking and analysing
streams of data about things that happen (they are called events) [11, p.3] and
about effects caused by them. The goal of complex event processing is to identify
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meaningful events (such as opportunities or threats) and respond to them as
quickly as possible [2]. These events may be happening across the various layers
of an organization as sales leads, orders or customer service calls. Or, they may
be news items [3], text messages, social media posts, stock market feeds, traffic
reports, weather reports, or other kinds of data [11].

Important application areas of CEP are the following [7]:

– “Business Activity Monitoring aims at identifying problems and opportunities
in early stages by monitoring business process and other critical resources. To
this end, it summarizes events into so-called key performance indicators such
as, e.g., the average run time of a process”;

– “Sensor Networks transmit measured data from the physical world to, e.g.,
Supervisory Control and Data Acquisition Systems that are used for monitor-
ing of industrial facilities. To minimize measurement and other errors, data of
multiple sensors has to be combined frequently. Further, high-level situations
(e.g., fire) usually have to be derivative from raw numerical measurements
(e.g., temperature, smoke, etc.)”;

– “Market Data such as stock or commodity prices can also be considered as
events. They have to be analysed in a continuous and timely fashion in order
to recognize trends early and to react to them automatically, for example, in
algorithmic trading.”

The concepts of “timelines” and “flow processing” are critical to explain
the need of a new class of systems. Truly, traditional Data Base Management
Systems (DBMSs):

– require data to be (persistently) stored and indexed before it could be processed;
– process data only when explicitly asked by the users, i.e., asynchronously with

respect to its arrival.

Both aspects contrast with the requirements of modern monitoring systems [4].
To fulfill the requirements two main concepts are used:

– The Data Stream Processing Model [1] represents the information flow process-
ing problem as processing streams of data coming from different sources to
generate new data streams as an output, and considers this problem as an
extension of traditional data processing, as supported by Data Base Manage-
ment Systems. Therefore, Data Stream Management Systems (DSMSs) have
their roots in DBMSs but introduce essential differences. While traditional
DBMSs are designed to work on persistent data, where updates are relatively
infrequent, DSMSs are specialized in dealing with transient data that is contin-
uously updated. The same way, while DBMSs run queries just once to return
a complete answer, DSMSs execute standing queries, which run continuously
and provide updated answers as new data arrives;

– The Complex Event Processing Model [10] considers flowing information items
as notifications of events happening in the external world, which have to be
filtered and combined to understand what is happening in terms of higher-
level events. Therefore, the focus of this model is on detecting occurrences of
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particular patterns of (low-level) events that represent the higher-level events
whose occurrences has to be notified to the interested parties [4].

The situations (specified as complex events) that need to be detected in
the applications mentioned above and the information associated with these
situations are distributed over several events. Thus CEP can only derive such
situations from a number of correlated (simple) events. To this end many dif-
ferent languages and formalisms for querying events, the so-called Event Query
Languages (EQLs), have been developed in the past. Today the following EQL
styles are used [7]:

– Composition Operators build complex event queries from simple event queries
using composition operators. Complex event queries are expressed by compos-
ing single events using different composition operators. Typical operators are
conjunction of events (all events must happen, possibly at different times),
sequence (all events happen in the specified order), and negation within a
sequence (an event does not happen in the time between two other events);

– Data Stream Query Languages are based on the database query language
SQL and the following general idea: Data Streams carry events represented as
tuples. Each data stream corresponds to exactly one event type. The streams
are converted into relations which essentially contain (parts of) the tuples
received so far. On these relations a (almost) regular SQL query is evaluated.
The result (another relation) is then converted back into a data stream;

– Production Rules are very flexible and well integrated with existing program-
ming languages. However, it entails working on a low abstraction level that
is – since it is primarily state and not event oriented – somewhat different
from other EQLs. Especially aggregation and negation are therefore hard to
express. Production rules are considered to be less efficient then data stream
query languages; this is however tied to the flexibility they add in terms of
combining queries (in rule conditions) and reactions (in rule actions);

– Timed State Machines are usually used to model the behavior of a stateful
system that reacts to events. The system is modelled as a directed graph. The
nodes of the graph represent the possible states of the system. Directed edges
are labelled with events and temporal conditions on them. The edges specify
the transitions between states that occur in reaction to in-coming events. State
machines are founded formally on deterministic or non-deterministic finite
automata. Since states in a state machine are reached by particular sequence
of multiple events occurring over time, they implicitly define complex events;

– Logic Languages express event queries in logic-style formulas. Logic languages
offer a natural and convenient way to specify event queries. The main advan-
tage of logic languages is their strong formal foundation, an issue which is
neglected by many languages of other styles. Thanks to the separation of dif-
ferent dimensions of event processing, logic languages are highly expressive,
extensible and easy to learn and use.

CEP depends on a number of techniques, [8] including: event-pattern detec-
tion; event abstraction; event filtering; event aggregation and transformation;
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modelling event hierarchies; detecting relationships (such as causality, member-
ship or timing) between events; abstracting event-driven processes.

The presented survey shows that there are a number of technical solutions
and software tools for implementing the concept of CEP. But some principal
problems for theoretical substantiation of the concept remain open. Among
them, e.g. the existence problem for unhandled event streams, which has an
important value for system design. The problem of CEP-system synthesis in
accordance with its input/reaction specification is the following example of such
open problems.

The main objective of this paper is to construct a mathematical model for
complex event processing systems to create a theoretical background for formal
analysis such systems.

The mathematical model proposed by authors is closely related with the
notion of a pre-automaton, which was introduced in [6] and studied further in
[12,14–16].

This paper consists of this introduction, seven sections, and conclusion.
Section 2 introduces basic notion and notations. Section 3 contains the compar-
ison of architectures for simple event processing and complex event processing.

Section 4 is devoted to constructing a mathematical model of a system for
complex event processing. This model is called a CEP-machine. Elementary
properties of a CEP-machine are studied in Sect. 5. The CEP-machine synthesis
problem is considered in Sect. 6.

Finally, in Sect. 7 the problem of algorithmic realising for a CEP-machine is
studied.

2 Basic Notions and Notations

Let X and Y be sets and f be a partial mapping from X into Y then the notation
f : X ��� Y is used to specify that f is a partial mapping in contrast to the
notation X → Y , which is used to specify everywhere defined mappings.

Let f : X ��� Y be a partial mapping from a set X into a set Y , x be some
element of X then the notation f(x) ↓ is used to indicate that x belongs to the
domain of the mapping f . Moreover, if x belongs to the domain of the mapping
f and it is known that f(x) = y then the denotation f(x) ↓ y is used to express
this fact. Similarly, the notation f(x) ↑ is used to indicate that x does not belong
to the domain of the mapping f . As usually, we use the denotation D(f) for the
domain of f .

Let Σ be a finite alphabet. As usually, we use the notation Σ∗ to refer to
the free monoid generated by Σ. The unit of this monoid is denoted by ε. The
semigroup of all non-empty words over an alphabet Σ is denoted by Σ+. Hence,
Σ∗ = Σ+

⋃
{ε}.

For any u ∈ Σ+ we denote by |u| the length of u, i.e. a number of symbols
containing in u, and set that |ε| = 0.

Any set L consisting of words over alphabet Σ is called prefix-free if assertions
uv ∈ L and u ∈ L for u, v ∈ Σ∗ imply the equality v = ε. For any L ⊂ Σ+ we
denote by C(L) the following set
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C(L) = {w ∈ L | w = uv and u ∈ L imply v = ε} .

One can easily see that L ⊂ Σ+ is prefix-free if and only if C(L) = L .
In addition to words over some alphabet we consider infinite sequences of

alphabet symbols. Therefore we use the notation Σω for the set of all one-way
infinite sequences of symbols belonging to the alphabet Σ. For π ∈ Σω and n ∈ N

we use the notation π[1..n] to refer to the word that has a length n and coincides
with the beginning of the sequence π. We denote also by π(n..) the sequence
belonging to Σω that is defined by the equality π = π[1..n]π(n..).

3 Event Processing Versus Complex Event Processing

In this section we are going to consider specificity of CEP in contrast to simple
event processing.

Definition 1 (Atomic and Complex Events). We shall say that an event is
atomic if it can not be represented as a complex of sub-events that are essential
for the domain of our interest.

In contrast, we shall say that an event is complex if it can be represented as
a complex of sub-events that are essential for the domain of our interest.

Fig. 1. Simple event processing
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Example 1. Language Java distinguishes low-level events and semantic events.
A keyboard, a mouse and other input devices produce the low-level events.

In contrast to low-level events semantic events are produced as a result of
some sequence of low-level events, e.g. SelectItemEvent is a result of the sequence:
GetFocusEvent, DownButtonEvent, and UpButtonEvent.

Definition 2 (Simple Event Processing). Simple event processing is based
on the suggestion that each event is directly related to specific, measurable changes
of condition and can be processed standalone.

In the case of simple event processing each notable happened event initiates
immediately the corresponding action.

Simple event processing is commonly used to drive the real-time work-flow
thereby reducing lag time and cost [13].

As shown in Fig. 1 event handler processes atomic events as soon as notifica-
tions about them being received.

=

Fig. 2. Complex event processing



106 G. Zholtkevych et al.

Definition 3 (Complex event processing). Complex event processing is
based on the suggestion that each atomic event carries too small volume of infor-
mation to determine the adequate reaction.

Complex event processing evaluates a confluence of events, determines an
event pattern and then takes the corresponding action.

Complex events may have different types and may occur over a long period of
time. The event dependencies may be different also and be causal, temporal,
or spatial. CEP requires to use sophisticated event interpreters, event pattern
definitions and recognition mechanisms [13].

As shown in Fig. 2 complex event handler is searching through the event
buffer to recognise a complex event. And if the complex event was recognised then
handler processes it and clears the event buffer. Thus the main difference between
Simple Event Processing and Complex Event Processing is that in the first case
a processing system reacts on each atomic event immediately while in the second
case a processing system is trying to detect and process some meaningful complex
event by analysing the buffer of atomic events. Facts mentioned above and results
obtained in [12,14–16] show that concept of the Pre-Automata can be widely
used in mathematical modelling of Complex Event Processing Systems.

4 Formal Model of Complex Event Processing System

In this section some mathematical model of an abstract machine for complex
event processing is built. To do this we choose and fix two finite alphabets Σ
and A to describe atomic events and system responses respectively.

Definition 4 (a handler). A partially defined map h : Σ+ ��� A we shall call
a handler if its domain D(h) is a prefix-free set.

To explain the necessity of the equation C(D(h)) = D(h) note that the require-
ment to accumulate a sequence of atomic events until it is recognised as a
processed sequence, is described by this equation.

Definition 5 (a pattern). Let h : Σ+ ��� A be a handler and a ∈ A be some
response then the prefix-free set Ph(a) = {w ∈ D(h) | h(w) = a} is called an
h, a-pattern.

A definition of an abstract machine for complex event processing should answer
the informal description given by Fig. 2.

Definition 6 (CEP-machine). An abstract machine for complex event proce-
ssing (below a CEP-machine) is a quadruple M = (Σ,A,H, δ) where Σ and
A are finite alphabets of events and responses respectively, H is a finite set of
handlers, and δ : A → H is a total map, which is called a transition map.

One can easily see that each handler h in the model corresponds to the method
handle() of the class Handler and the map δ corresponds to the method succ() of
the class Dispatcher (see Fig. 2).
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To define a behaviour of a CEP-machine let us consider the set Σω containing
all infinite sequences of elements belonging Σ. Such sequences will be called event
streams.

Let us define the partial function Th : Σω ��� N for any handler h ∈ H by
the following conditions

Th(π) ↓ t if π[1..t] ∈ D(h) ;
Th(π) ↑ if (∀ t ∈ N) h(π[1..t]) ↑ .

(1)

Informally, Th(π) is the first response time of the handler h under processing the
event stream π.

Definition 7 (an evolutionary operator of CEP-machine). Let M =
(Σ,A,H, δ) be a CEP-machine then the partial map S : H × Σω ��� H × Σω

defined by the conditions

S〈h, π〉 ↓ 〈δ(h(π[1..t])), π(t..)〉 if Th(π) ↓ t
S〈h, π〉 ↑ if Th(π) ↑

will be called an evolutionary operator of the CEP-machine.

Now to specify a correct behaviour of a CEP-machine we define its valid scenarios
called work-flows.

Definition 8 (a work-flow). Let M = (Σ,A,H, δ) be a CEP-machine and
〈〈h(t), π(t)〉 | t = 0, 1, . . . 〉 be a sequence over H × Σω then it is called a work-
flow if the following equality holds

〈h(t+1), π(t+1)〉 = S〈h(t), π(t)〉 for all t ≥ 0 .

5 Elementary Properties of CEP-machines

Simple, but very important properties of CEP-machines are a consequence of
the existence of some natural topology on the set Σω.

More precisely, for a finite alphabet Σ the family B = {u · Σω | u ∈ Σ+} of
subsets over Σω holds characteristic properties of a topological base. Therefore,
we consider Σω as a topological space and the corresponding topology is called
Tychonoff topology on sequence space. It is well-known that this topological
space is a bicompact.

Proposition 1. Let M = (Σ,A,H, δ) be a CEP-machine then for any h ∈ H
the function Th : Σω ��� N defined by (1) is continuous function on the set
{π ∈ Σω | Th(π) ↓} under the assumption that the topology on N is discrete.

Proof. One can easily see that for any t ∈ N the equality

T−1
h (t) =

⋃
u∈D(h):|u|=t

u · Σω

is true. But the right side of this equality is a union of sets belonging to B, hence
T−1(t) is an open set. ��
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Corollary 1. The function Th : Σω ��� N is a piecewise constant function.

Corollary 2. Let M = (Σ,A,H, δ) be a CEP-machine, S be its evolutionary
operator, and D(S) be domain of S then

D(S) =
⋃

h∈H

Dh(S) ,

where each Dh(S) ⊂ Σω is an open set in Tychonoff topology on Σω.

Theorem 1. Let M = (Σ,A,H, δ) be a CEP-machine, S be its evolutionary
operator, and h ∈ H be some handler then S〈h, π〉 ↓ for all π ∈ Σω if and only
if D(h) is finite and Σω =

⋃
u∈D(h) u · Σω.

Proof. Indeed, suppose that S〈h, π〉 ↓ for any event stream π then the statement
Th(π) ↓ is true for all π ∈ Σω. It means that

Σω =
∞⋃

t=1

T−1(t) =
∞⋃

t=1

⎛
⎝ ⋃

u∈D(h):|u|=t

u · Σω

⎞
⎠ .

Further, taking into account Proposition 1 and Weierstrass Boundedness The-
orem one can conclude that there exists M ∈ N such that Th(π) ≤ M for all
π ∈ Σω. Hence, we obtain that

Σω =
M⋃

t=1

⎛
⎝ ⋃

u∈D(h):|u|=t

u · Σω

⎞
⎠ .

Thus, the set D0(h) = {u ∈ D(h) | 1 ≤ |u| ≤ M} is finite.
Let D0(h) = {u1, . . . , um} then

1. ui ∈ D(h) for all i = 1, . . . , m and
2. Σω =

⋃m
i=1 ui · Σω.

We claim that ui · Σω
⋂

uj · Σω = ∅ for 1 ≤ i �= j ≤ m. Indeed, suppose that
there exists some π ∈ ui · Σω

⋂
uj · Σω then there are three possibilities:

– |ui| = |uj | and in this case we have the equality ui = uj that contradicts the
assumption i �= j;

– |ui| < |uj | and ui is a prefix of uj that contradicts the equality C(D(h)) =
D(h);

– |ui| > |uj | that is impossible too (reasoning is similar to the previous item).

Further, let u be an arbitrary element in D(h) then taking into account properties
1 and 2 of D0(h) we can conclude the following statement: for each π ∈ u ·
Σω there exists the unique 1 ≤ i(π) ≤ m such that π ∈ ui(π) · Σω. As above
the assumption |u| �= |ui(π)| contradicts the equality C(D(h)) = D(h) and the
equality |u| = |ui(π)| means u = ui(π). Hence, D(h) = D0(h) and the direct
statement of the theorem is proved.

The converse statement of the theorem is evident. ��
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Remark 1. Theorem 1 is not complicated but it grounds the following important
alternative: either a handler is able to provide a response to an infinite number
of complex events and, in such a case, it can not provide processing of any event
stream, or the handler is able to provide processing of any event stream and, in
such a case, its behaviour consists in responding to a finite number of complex
events.

6 CEP-machines and Pre-automata

As it noted above, the concept of a pre-automaton is closely related with the
concept of a CEP-machine. This section is devoted to explaining of the mentioned
relation.

Definition 9. (see [6]). A triple (X,Σ, μ), where X is a set, Σ is a finite alpha-
bet, and μ : X × Σ∗ ��� X is a partial mapping, is called a pre-automaton if the
following conditions hold

1. the equality μ(x, ε) ↓ x holds for all x ∈ X ;
2. if the assertions μ(x, u) ↓ and μ(μ(x, u), v) ↓ are true for some x ∈ X and

u, v ∈ Σ∗ then the assertion μ(x, uv) ↓ μ(μ(x, u), v) is true too;
3. if the assertions μ(x, u) ↓ and μ(x, uv) ↓ are true for some x ∈ X and u, v ∈

Σ∗ then the assertion μ(μ(x, u), v) ↓ μ(x, uv) is true too.

In this context μ is called a transition function.

Now we describe a manner to associate a pre-automaton with a CEP-machine.
The origin point for our construction is a CEP-machine M = (Σ,A,H, δ). We
will find the target pre-automaton as the triple M̂ = (H,Σ, μ) such that the
partial mapping μ : H × Σ∗ ��� H satisfies the following condition

for any h ∈ H, w ∈ D(h), and π ∈ Σω

the conjunction of μ(h,w) ↓ and S〈h,w · π〉 ↓ 〈μ(h,w), π〉 is true (2)

where S is the evolutionary operator of the CEP-machine M.

Theorem 2. Let M = (Σ,A,H, δ) be a CEP-machine and μ : H × Σ∗ ��� H
be defined in the following manner

1. μ(h, ε) = h for any h ∈ H;
2. for any h ∈ H, u ∈ D(h), and v ∈ Σ∗ the truth of the assertion μ(δ(h(u)), v) ↓

implies that μ(h, uv) ↓ is true and in this case μ(h, uv) = μ(δ(h(u)), v);
3. μ(h,w) ↑ for all other cases,

then the triple M̂ = (H,Σ, μ) is a pre-automaton and the mapping μ satisfies
(2).

To prove the Theorem 2 the following lemma is needed.
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Lemma 1. Let μ be as in Theorem 2, h ∈ H, and w ∈ Σ+ be a word such that
μ(h,w) ↓ then there exists the unique alternating sequence h0 ∈ H, u0 ∈ Σ+,
h1 ∈ H, u1 ∈ Σ+, . . . , un−1 ∈ Σ+, hn ∈ H such that

1. w = u0 . . . un−1;
2. ui ∈ D(hi) for all i = 0, . . . , n − 1;
3. h0 = h and hi+1 = μ(hi, ui) for all i = 0, . . . , n − 1.

Proof. To prove the lemma let us consider the following algorithm.

1: let us assign h0 ← h, w0 ← w, and i ← 0;
2: if wi ∈ D(hi) then assign hi+1 ← μ(hi, wi), ui ← wi, and halt;
3: choose ui ∈ D(hi) and wi+1 ∈ Σ+ so as to satisfy the equality wi = uiwi+1;
4: let assign hi+1 ← μ(hi, ui) and i ← i + 1;
5: go to item 2.

Taking into account that μ(h,w) ↓ and the definition of μ one can obtain that
for any i either wi ∈ D(hi) and algorithm terminates or wi can be represented
in accordance to item 3. In the last case the definition of μ guaranties that
μ(hi, wi) ↓. Moreover, the inequality |wi| < |wi−1| holds.

Thus, an algorithm execution is terminated because each its step decreases
length of the current word wi. After such a termination we evidently obtained
the required alternating sequence. ��

Corollary 3. Any word w ∈ Σ+ such that μ(h,w) ↓ can be uniquely represented
in the form w = uv where u is a word satisfying the condition μ(h, u) ↓ and
v ∈ D(μ(h, u)).

Proof (of Theorem 2). Primarily, let us check that μ satisfies conditions 1 – 3 of
Definition 9. The validity of condition 1 is evident.

To check condition 2 of the theorem assume that μ(h, u) ↓ and μ(μ(h, u), v) ↓.
Using Lemma 1 one can construct the alternating sequence

h0 = h, u0, . . . , um−1, hm = μ(h, u), um, . . . , um+n−1, hm+n = μ(μ(h, u), v)

such that the sequence h0 = h, u0, . . . , um−1, hm = μ(h, u) is the sequence
for μ(h, u) and hm = μ(h, u), um, . . . , um+n−1, hm+n = μ(μ(h, u), v) is the
sequence for μ(μ(h, u), v). Thus u = u0 . . . um−1, v = um . . . um+n−1, and
uv = u0 . . . um−1um . . . um+n−1. It is evident that conditions 2 and 3 of Lemma 1
hold therefore the constructing sequence is the sequence for μ(uv, h). This means
that μ(h, uv) ↓ μ(μ(h, u), v).

To check condition 3 of the theorem is similarly to check condition 2.
The validity of (2) is evident. ��

Definition 10 (the dual pre-automaton for a CEP-machine). Let M =
(Σ,A,H, δ) be a CEP-machine and M̂ = (H,Σ, μ) be the pre-automaton deter-
mined by Theorem 2 then M̂ will be called the dual pre-automaton for the CEP-
machine M.
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We can carry out the converse construction too and associate with any pre-
automaton P a CEP-machine M so as to satisfy the equality P = M̂.

Proposition 2. Suppose that a pre-machine P = (X,Σ, μ) is given and let us
define the quadruple P̂ = (Σ,X,H, δ) such that

H = {hx : Σ+ ��� X | x ∈ X} where

D(hx) = {w ∈ Σ+ | μ(x,w) ↓ and if w = uv ∧ μ(x, u) ↓ then v = ε} ,

hx(w) = μ(x,w) for w ∈ D(hx) ;

δ(x) = hx .

Then P̂ is a CEP-machine and ̂̂P is isomorphic to P.

Proof. Let μ̂ : H×Σ∗ ��� H be the transition function for the pre-automaton ̂̂P.
Then for w ∈ D(hx) we have μ̂(hx, w) = δ(hx(w)) = hμ(x,w). Extending the
mapping μ̂(x,w) for w ∈ Σ∗ in according with the conditions of Theorem 2 we
obtain μ̂(hx, w) ↓ if and only if μ(x,w) ↓ and in this case μ̂(hx, w) = hμ(x,w).
Hence, the mapping such that x �→ hx is an isomorphism of pre-automata [6]. ��

7 Synthesis of CEP-machines with Specified Behaviour

The real engineering practice requires methods to provide improving of devel-
opment processes, in particular, for synthesis of CEP-systems. The key notion
for this synthesis problem is the notion of “a CEP-machine behaviour”. In this
section we propose a generalization for the notion “a behaviour”, which was
defined for automata, and solve the corresponding synthesis problem.

In this context the first problem is to set a method to specify a CEP-machine
behaviour. We suggest that to specify the behaviour of the CEP-machine and to
specify a mapping associating an input event stream with a sequence of responses
of the CEP-machine are the solutions of the same problem. These considerations
lead us to the following definitions.

Definition 11 (an initial CEP-machine). A quintuple M = (Σ,A,H, δ, h∗),
where h∗ ∈ H, is called an initial CEP-machine if the quadruple (Σ,A,H, δ) is
a CEP-machine.

In other words, an initial CEP-machine is a CEP-machine with the marked
handler, which is called an initial handler. This handler is chosen as the active
handler under initialization the CEP-machine.

Definition 12 (the response function of a CEP-machine). For an arbit-
rary initial CEP-machine M = (Σ,A,H, δ, h∗) let us define the partial mapping
β : Σ+ ��� A in the following manner

1. the domain of β is defined by the equality D(β) = {w ∈ Σ+ | μ(h∗, w) ↓}
where μ is the transition function of the pre-automaton M̂;
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2. for w ∈ D(β) using Corollary 3 represent w = uv such that μ(h∗, u) ↓ and
v ∈ D(μ(h∗, u)) then define β(w) = μ(h∗, u)(v).

The constructed mapping β is called the response function of the CEP-machine
M.

In the following proposition the main property of response functions is estab-
lished.

Proposition 3. Let M = (Σ,A,H, δ, h∗) be an initial CEP-machine and
β : Σ+ ��� A be its response function then the following condition is true for
any u, v ∈ D(β) such that β(u) = β(v) and any w ∈ Σ∗

uw ∈ D(β) implies vw ∈ D(β) and β(uw) = β(vw) . (3)

Proof. Let u, v ∈ D(β) and β(u) = β(v). Taking into account the last equality
and representation μ(h∗, u) = δ(β(u)) one can conclude that μ(h∗, u) = μ(h∗, v).
If uw ∈ D(β) then μ(h∗, uw) ↓ and using condition 3 of Definition 9 we obtain
that μ(μ(h∗, u), w) ↓ and, hence,

μ(h∗, uw) = μ(μ(h∗, u), w) = μ(δ(β(u)), w) = μ(δ(β(v)), w) = μ(μ(h∗, v), w) .

Therefore, μ(μ(h∗, v), w) ↓ and using condition 2 of Definition 9 we obtain that
μ(h∗, vw) ↓ i.e. vw ∈ D(β).

Further, β(u) = β(v) implies μ(h∗, u) = μ(h∗, v) and we can use the decom-
position from Corollary 3 for h = μ(h∗, u) = μ(h∗, v) and w. Let w = w′w′′ be
the corresponding decomposition then μ(h,w′) ↓ and w′′ ∈ D(μ(h,w′)). Defi-
nition 9 and the equality β(u) = β(v) ensure that the statements μ(h∗, uw′) ↓
and μ(h∗, vw′) ↓ are true both and the equality μ(h∗, uw′) = μ(h∗, vw′) hold.
Therefore, we have

β(uw) = μ(h∗, uw′)(w′′) = μ(μ(h∗, u), w′)(w′′) = μ(h,w′)(w′′) =
μ(μ(h∗, v), w′)(w′′) = μ(h∗, vw′)(w′′) = β(vw) .

Thus, proof is complete. ��

The converse statement to the previous proposition is true too.

Theorem 3. (about synthesis of a CEP-machine). Let Σ and A be finite
alphabets and β : Σ+ ��� A be a partial mapping satisfying (3) then there exists
an initial CEP-machine M = (Σ,A,H, δ, h∗ ∈ H) whose response function coin-
cides with β.

Proof. Let us prove the theorem in two stages. Primarily construct a CEP-
machine Mβ using the mapping β and then prove that its response function
coincides with β.

To realise the first stage of the proof let us consider on the set D(β) ⊂ Σ∗

the binary relation ≡β defined by the next way: u ≡β v means that β(u) = β(v)
is true. It is evident that this relation is an equivalence.
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Now let us consider H = {h∗}
⋃

{h[u]β | u ∈ D(β)} where [u]β is the
equivalence class of u with respect to equivalence ≡β . Taking into account that
β|[u]β is a constant mapping for each u ∈ D(β) one can conclude that |H| ≤
|A| + 1. Therefore H is a finite set.

Let us define h∗(w) ↓ if w ∈ C(D(β)) and in this case h∗(w) = β(w). The
definition of C(D(β)) ensure that h∗ is a handler.

Further, for u ∈ D(β) define that h[u]β (w) ↓ if uw ∈ C(D(β)). Condition (3)
ensures that this definition does not depend on a choice of u′ ∈ [u]β . Moreover, in
the considered case the equality β(uw) = β(u′w) holds. Therefore, the formula
h[u]β (w) = β(uw) defines h[u]β correctly. To check that h[u]β is a handler let
assume that w′w′′ ∈ D(h[u]β ) and w′ ∈ D(h[u]β ) then uw′w′′ ∈ C(D(β)) and
uw′ ∈ C(D(β)) are true both. But the last conjunction means that w′′ = ε by
the definition of C(D(β)). Hence, h[u]β is a handler.

To define δ : A → H note that for any a ∈ β(D(β)) the equality β(u) = a
uniquely determines [u]β , hence we can define δ on β(D(β)) by the next way
δ(a) = [u]β where β(u) = a. On the set A \ β(D(β)) we can define the mapping
δ in arbitrary way, e.g. setting δ|(A \ β(D(β))) = h∗.

Thus, we have constructed the CEP-machine Mβ = (Σ,A,H, δ).
To complete proof it is need to check that the response function of the CEP-

machine Mβ coincides with β. Denote by β̂ the response function of the CEP-
machine Mβ and by μ the transition function of the pre-automaton M̂β .

By definition D(β̂) coincides with the set {w ∈ Σ+ | μ(h∗, w) ↓}. For such
a word w we can apply Lemma 1 and construct the alternating sequence h0 =
h∗, u0, h1 = h[u0]β , . . . , hn−1 = h[u0...un−2]β , un−1, hn = h[un−1]β such that
u0 . . . ui ∈ D(hi) for i = 0, . . . , n − 1 and w = u0 . . . un−1. Hence, β̂(w) =
β(u0 . . . un−2un−1) = β(w). ��

8 Complex Event Processing and Computability

Above we were considering the general properties of CEP-machines and the
theory was being constructed similar to finite automata theory. However, prob-
lems associated with CEP-machines are not automatically solvable in contrast
to problems associated with finite automata. Therefore computability for CEP-
machines is a special problem requiring its studying.

For use the described above approach to solve problems of designing software
systems, we restrict the class of handlers, namely, we consider computable han-
dlers only. Such a restriction is a key to provide processing of event streams using
a computational system. In the most general form the schema of complex event
processing is represented in Fig. 2. We should stress that there is a potential
problem in this schema. It is connected with applying the method handle(). This
method sequentially applies the corresponding handler to the current buffer con-
tents. But a computable function does not identify data which does not belong
to the domain of this function in general case. Therefore an attempt to execute
this method can lead to its infinite running. In this section we show that the
indicated anomaly can be eliminated.
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Theorem 4. (about Decidability of the Halting Problem for Handlers).
Let Σ and A be finite alphabets, h : Σ+ ��� A be a computable handler, and
π ∈ Σω be an event stream then the predicate M(π) ∼= ∃n h(π[1..n]) ↓ is decidable
relative to g(n) = π[1..n].

Proof. As it is established in computation theory the domain of a computable
function is a semidecidable set. Hence, the predicate w ∈ D(h) is semidecidable.
Such a predicate is represented as ∃ t R(w, t) for some decidable predicate R
(see [5, p.114,Theorem6.4]). As R one can be chosen, for example, the predicate
“a program to compute h executes at most t commands and is halted when the
input is w”.

Let us γ : N → N × N be the mapping defined by the formulae

γ1(n) = μ k

(
n <

k(k + 1)
2

)
− 1

γ2(n) = n − γ1(n)
,

where μ k (M(k, n)) means the minimal value of k that satisfies the condition
M(k, n). It is evident that γ = (γ1, γ2) is a computable bijection.

Now let us consider the following algorithm

1: let assign n ← 1;
2: let assign m, t ← γ(n);
3: if R(g(m), t) then return g(m) and halt;
4: let assign n ← n + 1;
5: go to item 2.

Taking into account that the domain of h is prefix-free one can easily check
the following sentence: either there exists m such that π[1..m] ∈ D(h) and the
algorithm finds it or the algorithm is executing infinitely. To complete proof it
is sufficient to transform this informal algorithm into the corresponding Turing
machine. ��

Corollary 4. If all handlers of a CEP-machine are computable then this
machine can be algorithmic realised.

Proof. Indeed, we can find π[1..m] ∈ D(h) using the algorithm of Theorem 4 if
such π[1..m] exists and then calculate h(π[1..m]). ��

9 Conclusion

In the paper a study of complex event processing systems has been conducted.
This study has based on known examples of software solutions for such sys-
tems and results of a generalisation of these examples. Therefore some survey of
complex event processing systems has been taken as a basis of the research.

Abstracting of invariants for these examples has led to the formulation of a
mathematical model, which has been called a CEP-machine. This model has been
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described from two points of view: structural and behavioural. To specify the
behavioural part of the model a number of formal notions has been introduced.

Basing on these formal objects the elementary properties of a CEP-machine
have been studied. Theorem 1 expresses the principal result of such a study. It
consists in that either an event handler is able to provide a response to an infinite
number of complex events and, in such a case, it can not provide processing of
any event stream, or the handler is able to provide processing of any event stream
and, in such a case, its behaviour consists in responding to a finite number of
complex events.

Duality between of CEP-machines and pre-automata (see Theorem 2 and
Proposition 2) is the another important result obtained in the paper. It provides
some technique for studying of a CEP-machine behaviour.

The important problem for applications is the CEP-machine synthesis prob-
lem with the given behaviour, which is specified by a response function. Theo-
rem 3 describes and gives grounds for the method to solve this problem.

Finally, Theorem 4 gives a solution for the problem about the algorithmic
realisability of a CEP-machine. This theorem has established that the com-
putability condition of machine handlers is sufficient for the algorithmic realis-
ability of the CEP-machine.

Unfortunately, Theorem 3 does not establish any universal properties for the
constructed CEP-machine in contrast to the analogous construction for finite
state machine. Therefore the question about universality of this construction for
CEP-machines is open now.

The following statement “If a response function is computable then the cor-
responding CEP-machine is algorithmical realisable” is an example of the next
open problem.

We should indicate yet another direction of analysing of CEP-machines. The
necessity of this direction follows from the property of CEP-machines marked
above: if a CEP-machine is non-trivial then there exist event streams that can
be processed by this machine. Hence, studying of such anomalies is an important
problem. This studying would be carried out in the probabilistic context that
would be provide mean estimations for behavioural anomalies of CEP-machines.
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Abstract. In the chapter basic properties of nominative data and func-
tions over nominative data (nominative functions) are investigated from
the perspective of abstract algebra. A set of all nominative data over arbi-
trary fixed sets of names and values together with basic operations which
include naming, denaming, and overlapping is considered as an algebraic
structure and its main properties are studied. Nominative data with com-
plex names satisfy the principle of associative naming and processing.
For such data a natural equivalence relation is introduced. Properties of
nominative functions (mathematical models of programs over nomina-
tive data) and predicates are studied. A notion of nominative stability of
nominative functions and predicates is considered. A two-sorted algebra
of nominative functions and predicates which generalizes Glushkov algo-
rithmic algebras is introduced and it is proved that the set of nominative
stable functions and the set of nominative stable predicates constitute
its sub-algebra. The obtained results form a mathematical basis for nom-
inative program logic construction.

Keywords: Glushkos algorithmic algebra · Program algebra · Nomina-
tive data · Nominative set · Named set · Nominative function

1 Introduction

To increase software system reliability a number of mathematically based
approaches for software (and hardware) development can be used. These
approaches are usually referred to as formal methods. Such methods are grounded
on different branches of mathematical logic, set theory, automata theory, univer-
sal algebra, formal language theory, and other fundamental areas of mathematics.
The central idea of formal methods can be described as follows: first, a formal
specification of a software system (abstract system model) is described, then this
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specification is successively transformed to a concrete specification (system real-
ization), and, at last, correctness of transformations can be proved. The majority
of formal methods are based on algebraic approach. This approach has the fol-
lowing two characteristics: (1) the formalism of many-sorted algebras is used to
model software systems; (2) special logics based on such many-sorted algebras
are used to reason about systems and their transformations. In the literature
various kinds of such algebras and logics are described (for instance, see [1]).

In this chapter we use composition-nominative approach [2] to construct alge-
bras of nominative data and function, considered as formal models of program,
and investigate properties of these algebras. This approach is grounded on several
principles [2–4] including the Development principle (from abstract to concrete),
Principle of integrity of intensional and extensional aspects, Principle of priority
of semantics over syntax, Compositionality principle, Nominativity principle.

The latter Nominativity principle states that nominative data [2] are ade-
quate mathematical models of various forms of data that are processed and
stored in computing systems. There are several types of nominative data [5,6],
and all of them are based on naming relations that associate names and values.
The simplest type of nominative data is a nominative set (or named set) [2,5]
which is defined as a partial function from an arbitrary set of names to an arbi-
trary class values. Other types of nominative data represent hierarchical data
organizations with simple or complex names.

On the abstract level a computing system is modeled as a partial function
that maps nominative data (input data) to nominative data (output data).
Such functions are called binominative. More generally, one can consider func-
tions which map nominative data to arbitrary values. Nominative functions
can be composed in various ways, e.g. by sequential composition, branching,
etc. Operations that construct composed systems from constituents are called
compositions.

A set of compositions available to a system developer together with a set
of functions obtained from some chosen set of basic functions by applications
of compositions form a certain algebraic system (program algebra) which is
considered as a semantic model of a computing system development language.
A syntax of this development language follows naturally from this semantic
model: programs are represented as terms of the described algebra.

The relation of the above mentioned notions to semantics of programming
languages can be illustrated on a simple educational programming language
WHILE described in [7]. This is an imperative language in which programs
are composed from statements that involve boolean and arithmetic expressions.
A program state is an assignment of values to variable names. It can be modeled
as a nominative set (which is defined on assigned variables and is undefined on
unassigned variables). Semantics of a statement can be represented as a (partial)
binominative function (a mapping from states to states) and semantics of a
boolean or arithmetic expression can be represented as a function on nominative
data which takes boolean or, respectively, integer values. Semantics of statements
are composed to obtain semantics of a program.
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The described approach allows one to investigate semantic properties of
programs and develop methods of synthesis of systems with desired properties.
In particular, in the works on the composition-nominative approach [2–4] various
logical systems for reasoning about properties of computing systems (functions)
and solving verification problems have been proposed. Some of them [4] are based
on the classical Floyd-Hoare logic [8,9], but extend it to handle a larger class of
pre- and post-conditions that includes partial predicates.

Although applications are important for the composition-nominative app-
roach, it is largely a mathematical framework, so it gives a rise to various theo-
retical questions.

One such question is definition and investigation of algebras of programs
over nominative data. This question is the topic of this chapter. A set of func-
tions and a set of predicates over nominative data which can be obtained from
basic functions and predicates using compositions such as branching, cycle, etc.
[2,6,10] form a two-sorted algebraic structure [11] which generalizes Glushkov
algorithmic algebras [12]. However, its main difference and advantage is that its
functions are defined over nominative data which give a natural representation of
data structures commonly used in programming. We will define and investigate
some properties of this algebra in this chapter.

The chapter is organized in the following way: in Sect. 2 we will introduce
the necessary notation; in Sect. 3 we will give an overview of the composition-
nominative approach; in Sect. 4 we will introduce the formal definition and classi-
fication of nominative data; in Sect. 5 we will describe representation of various
concrete data structures by nominative data; in Sect. 6 we will introduce the
main operations over nominative data; in Sect. 7 we will introduce algebras of
nominative data; in Sect. 8 we will consider the notion of nominative equivalence
and its relation to algebras of nominative data; in Sect. 9 we will introduce the
main compositions of functions and predicates over nominative data and intro-
duce a generalization of Glushkov algorithmic algebras which we call Associative
Nominative Glushkov Algorithmic Algebras; in Sect. 10 we introduce the notion
of nominative stability of nominative predicates and functions and prove that
the sets of nominative stable functions and predicates form a sub-algebra of
an Associative Nominative Glushkov Algorithmic Algebra and discuss practical
implications of this result.

2 Notation

We will use the following notation:

– 2A is the power set of a set A;
– |A| means the cardinality of a set A;
– A→̃B is the class of partial functions from A to B;
– f(x) ↓ (or f(x) ↑) means that a partial function f is defined (or respectively,

undefined) on an argument x. The notation f(x) ↓ R y, where R is a binary
relation e.g. equality (=), inclusion (∈), etc. means that f(x) is defined and
the relation f(x)R y holds;
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– Dom f denotes the domain of a function, i.e. if f : A→̃B, then Domf = A;
– dom(f) denotes the set of arguments on which f is defined (domain of defined-

ness), i.e. dom(f) = {x | f(x) ↓};
– im(f) = {f(x) |x ∈ dom(f)} is the image of a function f ;
– f |A is the restriction of a function f to a set A;
– f−1(A) = {x | f(x) ↓∈ A} is the preimage of a set A under a function f ;
– f(x) ∼= g(y) means the strong equality: if at least one of the values f(x) and

g(y) is defined, then the another one is defined and they both are equal.

3 Composition-Nominative Approach to Program
Formalization

In order to discuss role of data in programming we should construct adequate
models of programs. To tackle this problem we use composition-nominative app-
roach to program formalization [4]. This approach aims to construct a hierarchy
of program models of various abstraction levels and generality and is based on
the following main principles:

– Development principle (from abstract to concrete): program notions should
be introduced as a process of their development that starts from abstract
understanding and proceeds to more concrete considerations.

– Principle of integrity of intensional and extensional aspects: program notions
should be presented in the integrity of their intensional and extensional aspects.
The intensional aspects in this integrity play a leading role.

– Principle of priority of semantics over syntax : program semantic and syntac-
tical aspects should be first studied separately, then in their integrity in which
semantic aspects prevail over syntactical ones.

– Compositionality principle: programs can be constructed from simpler pro-
grams (functions) with the help of special operations, called compositions,
which form a kernel of program semantics structures.

– Nominativity principle: nominative (naming) relations are basic ones in con-
structing data.

According to the composition-nominative approach program models are spec-
ified as composition-nominative systems (CNS). These systems are composed of
simpler systems: composition, description, and denotation systems. Composition
system defines semantic aspects of programs, description system defines program
descriptions (syntactical aspects), and denotation system specifies meanings of
descriptions.

We consider semantics of programs as partial functions over class of data
processed by programs; compositions are n-ary operations over functions. Thus,
a composition system can be specified as two algebras: data algebra and function
algebra. Function algebra is the main semantic notion in program formalization.
Terms of this algebra define syntax of programs (descriptive system), and ordi-
nary procedure of term interpretation gives a denotation system.
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CNS can be used to construct formal models of various programming, speci-
fication, and database languages [4,5]. The program models represented by CNS
are mathematically simple, but specify program semantics rather adequately.
They are classified in accordance with the levels of abstraction of their parame-
ters: data, functions, and compositions. Usually abstraction levels of program
models are induced by abstraction levels of data.

Data are considered on three levels: abstract, boolean, and nominative. On
the abstract level data are treated as “black boxes”, thus no information can
be extracted. On the boolean level to abstract data new data considered as
“white boxes” are added. Usually, these are logical values T (true) and F (false)
from the set Bool. On the nominative level data are considered as “grey boxes”,
constructed of “black boxes” (values) and “white boxes” (names) with the help
of naming relations. The last level is the most interesting for programming. Data
of this level are called nominative data.

Concretizations of nominative data can represent various data structures,
such as records, arrays, lists, relations, etc. Thus, we can formulate the following
data representativity principle: program data can be represented as concretiza-
tions of nominative data. To support this principle later in the chapter we will
give representations of various data structures using nominative data.

We start with rigorous definitions of various classes of nominative data.

4 Classification of Nominative Data

Nominative data are built over classes of names V and atoms (basic values)
A with the help of naming relations. Thus in the first approximation, a nomi-
native data d is either an atom from A, or has the form [v1 �→ d1, ..., vn �→ dn],
where v1, ..., vn are distinct names from V and d1, d2, ...dn are atoms or possibly
other nominative data.

To define nominative data let us denote by V
n→B the class of all partial

functions from a set of names V to a set of values B which have a finite graph.
Nominative data are classified in accordance with the following parameters:

– values can be simple (unstructured) or complex (structured),
– names can be simple (unstructured) or complex (structured).

The described parameters give 4 types of nominative data. There can be dif-
ferent ways to define the notion of a complex name. We will follow the principle
of development from abstract to concrete and consider the simplest case of name
construction and processing. This means that we will consider complex names
as sequences of simple names that satisfy the associativity property. In other
words, names are constructed with the help of concatenation operation which is
associative by definition. This allows us to formulate the principle of associative
construction and processing of complex names: complex names are constructed
from simple names using concatenation and data with complex names have to be
processed by operations that take into account associativity of names. Besides,
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we will require that data with complex names satisfy the principle of unam-
biguous associative naming which means that one complex name should have at
most one corresponding value in any given data.

The formal definitions of nominative data of different types and the corre-
sponding examples are given below.

– D0 = V
n→A. This is the simplest type of nominative data. For example,

[u �→ 1, v �→ 2].

We will say that members of D0 are data of the type TNDSS (data with
simple names and simple values).

– D1 = ND(V,A), where ND(V,A) is defined as

ND(V,A) =
⋃

k≥0
NDk(V,A),

where
ND0(V,A) = A ∪ {∅},

NDk+1(V,A) = A ∪
(
V

n−→NDk(V,A)
)

, k ≥ 0.

Note that here we denote by ∅ the empty nominative data (this notation is
also used for the empty set). For the empty nominative data we will also use
the notation [].
Data from this class are hierarchically constructed, for example,

[u �→ 1, v �→ [w �→ 2]].

Such data can be represented by oriented trees (of varying arity) with arcs
labelled by names and with leafs labelled by atoms. A path is a nonempty
finite sequence (v1, v2, ..., vk) of names v1, ..., vk ∈ V . For a given data d a
value of a path (v1, v2, ..., vk) in d is defined by the following expression

d(v1, v2, ..., vk) ∼= (...((d(v1))(v2))...(vk)).

We say that a path (v1, v2, ..., vk) is a path in a data d ∈ ND(V,A), if a
value of (v1, v2, ..., vk) in d is defined, i.e. d(v1, v2, ..., vk) ↓ (a path in data
corresponds to a path from the root to a node in an oriented tree).
A terminal path in a data d ∈ ND(V,A) is a path in d such that its value
belongs to A ∪ {∅}.
The least k such that d ∈ NDk(V,A) is called the rank of a data d.
We will say that members of D1 are data of the type TNDSC (data with
simple names and complex values).

– D2 = NDV S(V,A), where NDV S(V,A) is the set of all elements of A ∪
(V + n→A) such that either d ∈ A, or d ∈ V + n→A and all strings from dom(d)
are pairwise incomparable in the sense of the prefix relation (the principle of
unambiguous associative naming).
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For example
[uv �→ 1, uw �→ 2, w �→ 3].

Data of this class have complex names i.e. names that are strings in
alphabet V.
We will say that members of D2 are data of the type TNDCS (data with
complex names and simple values).

– D3 = NDV C(V,A), whereNDV C(V,A) is the class of all data d ∈ ND(V +, A)
such that for any two paths (u1, u2, ..., uk) and (v1, v2, ..., vl) in d, neither of
which is a prefix of another, the words u1u2...uk and v1v2...vl are incompara-
ble is sense of the prefix relation (principle of unambiguous associative naming).
Such data are also called complex-named data [6]. For example,

[uv �→ 1, w �→ [uw �→ ∅]].

These data are hierarchically constructed data with complex names and unam-
biguous naming.
We will say that members of D3 are data of the type TNDCC (data with
complex names and complex values).

5 Examples of Representations of Data Structures
by Nominative Data

In this section we present some concrete examples to support data representa-
tivity principle: program data can be adequately represented as concretizations
of nominative data.

Below we describe representations of various commonly used data structures
by nominative data. Representations are chosen in such way that the basic opera-
tions over data structures correspond to simple combinations of basic operations
over nominative data.

– Array (a1, a2, ..., an) of elements of type T0.
Nominative data type: TNDSS , V = {1, 2, . . .}, A = T0.
Representation:

[1 �→ a1, 2 �→ a2, . . . , n �→ an].

– Two-dimensional array

⎛
⎝a1,1 a1,2 ... a1,m

... ... ... ....
an,1 an,2 ... an,m

⎞
⎠ of elements of type T0.

Nominative data type: TNDCS (complex names), V = {1, 2, . . .}, A = T0.
Representation:

[i.j �→ ai,j | i = 1, . . . , n, j = 1, . . . , m]

(in this notation the dot “.” separates symbols in a complex name).
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– Jagged array ((ai,j)mj=1)
n
i=1 of elements of type T0.

Nominative data type: TNDSC , V = {1, 2, . . .}, A = T0.
Representation:

[i �→ [j �→ ai,j | j = 1, . . . , m] | i = 1, . . . , n].

– Associative array (ak)k∈K of elements of type T0, where K is a set of keys.
Nominative data type: TNDSS , V = K, A = T0.
Representation:

[k �→ ak | k ∈ K].

– Table of the form (with Key being a key attribute):

Key Attr1 Attr2

key1 val11 val21

key2 val12 val22

Nominative data type: TNDSC , V = {Attr1, Attr2}.
Representation:

[key1 �→ [Attr1 �→ val11, Attr2 �→ val12],

key2 �→ [Attr1 �→ val21, Attr2 �→ val22]].

– A list of elements e1, e2, . . . en.
Nominative data type: TNDSC , V = {data, next}.
Representation:

[data �→ e1, next �→ [data �→ e2, next �→ [. . . data �→ en, next �→ ∅ . . .]]].

– A circular list of elements e1, e2, ...en.
Nominative data type: TNDSC , V = {head,memory, data, next}∪{loc1, loc2,
loc3, . . . locn}.
Representation:

[head �→ loc1,memory �→ [
loc1 �→ [data �→ e1, next �→ loc2],
loc2 �→ [data �→ e2, next �→ loc3],

· · ·
locn �→ [data �→ en, next �→ loc1]]].

– A binary tree with nodes labelled by elements e1, e2, e3, ...
Nominative data type: TNDSC , V = {data, left, right}.
Representation:

[data �→ e1,

left �→ [data �→ e2, left �→ [. . .], right �→ [. . .]],
right �→ [data �→ e3, left �→ [. . .], right �→ [. . .]

]].
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– Data types based on free algebras (simple forms of inductive data types [13]).
Such data are widely used in (partly) functional programming languages (e.g.
ML, Haskell). They are suitable for representing list- and tree-like data. Such
types can be interpreted as carrier sets of (many-sorted) free algebras or as
sets of terms.

Let S be a finite set of elements called sorts. Let Σ be finite signature
{c1, c2, ..., cn}, where ci are (names of) constructors. Suppose that each con-
structor ci has (unique) associated type of the form s1 × . . . × sm → s, where
si, s ∈ S, m ≥ 0. Let D be a free algebra with the signature Σ which is freely
generated by some set A. Then the members of the carrier set of D can be
considered as elements of an inductive data type. Data of such type can be
processed by means of application of constructors and pattern matching (for
data decomposition).

Then one can define a mapping τ which gives a representation of data from
D by nominative data of the type TNDSC over the classes of names
V = {constructor, 1, 2, 3, . . .} and the basic values A:

• τ(x) = x, if x ∈ A.
• τ(x) = [constructor �→ c, 1 �→ τ(x1), 2 �→ τ(x2), ..., n �→ τ(xn)], if x has a

form c(x1, x2, . . . , xn), where c ∈ Σ.

Applications of constructors and pattern matching on inductive data types
correspond to naming and denaming (and name equality checking) on nomi-
native data.

6 Operations over Nominative Data

The main operations over nominative data are the operations of denaming (tak-
ing the value of a name), naming (assigning a new value to a name), and over-
lapping.

In this section we will define these operations for data of the types TNDCS ,
TNDSC , and TNDCC . Analogous operations can be rather straightforwardly
defined on data of the type TNDSS , but we will not consider them in this
chapter.

We will use the same symbols for denoting denaming, naming, and overlap-
ping for each type of data TNDCS , TNDSC , and TNDCC . The interpretation
of the operation symbols should be clear from the context.

Let V and A be fixed sets of names and values.

Definition 1 (Denaming).

(1) For nominative data of the type TNDSC , (associative) denaming is an unary
operation v ⇒a with a parameter v ∈ V + defined by induction by the length
of v (denoted as |v|) as follows:
– if |v| = 1, then v ⇒a (d) ∼= d(v);
– if |v| = n > 1, then v ⇒a (d) ∼= v1 ⇒a (x ⇒a (d)), where v = xv1, x ∈ V ,

v1 ∈ V n−1.
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(2) For nominative data of the types TNDCS and TNDCC , (associative) denam-
ing is an unary operation v ⇒a with a parameter v ∈ V + defined by induction
by the length of v:
– if |v| = 1, then

v ⇒a (d) ∼=

⎧⎪⎨
⎪⎩

d(v), if d(v) ↓;
d/v, if d(v) ↑ and d/v �= ∅;
undefined, if d(v) ↑ and d/v = ∅,

where
d/u = [v1 �→ d(v) | d(v) ↓, v = uv1, v1 ∈ V +]

(division of a data by a name);
– if |v| = n > 1, then

v ⇒a (d) ∼= v1 ⇒a (x ⇒a (d)),

where v = xv1, x ∈ V , v1 ∈ V +, |v1| = n − 1.

The following examples illustrate this definition:

u ⇒a ([u �→ 1, v �→ 2]) = 1;

(uv) ⇒a ([u �→ [vw �→ 1, u �→ 2]]) = [w �→ 1].

The name of this operation originates from the following property (associa-
tivity) [6]:

u ⇒a (d) ∼= un ⇒a (un−1 ⇒a (... u1 ⇒a (d)...))

for all complex names u, u1, u2, ..., un ∈ V + such that u = u1u2...un.

Definition 2 (Naming).

(1) For nominative data of the type TNDSC , naming is an unary operation ⇒ v
with a parameter v ∈ V + defined inductively by the length of v as follows:
⇒ v(d) = [v �→ d], if v ∈ V ;
⇒ v(d) = [v1 �→ (⇒ v2(d))], if v = v1v2, v1 ∈ V and v2 ∈ V +.

(2) For nominative data of the type TNDCS, naming is an unary operation ⇒ v
with a parameter v ∈ V + defined as follows:
⇒ v(d) = [v �→ d], if d ∈ A ∪ {∅};
⇒ v(d) = [vu �→ d(u) | u ∈ dom(d)], if d /∈ A ∪ {∅}.

(3) For nominative data of the type TNDCC , naming is an unary operation ⇒ v
with a parameter v ∈ V + such that ⇒ v(d) = [v �→ d].

Overlapping can be intuitively treated as an updating operation which updates
values in the first argument with the values of the second argument taking into
account their names.

For the types of nominative data with complex names and/or values different
overlapping operations can be considered. We will define two kinds of overlap-
ping: global and local overlapping. Global (associative or structural) overlapping



On Algebraic Properties of Nominative Data and Functions 127

∇a updates several values while the local one ∇v
a (with a parameter name v)

updates only one value with complex name v.
The global overlapping can be used for formalization of procedures calls and

the local operation formalizes the assignment operator in programming lan-
guages. Intuitively, this operation joins two data and resolves name conflicts
in favour of its second argument.

Definition 3 (Global overlapping).

(1) For nominative data of the type TNDSC , global overlapping is a partial
binary operation ∇a such that
d1∇ad2 = d2 ∪ d1|dom(d1)\dom(d2), if d1 /∈ A and d2 /∈ A;
d1∇ad2 ↑, if d1 ∈ A or d2 ∈ A.

(2) For nominative data of the type TNDCS, global overlapping is a binary oper-
ation ∇a such that
d1∇ad2 = d2 ∪ d1|dom(d1)\(dom(d2)V ∗);
d1∇ad2 ↑, if d1 ∈ A or d2 ∈ A.
where dom(d2)V ∗ denotes the all words of the form uv, where u ∈ dom(d2)
and v ∈ V ∗ (i.e. an arbitrary, possibly empty word in the alphabet V ).

(3) For nominative data of the type TNDCC , (global) overlapping is a binary
operation ∇a defined inductively by the rank of the first argument as follows.
Let

NDV Ck(V,A) = NDV C(V,A) ∩ NDk(V +, A)

be the data from the set NDV C(V,A) the rank of which is less than or equal
to k.
Induction base of the definition. If d1 ∈ NDV C0(V,A), then

d1∇ad2 ∼=
{

d2, if d1 = ∅ and d2 ∈ NDV C(V,A)\A;
undefined, if d1 ∈ A or d2 ∈ A.

Induction step of the definition. Assume that the value d1∇ad2 is already
defined for all d1, d2 such that d1 ∈ NDV Ck(V,A). Let

d1 ∈ NDV Ck+1(V,A)\NDV Ck(V,A).

Then d1∇ad2 = d, where d is defined by its values on names u ∈ V + as
follows:
(1) d(u) = d2(u), if u ∈ dom(d2) and u does not have a proper prefix which

belongs to dom(d1);
(2) d(u) = d1(u)∇a(d2/u), if d1(u) is defined and does not belong to A and

u is a proper prefix of some element of dom(d2), where d2/u = [v1 �→
d2(v) | d2(v) ↓, v = uv1, v1 ∈ V +] is the division of a data by a name;

(3) d(u) = d2/u, if d1(u) is defined and belongs to A and u is a proper prefix
of some element of dom(d2);

(4) d(u) = d1(u), if d1(u) is defined and u is not comparable (in the sense
of the prefix relation) with any element of dom(d2);

(5) d(u) ↑, otherwise.
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The global overlapping on the data of the type TNDCC has the following prop-
erties [6]:

– [u �→ d1]∇a[v �→ d2] = [u �→ d1, v �→ d2], u, v ∈ V, u �= v;
– [uv �→ d1]∇a[u �→ d2] = [u �→ d2], u, v ∈ V +, i.e. the value under a name u in

second argument overwrites the value under names in first argument, which
are extensions of u;

– [u �→ d1]∇a[uv �→ d2] = [u �→ (d1∇a[v �→ d2])], if u, v ∈ V +, d1 /∈ A, i.e. the
value under a name uv in second argument modifies values under prefixes of
uv in first argument;

– ∅∇ad = d∇a∅ = d, if d /∈ A;
– d1∇ad2 ↑, if d1 ∈ A or d2 ∈ A.

Definition 4 (Local overlapping).

(1) For nominative data of the type TNDCS local overlapping is a binary oper-
ation ∇v

a with a parameter v ∈ V + defined as follows:

d1∇v
ad2

∼= d1∇a(⇒ v(d2)).

(2) For nominative data of the type TNDSC local overlapping is a binary oper-
ation ∇v

a with a parameter v ∈ V + defined inductively by the length of v as
follows:

– if v ∈ V , then
d1∇v

ad2
∼= d1∇a[v �→ d2];

– if v = v1v2, where v1 ∈ V and v2 ∈ V +, and d1(v1) ↓ and d1(v1) /∈ A,
then

d1∇v
ad2

∼= d1∇a[v1 �→ d1(v1)∇v2
a d2];

– if v = v1v2v3...vn, where vi ∈ V , and d1(v1) ↑ or d1(v1) ∈ A, then

d1∇v
ad2

∼= d1∇a[v1 �→ [v2 �→ ... �→ [vn �→ d2]...].

(3) For nominative data of the type TNDCC local overlapping is a binary oper-
ation ∇v

a with a parameter v ∈ V + defined as follows:

d1∇v
ad2

∼= d1∇a(⇒ v(d2)).

7 Algebras of Nominative Data

The operations on nominative data of different classes defined earlier give a rise to
algebraic structures defined below. We will focus on the types TNDCS , TNDSC ,
TNDCC , because the type TNDSS is rather simple and it is straightforward to
define an algebra on it.

Let V and A be fixed sets of names and basic values.
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Definition 5. An algebra of nominative data of the type TNDSC is an algebra

NDASC(V,A) =< ND(V,A); (v ⇒a)v∈V + , (⇒ v)v∈V + , (∇v
a)v∈V + >

with the carrier set ND(V,A) (data) and the following operations:

– a family of partial unary associative denaming operations
v ⇒a: ND(V,A)→̃ND(V,A), v ∈ V +;

– a family of unary complex naming operations
⇒ v : ND(V,A) → ND(V,A), v ∈ V +;

– a family of partial binary local overlapping operations
∇v

a : ND(V,A) × ND(V,A)→̃ND(V,A), v ∈ V +.

Definition 6. An algebra of nominative data of the type TNDCS is an algebra

NDACS(V,A) =< NDV S(V,A); (v ⇒a)v∈V + , (⇒ v)v∈V + , (∇v
a)v∈V + >

with the carrier set NDV S(V,A) (data) and the following operations:

– a family of partial unary associative denaming operations
v ⇒a: NDV S(V,A)→̃NDV S(V,A), v ∈ V +;

– a family of unary complex naming operations
⇒ v : NDV S(V,A) → NDV S(V,A), v ∈ V +;

– a family of partial binary local overlapping operations
∇v

a : NDV S(V,A) × NDV S(V,A)→̃NDV S(V,A), v ∈ V +.

Definition 7. An algebra of nominative data of the type TNDCC is an algebra

NDACC(V,A) =< NDV C(V,A); (v ⇒a)v∈V + , (⇒ v)v∈V + , (∇v
a)v∈V + >

with the carrier set NDV C(V,A) (data) and the following operations:

– a family of partial unary associative denaming operations
v ⇒a: NDV C(V,A)→̃NDV C(V,A), v ∈ V +;

– a family of unary complex naming operations
⇒ v : NDV C(V,A) → NDV C(V,A), v ∈ V +;

– a family of partial binary local overlapping operations
∇v

a : NDV C(V,A) × NDV C(V,A)→̃NDV C(V,A), v ∈ V +.

8 Nominative Equivalence

Complex-named data have an inherent associated hierarchical naming struc-
ture. However, from the viewpoint of their information content that can be
obtained from such data using the operation of associative denaming, some pairs
of complex-named data like [v1 �→ [v2 �→ [v3 �→ 1]]] and [v1v2v3 �→ 1] that have
different hierarchical naming structure are essentially equivalent.

The following equivalence relation on complex-named data called nominative
equivalences formalizes this observation.
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Definition 8 (Paths and terminal paths in data).

(1) A path in a complex-named data d ∈ NDV C(V,A) is a nonempty sequence
(v1, v2, ..., vn) of words from V + such that ((d(v1))(v2)...)(vn) is defined. The
value ((d(v1))(v2)...)(vn) is called the value of the path (v1, v2, ..., vn) in d.

(2) A path in a complex-named data d ∈ NDV C(V,A) is called a terminal path,
if its value in d belongs to A ∪ {∅}.

Definition 9 (Nominative inclusion and equivalence).

(1) A complex-named data d1 ∈ NDV C(V,A) is nominatively included in a
complex-named data d2 ∈ NDV C(V,A), if either d1, d2 ∈ A and d1 = d2,
or d1, d2 /∈ A and for each terminal path (v1, v2, ..., vn) in d1 there exists a
terminal path (v′

1, v
′
2, ..., v

′
m) in d2 such that v1v2...vn = v′

1v
′
2...v

′
m and the

values of (v1, v2, ..., vn) in d1 and (v′
1, v

′
2, ..., v

′
m) in d2 coincide.

(2) Two complex-named data d1, d2 ∈ NDV C(V,A) are nominative equivalent
(denoted as d1 ≈ d2), if d1 is nominatively included in d2 and d2 is nomi-
natively included in d1.

It is known [5] that nominative inclusion is a preorder on NDV C(V,A) and
nominative equivalence is an equivalence relation on NDV C(V,A).

Nominative equivalent data may have different hierarchical naming struc-
tures, but they turn into the same TNDCS data when they are flattened, e.g.:

– [v1 �→ [v2v3 �→ 1, v2v4 �→ 2]] ≈ [v1v2v3 �→ 1, v1v2v4 �→ 2];
– [v1v2 �→ [v3 �→ 1, v4 �→ 2]] ≈ [v1v2v3 �→ 1, v1v2v4 �→ 2].

Theorem 1. Nominative equivalence is a congruence on NDACC(V,A).

Proof. From [5] it follows that for each pair of d1, d2 ∈ NDV C(V,A) the opera-
tions of naming and associative denaming satisfy the following property (called
nominative stability): if d1 ≈ d2 and an operation is defined on d1, then it
is defined on d2 and its values on d1 and d2 are nominative equivalent. Simi-
larly, from [5] it follows that if v ∈ V +, d1, d2 /∈ A, d1 ≈ d′

1, d2 ≈ d′
2, then

d1∇v
ad2 ≈ d′

1∇v
ad

′
2. This implies that nominative equivalence is a congruence on

NDACC(V,A). �

This result allows us to construct a factor (quotient) algebra of NDACC(V,A).
Let us denote by NDA≈

CC(V,A) the factor algebra of NDACC(V,A) by the
nominative equivalence ≈.

Lemma 1. NDASC(V,A) is isomorphic to NDA≈
CC(V,A).

Proof (Sketch). Let us define a function ι≈13 : ND(V,A) → 2NDV C(V,A) such that
ι≈13(d) = {d′ ∈ NDV C(V,A) | d′ ≈ d} (note that ND(V,A) ⊂ NDV C(V,A)). It
is easy to show that each class of nominative equivalence has a unique member
from ND(V,A) and the operations on equivalence classes correspond to the
operations on TNDCS data under this mapping. Then ι≈13 is an isomorphism
from NDACS(V,A) to NDA≈

CC(V,A). �
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Lemma 2. NDACS(V,A) is isomorphic to NDA≈
CC(V,A).

Proof (Sketch). Let us define a function ι≈23 : NDV S(V,A) → 2NDV C(V,A) as
follows: ι≈23(d) = {d′ ∈ NDV C(V,A) | d′ ≈ d} (note that NDV S(V,A) ⊂
NDV C(V,A)). It is easy to show that each class of nominative equivalence has
a unique member from NDV S(V,A) and the operations on equivalence classes
correspond to the operations on TNDSC data under this mapping. Then ι≈23 is
an isomorphism from NDASC(V,A) to NDA≈

CC(V,A). �

Theorem 2. Algebras NDASC(V,A), NDACS(V,A), and NDA≈
CC(V,A) are

isomorphic.

Proof. Follows immediately from Lemmas 1 and 2. �

Let us denote by D3/≈ the carrier set of NDA≈
CC(V,A).

Let ι≈13 and ι≈23 be the isomorphisms defined in the proofs of Lemmas 1 and 2.
We will call (ι≈13)

−1 the layering operation and (ι≈23)
−1 the flatting operation.

For each d ∈ D3 let ι≈3 (d) be the ≈-equivalence class of d.
Let us introduce the following inclusion maps for classes of nominative data:

ι01 : D0 ↪→ D1, ι02 : D0 ↪→ D2, ι13 : D1 ↪→ D3, ι23 : D2 ↪→ D3.

Fig. 1. Classes of nominative data and mappings between them.

Then it is easy to check that the diagram shown in Fig. 1 is commutative. This
diagram illustrates the types of nominative data and mappings between them.

9 Compositions of Functions and Predicates over
Nominative Data

Let V and A be fixed sets of basic names and values.
Denote

PrCC(V,A) = NDV C(V,A)→̃{T, F},

FnCC(V,A) = NDV C(V,A)→̃NDV C(V,A),
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where T and F denote logical constants (true and false). We will assume that
they do not belong to NDV C(V,A).

We will call the elements of PrCC(V,A) (partial nominative) predicates and
the elements of FnCC(V,A) (partial binominative) functions.

Similarly, let us denote the following sets of functions and predicates on data
of the types TNDSC and TNDCS :

PrSC(V,A) = ND(V,A)→̃{T, F},

FnSC(V,A) = ND(V,A)→̃ND(V,A),

P rCS(V,A) = NDV S(V,A)→̃{T, F},

FnCS(V,A) = NDV S(V,A)→̃NDV S(V,A).

Let us consider conventional logical and programming compositions of pred-
icates and functions. These compositions are defined analogously for functions
and predicates over each type of nominative data, so below we give a common
definition in which the symbol Fn should be understood as one of FnCC , FnCS ,
or FnSC , and the symbol Pr should be understood as one of PrCC , PrCS , PrSC

However, within each definition of a composition below all occurrences of the
symbols Fn, Pr refer to sets of functions and predicates over nominative data
of the same type, i.e. either TNDCC , or TNDCS , or TNDSC .

Let us denote by Ū the set of all tuples (u1, u2, ..., un), n ≥ 1 of complex
names from V + such that whenever i �= j, ui and uj are incomparable in the
sense of the prefix relation.

– Sequential composition of functions (denoted using the infix notation)

• : Fn(V,A) × Fn(V,A) → Fn(V,A)

is defined as follows: for all f, g ∈ Fn(V,A) and data d

(f • g)(d) ∼= g(f(d)).

– Prediction composition [12] (denoted using the infix notation)

· : Fn(V,A) × Pr(V,A) → Pr(V,A)

is defined as follows: for all f ∈ Fn(V,A), p ∈ Pr(V,A), and data d

(f · p)(d) ∼= p(f(d)).

– Assignment composition Asgu : Fn(V,A) → Fn(V,A) with a parameter u ∈
V + is defined as follows: for each f ∈ Fn(V,A) and data d,

(Asu(f))(d) ∼= d∇u
af(d)

(where ∇u
a refers to the local overlapping on the corresponding type of nomi-

native data).
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– The composition of superposition into a function

Su1,u2,...,un

F : Fn(V,A) × (Fn(V,A))n → Fn(V,A)

with parameters n ≥ 1 and u1, ..., un ∈ V + such that (u1, ..., un) ∈ Ū is
defined as follows:

Su1,u2,...,un

F (f, f1, ..., fn)(d) ∼= f(...((d∇u1
a f1(d))∇u2

a f2(d))...∇un
a fn(d))...).

We will also use the following notation for this composition: for each tuple
ū = (u1, u2, ..., un) ∈ Ū , Sū

F denotes Su1,u2,...,un

F .
– The composition of superposition into a predicate

Su1,u2,...,un

P : Pr(V,A) × (Fn(V,A))n → Pr(V,A)

with parameters n ≥ 1 and u1, ..., un ∈ V + such that (u1, ..., un) ∈ Ū is
defined as follows:

Su1,u2,...,un

P (p, f1, ..., fn)(d) ∼= p(...((d∇u1
a f1(d))∇u2

a f2(d))...∇un
a fn(d))...).

We will also use the following notation for this composition: for each tuple
ū = (u1, u2, ..., un) ∈ Ū , Sū

P denotes Su1,u2,...,un

P .
– Branching composition IF : Pr(V,A) × Fn(V,A) × Fn(V,A) → Fn(V,A) is

defined as follows: for each p ∈ Pr(V,A) and f, g ∈ Fn(V,A):

IF (p, f, g)(d) ∼=

⎧⎪⎨
⎪⎩

f(d), if p(d) ↓= T ;
g(d), if p(d) ↓= F ;
undefined, if p(d) ↑ .

– Cycle composition WH : Pr(V,A) × Fn(V,A) → Fn(V,A) is defined as
follows: for each p ∈ Pr(V,A), f ∈ Fn(V,A), and data d:
WH(p, f)(d) ↓= f (n)(d), if there exists n ≥ 0 such that (f (i) · p)(d) ↓= T for
all i ∈ {0, 1, ..., n − 1} and (f (n) · p)(d) ↓= F , where f (n) denotes a n-times
sequential composition of f with itself (assuming that f (0) is the identity
function), and WH(p, f)(d) is undefined otherwise.

– Negation ¬ : Pr(V,A) → Pr(V,A) is a composition such that for each p ∈
Pr(V,A) and data d:

(¬p)(d) ∼=

⎧⎪⎨
⎪⎩

T, if p(d) ↓= F ;
F, if p(d) ↓= T ;
undefined, if p(d) ↑ .

– Disjunction ∨ : Pr(V,A) × Pr(V,A) → Pr(V,A) is a composition defined as
follows: for each p1, p2 ∈ Pr(V,A) and data d:

(p1 ∨ p2)(d) ∼=

⎧⎪⎨
⎪⎩

T, if p1(d) ↓= T or p2(d) ↓= T ;
F, if p1(d) ↓= F and p2(d) ↓= F ;
undefined, otherwise.
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– Identity composition Id : Fn(V,A) → Fn(V,A) is defined as follows:
Id(f) = f for all f ∈ Fn(V,A).

– True constant predicate (null-ary composition) True ∈ Pr(V,A) is defined as
follows: True(d) ↓= T for all data d.

– Bottom function (null-ary composition) ⊥F∈ Fn(V,A) is defined as follows:
⊥F (d) ↑ for all data d.

– Bottom predicate (null-ary composition) ⊥P∈ Pr(V,A) is defined as follows:
⊥P (d) ↑ for all data d.

– Name checking predicate (null-ary composition) u! ∈ Pr(V,A) with a
parameter u ∈ V + is defined as follows:

u!(d) =

{
T, if u ⇒a (d) ↓;
F, if u ⇒a (d) ↑ .

– Empty constant function (null-ary composition) Empty ∈ Fn(V,A) is defined
as follows: Empty(d) = ∅ for all data d.

– Emptiness checking predicate (null-ary composition) IsEmpty ∈ Fn(V,A) is
defined as follows:

IsEmpty(d) =

{
T, if d = ∅;
F, if d �= ∅.

The compositions defined above allow us to specify a rather expressive pro-
gram language. This language generalizes several simple program algebras used
in the approaches such as Glushkov Algorithmic Algebras [12], Floyd-Hoare log-
ics [8,9], algorithmic logics [14], dynamic logics [15], etc. In Glushkov Algorith-
mic Algebras predicates and functions are considered as partial as we do here.
Therefore we consider our approach as a generalization of Glushkov Algorithmic
Algebras.

Definition 10. An Associative Nominative Glushkov Algorithmic Algebra of
predicates and functions over the nominative data of the type TNDCC is a two-
sorted algebra

NGAa
CC(V,A) =< PrCC(V,A), FnCC(V,A);∨,¬, •, IF,WH, ·, (Asgu)u∈V + ,

(Sū
F )ū∈Ū , (Sū

P )ū∈Ū , Id, T rue,⊥F ,⊥P , (u!)u∈V + , Empty, IsEmpty >

with the carrier sets PrCC(V,A) (predicates) and FnCC(V,A) (functions) for
some V and A with the following operations: the disjunction ∨ and the nega-
tion ¬ compositions on predicates, the sequential composition of functions •, the
branching composition IF , the cycle composition WH, the prediction composi-
tion ·, the family of assignment compositions Asgu, u ∈ V +, the families of
superposition compositions Sū

P , Sū
P for ū ∈ Ū , the identity composition on func-

tions Id, the true constant predicate True, and the following constant elements
of the carrier sets (null-ary compositions): the bottom predicate ⊥P , the bottom
function ⊥F , the family of name checking predicates u!, u ∈ V +, the empty
constant function Empty, and the emptiness checking predicate IsEmpty.
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Similarly, we can define algebras of functions and predicates over nominative
data of the types TNDCS and TNDSC :

Definition 11.

(1) An Associative Nominative Glushkov Algorithmic Algebra of predicates and
functions over the nominative data of the type TNDSC is a two-sorted alge-
bra

NGAa
SC(V,A) =< PrSC(V,A), FnSC(V,A);∨,¬, •, IF,WH, ·, (Asgu)u∈V + ,

(Sū
F )ū∈Ū , (Sū

P )ū∈Ū , Id, T rue,⊥F ,⊥P , (u!)u∈V + , Empty, IsEmpty >

(2) An Associative Nominative Glushkov Algorithmic Algebra of predicates and
functions over the nominative data of the type TNDCS is a two-sorted alge-
bra

NGAa
CS(V,A) =< PrCS(V,A), FnCS(V,A);∨,¬, •, IF,WH, ·, (Asgu)u∈V + ,

(Sū
F )ū∈Ū , (Sū

P )ū∈Ū , Id, T rue,⊥F ,⊥P , (u!)u∈V + , Empty, IsEmpty >

10 Nominative Stability

The type TNDCC of nominative data is the most rich and interesting among
other types of nominative data, so we will focus on it.

The binary relation of nominative stability is a formalization of the idea that
a program’s behavior does not change, if the hierarchical naming structure of
its data changes. It can be illustrated by the following feature of the Pascal pro-
gramming language: the two-dimensional array definitions var A: array [1..n,

1..m] of real and var A: array [1..n] of array [1..m] of real are equivalent
and both the A[i,j] and A[i][j] syntax can be used to access the array elements
regardless of the form of its definition. However, it should be noted that many
practical programming languages like C++ and Java do not have this feature.
This gives a rise to the following informal question: which properties a pro-
gramming language must satisfy in order to guarantee that its programs behave
correctly regardless of the hierarchical naming structure of their data?

We formalize such a notion of independence of a program behavior from the
hierarchical naming structure of data as nominative stability of functions and
predicates.

Definition 12. A predicate p ∈ PrCC(V,A) is called nominative stable, if for
each d1, d2 ∈ NDV C(V,A), if p(d1) ↓ and d1 ≈ d2, then p(d2) ↓ and p(d1) =
p(d2).

Definition 13. A function f ∈ FnCC(V,A) is called nominative stable, if for
each d1, d2 ∈ NDV C(V,A), if f(d1) ↓ and d1 ≈ d2, then f(d2) ↓ and f(d1) ≈
f(d2).
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Let us denote by PrNS(V,A) the set of all nominative stable predicates p ∈
PrCC(V,A) and by FnNS(V,A) the set of all nominative stable functions f ∈
FnCC(V,A).

Theorem 3. PrNS(V,A) and FnNS(V,A) form a sub-algebra of the Associa-
tive Nominative Glushkov Algorithmic Algebra NGAa

CC(V,A).

Proof (Sketch). Using the samemethodswhichwere used in [5] to showmonotonic-
ity of program compositions it is straightforward to show that FnNS(V,A) is
closed under the sequential composition • and the identity composition Id, and if
p ∈ PrNS(V,A) and f, g ∈ FnNS(V,A), then f · p ∈ PrNS(V,A), IF (p, f, g)
and WH(p, f) ∈ FnNS(V,A). Also, it is trivial to show that PrNS(V,A) is
closed under the negation and disjunction compositions.

From [5, Lemmas 7.3 and 7.4] it follows that the assignment composition
preserves nominative stability, i.e. if a function f ∈ FnN(V,A) is nominative
stable, then Asgu(f) is nominative stable, so if f ∈ FnNS(V,A), then Asgu(f) ∈
FnNS(V,A).

Let us show that superposition into a function preserves nominative sta-
bility. Let n ≥ 1, f, f1, ..., fn ∈ FnN(V,A), and (u1, u2, ..., un) ∈ Ū . Let us
show that Su1,...,un

F (f, f1, ..., fn) ∈ FnNS(V,A). Let d1, d2 ∈ NDV C(V,W ),
Su1,...,un

F (f, f1, ..., fn)(d1) ↓, and d1 ≈ d2. Then d1 /∈ A for all i ∈ {1, 2, ..., n}.
Thus d2 /∈ A and for all i ∈ {1, 2, ..., n}, fi(d2) ≈ fi(d1). Then

(...((d2∇u1
a f1(d2))∇u2

a f2(d2))...∇un
a fn(d2))...) ↓

and
(...((d1∇u1

a f1(d1))∇u2
a f2(d1))...∇un

a fn(d1))...) ≈
≈ (...((d2∇u1

a f1(d2))∇u2
a f2(d2))...∇un

a fn(d2))...),

because ≈ is a congruence in NDACC(V,A). Taking into account that f ∈
FnNS(V,A), we conclude that

Su1,u2,...,un

F (f, f1, ..., fn)(d2) ↓

and
Su1,u2,...,un

F (f, f1, ..., fn)(d2) ≈ Su1,u2,...,un

F (f, f1, ..., fn)(d1).

Thus Su1,u2,...,un

F (f, f1, ..., fn) ∈ FnNS(V,A).
Similarly it is straightforward to show that superposition into a predicate

preserves nominative stability.
Besides, it is easy to check that

{True, ⊥P , IsEmpty} ∪ {u! | u ∈ V +} ⊂ PrNS(V,A)

and
{⊥F , Empty} ⊂ FnNS(V,A).

We conclude that PrNS(V,A) and FnNS(V,A) are closed under all com-
positions of NGAa

CC(V,A), so they form a sub-algebra. �
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Let us define the following equivalence relation on FnNS(V,A):

f ≡F g

(where f, g ∈ FnNS(V,A)), if d1 ≈ d2 and f(d1) ↓ implies f(d1) ≈ g(d2).
Also, let us define the following equivalence relation on PrNS(V,A):

p1 ≡P p2

(where p1, p2 ∈ PrNS(V,A)), if d1 ≈ d2 and p(d1) ↓ implies p1(d1) = p2(d2).
Let

NGANSa(V,A) =

< PrNS(V,A), FnNS(V,A);∨,¬, •, IF,WH, ·, (Asgu)u∈V + ,

(Sū
F )ū∈Ū , (Sū

P )ū∈Ū , Id, T rue,⊥F ,⊥P , (u!)u∈V + , Empty, IsEmpty >

be the sub-algebra mentioned in Theorem 3.

Theorem 4. The relations ≡F , ≡P are congruences on NGANSa(V,A).

We omit the proof, as it can be easily obtained from Theorem 1.
This theorem allows us to construct a factor algebra.
Let NGANSa

≡(V,A) be the factor algebra of NGANSa(V,A) by the con-
gruences ≡F and ≡P .

Theorem 5. The algebras NGAa
CS(V,A), NGAa

SC(V,A), and NGANSa
≡(V,A)

are isomorphic.

Proof (Sketch). Using Lemmas 1 and 2 it is straightforward to show that the alge-
bra NGANSa

≡(V,A) is isomorphic to NGAa
CS(V,A) and NGAa

SC(V,A). Thus
NGAa

CS(V,A) and NGAa
SC(V,A) are isomorphic. �

The obtained result has several interpretations and possible applications. Firstly,
a programmer can construct a nominative stable program oriented on a certain
hierarchical naming structure of input data, but this program would give equiva-
lent results, if input data were changed to equivalent data. Such stability simpli-
fies programming with complex data making it “softer” because the programmer
should not remember the current structure of data. Secondly, the class of such
programs can be correctly implemented using nominative data from the class
TNDSC (or TNDCS) only. Third, the obtained result gives a perspective for
reduction of formulas of a logic over hierarchical nominative data to formulas of
a logic over “flat” data, which is closer to classical logic.

11 Conclusions and Future Work

We have investigated basic properties of nominative functions and predicates
from the perspective of the abstract algebra. We have defined basic compositions
of such functions and predicates and introduced a two-sorted algebra which
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generalizes Glushkov algorithmic algebras. An advantage of this generalization
is that its functions are defined over nominative data which give a natural and
adequate representation of data structures commonly used in programming (as
we have demonstrated in Sect. 6). We have considered an equivalence relation on
nominative data with complex names and the notions of nominative stability of
nominative functions and predicates and proved the set of a nominative stable
functions and the set of nominative stable predicates form its sub-algebra.

In the forthcoming papers we plan to continue our study of theoretical aspects
of composition-nominative approach and describe practical applications of this
approach.
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Abstract. This paper presents results on development of the auto-tuning
framework named TuningGenie aimed at automating adjustment of parallel
tasks to target platform. The framework works with source code of parallel
software and performs source-to-source transformations by using facilities of a
rule-based rewriting system. This approach significantly raises flexibility of
proposed solution and enables changing computation structure of a tuned pro-
gram in a declarative way. The framework’s architecture, lifecycle, offered
toolset for optimization, demo examples and results of tuning of a computa-
tionally complex task of short-term meteorological forecasting are presented.

Keywords: Auto-tuning � Rewriting rule systems � Parallel software
optimization

1 Introduction

Current and emerging scientific and industrial applications require significant com-
putation power provided by parallel platforms such as multicore, clusters, Grids, cloud
computing and GPGPU. Therefore, optimizing application code for a given parallel
platform is a significant part of development process. The problem is that powerful
computation platform does not guarantee high performance and efficiency of appli-
cation: developer efforts are required to achieve it.

Programming efficient algorithm has always been a challenging task. It is made
even harder by widespread use of multicore processors. The performance growth of a
multithreaded program is limited by Amdahl’s law [1], so efficient programs should
minimize the fraction of sequential computation as well as synchronization and com-
munication overhead. Such optimizations are usually hardware platform-dependent,
and the program that was optimized for one platform is likely not optimal on another
platform. Therefore there is a need of tools that could perform such adaptation to
concrete platform in automated mode.

One traditional solution of this problem is provided by parallelizing compilers
[29, 32]. Among existing well known implementations of this methodology it’s worth
mentioning Intel® Parallel Compilers [2, 30] and Oracle® Solaris Studio [3]. The
quality of automated parallelization has increased recently with OpenMP [31] support,
however such tools are still most efficient when applied to programs with simple
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structure of computation (loops without data dependency between iterations) [2, 35].
The reasons include the complexity of static analysis of large codebases, increasing
complexity of parallel architectures, as well as their diversity.

An alternative to parallelizing compilers is provided by auto-tuning [4] – a meth-
odology that has already proven its efficiency and versatility. It can automate the search
for the optimal program version out of set of provided possibilities by running each
candidate and measuring its performance on a given parallel architecture. Its main
benefit is high level of abstraction – program is optimized without explicit knowledge
of hardware implementation details, such as number of cores, cache size or memory
access speed on various levels. Instead, parallel programs use subject domain concepts
such as number and size of independent tasks, or algorithm details such as data tra-
versal methods.

The drawbacks of auto-tuning approach include significant one-time costs of
optimization process itself: if the number of program versions is large enough, the
optimization process may run for many hours and even days. Also embedding tuning
facilities into program’s logic makes its architecture more complex. In most cases it is
reasonable to extract tuning functionality into a separate application and leave opti-
mized software unaware about optimization. In any case, there is an additional
development overhead – creation of auto-tuner. Since auto-tuner generally does not
depend on software domain and performs generic actions it is possible to generate it
automatically and save developer from writing large amount of boilerplate code.

This paper considers a universal framework for automated generation of auto-tuner
applications from source code. In general proposed solution is independent from
programming language and applied frameworks. Proposed approach solves many of
the described drawbacks and is versatile enough to be applied in any subject domain.

2 Rewriting Rule-Based Approach

TuningGenie framework optimizes parallel programs by generating a stand-alone tuner
application. This approach allows encapsulating the optimization logic in auto-tuner,
simplifying development and maintenance for the target application.

As mentioned before, manually creating auto-tuner requires writing significant
amount of boilerplate code and modifying program architecture to provide commu-
nication with auto-tuner. To avoid developing a separate tuning application from
scratch the TuningGenie framework extracts all needed information from program
source code and generates auto-tuner automatically. Developers add some metadata to
the source code in form of special comments – pragmas. Such expert knowledge
defines number of program variants to be evaluated, which is expected to be as small as
possible. Also such approach allows TuningGenie to provide domain-independent
optimization.

The software implementation of the auto-tuning system is based on the rewriting
rules system TermWare, [5, 6]. TermWare is an open-source implementation of
rewriting rules engine written in Java. It provides a language for describing rewriting
rules that operate on data structures that are called “terms”, and also a rule engine that
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interprets rules to transform terms. Informally, terms are tree-like structures of the form
f ðt1; t2; . . .; tnÞ, where subterms t1; t2; . . .; tn are either tree nodes themselves or leaf
nodes, corresponding to constants or variables. In this section, we provide a brief
formal description of syntax and semantics of TermWare language, sufficient to
understand the next sections. More detailed description can be found in [5, 6].

TermWare syntax is described by the following grammar rules

Term ::¼ Const Varj j Identifier Term ; Term½ ��ð Þ
Const ::¼ String Numberj j true falsej j nil
Var ::¼ $Identifier

Here String, Number and Identifier have their usual meaning, e.g. like in Java
language. In this section, we denote constants as ci, variables as $xi and arbitrary terms
as ti. For a term t ¼ f ðt1; t2; . . .; tnÞ, we define

head tð Þ ¼ f

arity tð Þ ¼ n

For constants and variables, we consider

head cð Þ ¼ head $xð Þ ¼ nil

arity cð Þ ¼ arity $xð Þ ¼ �1

Some terms can also be entered using shortcut infix notation, such as

aþ b ¼ plusða; bÞ
pattern cond½ � ! target act½ � ¼ ruleðpattern; cond; target; actÞ

In particular, rule terms are very important – they represent a “program” written in
TermWare, i.e. a transformation of terms.

To describe the semantics of TermWare rules, we use the following additional
concepts and operations. A variable substitution is a mapping from some set of vari-
ables to terms:

s ¼ f$x1 ! t1; . . .; $xn ! tng

Match operation is used to match arbitrary term with a given pattern. This operation
takes as inputs a term that does not contain variables, a pattern (a term that can contain
variables) and current substitution, and outputs true/false value that denotes match
success/failure, and in case of success, an updated substitution. Match is performed
according to the following rules:
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1. match c; c; sð Þ ¼ ðtrue; sÞ
2. t 6¼ c ) match t; c; sð Þ ¼ false; ;ð Þ
3. x 62 s ) match t; x; sð Þ ¼ true; s[fx ! tgð Þ
4. s xð Þ ¼ t ) match t; x; sð Þ ¼ true; sð Þ
5. s xð Þ 6¼ t ) match t; x; sð Þ ¼ false; ;ð Þ
6. head t1ð Þ 6¼ head t2ð Þ ) match t1; t2; sð Þ ¼ false; ;ð Þ
7. arity t1ð Þ 6¼ arity t2ð Þ ) match t1; t2; sð Þ ¼ false; ;ð Þ
8. match ti; pi; si�1ð Þ ¼ ðvi; siÞ ) match f tið Þ; f pið Þ; s0ð Þ ¼ Sn

i¼1
vi; sn

� �

Rules 1–2 mean that constant patterns match only themselves. Rules 3–5 describe
matching of variables: if variable is missing from current substitution, it captures the
value of any term; if variable is in substitution, it will only match the same term as it
has captured. Rules 6–7 specify that terms with different heads or arities cannot match.
Finally, rule 8 defines recursive matching of terms with same heads and arities, in
which case subterms are matched sequentially.

Subst operation applies a given variable substitution to a given target. It is defined
by the following rules:

1. subst c; sð Þ ¼ c
2. subst x; sð Þ ¼ s xð Þ
3. subst ti; sð Þ ¼ ri ) subst f tið Þ; sð Þ ¼ f ðriÞ

Again we consider cases of constants (rule 1) that ignore variable substitution and
return themselves, variables (rule 2) that are replaced with a term from variable sub-
stitution, and tree nodes (rule 3) that are replaced recursively.

Now we can define how TermWare rule pattern cond½ � ! target act½ � is applied to a
given term t:

1. Enumerate all subterms of t, starting with t itself and using depth-first search.
2. For each subterm ti, calculate match ti; pattern; ;ð Þ ¼ v; sð Þ
3. If ¼ false, rule application has failed, move to next subterm.
4. If v ¼ true, evaluate conditions represented by cond. Technically, we calculate

subst cond; sð Þ to obtain conditions with concrete values of variables, then evaluate
this expression as an imperative Java code. If evaluation results in false value, rule
application has failed

5. Calculate subst target; sð Þ ¼ r and replace subterm ti with the term r
6. Evaluate actions represented by act, in the same way as in step 4. Now we are not

interested in evaluation result: actions are supposed to execute imperative code that
has some useful side-effects (such as saving results to a database, or recording
messages into a log).

Steps 4 and 6 are optional: cond and act components of a rule can be omitted, in
this case corresponding step is skipped. Using these components allows TermWare
rules to take full advantage of arbitrary Java facilities. In particular, certain details can
be saved when applying one rule and then used in the next rule, even if it operates with
unrelated part of term.
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TermWare can work with arbitrary data encoded as terms. In this paper, we rep-
resent Java source code in form of abstract syntax trees (AST) as a term that is
transformed with TermWare rules. Notice that in this case, there is a a difference
between TermWare constants (like 5) and Java constants (represented as Literal(5)),
and also between TermWare variables (like $x) and Java variables (represented as
Identifier(“x”)). However, it is usually clear from context which case is assumed.

TuningGenie uses TermWare to extract expert knowledge from program source
code and generate a new version of program on each tuning iteration and knowledge
base is used as interlink between pre-tuning and tuning phases. By manipulating terms
representing AST, TuningGenie can perform structural changes in program computa-
tions using declarative style (without explicit changes to source code).

Current version of TermWare contains components for interaction with Java and
C# languages. To support other languages, a parser to translate source code into
TermWare language and a pretty-printer should be implemented. Adding support of a
new language to TuningGenie also requires extending it by means for building and
launching optimized application. API for measuring time and searching for optimal
configuration among evaluated is generic and written in Java. So in general Tuning-
Genie’s architecture supports any imperative programming language but current ver-
sion works only with Java programs.

Simple examples of using rewriting rules for different tasks can be found at [5].
As already mentioned, the main benefit of TuningGenie is gained from utilization

of term rewriting engine facilities. Representing program code as a term allows
modifying program structure in a declarative way without modifications in source code.
This feature becomes very useful when you are working with “legacy” code and want
to try out slightly different variants without refactoring it. An example of such trans-
formation is displayed below in Sect. 5 “TuningGenie facilities”.

3 A Model for Parallel Programs Optimization

Consider the following simple abstract model that illustrates the optimization
approaches for parallel programs. Our model is based on a well-known abstract parallel
machine with random memory access (PRAM [7]). We add the following changes to
bring the model closer to modern parallel systems:

• Besides global memory, we consider a local memory which is another level of
memory hierarchy. This local memory represents CPU caches of various levels
(shared between CPU cores), local application caches, etc. The access speed for the
local memory is significantly faster compared with the global memory:
Tloc � Tshar . Another significant difference is limited size of the local memory,
denoted as Mloc. If the data is missing from the local memory (e.g. because of its
size which is too large for the local memory), it is read from slower global memory.
In real computing systems there are multiple levels of memory, but for our purposes
a single additional level will be sufficient.

• We consider our system as containing homogeneous processors. As modern CPUs
are usually multicore, our model “processor” corresponds to a single core of
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real CPU. The number of processors is considered fixed and denoted by N. Notice
that we apply auto-tuning approach to adapt application to a concrete computing
system with fixed parameters.

• Concurrent access to the shared memory in our model is limited to a single strategy
Concurrent Read Exclusive Write (CREW). Therefore, while all read operations
are concurrent, write operations are exclusive. Denote TNew a time that processors
wait for write access to the shared memory.

Parallel programs usually contain critical sections, i.e. regions of code that cannot
be executed in parallel. When such section is executed by a single processor, other
processors cannot execute the same section, therefore the computations inside a critical
section can be modeled by a sequential RAM model [7]. Also additional time is needed
to synchronize the results of critical sections execution on different processors. Denote
TNseq execution time of all critical sections. The time of parallel execution (i.e. non-
critical sections of code) is denoted as TNpar .

In our model each instruction is executed in three phases:

1. Read the data from global memory to local memory – if the data is not already
present in local memory, and if it is needed to for instruction execution.

2. Execute the instruction using the data from the local memory.
3. Write instruction results to the global memory (optional)

We separate the time spent on memory access by a processor with number i. This
time includes first and third phases of instruction execution: Timem ¼ Tiloc þ Tishar .

Let TN be a total time of parallel program execution. It consists of the following
parts:

TN ¼ TNpar þ TNseq þ TNew

Therefore, optimizing a parallel algorithm can be aimed at one of three targets:

• reducing time of parallel execution TNpar (without increasing TNseq ).
• reducing synchronization overhead TNew .
• reducing sizes of critical sections and therefore the time of sequential execution

TNseq

Parallel execution time can be reduced by optimizing the usage of the local
memory. To this end, we should partition computation between the processors in such a
way that the relevant data fits into the local memory with significantly faster access
compared to global memory. In ideal case, for each processor i: Tishar ! 0: Our
framework facilitates the design of the algorithms that use cache efficiently, and does
not require an explicit knowledge about hardware architecture.

As an example, consider a modification of QuickSort algorithm [8]. The modified
algorithm contains a parameter responsible for switching to another algorithm for
“inner” sorting. This parameter should be selected based on cache efficiency con-
cerns. In our approach, the optimal value of this parameter is selected empirically by
the auto-tuner. This example is considered in detail in Sect. 5 «TuningGenie facili-
ties». For now we note that such algorithms belong to the area of Cache-aware
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Algorithms [9]. On the other hand, the algorithm is abstract enough: it does not
depend on hardware architecture of execution environment, as this parameter is a part
of subject domain and not a parameter of cache implementation.

The synchronization overhead TNew can be reduced by optimal partitioning of
computation tasks between processors. As an example, consider a classical coarse-
grained block parallelization scheme, which provides uniform processor load using as
large blocks of data as possible. In such case, the number of data exchanges between
processors and the synchronization overhead is minimal. Coarse-grained block par-
allelization scheme provides the optimal performance for many parallel problems [10].
Another approach considers structural modification of computations performed by a
program. In Sect. 7 “Asynchronous cycles for iterative algorithms” we present an
example of such transformation for a class of iterative algorithms using barrier syn-
chronization at the end of each iteration.

Unfortunately, the approaches that target (1) optimizing parallel section of compu-
tation and (2) reducing synchronization overhead, are usually at conflict: they require
different strategies for distributing tasks between processors. The most efficient strategy
depends both on a given computation problem and on parameters of hardware platform,
such as shared memory access speed, cache access speed and cache size. The optimal
strategy must be defined for each execution environment. The power of auto-tuning
methods is that the selection of strategy is performed empirically and in automated mode.

4 Tuning Lifecycle

General lifecycle of auto-tuning process consist of three steps:

1. Apply modification that might affect software performance
2. Estimate actual performance empirically (in target environment)
3. Analyze estimation results. If efficiency criteria are met – optimization is finished

(exit). Go to step 1 otherwise.

The process is visualized in Fig. 1:

Fig. 1. Generic tuning workflow
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Such lifecycle is the same for all static auto-tuners – tuners that do not affect
runtime execution of software. Optimization is performed via iterative evaluation of
software versions until a version with acceptable performance is found, all possible
variants are tried or time limit is reached.

TuningGenie implements the static auto-tuner paradigm and fits the described
lifecycle. The following section describes how TuningGenie modifies, evaluates and
chooses optimal variant of program in detail (graphically presented in Fig. 2).

TuningGenie accepts as an input Java source code marked with so-called “prag-
mas”. Pragmas describe configurations and transformations of program that affect its
performance. Pragmas are specified manually by program developers, using Java
comments of a special form.

During the parsing of source code into a term representing AST, the auto-tuner
builds a set of configurations based on these expert data. Then these configurations are
translated into rewriting rules. Also on this “preliminary” stage some values of program
parameters are calculated (see the “calculatedValue” pragma in Sect. 5). The results of
this stage include a program term, a set of parameterized rewriting rules and a set of
rule configurations C that specify the concrete parameter values. Each of these con-
figurations specifies a unique version of the input program.

Then TuningGenie searches for the most efficient configuration Copt 2 C, by iter-
atively performing the following steps:

Fig. 2. TuningGenie workflow
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1. Select a configuration to test C� 2 C. Configurations are selected sequentially from
set C. Size of C depends on values from pragmas and developers are expected to
use their expert knowledge to narrow the region of search (group pragmas only if
they are really related, narrow boundary values for each pragma). Additionally time
limit can be used for cases when it’s hard to estimate overall optimization time
(step 4).

2. Generate and compile the corresponding program variant. The parameters from a
given configuration are substituted into the rules; then these rules are executed on
the source term of the parallel program. After the transformation is complete, the
term is transformed into Java source code using TermWare facilities. The code is
compiled using common JDK tools. The result of this step is a new version of the
program ready for performance measurement.

3. Execute the program and evaluate its performance. A small launcher class is gen-
erated automatically. It runs the program and measures its execution time, therefore
computing f C�ð Þ ¼ t. Each configuration is executed several times (at least 3). If
the time consumed for each run differs a lot (more than 10 %) – warning message is
logged.

4. If all configurations from the set C have been evaluated, or if the optimization
process has used up all the allotted time – go to step 5. Else go to step 1.

5. The optimal configuration is selected from a set of all configuration that have been
evaluated: Copt ¼ C�: f C�ð Þ ¼ fmin. For this configuration, an optimal program
version is generated, as in step 2.

The program obtained as a result of steps 1–5 is saved and executed in a target
environment. This program is considered optimal for a given architecture.

5 TuningGenie Facilities

As already mentioned in Sect. 3, the expert knowledge about subject domain and
implementation is saved in source code as special directives called “pragmas” (by
analogy with C language). Pragmas are actually the comments of a special form.
Therefore they are ignored by the Java compiler. Adding pragmas does not change the
structure of computation, and such instrumented program can be compiled by any
compiler without additional libraries.

Currently the TuningGenie framework supports three kinds of pragmas:

• tunableParam – specifies a search domain for an optimal value of a numeric var-
iable. E.g. the following pragma sets the possible values for a threadCount
variable as a range [50..100] with a step 10:

The tunableParam pragma is applicable to the algorithms that use geometrical
(data) parallelization: it allows to find the optimal decomposition of computation by
estimating the size of a block that executes on a single processor. It also can be applied
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when we need to estimate the optimal number of some limited resources like size of
caches or number of used threads to be used in a program. Another use of the tunable-
Param pragma is to find an optimal threshold value to switch to a different algorithm.
Consider a sort algorithm that uses QuickSort or MergeSort for large arrays and applies
the same sort recursively to sub-arrays. For some small size of sub-array, it is more
efficient to switch to another sorting algorithm, such as InsertionSort. The optimal
threshold value depends on processor architecture and can be determined experimentally.
TuningGenie framework allows finding this value with minimal changes to source code:

• calculatedValue pragma evaluates some function in a target environment and
assigns the resulting value to a given variable:

This pragma can be used if some algorithm parameters depend on execution
environment details, such as execution times of arithmetic operations or memory access
on various levels. All such values are calculated before auto-tuning process starts and
saved in TermWare knowledge base. The data stored in knowledge base is accessible
from rewriting rules, so calculatedValue can specify the value range for the tunable-
Param pragma. In this way, the developer can run a small test program to reduce the
search domain and improve auto-tuning speed. The similar approach for GPU com-
puting is described in [11].

• bidirectionalCycle – can be used to specify loops were the iterations can be run in
any order. In the following example TuningGenie will evaluate both increment (0 to
SIZE-1) and decrement (SIZE-1 to 0) versions:

This pragma is targeted at cases when multi-dimensional data is linearized into
single-dimensional. Sequential iteration from multi-dimensional point of view is not
always sequential for linearized data, hence not always cache-efficient. So if order of
iteration is not important tuner might pick up better variant. In our case study (Sect. 5),
for a meteorological program the difference in running time due to this change was
about 15 %.
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It’s worth mentioning that by default all pragmas (and corresponding parameters)
are treated as independent. It means that for each parameter’s value from a single
pragma a separate version of program is generated and measured; parameters from
other pragmas are ignored (i.e. take values specified in source code). So if we have n
pragmas, with number of configurations contributed by each pragma denoted as Ni,
then total size of search space will be

P
Ni and not

Q
Ni. To mark parameters that need

to be tested in correlation optional group option must be specified in related pragmas.
Other important fact is that at the moment all pragma’s variables have “local” scope

and they are tied to demarked instruction. That’s why it’s impossible to gather all
pragmas in one place – they have to be spread among source code and duplicated for
each section of duplicated code (if such is present).

6 Translating Pragmas to Rewriting Rules

As it is already discussed in previous sections we use the rewriting rules technique to
transform source code of the program. For each pragma described in the previous
section a corresponding rewriting rule is generated. Then all generated rules are applied
to the term representing the source code of the program. In this section, we describe in
detail the process of rule generation for each pragma.

For calculatedValue and tunableParam pragmas, the rewriting rules are completely
identical. Both pragmas initialize some variable with a value taken from the currently
tested configuration. The only difference is in syntax of pragmas: for calculatedValue
the value to be substituted is calculated before performing tuning iteration, and for
tunableParam it is specified in parameters.

Consider the following code fragment containing tunableParam pragma

The rule generated from this pragma (slightly simplified for readability) has the
following form:

Notice the condition [$value!=“newValue”] that was added to prevent infinite rule
application. Rewriting rules are applied repeatedly until the moment when none of
them is applicable. In this example, we need to prevent the infinite rule application in
case when the substitution value newValue is equal to the initial $value. Actual value
of “newValue” is taken from defined by pragma range of values. In this particular case
newValue 2 ½1; 2; 3. . .10� and each of values would be automatically sequentially
probed and estimated by tuner.

Now consider bidirectionalCycle pragma. Assume that the following loop does not
depend on iteration order (i.e. it can be run both in increment and decrement order):
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The pragma is translated into a rewriting rule that uses propositional variables [12]
to invert iteration order:

 

This rule swaps initial and final values of loop counter variable, changes the
operator that modifies this variable on each iteration (from increment to decrement),
and changes the loop exit condition.

All rewriting rules, together with the strategy for their application and the
knowledge base (facts base) [12], are combined into a single term system. The system
performs reduction of the initial term and obtains a new term. This term is translated
back into a program source code using target language (in our case it’s Java).

7 Asynchronous Cycles for Iterative Algorithms

There is a wide class of parallel programs that use iterative computation, where the
outputs of a previous iteration become the inputs for the next one. Inside iterations the
computations can be parallelized, e.g. using geometrical decomposition [10]. Figure 3
shows the computations performed within a single iteration:

In Fig. 3 tsplit, tparallel and tmerge denote the time spent on distributing data, parallel
computations and collecting results respectively. In such computation scheme we
cannot change iteration order or run them in parallel. Now consider iteration concat-
enation from Fig. 4:
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The number of merged iterations is denoted as m. A class of problems that allow
such concatenation will be called problems of asynchronous cycle with degree of
freedom m. Notice that such modification in computation structure can lead to slight
changes in calculation result. It is out of scope to explain details of how such inac-
curacy can be estimated and analyzed but interested reader can find details in papers
[13, 14]. Here we only state that the main idea behind such transformation is sacrificing
accuracy of result to gain additional performance boost. And the mission of tuner is to
find acceptable trade-off.

It’s easy to see that the performance of the parallel algorithm is improved by
modifying computation scheme to use asynchronous cycle. This effect is achieved

Fig. 3. Iteration phases

Fig. 4. Iterations transformation scheme
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because of reduced overhead on data decomposition and synchronization of interme-
diate iteration results.

The total execution time of initial parallel program can be described by the fol-
lowing expression:

Tp ¼ n� ðtsplit þ texchangeÞ;

where n is total number of iterations; texchange ¼ tsplit þ tmerge.
For simplicity, let’s assume that m divides n and 2 ½1; n�. Let’s estimate the pro-

gram execution time after transforming program to use the asynchronous cycle:

Tpm ¼ n� tparallel þ n
m
� techange

Now estimate the bounds on algorithm speedup Stuned :

Stuned ¼ Tp

Tpm
¼ tparallel þ techange

1
m� techange þ tparallel

lim
m¼n!1 Stuned ¼ tparallel þ texchange

tparallel
¼ 1þ texchange

tparallel

The minimum value of this expression is achieved when m ¼ 1, meaning that
computation scheme coincides completely with initial one:

Stuned ¼ tparallel þ techange
tparallel þ techange

¼ 1

Therefore speedup lies in the following bounds:

Stuned 2 ½1; 1þ texchange
tparallel

�

Obviously this optimization approach is the most efficient for the problems that
have a large number of iterations and also time of parallel computations and of data
exchange is of the same order of magnitude. As said before, for most problems the
speedup Stuned increases with the increase of m along with increase of inaccuracy of
result. If there is no need to preserve the intermediate results (e.g. for visualization
purposes), the optimal value of m is determined by the accuracy requirements. The next
section «Case Study» considers in detail an example of using asynchronous cycle
approach in a complex computation problem.

8 Case Study

This section presents the case study on the performance tuning of an application for
short-term atmospheric circulation modelling (from hours to several days).
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Mathematical definition of the model and method for numerical solution can be found
in [13]. Here we use a simplified problem definition to give a general idea.

Considered model describes macro-scale processes. Their usual horizontal extent is
of the order of thousands of kilometers. Typical examples of such processes are
equatorial and monsoonal currents, long Rossby waves [15], cyclones and anticy-
clones, ridges etc.

Model is based on spherical coordinate system. This work considers two-dimen-
sional simplified case that models wind characteristics (direction and force). Hence
model consists of two evolution equations to calculate horizontal components of wind
force.

Model takes state of atmosphere StateðT0Þ at some moment T0 as an input. Suppose
we want to get prediction of state at some moment in future - StateðTmÞ; Tm [ T0. To
calculate this program performs series of smaller predictions with time step
Dt � Tm � T0. So we have recurrence relation between iterations: State Tmð Þ ¼
Prediction State Tm�1ð Þð Þ; Tm ¼ Tm�1 þ Dt. Note that iteration step Dt should be chosen
from the interval ½5; 20� minutes to provide acceptable accuracy of the result.

For the experiment initial conditions for model were taken from an electronic
archive of one of European regional forecasting center [16].

Method for numerical solution of described model allows to parallelize computa-
tion on three levels:

• evolution equation level – each of equation can be solved independently in scope of
one iteration;

• geometric decomposition – input data can be decomposed according to data parallel
paradigm;

• by utilizing a modified additive-averaged operator splitting algorithm [14] it is
possible to expand independent processing of subtasks to several calculation iter-
ations without significant loss in accuracy of result.

Overall performance of parallel program mostly depends on granularity of data
decomposition since it defines amount of calculation per subtask hence size of plain
parallel section. It’s reasonable to assume that “coarse-grained” decomposition will be
the most efficient one. Let’s identify number of subdomains as S and number of
available processors as N. Search area can be narrowed to values of S � N, for instance
S 2 ½N div 4; 4 � N�.

An experiment was performed in environment with two quad-core 2xIntel® Xeon®
processors. Size of input grid was 600 � 600 points. Experiment calculated weather
forecast for 24 h. Single run lasted 5–10 min and whole optimization took about two
hours. All measured times were quite stable – deviation of execution time was 2.6 % at
most for same configuration. Search for optimal value of S was carried by auto-tuner
utilizing “tunableParam” pragma. During experiment 14 configurations were tried – 6
for different values of S and 8 configurations were derived from ‘bidirectionalCycle’
pragma. Optimized program showed multiprocessor speedup Sp 8ð Þ ¼ 3:82 compared
to original sequential program and efficiencyE 8ð Þ ¼ 47:75%. Following chart displays
how overall calculation time depends on number of sub-domains S:
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The experiment has validated assumption about decomposition S = N to be the
most efficient one but also revealed other bending point of multiprocessor speedup
function:

Sp Nð Þ ¼ TN
T0

This point represented decomposition of input data into very small subdomains
(about a hundred elements). Such result can be explained by suggestion that all data
entirely fit processor caches providing additional acceleration of computation. It is
worth mentioning that our framework simplifies so-called program’s “behavior anal-
ysis”. Since it empirically evaluates all considered program variations it is easy to
discover tuned parameter’s impact on overall performance (Fig. 5).

9 Related Work

The problem of creating efficient parallel programs for diverse parallel platforms has
been studied extensively and many approaches have been proposed.

Parallelizing compilers include both commercial tools, such as Intel compilers
[30] and open-source projects, such as OpenUH [33] and Omni OpenMP [34] com-
pilers. Such tools don’t require any changes to source code and generate a parallel
executable automatically. However, they may generate inefficient code [2, 35].

Automated source-to-source transformation tools, such as Par4All [36], work in
automated way like compilers, but produce source code in high-level language instead
of executable binaries produced by compilers. Typically it is easier to implement such
transformation than a complete parallelizing compiler. Therefore this approach can also
be used in implementation of parallelizing compilers [34] and combined with advanced
techniques, such as machine learning [37] and dynamic analysis [38]. Source-to-source
tools have an advantage of producing code that can be manually analyzed and

Fig. 5. Experiment results
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improved by a developer. However, for complex code structure they still produce
inefficient code [37].

Semi-automated parallelization tools provide some automated optimizations, but
developer can guide the system by suggesting which optimizations should be applied for
each program. Examples include interactive tools like SUIF Explorer [39] and iPat/OMP
[40], and also scriptable tools like PIPS [20]. Such tools require more input from the
developer compared to fully automated solutions, but can produce more efficient parallel
code. Auto-tuning approaches can be also described as semi-authomated tools: devel-
oper provides a set of parameters that are automatically tried to select the best option.

Auto-tuners usually are distributed among following categories [17] by their
implementation details:

1. Independent libraries.
2. Stand-alone applications.
3. Part of operating Systems.
4. Compiler extensions.

Well-known examples of specialized libraries like ATLAS [18] and FFTW [19]
introduce high-performance implementation of some specific functions. Unlike repre-
sentatives of other categories they are tied to domain and language.

TuningGenie falls into the second category. We won’t provide an extensive
overview of state of art in auto-tuning. The well-known frameworks and tools that
represent all categories of mentioned classification can be found in [4]. Here we’ll
consider two the most similar solutions.

Fist one is an ABCLibScript [21] – a Computer Language for automatic perfor-
mance tuning. It defines a language in which developers can define tuning details.
Similar to our pragma-based approach, additional meta-data is inserted into source
code. ABCLibScript has quite powerful capabilities that even allow to perform algo-
rithm selection based on input parameters in runtime. At the moment TuningGenie
supports only pre-execution optimization. On the other hand, our pragmas are more
compact and can change program’s structure in a declarative manner through capa-
bilities of rewriting rules.

Second one is Atune-IL [22] – a language extension for auto-tuning. It also uses
pragmas and is not tied to some specific programming language. The main difference is
again in a way how code transformation is performed. Atune-IL uses different set of
templates for processing it’s pragmas in different languages by employing StringTemptlate
[23, 24]. It’s much easier to add support of new language into Atune-IL but term rewriting
engine seems more flexible. As it is said before, representing program code as a term
allows easily modifying program structure. Also via knowledge base TuningGenie can
exchange data between pre-tuning and tuning phases so it can initialize program variables
with values that were calculated in target environment (micro-benchmarking [11]).

10 Conclusion

Development of efficient parallel software is a complex task. World-known thesis states
that program is symbiosis of algorithms and data structures [25]. Parallel programming
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model considerably complicates both components and the most efficient programs are
derived from their best combination. Variety of modern hardware architectures leads to
different combinations being optimal for various computational environments. Thus
optimization phase consumes sizeable amount of time and efforts in development of
parallel programs. Auto-tuning methodology helps to automate process but in general
requires creation of additional software that performs tuning (tuner) or significant
changes in software being optimized. This paper introduces a framework for automated
generation of such tuner-apps. It was designed with emphasis on minimization of
required source code changes in optimized program. Mostly such changes are
declarative and do not affect initial sources. Such flexibility is reached by utilizing rule-
rewriting approach for code transformation which significantly differs from related
solutions.

Current TuningGenie version contains quite an extensive toolset so reducing time
costs of optimization is a main priority in further development. Partial execution of
optimized program would dramatically reduce tuning time since current implementa-
tion of the framework fully executes target program at each tuning cycle which may not
be necessary.

Adding means for software instrumentation in runtime is one of the most promising
but quite challenging directions of further development. For instance, parallel appli-
cations would benefit from ability to switch to better-performing sub-routine based on
input data characteristics as is presented for example in ABCLibScript [21].

At the moment TuningGenie is used as a separate module that needs to be included
and configured to tune your application. So introducing integration with project
management tools like Ivy [26], Maven [27] or Buildr [28] would significantly simplify
usage of this framework.
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Abstract. Explaining the workings of a processor can be done in several
ways. Just a written explanation, some pictures, a simulator program or
a real hardware demo. The research presented here is based on the idea
that a slowly working hardware demo could be a nice tool to explain to
IT students the inner workings of a processor.
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1 Introduction

At our institute of Information and Communication Technology (ICT) at the
HU Utrecht University of Applied Sciences, an introductory course on computer
hardware and computer architecture is obligatory for all first year students of
all IT specialisations ranging from Computer Science, Software Engineering,
System and Network Engineering to Business and Information Management. For
most students the inner workings of a processor and its operation at machine
level remains a mystery even after reading written documentation and attending
verbal explanations during the course. A simulator program can help to explain
more about the details of the inner workings, however a real hardware model
with the possibility to slow down the operation to the human pace of perception
might also contribute to the understanding of the inner workings of a computer
system. One of the problems in understanding a processor is its high speed,
normally an advantage, that blurs the vision of what is actually happening.
It would be nice if a device was available that shows the inner workings of
a processor at low speed, but is also capable to work at a moderately high
speed.

In this paper we study the implementation of a simple but useful processor,
how it is used in our education and its effect on understanding the inner workings
of the processor for students of different IT specialisations.

This paper will explain in the next section details about the hardware itself
and the motivation of choices that have been made in the design, but first the
goals of the research are formulated.
c© Springer International Publishing Switzerland 2014
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2 Research Project Goals and Questions

The goal of this research is to build a simple, yet powerful processor that is easy
to understand. This goal can be expressed is a list of requirements:

1. Students should have a look into the internal workings of such a system.
2. The processor should be easy to understand for students with a beginners

level background in digital logic and hardware.
3. The working of a bus should be demonstrated in the model.
4. The system should work at a reasonable speed to make it possible to run real

programs, but also single stepping by instruction or even clock-cycle should
be possible.

5. The link from a higher level programming language e.g. C to the actual
machine instruction should be demonstrated.

The following list of research questions was the basis for this research.

– How should a processor be built, that is easy to understand but powerful
enough to run real programs written in C?

– How can we use this processor in our education?
– What is the impact of using a demo-processor for the different IT specialisa-

tions?

3 Global Description of the Hardware

First a description of the demo-system will be given. The processor has been built
using medium scale integration components. The processor has the following
characteristics:

– 16 bits address bus
– 16 bits data bus
– 8 internal registers
– RISC architecture [2]
– Von Neumann architecture

The processor is connected to 64 K of RAM. This memory is organised as 32768
locations of 16 bits. Figure 1 shows a picture of the hardware that has been built.
The processor has been built using so-called breadboards in combination with
printed circuit boards (PCB). The latter are used to implement the registers.
Each register has its own PCB.

To work with the system, it should be connected to a personal computer
using a special piece of hardware that connects to the USB-interface and that
uses a micro-controller to control the processor system. This micro-controller can
fill memory locations with instructions and data as well as controlling the mode
the processor is running in, being halted, running instruction-by-instruction,
running clocktick-by-clocktick or running continuously. Control of the working
and clock speed of the processor can be done by using a command-line interface
on the personal computer connected to the demo-system. The clockspeed can
range from 0.5 Hz to 1 MHz.
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Fig. 1. Demo processor

3.1 Architecture

In Fig. 2 a schematic diagram of the system is presented. The buses are 16
bits wide as well as the registers and memory locations. This 16-bit architec-
ture has been chosen to simplify the architecture as well as the instruction set.
Yet using 16 bits makes the processor powerful enough to run programs at an
affordable speed. Several concepts of modern processor architecture have delib-
erately been left out. Interrupts are not implemented. This will certainly be a
future enhancement, but because I/O is not yet the topic of the demonstration
this is not a problem. A memory management unit is not implemented in the
processor. Also, special hardware for floating point arithmetic has been skipped.
The reason to leave out these parts is that including them adds a huge amount
of extra hardware to the system without actually contributing to the insights of

Fig. 2. Architecture.



164 L. van Moergestel et al.

the inner workings of a processor. Once the inner workings are understood, it
seems quite acceptable that complicated instructions for floating point operation
could be accomplished by using extra hardware. A memory management unit
(MMU) is useful in case of implementing a multitasking operating system run-
ning several programs by using a task switcher. The MMU, being a translator
of virtual addresses to physical addresses, is not necessary to be included for
the understanding of the internal workings of a processor. For the same reason,
the notion of user and supervisor mode, where in user mode some operations
are inhibited to prevent user programs from directly accessing operating systems
controlled resources [8], is also not implemented. What also has been left out in
the design are speed optimizing concepts like pipelining, superscalar-design [9]
and multicore systems [4]. These approaches are commonly used nowadays, but
can be explained after understanding the basic details of the internal workings
of a processor.

3.2 Software

From the point of view of the programmer, only the internal registers and the
condition codes (flags) are important next to of course the random access mem-
ory (RAM) where the actual instructions and data are stored. Table 1 shows the
set of 8 registers, numbered from 0 to 7. Register R7 is used as the program
counter, in some architectures also called instruction pointer. Register R6 is the
Link-Register and will be used to store the value of the return address in case of
a subroutine call. This address can then be pushed onto the stack. Register R5
can be used as the stack-pointer. Every instruction is 16 or 32 bits. The 32-bit
variant is only used to load 16-bit data in a specific register.

Table 1. Register set

Name Usage

R0 General purpose

R1 General purpose

R2 General purpose

R3 General purpose

R4 General purpose

R5 Stack Pointer

R6 Link Register

R7 Program Counter

A 16-bit instruction consists of a 7-bits opcode and three fields of 3 bit each
to select a register from the register set (see Fig. 3). For arithmetic and logical
operations, op0 selects the destination of the operation, while op1 and op2 are
used to select sources for the operations.
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Fig. 3. Instruction format

Instruction set. The instruction set is very compact and consists of the follow-
ing instruction types:

Arithmetic addition: ADD, ADC (includes Carry), substraction: SUB, SBC,
decrement: DEC, increment: INC and compare: CMP.

Logical bitwise AND, OR, XOR, NOT.
Shift shift left: SHL and shift right: SHR.
Load and Store load a register using an address present in another register:

LOAD, STORE.
Stack PUSH and POP a register onto or from the stack.
Moveandconditionalmove severalmove variants including conditionalmoves,

that can result in a branch when the program counter is used as destination.
Subroutine calling a subroutine: CALL, a return from subroutine is imple-

mented as a POP where the destination is the program counter.
Miscellaneous HALT stops the processor.

The processor has only two addressing modes. The immediate mode is used
to load a target register with a 16-bit value that is part of the instruction itself.
In this case the instruction consists of two 16-bit words. This mode can be used
to put a memory address in a target register that will have the role of a pointer to
a specific memory address. This results in the second possible addressing mode,
where the memory address is contained in a register. Having a simple scheme
for memory addressing, is common in RISC-architectures. Direct operations on
memory locations as used by CISC-architectures do not fit in this approach.

3.3 Implementation

The system is built using medium scale integration (MSI) components. This
results in a hardware design where all important signals are available to be
displayed on LEDs. In the implementation all registers, including the instruction
register and B-register, have visible contents. Every register has 16 red LEDs to
indicate the contents in binary format. Two more LEDs are added to the register
hardware to indicate whether a register is driving the bus or receiving data from
the bus. This way the working of a bus-based system is demonstrated for internal
and external operations. An orange LED indicates the fact that a register will
put its data onto the bus, while a green LED indicates that a register will receive
data from the bus.
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3.4 C-compiler

When the inner workings of a processor are understood by students, normally
the question arises: how can such a piece of hardware run a program written in
a high-level language? To answer this question, the demo-processor should be
programmable in a high level language. Selecting C as language is not surprising,
because of its small footprint and low overhead due to its simplicity.

The C-compiler is based on LCC [6]. LCC is an open source licence
C-compiler that has been developed as an educational example, thus having the
same background as our processor. To make the compiler work with a specific
processor, a so-called backend [1] should be written. In our implementation float-
ing point has been skipped and integers are limited to 16-bit instead of the more
commonly used 32-bit. The implementation is actually a cross-compiler, because
it runs on a personal computer and generates code for the demo-processor.

LCC is compact and well documented, but a disadvantage is its poor opti-
misation, for example smart allocation of registers is not implemented. For our
purposes this does not matter that much.

3.5 Additional Software

Two pieces of additional software have been developed. The first one is based
on hardware. It is a Verilog description of the processor. In such a description,
the working of the components as well as their interconnection is used to build a
detailed simulation of the hardware. This description can be used in a simulator
running on a personal computer that visualises the logical levels in the system
for some time period.

Another piece of software is a software implementation of the instruction set.
This results in a virtual machine that can be used to simulate the processor
at the instruction set architecture (ISA) level [7]. Programs developed for the
processor can be tested on the virtual machine. This virtual machine runs on an
ordinary personal computer. Because modern personal computers use a powerful
processor, the speed of the virtual machine is in our case even higher than the
real hardware.

4 Usage in the Course

A simple demo program adding two integers is introduced to the students who
also had a introductory course in programming. First we start with the statement
at a high level:

a = b + c;

Next it is explained that variables in a program are actually memory addresses
in the system where the content of that address will be the actual value of the
variable. The next step is to explain that to perform arithmetic or other actions
on the contents of a memory location, the content should be transferred to an
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internal register in the processor. This should be done for all variables involved
and next the processor will perform the steps required to do the arithmetic.
The result will appear in a register and should be transferred to the memory
location belonging to the variable, where the result is expected to be stored. After
explaining this whole story, the demo is run step by step and every instruction
will show relevant changes in the contents of the register set.

The next demo is to step clock-cycle by clock-cycle through an ADD instruc-
tion. In this case the working of the internal buses Y-bus, A-bus and the usage
of the B-register connected to the ALU becomes clear. The actual operation is
done by adding the content of register R2, being 132, to the contents of R1,
being 2000. The result will be stored in R0. First one operand is transferred
from source register R2 to the B-register. When this is done, it is visible by an
orange coloured LED that source register R2 will put its data on the A-bus. The
receiving register, in this case the B-register, will have a green LED indicating
that it will grab data from the bus. The situation is depicted in Fig. 4. Next
the contents of the second operand register is put on the A-bus. This is again

Fig. 4. Transfering 132 to register B

Fig. 5. Second part of add instruction
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visible by an orange LED connected to the hardware of register R1. In the next
clock-step the output of the ALU, being the addition of the contents of R1 and
the contents of the B-register, will be transferred to the destination register R0.
Here again the orange LED indicates the entity, being the ALU, that is putting
data on the Y-bus and a green LED indicates R0 being the entity that will
receive the data. Figure 5 shows what is happening.

5 Research and Results

The demo-system as described has been used in a course. First the internal
workings of a processor was explained. Next the demos described in the previous
section were given, taking 45 min including explanation of the hardware. All
participants were offered a list of questions they had to fill in. The survey was
conducted anonymously to prevent a situation where students might give answers
to please the staff. This way they were given complete freedom to express their
ideas and findings. Some questions were more relevant to the current research
than other questions. The results were evaluated among the different groups
of students. Table 2 shows the different groups and the number of participants
in each group. Though Computer Science is represented in this table by the
largest number, it is in size comparable with the number of students at Business
and Information Management, while Software Engineering is actually the largest
group within our institute. Only a subset of the Software Engineering group
has participated in the research. In the next subsections a research question is
presented and the results are discussed.

Table 2. Participants

Education Abrev. N

Business and information management BIM 27

Software engineering SE 39

Computer science CS 72

Total 138

5.1 How Helpful Was the Demo?

On the inquiry list was a statement saying: the demo helped increase my insight
in the internal workings of a computer. A set of 5 answers was possible, ranging
from strongly disagree, disagree, neutral, agree and strongly agree. In Fig. 6 the
results are shown where the notation −− has been used for strongly disagree, −
for disagree, 0 for neutral or do not know, + for agree and ++ for strongly
agree. From the figure it becomes clear that the demo was considered to be
helpful indeed. It is also interesting to see if there is a big difference between the
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Fig. 6. Result 1, N = 138

different type of students. Taking the average of answers for the three specific
groups, the difference turned out to be less than 2 %, so there is no significant
difference between the three groups in this respect.

5.2 How Important is This Demo for My Study?

In the first year of their study, students did chose a particular specialisation
as mentioned in Table 2 as was already introduced in the beginning of this
section. The statement students had to react on was: understanding a computer
at the level presented in the demo is important for my specialisation. Because
the answers are specialisation-related and the differences per specialisation are
significant, the results are presented here per specialisation. In Fig. 7 the results
are shown for the Business and Information Management specialisation. Most
of the students strongly disagree with the statement. This is also true in reality,
because most students of this specialisation will never get involved in prob-
lems related to the details shown here. However we still believe that insight at
this level will make them good participants in project groups having a strong
emphasis on computer science. For students of the Computer Science speciali-
sation, understanding at this level is in our view important. Fortunately most
students of this specialisation agree with this vision as can be seen in Fig. 8.

Fig. 7. Importance for BIM, N = 27 Fig. 8. Importance for CS, N = 72
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Finally Fig. 9 for Software Engineering students shows results somewhere in
between the Computer Science and the Business and Information Management
group. From the graph in Fig. 9 it is clear that the statement that knowledge
at this level is important seems to be supported by almost the same amount of
students as the amount that disagree with the statement.

Fig. 9. Importance for Software Engineering, N = 39

5.3 Is a Student Interested in Compilers?

To investigate the eagerness of the different groups to know the relationship
between high-level languages and the actual machine instructions, the next state-
ment was presented to the students: I want to know how a program in a high-
level language will be translated to instructions for this system. Students from
the group Business and Information Management almost unanimously disagreed
with the statement (see Fig. 10), while students involved with software develop-
ment like the Software Engineering group (Fig. 12) and the Computer Science
group (Fig. 11) clearly showed more interest. This could lead to the decision to
offer these two groups the information they are interested in, while leaving the
uninvolved group of students outside this particular topic.

Fig. 10. Compiler BIM, N = 23 Fig. 11. Compiler CS, N = 71
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Fig. 12. Interested in compiler Software Engineering, N = 36

6 Additional Demos

Based on the results of the previous demo and comments from students, addi-
tional demos have been developed. Two aspects were elaborated:

1. The use of a high level language on the system.
2. The aspect of clockspeed.

6.1 Using C for the Processor

A simple program to discover the prime numbers starting at 7 is shown to the
students.

int is_prime(int number){
int divisor, remainder;
for(divisor = 3; divisor < number; divisor +=2){

remainder = number
if(remainder == 0){

return 0; /* not a prime number */
}

}
return 1; /* number is prime */

}

extern void show_in_r0(int number);

int main(void){
int number;
for(number = 7; number < 0xFFF0; number +=2;){

if(is_prime(number)){
show_in_r0(number);

}
}
return 0;

}
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This program is not meant to be the most sophisticated prime discovery software,
but to show to students how such a program could look in a programming
language like C. Next the assembler output from the compiler is presented.

.global is_prime:
push r1
push r2
push r3
push __bp
mov __bp, sp
mov __tempreg, 4
sub sp, sp, __tempreg

mov r3, 3
sto16(__bp, -2, r3)
jmp __L5

__L2:
ldo16(r0, __bp, 10)
ldo16(r1, __bp, -2)
call __sdiv16
sto(__bp, -4, r1)
ldo16(r3, __bp, -4)
mov r2, 0
scmp r3, r2
jne __L6
mov r0, 0
jmp __L1

__L6:
__L3:

ldo16(r3, __bp, -2)
mov r2, 2
add r3, r3, r2
sto16(__bp, -2, r3)

__L5:
ldo16(r3, __bp, -2)
ldo16(r2, __bp, 10)
scmp r3, r2
jlt __L2
mov r0, 1

__L1:
mov sp, __bp
pop __bp
pop r3
pop r2
pop r1
ret
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Even though only the is prime function is displayed, this piece of assembly
language needs a lot of explanation. To understand the mapping of the high level
instructions to assembly language, insight is needed in:

– the concept of a label like L1.
– standard assembler instructions like mov.
– macro constructions like ldo16(r2, bp, 10)

Next the concept of using the stackpointer sp in combination with the so-
called basepointer bp should be explained. In Fig. 13 the stack frame is shown
when the function is prime has been called. Using this information, students are
encouraged to add comments to the assembly code. This way the mapping of a
function in C to a subroutine in assembly language becomes clear.

Fig. 13. Stack frame for the function is prime

Subroutine Calling Convention. For a function to be called, at assembly
level, the parameters should be available. The stack mechanism is used for this
purpose. After pushing the parameters onto the stack, the function is called as a
subroutine. This will also push the return address onto the stack. After returning
from the subroutine, the stackpointer is adjusted to the value it had before the
parameters were pushed on the stack. Consider the call of a function sum:

int sum(int a, int b, int c)

The parameters are pushed onto the stack:

push c
push b
push a

Next the function is called:

call sum
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After returning the stackpointer is adjusted:

mov r4, 6 ;6 bytes have been used for the parameters
add sp, sp, r4 ;stackpointer = stackpointer + 6

This calling convention is a stack-based calling convention and it heavily uses
the stack as its name suggests. For RISC architectures alternative approaches
exist that rely on using internal registers [5]. The processor introduced here is
actually a RISC processor, but it lacks a huge amount of internal registers. So
the stack-based approach is used here.

C Runtime Startoff. The next piece of magic that should be solved and
showed to the students is the C runtime startoff. This piece of code will initialise
the stackpointer and clear the memory locations used by uninitialised global
variables. After doing this, the processor is led to the entry point of main. After
a reset the processor always starts at memory location 0. The C compiler is
actually a crosscompiler, running on a standard PC. After successfully compiling
the C program, the resulting machine code is uploaded to the demo system. The
processor starts at location 0 where the runtime startoff code is situated. For
convenience multiply, division, modulo and shift routines have also been included
in the C runtime startoff.

Lessons to be Learned. The demo described here will explain a lot of aspects
to the students:

– The need for high level languages. From the example it becomes clear that
programming at the assembly level is complicated, error-prone and the code
is difficult to maintain. Normally this is told to students without actually
showing why. This demo does exactly that.

– The mapping of high level language constructs to actual machine instructions.
The control of flow constructions are not available at the assembler level.
Students will understand that jumping to labels, that might also be used in
high level languages, makes code difficult to read and difficult to maintain.
This was already noted by Dijkstra in his famous article “Go To Considered
Harmful” [3].

– For programmers using languages like C and C++, it becomes clear, why local
variables in a function should be initialised before use and why these variables
are not available any more after the function retuned. From the listing it
becomes clear that room for local variables is allocated on the stack. These
locations contain bits from previous actions or just random values.

– For C programmers, it is shown that only a single return value is possible and
this value is put in a register.

6.2 The Aspect of Speed

The first demo was specially designed to show the workings of the processor at
low speed. To understand the power of a computer a feeling for the speed they
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are working at helps to understand why a set of relatively simple instructions
can result in complex problem solving in a short time. The prime generating
program of the previous subsection has been used to build this demo. First the
processor runs at 5 Hz and will pause for a few seconds when a prime number has
been found. This same program was then run at a clockspeed of 50 Hz, 200 Hz
and finally the maximum speed, being around 1 MHz for this hardware.

7 Related Work

In the late seventies of the previous century, so called developments kits to learn
the concepts of microprocessors were available. Nowadays these kits are replaced
by software simulations of conceptual processor models.

What is still available are training kits for processor designs. However, these
kits do not focus on students, but on professionals who should be trained for
this specific piece of hardware. These professionals do already have a firm under-
standing of the internal workings of a processor and use these kits for prototyp-
ing embedded systems or other processor-based applications. To discover the
inner workings of a processor, expensive hardware tools can be used like logic
analysers, in combination with JTAG scanning to read internal registers in the
processor. An alternative is presented here, but the complexity has been scaled
down. For educational purposes this is an advantage.

A trend in modern computer science training is the introduction of cheap
single board systems like the Raspberry Pi or the Arduino. These systems can
certainly play an important role in the training and education of computer sci-
ence students, but they are not comparable with the system presented here. The
Raspberry Pi is based on a powerful and complex ARM processor, even though
this processor is actually a RISC-architecture. To understand the architecture
and the instruction set takes much more time. The same is true for the Arduino.
The system that we have built should act like a stepping stone to give students a
first basis of understanding. The fact that single stepping is easy to accomplish
in combination with the continuous display of the internal registers contents
makes our demo processor a powerful tool for educational purposes. The next
step should be the introduction of processors as used in the aforementioned single
board systems.

Working with a software simulator is also useful in training, but students are
intrigued by the demo processor built in hardware. A special feature that this
real hardware-based demo processor can show is the effect that the clock speed
for hardware is limited. If the clock speed is too high, the processor will not
function properly.

8 Discussion

In this paper the focus was on implementing a hardware demo-model for a simple
but useful processor. We studied the effects on different groups of IT students.
It turned out that all groups agreed on the fact that the understanding of the
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internal workings of a processor had been increased. There were however differ-
ences between the groups. The Computer Science group showed more interest
and also were more eager to grasp the working of a processor because they
know, it is essential for their specialisation. This eagerness is not triggered in
the Business and Information Management group. However this group should
not necessary have the in-depth insight in the internal workings of a processor.

9 Future Work

Though this demo-processor turned out to be a useful tool in our education
of IT students, there are still improvements possible. A printed circuit board
should be developed, so the system is not as vulnerable as it is now. Apart
from the fact, that a higher clock-rate might be possible, this also opens the
possibility to give the system to students for a hands-on training. This opens
the possibility for much more experiments that in this case will be done by the
students and not just a demo shown by the instructor in a relatively short time.
Some professionally made demonstrations should be made available, so students
can replay the lesson taught.

The results of the survey so far are sometimes based on a relatively small
number of students. By repeating the demo for students that will start next
year, the reliability of the results will become better.

10 Conclusion

In this paper a demo-system has been presented. This demo was tested on dif-
ferent groups of students to investigate its usefulness. The conclusion is that
students state that a hardware demo helps to improve the insights in the inner
workings of a processor. To make the system even more useful future enhance-
ments should be worked on like:

– let students from the Software Engineering and Computer Science group
develop simple programs in C and run them on the system;

– show optimisation techniques used by the compiler;
– let students work with the already available software simulator, based on the

same hardware as the real demo-processor;
– let students work with the real hardware that is built on a printed circuit

board;
– add serial I/O to the system including interrupts, so there is a more direct

interaction possible and interrupt handling can be demonstrated.
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Abstract. Scholars agree on the importance of incorporating use of ver-
sion control systems (VCSs) into computing curricula, so as to be able to
prepare students for today’s distributed and collaborative work places.
One of the present-day distributed version control systems (DVCSs) is
Git, the system we have used on several courses. In this paper, we report
on the challenges for learning and using the system based on a survey
data collected from a project-based course and our own teaching experi-
ences during several different kinds of computing courses. The results of
this analysis are discussed and recommendations are made.

Keywords: Version control systems · Git · Computer Science
Education

Introduction

Version control systems (VCSs) have been actively used since the ’70s. The older
tools like Source Code Control System (SCCS) [22] and Revision Control System
(RCS) [23] only supported storage of the versions on a locally mounted file
system. Later systems were characterized as centralized systems, the well-known
representatives being the Concurrent Versions System (CVS) [2] and Subversion
(SVN) [6], the latter of which is still extensively used. In the present day, many
users have adopted distributed version control systems (DVCS) (see [7]) where
each user has a local copy of the repository that can be synchronized with other
repositories, introducing more flexibility, and perhaps more complexity, to the
system. The decentralized technology allow for change tracking, reversibility, and
manageable collaborative work. In this paper, we are concerned with learning
and using DVCSs in computing education context. The system we have used is
Git1.

Previous research suggests that there is an agreement that learning and using
VCSs would be important for computer science students (see, e.g., [16]). Version
control systems have been used in various computing courses, while there is
1 http://git-scm.com/
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still a call for more empirical research on the student usage of the systems (see,
e.g., [19]). We have previously studied students’ use of Git by analyzing reposito-
ries with various metrics [4,5]. In the present paper, we continue this research by
focusing on student and teacher (authors) experiences. The former is based on a
survey targeted to students of a project-based course, while our own experiences
originate from several computing courses. Our main research perspective are the
challenges the students report and we have identifed through teaching.

1 On Version Control Systems in Education

Version control systems (VCS) have been adopted in a variety of educational
settings. When this kind of system is used in a course, teachers try to use the tool
to support their traditional teaching practices. Liu et al. [15], for instance, used
the system to monitor and visualize the contributions of the members of student
teams. Clifton et al. [3] used a VCS for course management including materials,
assignments, and learning processes. Others, like Hartness [10], adopted version
control to promote realistic software development experiences. Further, Robles
and González-Barahona [20] used the version control system to detect plagiarism
by students, which was made possible by the fact that the system tracks versions
for all students. Besides the automated plagiarism detection, they adopted black-
box testing to automatically assess the functional requirements the software
has to meet every time students submitted code into the repository. Lastly,
they used the code submitted to the version control system to automatically
generate personalized exams. More specific to programming education, we find
a work by Glassy [9]. In his work, he tries to use the VCS not only as a tool
to monitor students’ progress, but also to understand how students develop
code. In general, project-based courses are perhaps the most natural habitat for
VCSs that naturally support team work and can help a teacher estimate student
activity for assessment and grading [25]. We also notice that use of VCSs has
been required of non-CS majors [13], and that these systems are employed outside
the computer education domain. For instance, Lee et al. [14] used it to manage
creative writing work.

VCSs are not specifically intended for use in educational settings, and several
difficulties and confusions may emerge. As noted in earlier work by Reid and
Wilson [19], who used the CVS system, there might be confusion in judging which
of the students’ assignment versions was the final one. This can be addressed if
the students adopt the tagging feature of the system [13]. Other problems that
Reid and Wilson noticed was that students mix up different functionalities of
the CVS, namely the check out and update commands. Also, a well developed
background knowledge for the teaching assistants was deemed to be necessary.
Most issues were considered to be due to the lack of a proper mental model of
the VCS system used. Time and resources needed for setting up and managing
repositories are yet another challenge raised by the same authors. More recently,
Lawrence et al. [13] addressed this management overhead issue by using cloud
services. Glassy [9] found out that VCSs do not urge students to adapt to a
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more iterative work progress. Instead, students tended to postpone working on
the assignments. We have earlier concluded that if a VCS is given to students as
a submission tool, they might not adopt the professional use of the system but
only use it for submission purposes. In general, student difficulties are reflected in
the study by Robles and González-Barahona [20] who noted that when students
commited code to Git, they had to ask them to upload the code to a website
“just in case they did not use git in a proper way.”

Perhaps the main reason for incorporating VCSs into computing curricula, as
agreed by many, is that current globalized workflows require tools which support
distributed collaboration [16]. Despite the challenges summarized above, there
are clear indications that students are able to adopt VCSs. With support in
place, even non-CS majors have successfully used the basic functions of the
system [13]. In this connection, it has been observed that Git is not a tool
with a flat learning curve; Xu [25] points out that it might take a long time
for students to familiarize with a VCS. Familiarity seems also to be the main
reason why Rocco and Lloyd [21] found that commit frequency is increasing
during a course. The authors designed two assignments. For the first one, they
set a minimum commit frequency while the second one had no requirements.
Still, only 75 % obtained a acceptable commit frequency for the first exercise
compared to 81 % for the latter one. The authors note that not only were the
students able to grasp the basics of the VCS (Mercurial), but they tended to
continue to take advantage of the tool later on. A similar observation can be
found in Milentijevic et al. [17]. Their students considered a VCS useful, but
only after they got sufficiently familiar with it. In accord, as we argued in our
earlier research [5], there is a need to include VCSs as an integral part of a
computing curriculum. Milentijevic et al. [17] take the idea further by proposing
a generalized model. This model suggests the adoption of VCSs as a support
tool in project-based learning scenarios.

In the present article, we aim to contribute to this body of literature by sur-
veying student opinions about using Git through a preliminary qualitative study.
We also report detailed challenges and confusions which we have observed dur-
ing our daily teaching practice across several courses. In our view, this approach
adds to the studies exploring usage patterns from repository data.

2 Study

This paper is concerned with challenges that students encounter when they start
learning and using Git. We addressed this concern by (1) analyzing data that
were collected from a Bachelor level project course (Project) with a survey and
(2) by reporting our own teaching experiences in terms of what kinds of issues can
confuse students when they begin to learn the system. Our teaching experiences
originate from the Project course, specific VCS supervision sessions provided
during an introductory second-year software engineering course (SE Course),
and two master’s level practice-oriented courses where the use of Git has been
encouraged as a group work tool and all the assignments have been managed



Challenges and Confusions in Learning Version Control with Git 181

using the system. The supervision sessions during SE Course have been run
during two course instances with altogether 170 passed students, providing the
principal experiential source for the present paper.

The survey of the Project course was a voluntary research questionnaire
issued to students at the end of the course (in Spring 2013). It requested the
opinion of the students on the questions below:

– Q1 (open-ended): Do you think that using the VCS was useful?
– Q2 (open-ended): What difficulties did you encounter regarding version con-

trol?
– Q3 (5-point Likert scale): Do you think that your group used the VCS in an

efficient manner?
– Q4 (5-point Likert scale): Evaluate how actively you used the system.
– Q5 (open-ended): Described how you used the VCS?
– Q6 (open-ended): Did you read the commit messages of others?
– Q7 (open-ended): Did you find the messages beneficial?

The survey was answered by 21 out of 26 students, all of whom granted
a research permission. The data were tabulated into a spreadsheet file, which
enabled us to have all the data available in a structured manner, while extract-
ing the themes under particular open-ended questions and making observations
about the Likert scale data. Of the open-ended questions, the data from ques-
tions Q1, Q2, Q5, and Q7 were analyzed by raising the interesting points and
regularities in the respective data, which is a usual step in coding qualitative
data (see [18]). With these small data, numbers (quantification) are added to
the presentation only if we observed some particularly dominant aspect in the
data. Question Q6 yielded quite short comments which we divided into few cat-
egories and present with frequencies in a table, similar to the Likert scale data
from questions Q3 and Q4. Q7 was analyzed and is presented in connection
to the closely related question Q6. The first author conducted the analysis of
the survey data, while the results of the analysis were challenged and discussed
together with the second author for an agreement.

We argue that reporting teaching experiences as an exploration of our own
observations and experiences (our second research instrument) is a beneficial
approach, as DVCSs have not yet been studied extensively in an educational
setting. Then, rather than basing a study on external hypotheses sourced from
the literature, it should be reasonable to report observations about teaching
and learning obstacles, which can inform subsequent studies. In general, there
are research approaches such as self-ethnography, which characterize our role
as researchers: we are authentic participants of the research setting (educational
organization) returning to remembered challenges in our daily practices (see [1]).

3 Course Settings

The Project is a 5-credit bachelor level course whose main goal is to develop stu-
dents’ understanding of group processes and software processes. The course was



182 V. Isomöttönen and M. Cochez

conducted under the topical theme of Open Data. Students innovated, designed,
and implemented prototypes of Open Data software products in small groups.
Work rooms were provided to students during the course to support autonomous
and independent work. All the groups were guided to use a VCS system for their
group work. All groups selected to use Git, perhaps because many of the students
had at least tried the system during their earlier courses. Majority of the groups
managed their repositories in YouSource service2 of the university, while some
groups used Git Hub3 and Bitbucket4. The course is targeted to second-year
students, while the participants were in different stages of their bachelor studies.
It is, however, a teacher observation that most of the students had relatively
little previous experience with Git, that is, experimentation with the basic use
case through fetch and merge, add and commit, and push commands.

SE Course is a 3-credit lectured course for second-year students. A course
assignment done in groups and an end-of-course individual exam are required
for completion. The lectures focus on project management and the phases of
a software life-cycle. The mandatory course assignment is the preparation of a
project plan, which is done in small groups. Mandatory supervision sessions on
version control were arranged at the beginning of the course in order to encourage
all the students to use the distributed version control system Git for the group
assignment. During 2012 autumn, there were 88 passed attendees and regarding
the autumn 2013 the number is now around 90 (at the time of writing this paper;
a few groups still working on the assignment).

The supervision sessions begin with a demonstration on Git usage, after
which students continue to practice the topics demonstrated. We use the com-
mand line Git client for this teaching. The supervisors are available during prac-
ticing and actively guide the students. A discussion is prompted throughout the
session to be able to help all the attendees to go through the basics. The ses-
sions have provided a good opportunity to identify the aspects that need to be
emphasized in teaching, as it has turned out that one and the same aspects have
emerged as difficulties in these sessions.

Master’s level courses referred to here are Service oriented architectures and
cloud computing for developers (SOA&CC) and Design of Agent-Based Systems
(Agent). The SOA&CC course acquaints students to the use of digital services
and the concept of cloud computing while the Agent course aims at introducing
agent systems as a novel software development paradigm.

Both courses are worth 5 credits, but students of the SOA&CC course can
make an optional individual assignment which can lead to an additional 5 credits.
The courses have a somewhat similar structure: during the courses students
work in small groups and all of their study time is devoted to programming the
exercises. Two or three weekly sessions are arranged for the group work, during
which the teacher assists the students in their work. Further, mandatory contact
sessions focusing on reflective program review are arranged when a part of the
2 https://yousource.it.jyu.fi
3 https://github.com
4 https://bitbucket.org

https://yousource.it.jyu.fi
https://github.com
https://bitbucket.org
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course is completed. Both courses emphasize students’ self-direction. The aim
is to engage students without having a traditional grading system. Instead, the
task of the teacher has to generate genuine interest from the students towards
the topic. In [12], the authors analyze how the teaching model used in this course
motivates students.

The version control system Git is suggested to students as a group work
tool. The teacher does also use it to receive submissions from the students. In
the SOA&CC course, Git is also used to deploy code to Platform as a Service
(PaaS) providers. For the development of the agent platform in the Agent course,
students use Git as a collaboration tool; both in the group and with the course
teacher. At the beginning of the Agent course, each students had to perform a
preliminary task with the Git version control system in a temporary repository.
Concretely, there was a simulated scenario where two development branches
(their own and the teacher’s) had diverged from each other. The students’ task
was then to merge these two lines of development into one.

4 Survey Results

4.1 Q1: Usefulness

All respondents (100 %) reported that they experienced the use of VCS (Git) as
beneficial, as they saw it as a development tool for shared work and as a group
work tool for sharing and communicating. From this premise, it clearly seems
that an authentic project-based, group-based, assignment makes students aware
of the usefulness and necessity of a VCS. Authentic group assignment makes
them learn VCS more profoundly as compared to ‘copying and pasting’ the Git
commands during some previous courses:

During this course, I finally learned to use Git little better, as I earlier
just copied the commands and used them. Now I am also able to resolve
upcoming problems with it [translated from Finnish by the authors].

Students also comment that they experienced using the system as useful
even though they did not take advantage of its full potential. A point where the
students especially pay attention to the usefulness of the system appears to be
their first attempts to integrate software functionalities advanced in their group
setting.

Only negative comment in the answers to this question relates to the diffi-
culties in using the system and an experience of the lost of work in the system
(Git).

4.2 Q2: Difficulties

Many students reported difficulties with the system as they worked on the same
parts of the software under development. That is, they experienced conflicts that
they encountered as something difficult and problematic (32 %). Some comments
hint that conflicts were resolved by cloning a clean repository from the remote
Git machine:
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Table 1. Students’ view of how efficiently they used the Git system

Do you think that your group used the VCS in an efficient manner?

scale: 1 = No 2 3 4 5 = Yes

f: 2 3 7 7 2

Evaluate how actively you used the system.

scale: 1 = low 2 3 4 5 = high

f: 1 3 9 6 2

The version control system looks like a simple software, but it has very
complicated functions that are difficult to grasp. This I have encountered
at the time of conflicts, when I am committing, and usually the fastest
solution is to clone the repository again... [translated by us from Finnish
to English]

Perceiving conflicts as problems is likely to indicate lack of routine in resolv-
ing them; Repeated cloning is a very unfortunate solution and likely to cause
frustration.

Another difficulty reported is, unsurprisingly, the lack of routine and experi-
ence. Some students reported that they deliberately used only the basic features
of the system to avoid problems (e.g. conflicts), while others report that learning
to use the system takes time. Overall, it seems that the students hesitated to
use some features of the system under the project course where their goal was
to produce working software during a fixed time period.

Finding help in a self-directed manner for more advanced features was also
reported to take time and be difficult—our interpretation is that reading Git
documentation may turn out to be difficult if a mental model of the system
and the logic of its commands is unclear. Some students also had difficulties in
learning to use the Git clients they chose to use.

Yet another interesting point in the data was that students noticed that a
VCS does not replace project management. That is, they reported that, by using
this system, they did not yet have sufficient knowledge of whether other members
in the group were advancing their tasks.

4.3 Q3 & Q4: Efficiency

Student answers to Likert scale questions Q3 and Q4 are displayed in Table 1.
We find the answers to accord with the above aspects drawn from the qualitative
data. That is, the students found the system to be highly beneficial and used it,
while there were some hesitation and restrictions for efficient use.

4.4 Q5: Usage Patterns

Students reported that they mainly adopted a usage pattern where they “pulled”
at the beginning of a work session and then “pushed” in the end. Some students
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Table 2. Activity in reading commit messages

Did you read the commit messages of others?

response f reasons

NO 6 direct communication or tools such
as IRC used, no need to

YES 11 of which 3 mentioned this to be due
to the tool, i.e., commits reviewed
in the web page of the Git service
system or in the graphical client UI

ROUGHLY 4 of which two refer to rather acci-
dental activity enabled by the tool
used

commented that they reverted their staged changes if they noticed that they did
not produce working solutions during their work session or someone appeared
to have worked on the same parts of the software. Again, we would see these
kinds of solutions as an unfortunate usage pattern—here, the students could
have relied on branching instead of reverting their work in progress. Accordingly,
some answers seem to indicate that the students dared to push their changes to
a remote machine only if they considered their work to be a working solution.

We also observe that there was variation in the work style of the students as
some students reported that they frequently checked for changes in the remote
machine on top of executing the pulls and pushes at the ends of their work
session. Overall, the students would have benefited from discussion on the good
routine, e.g., concerning the flexibility and value of small commits.

4.5 Q6 & Q7: Commit Messages

Table 2 presents student activity in reading the commit messages. Little over
half of the respondents (52 %) reported that they read the messages, while three
of these students noted that this was caused by the tool used. Almost the same
number of the respondents reported that they did not read at all the messages or
skimmed them through accidentally (categories NO and ROUGHLY sum up to
47 %). It seems to us that as student groups were provided with work rooms
during the project course, they relied quite a lot on direct face to face com-
munication which has lessened the experienced need for reading the messages.
On the other hand, as a side note, many groups struggled with communication,
making us to conclude that in particular in this project work setting students
would have benefited from better routine with reading the messages.

By the analysis of the answers to Q7, we can point out more reasons under
the categories of previous table. With respect to students who answered NO
to reading activity (see Table 2), we now find confirmation that some of these
students regarded the communication going on in their project room as their
commit messages. Students in this category also not that it was better to directly
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look at the code. Of the students who replied YES or ROUGHLY to the question
about reading activity, some refer to only small benefits due to small group size,
and also preferred looking directly at the code. Some students valued the commit
messages as they clarified, located, time-stamped, and hinted about the changes
made by others.

One interesting aspect emerging from the data is that commit messages are
considered more useful towards the end of the projects. It may seem natural for
the students to write more useful messages when the software product has grown,
as it is then reasonable to provide explanation for peers about the changes com-
mitted. This is an aspect that could be studied among the professional software
developers and compared with educational setting: how do a professional devel-
oper attend to commit message writing when the complexity of the product is
still small?

Yet another aspects in the data were that commit messages provided a snap-
shot describing the project state for the students and that, altogether, the mes-
sages were difficult to be trusted without deeper looks at the code.

4.6 Summary

Taken together:

– A VCS is experienced useful and necessary, but the limited resources of a
project assignment may discourage students to experiment with and take
advantage of the advanced features of a VCS.

– On the other hand, authentic project assignment makes students to experience
benefits to the degree that they see using the system advantageous and are
willing to use it.

– The basic routine in terms of requesting the changes in the remote machine
at the beginning of a work session and sharing changes in the remote machine
at the end of the session appears to be well absorbed, while there seems to
be variation in how frequently students interact with the remote machine. In
our interpretation, students need not only conceptual explanation of the inner
workings of Git, but also of what a distributed VCS implies and enables in
terms of usage patterns. These students would have benefited from encourage-
ment towards and information on the benefits of frequent commits and that
branching can be useful for committing the work in progress.

– In our view, the most interesting aspect emerging from the data on commit
message writing, constituting a future research question on the writing activity
and informativeness, is that this writing may naturally become dependent on
group size, communication distance, and the current complexity of the shared
product development. The finding that students considered their presence in
the work room removing a need for informative commit messages is likely to
explain our previous observation of nonsensical commit messages [5], while
this appears to be less prevailing in a project-based course as compared to
exercise-based courses [4].
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5 Teaching Experiences

Compared to the survey results, this section provides a much more detailed view
to the challenges we have encountered. Based on our own experiences as teachers,
we raise several aspects that confuse or constrain student learning of Git DVCS.
Notice that many of the reported challenges relate to the use of Git command
line client in teaching.

5.1 Mixing Git and Bash

Student with little previous command line (unix) experience easily confuse Git
commands with Bash commands, and the other way around. Especially, the com-
mands used for file manipulation, like removing, copying, etc. cause problems.
For instance, when learners are asked to remove a folder from the file system,
they start writing git ....

5.2 Branches as Folders or Files

Manipulating branches, in particular listing them with the git branch command,
causes learners to regard branches as folders or files in the file system (see Fig. 1),
and a newly initiated branch as a copy of what it was initiated from. While
these conceptualizations may not be overly harmful, they seem to complicate
the learners’ Git usage. For instance, if asked to checkout a particular branch,
learners might try to move into a branch with the cd command. In order to avoid
this confusion, the topic should be explicitly discussed. This challenge can be in
part attributed to the use of the command line client—hence, in such a setting
we stress the importance of showing visual diagrams of branching and explicitly
explaining branches as pointers in the commit history.

We have also noticed learners’ preference for commands like

– git add.
– git add –all
– git commit -a

which make their lives ‘easier’ since the repository and their directory are per-
fectly ‘synchronized’. However, these easy-way-out commands can turn into a
habit by which student omit the questions of which of their files are reasonable

Fig. 1. Output of git branch command resembles a listing of folder contents
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to be managed with VCS and why they should also consider small and frequent
commits. For instance, in our SE Course supervision sessions, we try to avoid
this to occur by using more specific forms of the commands during the first
demonstrations of the basic commands.

5.3 ‘Git Add File’ Creates a New File

In Git system, changes are “staged” for the upcoming commit using git add
command, thus there is a lot of flexibility regarding which of the current changes
the user likes to commit. We have noticed a tendency where the command git
add file is, however, associated with creating a new file, while it stages the file for
the commit. We speculate that the confusion with the git add command simply
arises from it being associated with the natural language. Considered together
with the git commit command, which usually ensues the add commands, it
is admittedly easy to think that “one creates a new file and then commits it”.
Further, in our SE Course setting, where the command line Git client is used, we
often ask learners to create arbitrary test files to practice with, which may have
further encouraged this misconception. In order that learners would readily grasp
the actual meaning of the git add command, we would include the bringing of
existing files into the local Git working directory in addition to creating new
ones, for instance.

5.4 Origin/Master Versus Origin Master

In the Git system, the branches fetched from a remote machine are marked with
origin/branch-name, where origin is an alias for a remote repository url5 and
branch-name is the name of the remote branch6. This presentation for remote
branches is used by Git when listing and merging the remote branches, for
instance. However, when pushing the state of the local repository and its branch
to a remote machine the ‘origin/’ prefix is not used, as the user gives the origin
in any event in the command:

git push origin master:(no prefix here)master

A shorter and more frequently used version of this command is

git push origin master,

where the currently checked-out local branch is pushed (imagined in front of the
semicolon) to a master branch in the origin.

In referring to remote branches, this ‘with and without prefix’ conventions
confuses learners until they have used the system long enough and grasped the
5 origin is a default alias for a remote repository created automatically when cloning

a repository. User have the ability to assign another term as the alias or add several
remotes due to the distributed nature of the system.

6 By default the name of the remote branch is the same as the name of the local
branch, one could however choose a different name for the local branch.
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need for specifying the remote context with a prefix in doing and showing certain
tasks. In our view, this is an issue to be just repeatedly explained to learners
to mitigate their potential irritableness, untile the inner logics of Git commands
are internalized.

5.5 No Default Branch on a Remote Machine

When creating a repository on our faculty’s Git server the repository does not
contain a default master branch to start with, but a branch that the remote
service needs for managing the projects and repositories internally. If the user
clones the repository and starts working, the command Git push will not initilize
a master brancher in the remote machine if not directly specified. This results in
students working unintentionally with a meta-file branch in the remote machine.
Here, beginners who do not yet possess knowledge of branches may encounter
odd situations making Git appear a very forbidding system. Thus, the point we
address here is that configurations of the Git service systems might cause great
difficulties for beginners.

5.6 Accidental Sub-repositories

Making sub-repositories lead to confusion and problems (most of the time by
accident). For instance, students begin to experiment with git init command,
and execute it with and without a name for the repository with the result that
they end up with several repositories arranged hierarchically in their home folder
tree. Students start pulling and committing but do not see changes correctly.
This happens even more easily when different or several tools/terminal windows
are used at the same time. In our master’s level practical courses, for instance,
IDE is used for committing and terminal to check what has changed.

5.7 Blind-Testing Effect

The absence of a proper mental model seems to cause the blind-testing effect
known in the field of the automatic assessment of programming exercises. The
effect describes the situation where a student aims to make progress with arbi-
trary changes into a programming code, opportunistically submitting the code
into the assessment system. Similarly, learners do not think about the Git com-
mands, but “just try them out”, which makes it very difficult to interpret the
responses and error messages by the Git client.

Similar to Bash commands, VIM as the default editor imposes additional
cognitive load on learners, as they practice Git in the command line environ-
ment. Already the different modes of the editor cause accidental actions and
editor behavior, which occasionally irritates learners and makes them attempt
to escape the editor with arbitrary key combinations. For instance, if the saving
of a commit message is interrupted in VIM, an erroneous state in versioning
emerges, one that requires removing an index lock in the local .git folder.
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5.8 Absence of Authentic Use Cases

When Git is taught as an intensive course, separate from realistic group assign-
ments (SE Course supervision sessions), or on courses where assignments are
momentary exercises (the master’s level courses we refer to in this paper), there
is a chance that learners associate issues such as branching with rather unortho-
dox use cases. For instance, they might consider that a new branch should be
created for each required deliverable of the course. Moreover, typical weekly lab
exercises in engineering courses communicated through systems such as a Git
characterize VCS as a medium for short term storage. We have concluded ear-
lier that using a VCS as a submission management tool, while useful, may cause
learners to exactly use it as such a tool instead of a one for distributed group
work [5]. In the same vein, momentary repositories created for weekly lab session
run a risk of advertising systems such as a Git unfavorably. The reason is that
creating a repository always involves a small amount of overhead which is not
significant if the benefits of the system are clear. We also noticed in our earlier
research that students who are working in a project course produce better com-
mit messages as when they use Git for weekly course work [4] (in the present
paper we analyzed the students’ own view of the messages). We recommend
teachers to pay attention to how to communicate course management use cases
and more realistic VCS use cases to learners, and even to use another kinds of
tools for pure submission returns.

5.9 Attitudinal Barriers

Due to initial apparent complexity of a DVCS tool, the learners make compar-
ison to the systems where real-time shared writing is possible in a WYSIWYG
environment. We have instructed Git using the command line client, which in
part may explain learners’ dislikes, as graphical UI/interface is and would be a
much more typical environment for many present-day learners. Further, if Git is
practiced in short intensive sessions using small arbitrary test files, student are
not yet shown the capacities of the system, and comparisons to cloud services
such as Google Docs are very likely to occur. We have tried to overcome this
barrier by discussing software engineering-oriented use cases with the learners,
e.g., managing large amount of code in a distributed project. In our experi-
ences, this discussion should occur and can remove the attitudinal barrier. In
the agent based systems course (master’s level), students were asked during the
first week to push their answers for certain programming tasks to the repository.
The teacher also created a repository which contained possible answers for the
tasks. The students were asked to merge the two ‘development branches’ during
the second week. This task was received very well and students understood the
usefulness of multiple remotes and branches.

6 Conclusions

In this paper, we have presented challenges in using Git DVCS in a project-based
course based on a research survey targeted to students. Through the analysis of
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the primarily qualitative data, several viewpoints describing challenges experi-
enced by the students were raised. We complemented this analysis with various
detailed issues based on our teaching experiences collected from several different
courses.

From the research survey, we concluded that while a realistic project course
makes students to value the use of a VCS, there are also constraints such as the
limited resources available during a product-oriented course, which may ham-
per independent learning about a version control tool. Regarding the commit
messages, a future research question emerged regarding to what extent writ-
ing explanatory commit messages is dependent on group size, communication
distance, and complexity of the product.

Our teaching experiences have made us consider whether viable mental mod-
els can arise from practice-first approach. To some extent, we have taught Git
using theory and practice together, the approach of which is also echoed in recent
pedagogy, e.g., in integrative pedagogy [24]. During SE Course supervision ses-
sions, for instance, we have illustrated several computers on a whiteboard and
connected basic Git commands to such a picture, and yet demonstrated this
scheme to students with two teachers and computers. It seems to us, through
the challenges reported in this paper, that the further one goes from basic fea-
tures and use cases, the more important it is to communicate to student what
really takes place in Git internally. For example, we have explained branches to
students conceptually through the ideas such as ‘switching’ the view in the com-
mit history. In retrospective, using this particular example, we would explicitly
speak of pointers in the commit history to avoid delivering a view of branches as
folders or local copies of folders. In general, the challenges we found while teach-
ing Git could be compared to those observed when teaching other VCSs. This
could reveal whether the challenges are specific to Git, its distributed nature,
the command line interface, or version controlling in general.

Several small challenges we reported in the section for teaching experiences
make us compare the research on learning and using DVCSs with the research
on beginner programming difficulties where the mental models held by students
has been studied to identify and react to misunderstandings among learners.
Thus, we consider that similar methods could be used to advance the research
reported here, e.g., think-aloud problem-solving [11] and phenomenography [8].

We have studied student use of DVCS (Git) through multiple courses and
iterations of those courses, and, overall, are confident that students are able to
adopt skills needed early, while challenges at different levels tend to remain with-
out a constant use. Consider here, as an example, our observation of student
hesitation to use the advanced features of Git under limited resources of a
product-oriented project-based course. We opinion that VCS tools need to be
integrated throughout the curriculum, which implies that attention should be
paid to awareness and education of department personnel and teaching assistants,
so as to promote this professional skill in a continuous and gradual manner
among the students.
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4. Cochez, M., Isomöttönen, V., Tirronen, V., Itkonen, J.: How do computer science
students use distributed version control systems? In: Ermolayev, V., Mayr, H.C.,
Nikitchenko, M., Spivakovsky, A., Zholtkevych, G. (eds.) ICTERI 2013. CCIS, vol.
412, pp. 210–228. Springer, Heidelberg (2013)
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12. Isomöttönen, V., Tirronen, V., Cochez, M.: Issues with a course that emphasizes
self-direction. In: Proceedings of the 18th ACM Conference on Innovation and
Technology in Computer Science Education. ITiCSE ’13, pp. 111–116. ACM, New
York (2013)

13. Lawrance, J., Jung, S., Wiseman, C.: Git on the cloud in the classroom. In: Pro-
ceeding of the 44th ACM Technical Symposium on Computer Science Education.
SIGCSE ’13, pp. 639–644. ACM, New York (2013)

14. Lee, B.G., Chang, K.H., Narayanan, N.H.: An integrated approach to version con-
trol management in computer supported collaborative writing. In: Proceedings of
the 36th Annual Southeast Regional Conference. ACM-SE 36, pp. 34–43. ACM,
New York (1998)

15. Liu, Y., Stroulia, E., Wong, K., German, D.: Using CVS historical information to
understand how students develop software. In: MRS 2004: International Workshop
on Mining Software Repositories (2004)



Challenges and Confusions in Learning Version Control with Git 193

16. Meneely, A., Williams, L.: On preparing students for distributed software devel-
opment with a synchronous, collaborative development platform. In: Proceedings
of the 40th ACM Technical Symposium on Computer Science Education. SIGCSE
’09, pp. 529–533. ACM, New York (2009)

17. Milentijevic, I., Ciric, V., Vojinovic, O.: Version control in project-based learning.
Comput. Educ. 50(4), 1331–1338 (2008)

18. Miles, M.B., Huberman, A.M.: Qualitative Data Analysis: A Sourcebook of New
Methods. Sage, Beverly Hills (1984)

19. Reid, K.L., Wilson, G.V.: Learning by doing: introducing version control as a way
to manage student assignments. In: Proceedings of the 36th SIGCSE Technical
Symposium on Computer Science Education. SIGCSE ’05, pp. 272–276. ACM,
New York (2005)

20. Robles, G., Gonzalez-Barahona, J.: Mining student repositories to gain learning
analytics. An experience report. In: Global Engineering Education Conference
(EDUCON), pp. 1249–1254. IEEE, March 2013

21. Rocco, D., Lloyd, W.: Distributed version control in the classroom. In: Proceedings
of the 42nd ACM Technical Symposium on Computer Science Education. SIGCSE
’11, pp. 637–642. ACM, New York (2011)

22. Rochkind, M.: The source code control system. IEEE Trans. Softw. Eng. SE-1(4),
364–370 (1975)

23. Tichy, W.F.: RCS – a system for version control. Softw.: Pract. Exp. 15(7), 637–654
(1985)
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Abstract. The paper describes the methods of information-competence for-
mation for Ukrainian university students. The Information-Technology Com-
petences Model has been built. Pedagogical conditions for the effective
formation of student’s information competency are identified and implemented.
The results of the EU-funded project TEMPUS TACIS “ECDL for Ukrainian
Administrators” are presented. The survey also incorporates the results from the
Ministry of Education and Science of Ukraine’s project, “Creating an Internet
Portal for ECDL Distance Learning for Higher Educational Establishments”. For
basic information competences level formation of students, it is suggested to use
the ECDL international program. The experience of Kherson State University in
ICT training for university students in accordance with the international stan-
dards is also demonstrated.
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1 Introduction

The globalization of the world economy and business processes is a push for the
globalization of higher education. Among universities of the world there is currently a
fighting for influence on the educational markets of other countries. The leaders of the
“global” education are the United States and the European Union. The globalization of
education became possible due to the development of innovative educational tech-
nology, and thus IT becomes a key strategic resource of university. The educational
establishment which can create the best conditions and resources for teaching using IT
comes to a new level of a modern world university. Thus, the requirements for edu-
cation in Ukraine need to focus on the balance on the one hand - the possibility of the
educational establishment to have appropriate strategy resources, on the other hand -
the students’ readiness to use them. Rapid IT branch development characterizes an
interaction system of university strategic resources and students’ readiness to use these
resources as a dynamic system. ICT development and globalization of education create
new educational competitive environment which features are ICT and students’
mobility. To ensure highly competitive of universities on the educational services
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market the universities should have better innovated educational technology than their
competitors have.

One of the most important criteria for professional competitiveness in the job
market today is its ability to learn, acquire knowledge independently, use the acquired
knowledge in the new environment and professional situations, think creatively and
make unconventional decisions. Accordingly, there is a necessity of implementation of
a new educational paradigm.

The implementation of ICT in the educational process and the problems associated
with the creation of information and communication teaching environments and the
adaption of the education system to the new social, informational and technological
needs have been the focus of scientists since the 1960 s. A significant contribution to
solving the problems of implementing innovative technologies in education were made
by both national and foreign scientists: O. Spivakovskiy, V. Shirokov, M. Lvov,
L. Petukhova, G. Kravtsov, A. Gurzhiy, S. Rakov, M. Zhaldak, V. Glushkov,
H. Reinhold, E. Wenger, K. Swan, P. Shea, V. Sholohovich, S. Papert, B. Hunter,
A. Kryvosheyev and many others.

Competences associated with the growth of the information society, mastering of
this technology and understanding of weak and strong sides of their application, critical
judgments in relation to the information which is spreading by means of mass
media and advertising is one of the five core competences adopted by the European
Council [1].

Among the key competences identified by Russian scientists (A. Hutorskiy,
I. Zymnya, A. Markova, S. Shyshov) are the competences in the sphere of information
technology: receiving, processing, information presentation and its transforming
(reading, precis-writing), mass media und multimedia technology, computer literacy;
use of Internet technology (by I. Zymnya).

In the list of key competences determined by Ukrainian educators, there are also
competences in information and communication technology which include student’s
ability to navigate the information space, own and use the information according to the
labor market needs. They are related to technical and technological qualities of an
educated person, prepared for life and active work under the conditions of modern
high-technology information society, covering the main components of an information
culture of the students, based on rational coexistence with technosphere, according to
their professional self-determination and taking into account the individual possibilities
(based on discussion materials organized within United Nations Development Pro-
grams project “Education Policy and Education” “peer-to-peer”, 2004). David McC-
ann, Jenny Christmass, Nicholson, Peter and Jeremy Stuparich determine that ICT can
be used to meet the changing needs within the educational sector: for more flexible
studying; extension of university services to national and international markets;
stronger economic effect of higher education development in extremely competitive
environment [2].

Joseph Lee, Ng Lai Hong and Ng Lai Ling in their turn said that the success of any
virtual environment for studying depends on the skills of students and their attitudes
toward the technology used [3].

Ukrainian scientists Alexander Spivakovskiy and Lubov Petukhova emphasize
the need to establish the information and communication teaching environment
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(three-subject didactics) which in their opinion, helps to teach and learn, make
education more accessible, especially for those who lack these educational materials,
develop learning culture, creating, sharing and cooperation in the rapidly changing
knowledge-based society, thus forming a positive attitude to studying, desire to study,
acquire knowledge, and as a result provides positive motivation for studying in a new
information educational space [4, 18].

Psychological and educational literature of the latest decade is dedicated to the
informational support of education includes such a term as “information and educa-
tional environment”, indicating new integrating essence of educational and information
environment.

Target of research: use of information and communication technology in the prepa-
ration of university students in Ukraine.

Statement of purpose: formation of information competence of university students
in Ukraine.

The hypothesis of this study is based on the assumption that the process of
information competences formation in Ukrainian university students will be effective
under the following conditions:

1. The availability of ICT infrastructure at the institution (establishment of information
and communication pedagogical environment)

2. The pedagogical, didactic and psychological readiness of lecturers to incorporate
ICT into their professional activities

3. Use of the ECDL international program to create a basic level of information
competency in first-year students

4. The systematic use of innovative teaching and ICT in the study of academic
disciplines

5. The formation of positive motivation in students to use ICT in their professional
activities.

2 Previous Related Research

This research is the continuation of the research work carried out by Kherson State
University from 2010–2012 under contract number IT/583-2009, dated 10.23.2009,
within the state program of informational support for Ukraine, as well as our research
on the current condition of distance education in Ukraine, the influence of the quality of
electronic educational resources on the quality of educational services using distance
learning technology [5, 34], and an building ICT infrastructure at the university. The
research also uses the results of the EU project TEMPUS TACIS “ECDL for Ukrainian
Administrators”. The institutions cooperating in the project are the University of
Nice Sophia-Antipolis (France), Kherson National Technical University (Ukraine), the
University of Klagenfurt (Austria), Kherson State University (Ukraine), and the Centre
of Retraining of Civil Servants of Kherson Province (Ukraine). The results of
the Ministry of Education and Science of Ukraine’s project “Creating the Internet
Portal for Distance Learning ECDL for Higher Educational Establishments” were also
used in research. Some of the data obtained in the framework of the project of Ministry
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of Education and Science of Ukraine “Creating Electronic Data Bank on Distance
Learning for Higher Pedagogical Education” are also presented in the article. The
authors of the paper participated in all these projects.

3 Methodology

In this section we describe methods of research, information-technology competency
model and the pedagogical conditions to form students’ IT competency.

3.1 Research Methods

To solve the problems, a range of methods are used:
Theoretical – the analysis, synthesis, comparison, generalization and systematiza-

tion of psychological and educational literature, legal documents, standards and infor-
mational resources are consulted to define the essence of university-students information
competency and assess the theoretical and methodological bases of information com-
petency formation in university students; pedagogical modeling - to build the model of
forming these competences; generalization of scientific, theoretical, and practical data to
determine the pedagogical conditions of information competences formation of uni-
versity students during the study of specialized subjects;

Empirical - questionnaires, surveys, testing, and self-esteem; pedagogical experi-
ments to test the study hypotheses;

Methods of mathematical statistics are used to determine the reliability of the
results on the basis of quantitative and qualitative analysis of the empirical data.

3.2 Information Technology Competency Model

We analyzed IT competency [11, 12, 17, 18, 35], and defined the set of IT competency
necessary for all students need to succeed in practice and education in today’s digital
era. This body of competency was evaluated and condensed to create the three parts of
the Student’s IT Competency Model:

1. Basic Computer Competency
2. IT Literacy
3. IT Management

Once the competency categories were established, each was aligned with an
existing set of competences maintained by standard development organizations or de
facto standards. For example, excellent alignment was found with the existing stan-
dards of the European Computer Driving License (ECDL) Foundation for basic
computer competency [12, 25–31].

The certification is carried out according to worldwide standards. The European
Computer Driving License, European Computer Law Certificate is an accepted stan-
dard not only in Europe but also throughout the world, one that confirms that a holder
has the basic concepts of information technology and is able to use a personal computer
and perform basic applications.
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ECDL certification has certain advantages for the university and it raises graduates’
competitiveness, simplifies the process of obtaining of international grants to continue
education, establishes a transnational system of knowledge measurement, verifies
educational quality, enhances the prestige of Ukrainian education, raises the recogni-
tion of the competence of Ukrainian students abroad, increases students’ mobility, and
allows students to participate in exchange programs.

Since 2003, Ukraine has been a participant of the ECDL program. ECDL as a
standard of basic computer competences is recognized by the European Commission,
UNESCO, the Council of European Professional Information Technology Societies,
the European IT Community, and the Ministries of Education indifferent countries.

IT competence at a higher level is determined by educational qualification char-
acteristics (EQC), i.e. qualification requirements for social and productive activities of
the graduates of a certain specialty, educational, and qualification level. EQC is a
component of the industry components of state educational standards of Ukraine [35].

Table 1 illustrates the relationship between the competency category and the
standard development organization.

3.3 The Pedagogical Conditions to form Students’ IT Competency

In this section we determinate the pedagogical conditions to form IT competency of
university students.

An analysis of the educational literature and results of previous projects have
allowed us to define the pedagogical conditions for the effective formation of IT
competency in university students:

1. The availability of ICT infrastructure at the institution (the establishment of an
information and communication pedagogical environment)

2. Pedagogical, didactic and psychological readiness of lecturers to use ICT in their
professional activities

Table 1. Student’s Information Competences Model

Component of the
model

Standard Source

Basic computer
competences

European Computer Driving
License

European Computer
Driving License
Foundation
www.ecdl.org

Information literacy Industry standard of higher
education

Ministry of Education and
Science of Ukraine

Educational and qualification
characteristics in specialty

mon.gov.ua

Information
management

Industry standard of higher
education

Ministry of Education and
Science of Ukraine

Educational and qualification
characteristics in specialty

mon.gov.ua
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3. The use ECDL international program to generate the basic level of IT competency
of first-year students

4. The systematic use of innovative teaching and ICT in the study of academic
disciplines

5. Positive motivation for students to use ICT in their professional activities.

4 Research Results

In this section we report on the implementation of pedagogical conditions for forming
the information competences of university students.

4.1 Availability of ICT Infrastructure at the Institution

Under the research programme funded by the Ministry of Education and Science of
Ukraine entitled “Creating Electronic Data Bank on Distance Learning for Higher
Pedagogical Education” the research was conducted at 73 educational institutions.

To assess the presence and status of ICT infrastructure, a questionnaire (with an
accompanying letter from Ministry of Education and Science of Ukraine) was devel-
oped, and surveys of higher educational institutions were conducted.

In the last three years the number of laptop computers used by the 1st year students
has increased by 43 % and 5th year students by 36 % (Fig. 1). Moreover, all
respondents having appropriate technical means use laptops for studying. Thus, we can
assert the availability of laptops among students of IT-related specialties is determined
by their professional orientation, as it is seen from the questionnaire analysis carried out
among the students of these specialties, as well as by the rapid information and
technological development of the society, as it is indicated in the responses of a survey
carried out among the students of other specialties.

One of the most important aspects in this educational environment is the free access
to information, which is ensured through the existence of LAN at the university and
access to the Internet. The main aim of the educational establishment is to provide
students access to the necessary resources at any time and from any location on
campus. So, today we speak about 100 % of availability of local networks, their direct
access to the Internet in all universities of Ukraine and established on their base
regional (5 % of universities) and corporate (26 %) networks. However, we should note
that the provision of access to educational resources in hostels paying attention about
more than 40 % of the universities.

Access dynamics evaluation to the Internet of the 1st year students during the last
three years makes it possible to draw the following conclusion (Fig. 2):

1. Students access level to the Internet at home has increased from 45 to 90 % during
three years

2. The number of students who use the Internet access at higher education estab-
lishments increased by 40 % and is 70 % in 2013

3. Indicators of students, who do not have access to the Internet, have reduced from
30 % to 2 %.
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Wireless technology (Wi-Fi) is able to provide an increase of client accessibility
and free access to necessary data without being tied to a fixed workplace. Nowadays,
60 % of universities in Ukraine use Wi-Fi technology, besides the third part of edu-
cational establishments have appropriate resources not only in academic buildings, but
also in students’ dormitories and other territorial units of the university.

Use of Wi-Fi technology by the university allows you to create an additional
“client” place that is important today, because most users prefer to use their own
computer equipment. In addition, the use of this resource provides:

• Access to e-learning servers
• Access to the Internet

Fig. 1. Number of computer equipment in 2010–2013 academic years used by the 1st- and 5th-
year students

Fig. 2. Access to the Internet by the 1st year students as of 2010–2013
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• Work with personal folder on a file server of computer classrooms
• Work with corporate e-mail of computer classrooms
• Work in a local network with access to all resources
• Work in research networks of the world, etc.

which has a direct impact on the formation of a high level of information competence
of university students.

A central player in the formation of material and technical resources of ICPE are
distance learning systems (DLS) and electronic means for educational purposes
(EMEP). Thus, teachers having access to resources and can create their own e-courses,
fill them with the necessary methodological support, and use the necessary EMEP to
improve the demonstrativeness of the proposed material. Students have access to the
resources offered by a teacher, get more opportunities for independent materials pro-
cessing, and are able to conduct online discussions.

According to the results of questions, the official site has 73 % of all pedagogical
educational institutions, e-mail address indicate 70 % of all pedagogical universities.
Information on developed distance-learning courses and distance-learning centers were
included on only 30 % of educational institutions’ websites. According to the results,
the ensuring of educational process with electronic textbooks (textbooks, lectures),
guidelines and electronic tests consider to be satisfactory - 70 % of universities,
unsatisfactory - 30 % of universities. Almost 20 % of universities have not imple-
mented distance learning. In most universities, the distance learning is still in the
development and testing stages.

Using the appropriate means both students and teachers are able to create infor-
mative and educational pages and groups, provide for the general access needed
educational resources and files etc. Popularity of respective networks causes a higher
percentage of students’ attendance of the proposed resources by lecturer, possibility of
real-time communication, creation of account-oriented prototype of educational
services.

Nowadays, almost 100 % of the students have their own accounts on such social
networks like VK, Odnoklassniki, Facebook and others. The most popular social
network among the students is “Vkontakte” (64 %), according to the data provided by
the Foundation of Public Opinion (Russia) [22]. A large number of students use the
corporate mail Google + (26 %) and the remaining 10 % of respondents prefer such
networks as “Odnoklassniki”, “Facebook”, “Twitter,” and others (Fig. 3). The leader in
students’ computer communication tools is “Skype”, used by 80 % of surveyed
respondents.

Computer communication means providing the ability to create new educational
projects, to discuss work specifics between the participants, to share common objects,
and to get access from anywhere (Odnoklassniki, Vkontakte, Facebook, Twitter,
Skype, ICQ, Google + , e-mail). Practically, all data is publicly available for collab-
oration with students, teachers, and scientists, through creating workgroups.

Kherson State University has developed the ICT infrastructure comprising:

• Computer training labs, university departments to provide ICT infrastructure
• Internet, LAN, WiFi in academic buildings and dormitories
• Official website (www.kspu.edu), ICT resource sites
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• Distance learning websites, Kherson Virtual University and KSU Online
• Providing studying using electronic textbooks (means, lectures), guidelines and

electronic tests
• An ECDL Testing Center was established and provides on-line testing.

4.2 Teachers ICT Readiness

The report of UNESCO on information technology in education shows that in Ukraine
there is a “rapid advancement of information and communication technology into the
education sphere, which needs continuous improvement in the efficiency of use of new
ICT in the educational process, timely updates of educational content and an increase in
the quality of training in ICT”. However, there are some problems which are primarily
associated with a low readiness of teachers (psychological, methodological and ped-
agogical) to rapid changes in information technology.

The formation process of modern specialists is provided by a qualitative increase in
efficiency and productivity of subject-subject relations due to pedagogical communi-
cation in the modern university. This is facilitated by purposeful deliberation by teacher
organization designed to communicate with students on a personal level. The teacher
acts as an organizer and initiator of communicative-competence communication on a
practical and equal basis. So the modern teacher should have a set of professional and
personal qualities.

The optimal aspects in the system of teacher-student are relationships of cooper-
ation, partnership, mediated interpersonal relationships based on mutual respect and
deference to the individual, rather than formal relations with considerable social dis-
tance. An important role in modern education is the educational environment, actually
the role of a separate subject [10]. Therefore, the modern teacher should be prepared to
organize the learning process in terms of the ICT environment, using the latest peda-
gogical approaches and innovative techniques.

For more effective use of ICT in the educational process, the teacher should learn
methods and strategies which promote critical thinking and problem-solving skills

Fig. 3. Students’ use of social networks and communication means
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(particularly relating to future professional activity). Teachers should inspire students
with the desire and motivation for constant self-improvement and life-long learning.

ICT and services associated with them quickly develop and spread (Internet, social
networks, blogs, virtual libraries, e-books, digital audio, video, photo, cell phones,
instant messaging, Internet telephony, handheld computer, etc.) can make education
more interesting and a teacher’s job more efficient and diverse. Therefore, it is nec-
essary to train teachers to incorporate technology and to create and modify software
and educational products, educational presentations, web resources, etc., to continu-
ously improve their own qualifications.

ICT use by teachers in their professional activity involves the possession of
innovative technology, elements of which are:

1. Content structuring on a modular system
2. Problematic education
3. Use of self-evaluation techniques of educational-cooperative effectiveness
4. The organization of work in small groups

For the effective use of ICT in a professional activity, the teacher should create
individual work, group work, project, research and any other work in an IC educational
environment.

The arsenal of a teacher, who is planning to use ICT, should include a set of both
traditional and innovative research methods. For example, projects’ methods, modeling
within educational process of professional activity specialists’ conditions, didactic
games, etc. All of these techniques contribute primarily to reveal the creative potential
of students.

A teacher’s readiness to use ICT in learning activities involves skills and the
appropriate use of various educational means: teaching materials, e-learning systems,
web 2.0, and a cloud technology.

To form a teacher’s readiness to use ICT in his/her professional activities at
Kherson State University, we:

• Implemented a joint program of the Ministry of Education and Science and
Microsoft Corporation, “Partnership in Education,” and taught the teachers infor-
mation technology basics (organized courses and master classes for teachers)

• Trained teachers on the Intel program “Education for the Future”
• Organized teachers’ training in universities of Ukraine and abroad, in particular

within the framework of European projects
• Had University professors receive Intel certificates for “Education for the Future”
• Ensured the university teachers were trained at Microsoft Academy and certified as

Microsoft Specialist
• Made sure teachers passed independent testing on ECDL program and got

certificates
• Had 2 teachers of Kherson State University train to be authorized ECDL test center

trainers
• Held regular seminars and workshops for teachers with a view to explore the

possibilities of distance learning systems at Kherson Virtual University and KSU
Online.
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4.3 Students’ Basic IT Competency and ECDL Program

In this section the use of ECDL international program to create the basic level of
students’ IT competency in the first year of studying will be presented.

One way to resolve the contradiction that exists between the need of information
and communication technology use in the educational process of the university and the
lack of initial level of students’ information competence is to implement the interna-
tional ECDL program for the first year students (1 semester).

The ECDL course program has 7 modules:

• Module 1 – Basic knowledge of information technology
• Module 2 – Using computer and working with operating systems
• Module 3 – Text processing
• Module 4 – Spreadsheets
• Module 5 – Databases
• Module 6 – Presentation
• Module 7 – Information and Communication

We should note that students somewhat overestimate their level of ICT skills. So
first-year students were given a questionnaire for the purpose of self-assessment of their
ICT skills level. For the same group of students there was held ECDL incoming testing.
Analysis of the results shows the following: a high level of information competence-
4 % of students (37 % for self-assessment); medium - 82 % of students (60 % for self-
assessment); low - 14 % (3 % for self-assessment).

Kherson State University where an authorized ECDL test center has been created
has an extensive experience in the analysis of ICT competences and learning computer
technology.

Within the project of the European Union TEMPUS TACIS “ECDL for Ukrainian
Administrators” and Ministry of Education and Science of Ukraine “Creating the
Internet Portal for Distance Learning ECDL for higher educational establishments” at
KSU the software and methodological support designed for use in lecture and class and
distance learning forms for the study of ECDL courses.

As a result of the projects, the integrated environment has been implemented that
includes:

1. Electronic materials for teachers, including:
• The course program “Basics of ICT for workers of educational, professional and

technical and higher educational establishments designed in compliance with the
international standards of ECDL”

• Presentation of the lecture material
• Objectives for practical work

2. Electronic materials for students, including:
• Summaries of lectures
• Problems for practical and independent works
• Tests for self-evaluation
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3. Knowledge evaluation system in the field of ICT, including:
• Intranet test system of knowledge evaluation and skills of students in the field of

ICT use
• Automatic testing system (software module)

4. For publishing the abovementioned materials (1-3) online and also for the man-
agement of the training processes the integrated Web-based application.

Thus, the developed educational and methodical complex contains input ques-
tionnaire, final questionnaire, seven modules (according to ECDL program), each of
which has an identical structure: module’s program (teaching and thematic plan),
requirements for knowledge and skills of students and audience, module files (archive
which contains methodic recommendation for practical works, files needed for the
implementation of each practical work and demonstration materials), lecture materials,
module tests, journal.

Surveying in the beginning of the course enables students to evaluate ICT user level
and promotes reflection and reflective attitude towards studying.

The teacher may have in the beginning of the educational process to determine the
general group level in a certain module, identify the opportunities list for software
applications which most of the students do not know how to use and learning on how to
use it can cause casualties, and therefore require more time.

As a result of the course studying the applicant to pass ECDL tests has to have a
basic understanding of the basic concepts of information technology, understand such
concepts as aspects of safety and factors of possible computer harmful effect on the
health condition and others (Module 1); to know basic functional possibilities of
computer and its operating system and be able to apply this knowledge in practice
(Module 2); to possess the skills to work with a text editor (Module 3); to handle
numeric and text data using electronic tables (Module 4); have basic concepts of
databases and ability to use databases (Module 5); to be able to create, format, modify
changes in presentation for displaying or printing (Module 6); to know the basics and
terms relating to the Internet, understand the use of e-mail tools as well as the basics of
security; to be able to search for information online using search engines and browser
and work with messages (Module 7).

Teaching materials should be constructed in such way that there is a choice of
modules that need to be studied as well as the procedure for passing such modules. The
first module is a theoretical one, others - practical. ECDL tests are designed to show a
basic knowledge of computers and applications regardless the scope of their applica-
tion. It opens wide prospects of the course in preparing future specialists of all spe-
cialties and can be used as a spline-course for the first year students. Some modules can
be partially or fully used in the study of certain disciplines.

We should note that for success of the real ECDL test the student should have a
sufficient level of correct answers (above 85,7–88,9 %). Using this resource allows to
influence directly such factors as: the quality of knowledge, motivation and information
competence of the student.

The developed software and methodological materials for the ECDL program are
used to form the basic IT competency of university students in the course “Computer
Information Technology,” held during their first year of studying.
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4.4 Innovative Pedagogical Methods and ICT in Studying Academic
Disciplines

As shows the experience of higher educational establishments the development in the
world, effectiveness of preparation of future professionals is in the dialectical unity of
educational and studying process, ensuring close relationship of professional training
and practice. From this perspective a special role is the problem of theoretical
grounding and experimental testing of appropriate pedagogical techniques for the
organization of the educational process [8].

Today, students are accustomed to the selective and free perception of information
flows. The desire to learn sequentially from textbooks has been replaced by a desire to
learn through participation, conducting experiments, and through social practice.
Consequently, there is a need for major changes in models and types of the classroom
and independent work of students.

Organization of the educational process should be done to ensure that in the
process of studying, the students solve not only job situations but also real, practical
problems, ones that are learned not only from the teacher but also from each other.
This process should involve working with databases and using a lot of information and
communication technologies, leading students to become integral participants in the
information and communication pedagogical environments (ICPE) of higher education
institutions (HEI).

The description of the unique possibilities of new means of information technology
deserves special focus, the implementation of which creates conditions for unprece-
dented intensification of the educational process and the creation of a new methodology
focusing on the development of the individual student [23]. These features include the
presence of feedback, educational information visualization, easy access to textbook
archives, methodological support from scientific periodicals, the automation of infor-
mation and search activity processes, and the management organization of educational
activity and knowledge quality control.

Let’s return to the definition of ICPE: Information and communication pedagogical
environments are capable of self-development by systematically organized aggregate
data transmission facilities, information resources, interaction protocols, hardware and
software, and organizational and methods of support oriented to meet the educational
needs of the users, which includes teaching, methodical materials, creative tasks for
students, automated elements of educational process management and mandatory
provision of opportunities to work with the Internet resources [18].

The use of EMEP allows students to focus their attention on discussing issues at the
moment, to determine their level of informative competence, to acquaint themselves with
modern teaching aids, to coordinate the group work. Electronic libraries enable rapid
access to the relevant literature. It can be said that students’ access to Internet resources
during seminars and workshops allows them to find information instantaneously,
including answers to the topic of discussion. In turn, it motivates the students in a certain
way to work actively and participate in discussions.

Thus, the interaction between students and teachers through EMEP increases the
degree of processed material assimilation by simultaneous conjunction of different
work types and information perception methods.
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Within the research we questioned 200 students of Kherson State University in the
specialty of “Informatics”, “Software Engineering”, “Primary Education”, “Physical
Education”, “Human Health” and “Chemistry” in order to identify their level of
information competence at the beginning of the 1st semester.

We should note that modern universities of Ukraine already implement the infor-
mation technology into the educational activity from the first semester. For example,
the necessity to use Microsoft Office by the students of almost of specialties emerges
from the first class, while the level of the given technology and training courses using
ICT does not meet the necessary requirements. The research results show that only
11 % of the1st course students of the specialties “Human Health”, “Physical Educa-
tion” and “Chemistry” have sufficient knowledge on how to use programs for general
purposes and ≈ 2 % of programs for educational purposes, while having the need to use
them in the educational process in a percentage of 100 % and 26 % of students
respectively, and teaching a course on using information technology started most of
them only from 3rd–6th semester.

As shown in the Table 2, the information technology has become an integral part of
studying, social and private people’s life. The main and most important sharing
information means is a global Internet network now which is constantly being updated,
expanding its space, offering many new services and ways of getting information.
These services are social networks and different computer communicative means which
in our time have a significant impact on the students.

Social networks include websites that allow you to find business contacts, friends and
partners. The dominant features of social networks are: connection without spending
money; large number of users; contingent of like-minded users (in a group); set of
supporting services, which help each user to create his/her own information space.

Table 2. Quantitative indicators of ICT use by students in the educational process

Specialties Programs for
general
purposes

Programs for
educational
purposes

Computer
communi-
cative means

Cloud
technology
means

Own
(%)

Use
(%)

Own
(%)

Use
(%)

Own
(%)

Use
(%)

Own
(%)

Use
(%)

Software
engineering

60 100 4 95 96 60 2 60

Informatics 65 100 5 87 86 60 2 60
Physics 30 100 3 65 77 40 1 10
Mathematics 27 100 4 62 76 40 1 10
Primary
education

16 100 2 72 67 10 0 5

Human health 10 100 2 27 65 5 0 0
Physical
education

10 100 1 25 64 5 0 0

Chemistry 12 100 2 27 66 5 0 0
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Success in assimilation of the given and processed information by the students
depends not only on the method of its presentation but also on the quality of the
proposed materials, the available clarifications and guidance for solving certain tasks,
the specifics of the proposed tasks according to the specialty, and the initial level of
students knowledge on the discipline.

Let’s take pedagogical specialties as an example. Due to the rapid process of
education informatization, there exists the increased need for informatization and
pedagogical staff who provide not only by the introduction of information technology
into the educational process and their use at the class and independent students’ works
but also the introduction of new courses that would allow increasing informative and
scientific and research competence of future teachers.

While introducing new disciplines and expanding the range of disciplines to choose
for specialties, it is common that little attention is paid to the overriding of tasks for
independent and classroom students’ work, making their performance difficult and
uninteresting and, as a result, does not motivate; conversely, it hinders the educational
process.

For the development of practical skills and assimilation of theoretical ones during
seminars, it is appropriate to use a combination of different methods of organization for
students’ teaching and learning activities, incorporating stimulating methods for the
motivation of their education, taking into consideration the personal characteristics and
educational and qualification profiles of participants [21, 22].

4.5 Forming Motivation for Students to Use ICT in their Professional
Activities

It is important to assess the role of ICPE not only on teachers but also on students.
Feedback is important for relevant studies, allowing evaluation of not only students’
independent and classroom work, but also the work of teachers, departments and even
the university as a whole. For example, the existence at KSU of “KSU Feedback”
enables the evaluation of educational activities with such parameters as teacher’s
punctuality, student evaluating objectivity, student interest, student motivation, student
self-assessment of his/her residual knowledge, course material compliance of the
proposed tasks, material complexity ratio (for classroom and independent work),
comprehensiveness of the educational material, audience interest, the use of modern
information and communication technology by a teacher, and the clarity of the pre-
sented material.

The key indicators that allow the evaluation of the quality and necessity of the use
of information technology in organization of individual and classroom works may be:

• Use of a modern information and communication technology by a teacher (Q1)
• Evaluation of residual knowledge by a student (Q2)
• Clarity of the represented material (Q3)

For example, comparison of Q1 with Q2 and Q3 enables us to observe the qual-
itative and quantitative changes in the implementation of new technology and methods
into the modern education system.
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Getting the parameters is a possible way of monitoring the annual students’ surveys
based on specific criteria:

1. Determination of the time interval (for example, for the given service it is possible
to monitor the conducted surveys from the 2010 thru 2013 academic years)

2. Concerning changes in the curriculum and the introduction of new author’s pro-
grams and courses, it is advisable to choose disciplines that were held in a specified
time period for the same age group and at the same work program

As the relevant part of disciplines is not taught during the whole course of study by
students at the university, we must consider the obtained data for the disciplines of the
specialties “Informational Science” and “Software Engineering” for each course, which
work programs have not undergone major changes during the period from the 2010
thru 2013 school years. Also, it was taken into account the results of the evaluation of
the same student group in different courses.

As a result the following parameters were obtained:

• Evaluation of Q1 (use of modern information and communication technology by a
teacher) in 2010–2011 academic year was 7.21 points (out of 10 possible)

• The lowest mark came from the index Q3 in the same year (clarity of the repre-
sented material), whereas in the 2012-2013 academic year, these figures increased
to 24.3 % and 34.5 %, respectively (Fig. 4)

Interestingly, the fact of low assessment levels of residual knowledge by students
(Q2) and the clarity of the presented material (Q3) in 2010–2011 academic year, while

Fig. 4. Changing dynamics of the studied parameters as for 2010–2013 academic years

Information Competence of University Students in Ukraine 209



the rate of use of modern ICT by teachers (Q1) got fairly high marks. According to
respondents, the main reasons for this were:

• Insufficient readiness of the teaching staff to use modern information technology
• Inconsistency of the curriculum with the new educational standards
• Insufficient basic level of information competence by students
• Low level of hardware and software

5 Discussion

In this section we represent The Concept of Competence, Informative Competence
Components, Structure of teachers ICT competence and ECDL Certification.

5.1 The Concept of Competence

Over recent years, the concept of competence has been widely discussed among
member states of the Organization for Economic Cooperation and Development
(OECD), which conducted in-depth research on this issue. The International Board of
Standards for Training, Performance and Instruction defines competence as the ability
to carry out qualified activities and perform subsequent tasks/work (International Board
of Standards for Training, Performance and Instruction (IBSTPI)). In order to facilitate
the competences evaluation process, the Board proposes emphasizing the following
indicators: the acquisition of knowledge and skills, the attainment of satisfactory levels,
and educational achievement [16].

According to J. Raven, competence should also refer to the special abilities of a
person, those required to perform a particular action in a particular subject area, which
includes highly specialized knowledge, skills, ways of thinking and a willingness to
answer for their actions. In the works of A.G. Bermus, an emphasis is placed on a
system unity that integrates personal, substantive and instrumental peculiarities and
components.

The competence approach shifts the focus to the process of building specified
knowledge and skills. Additionally, emphasis is placed on achievement in the sphere of
students abilities to form and develop practicality and creativity, using newly-acquired
knowledge and experience in different situations. This requires the teacher to shift the
emphasis in their teaching activity from the informational to the organizational and
management plane. In the former case, the teacher plays the role of “knowledge
repeater”, while in the latter - the organizer of educational activity. The model of
student’s behavior also changes - from passive acquisition of knowledge to a research-
active, independent and self-educative activity. The learning process is filled with a
developing function that becomes an integrated learning feature. This characterization
must be formed during the learning process and includes the knowledge, skills,
attainment attitude, experience and behavioral patterns of the individual.

The competence approach is an approach that focuses on educational outcomes,
and, as an outcome, it should be judged by the amount of learned information, facts,
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data, and the person’s ability to act in different problematic situations. Among the key
competences, which are defined as a guideline for determining the effectiveness of the
educational process in Ukraine, the academic, social, competency in information and
communication technology, economic, general cultural, social and health should be
highlighted.

Thus, information competence is considered as a constituent in the structure of
professional competence.

Accordingly, the functions of information competence are:

• Cognitive (knowledge-informative)
• Pragmatic (technologic)
• Practical

According to [18], each of the components holds a set of values which are filled
with specific professional (teaching-representative), educational, communicative, and
value content (Fig. 5).

Cognitive (knowledge-informative) provides definitions and facts of topical areas,
provides scientific characters and innovation based on provisions proven by science
and through practice; it takes into account the content variability of educational needs,
a people’s motives at different stages of their professional development. Pragmatist
(technological) provides the formation of the skills of professional and household
activities in the field of information technology. It provides mastery of the pragmatic
components necessary for the ability to solve standard and non-standard problems in
industrial processes using information technology. Practical is aimed at mastering how
to use information technology - the ability to use information technology to solve
problems that are relevant and of practical significance to the professional activity of
individuals and society.

In the context of the widespread use of modern computer technology in the edu-
cational process, the requirements for teacher training significantly increase. Besides
the basic knowledge necessary for the implementation of educational activity, the
teacher needs to learn the basics of working with ICT, to be able to use information and
communication technology to achieve certain educational goals, and to develop new
organizational forms of educational activity [19].

Fig. 5. Informative Competence Components
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The fruitful cooperation between UNESCO, CISCO, INTEL, ISTE and Microsoft
in 2011 resulted in the document, “Structure of ICT teachers’ competence. UNESCO
recommendations” (Fig. 6) [17].

UNESCO recommendations emphasize that it is insufficient for the modern teacher to
be technologically literate and be able to form appropriate technological skills by the
students. Modern teachers should also be able to help students to use ICT in order to
collaborate successfully, to solve problems that arise, learn the skills of teaching, and
eventually become full citizens and employees. Thus, the recommendations affect all
aspects of teachers’ work. Among them: an understanding of the role of ICT in edu-
cation; curriculum and assessment; pedagogical practices; ICT hardware and software;
organization and management of the educational process; and professional development.

The recommendations take into consideration three approaches to the informatization
of schools that are associated with the respective stages of teachers’ professional
development and mastering ICT in the rich educational environment. The first approach –
“ICT Implementation” - requires the ability of teachers to help students use ICT to
improve the efficiency of educational work. The second – “Knowledge Absorption” -
requires the ability of teachers to help students in deep learning of the content of aca-
demic disciplines and to apply the acquired knowledge to solve complex problems that
occur in the real world. The third – “Production of Knowledge” - requires the ability of
teachers to help students, future citizens, and employees to generate new knowledge,
which is necessary for the harmonious development and prosperity of society.

Fig. 6. Structure of ICT teachers competence
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The recommendation states that teachers should adopt the methods and organiza-
tional forms of academic work, which meet the knowledge requirements of a devel-
oping society. Students should be able not only to master the content of the proposed
academic disciplines but also to understand how they can produce new knowledge
using the potential of modern ICT tools [17].

5.2 ECDL Certification

ECDL project harmoniously fits into the Bologna process allowing establishing a
transnational system of knowledge evaluation. Participation in international certifica-
tion program enhances the prestige of the Ukrainian education and recognition of IT
competences of Ukrainian students abroad. The presence of the international certificate
by the students increases their mobility and enables them to participate in student
exchange programs.

ECDL certification is fully consistent with the “Action program”, which opens
approaches to the implementation of the Bologna Declaration in the system of higher
education and science in Ukraine, which refers to the need for a reasonable system
development for determining the level of competence of higher-education-institution
graduates and a method for the development of the objective assessment of specialists’
competence in certain educational and qualification levels in Ukraine.

International ECDL certification implementation is a confirmation of the educa-
tional quality. Working with the ECDL program, the university gets opportunity to
prove the quality of its courses in information technology with international standards.

Thus the main objective of the university, which is aiming to implement and use
ECDL course, should be:

1. The formation of the requirements for teachers’ and students’ training to use a
course, and namely the definition of the required quantity and quality indicators of
technical, scientific, and teaching methods, taking into account the initial level of
competence, industry orientation, etc.

2. Academic staff training to use appropriate resources in the educational process
(teachers’ retraining, conducting research and teaching seminars and workshops
using ECDL program)

3. ECDL program passing by students (processing of theoretical and practical mod-
ules, testing)

4. Providing opportunities for online communication such groups as “student –student”
and “student – teacher” on the ECDL Portal of universities

So, since 1999 ECDL is an official standard for evaluating computer skills in the
educational system in Italy. During this time, more than 640,000 students in 2000
schools and 200,000 students from 200 universities have been trained and certified
at ECDL.
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6 Conclusions

Based on the analysis of scientific sources, we have defined the essence of the basic
concept of the research. The definition of information competence is treated as com-
petences associated with the growth of the information society; mastering of this
technology and understanding of their application, weak and strong sides, critical
judgments in relation to the information which is spreading by means of mass media
and advertising.

As a part of the study, we have created the IT Competency Model. The relationship
between the competency category and existing standards has been presented.

To form the basic IT competency, it is recommended to use the European Computer
Driving License. This is documented by:

• International user experience of the ECDL standard
• The findings of the EU project TEMPUS TACIS “ECDL for Ukrainian

Administrators”
• The findings of the project Ministry of Education and Science of Ukraine’s “Cre-

ating the Internet Portal for Distance Learning ECDL for Higher Educational
Establishments”

• The results of our research

Effective development of IT competencies among university students presupposes
the following conditions:

1. The establishment of an ICT infrastructure at the institution (technical: computers
and networks, services, software, support, information, and communication peda-
gogical environment)

2. Pedagogical, didactic, and psychological readiness of teachers to use ICT in their
professional activities (the teacher should possess forms of educational activity
organization in IC educational environment and apply innovative methods for
facilitating the creative development of students, ideally using IC learning tools)

3. Use the ECDL international program to create the basic level of students’ IT
competency in the first year of study (Competence increasing project in the field of
information and communication technology ECDL is the leading global certifica-
tion of computer users which has been widely spread in Ukraine due to the support
of the European Commission. Issued international certificates are recognized in over
150 countries. As of 2013 the network has more than 24,000 test centers which have
certified more than 13 million people. Basic IT competency is the requirement for
further effective teaching in special disciplines).

4. The systematic use of innovative teaching and ICT in the study of academic dis-
ciplines (student and teacher are equal subjects in the IC learning environment)

5. The formation of positive motivation in students to use ICT in their professional
activities (the formation of motivational methods in professionally-oriented tasks,
success, recognition of success, importance of a collective activity, feedback with
teacher, self-assessment of activity results, mutual evaluation of student groups, use
of innovative methods etc.)
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The main aspects to be studied in further research are:

• The use of innovative methods for the formation of IT competency and the
development of the creative abilities of students

• Organizational and methodical support for the certifying the participants of the
educational process.
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Abstract. School teachers of the future are coming from a new generation.
This generation is fluent and even unseparated from digital devices. As repre-
sentatives of a new culture, future school teachers should play a major of
implementing ICT in education. Unfortunately, schools are still traditional and
during Curricular Practical Training school mentors can’t share their ICT in
teaching findings, because they have little or none of such experience. Thus,
future teachers should be ready to develop new approaches in education and
help other teachers of elder generations to take advantages of it. University
educators and the authors of ICT policies should provide opportunities for future
teachers to communicate with their elder colleagues as peers and form their
ability to discuss practical issues about ICT in Education. To meet these needs
teachers from Kherson State University have organized series of joint ICT
workshops for school teachers and students of pedagogical specialties. There are
many benefits from such learning format, both for students and teachers.
Teachers can learn more about ICT and share their experience, get inspiration
and find affinity group, to become mentors for younger colleagues. In such
groups, students can communicate with more experienced colleagues, find out
more about teaching methods from experts, develop a better ability to express
their vision, defend their ideas, help others to create teaching content with ICT,
and be proactive as professionals. The results of such learning format, typical
trends and difficulties are outlined and analyzed in the paper.

Keywords: Generation net � ICT training � Teaching with and through ICT �
Young profess

1 Introduction

Future school teachers ARE representatives of a new generation. Schools and
universities have met new generation of students. ICT is a mere modern context for
teachers of previous generations, but it is an essential part of modern student reality.
Special characteristics of modern students are formed by heavy use of digital devices.
Twenty learner characteristics typical for present generation students have been listed
in the work of Ronald A. Berk [1]. They are the following: technology savvy, relaying
on search engines for information, interest in multimedia, creation Internet content,
operating at twitch speed, learning by inductive discovery, learning by trial and error,
multitasking on everything, short attention span, visual communication, craving social
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face-to-face interaction, emotionally open, embracing diversity and multiculturalism,
preferring teamwork and collaboration, striving for lifestyle fit, feeling pressure to
succeed, constantly seeking feedback, thriving on instant gratification, responding
quickly and expecting rapid responses in return, preferring to type. The results of our
previous research have established the changes in students’ learning style and students’
attitude to ICT in recent years. According to new generation learner characteristics, we
have developed the strategies for an ICT training course construction and appropriate
teaching methods [5]. The results of university students and teachers feedback after the
ICT training course have shown the efficiency of the strategies. Future school teachers
are representatives of new generation and a new culture. However, despite the fact that
they can learn in a new style, they have no good examples how to teach in a new way
(Fig. 1).

ICT in Education is a part of modern world, not all the rage. ICT integration in
education is not a tribute to the “digital” fashion. “A key trend that characterizes the
environment beyond the classroom is the exponential growth in information and
knowledge. As a consequence, students need to develop information literacy and other
related skills to search for information from these seemingly unlimited sources on the
internet, to evaluate this information and to select wisely from it” [9: p. 10, 14]. The
teachers of previous generations oppose or remain passive to ICT integration in edu-
cation. However back in early last century, scientists, psychologists and educators
dreamt and described technologies that in their point of view could make significant
progress in teaching of children and their mental development. “In the mid-1960-s,
long before the appearance of personal computers, at the time when a single computer

Fig. 1. Child’s world of information
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occupied one or several big halls, Papert and Feurzeig 13 were pondering on the idea
that computers should be at children’s disposal so that they could learn in a different
way” [7]. The brightest example is Alan Kay’s idea who forestalled the analog of
modern iPad. In 1968 Alan Kay wrote and made sketches of a computer for children,
“which he described as ‘a portable interactive personal computer, as accessible as a
book. The Dynabook would be linked to a network and offer users a synthesis of text,
visuals, animation and audio. Kay drew an initial pen and ink sketch of this device,
which is widely considered the prototype for the notebook computer, but in fact is
much closer to today’s iPad” [7].

These words are very close to a phrase that was reportedly spoken by Thomas
Edison in 1913. Edison pioneered the development of machines for displaying motion
pictures, and he was confident that these devices would be used extensively to help to
teach students. The well-known Wizard of Menlo Park was asked to speculate about
the future: “Books,” declared the inventor with decision, “will soon be obsolete in the
public schools. Scholars will be instructed through the eye. It is possible to teach every
branch of human knowledge with the motion picture. Our school system will be
completely changed inside of ten years”. The interview article was part of a series of
stories in the newspaper about the “Evolution of the Motion Picture” [15]. As we see,
Edison has made a mistake in timing, but the main idea about the changes in Education
comes true. Technology has already dramatically changed the role of a teacher.

At the modern stage of ICT development the words of Ray Clifford (Associate
Dean, College of Humanities, BYU, USA) have taken on a new lease of life: “Tech-
nology will not replace teachers but teachers who use technology will probably replace
teachers who do not… We are not going to replace teachers, but we can help teachers
– so let’s begin now to address the challenges of the future” (1987) [16].

The level of technology development allows teachers to bring their creative
potential to educational process through ICT. Teachers can make notes, social book-
marks and blogs online, and have documents and websites at their disposal. Such
services as Wiki, YouTube and SlideShare make possible online collaboration and
participation, as well as a presentation of teacher’s results and work and a collection of
the feedback from all over the world. There are also a lot of resources that involve
different types of information (text, video, audio, chart, mind maps, etc.). Smart and
efficient use of such services inspires young professionals to implement such innova-
tions in education. It helps teachers to create and organize their assignments quickly,
provide feedback efficiently, and communicate with their classes with ease. It also
makes them feel them more confident and work up their own teaching style.

The problems of ICT training of future teachers are in the focus now. One of the
UNESCO reports presented two components of ICT training for teachers: LEARNING
about ICT and TEACHING with and through ICT and stages that schools typically
pass through ICT adoption and use: Transforming, Infusing, Applying, Emerging [9:
p. 30–34, 57] (Fig. 2).

Learning about ICT has gained widespread popularity. How to use ICT in subject
teaching is a part of every Teaching Methods course that is taught to students of
pedagogical specialties. Teaching with and through ICT is a key component for ICT
integration is based on Applying productivity tools, Enhancing traditional teaching,
Facilitating learning using multi-modal instruction and Creating and managing
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innovative and open learning environments. Ukrainian educational system has stuck on
the level of Applying productivity tools and Enhancing traditional teaching, but it
needs further development.

The next step Facilitating learning using multi-modal instruction assumes various
forms of collaboration with visual, audial, tactile digital interfaces. The technologies
that support multimodality only started to come into educational environment. As an
example we can take a look at the set of services that is developed by Google. There are
many Google resources and applications that can be utilized in the classroom. They
have developed a great amount of applications and services for recognition and
retention of texts, images, and sounds. Now, project Google Classroom is in the
planning stage to realize a communication between different services for running
applications (downloads), collaboration and research resources. For example, it allows
create 3D drawings and models. These drawings (if done to scale and look similar to
buildings) can be placed on Google Earth as a 3D image, etc. [17].

To cope with such great amount of information, applications and services and to feel
comfortably in such environment can only a digital native, but for a teacher of previous
generations it is very hard. Their negative attitude towards technological innovations,
force Ukrainian Education not to go further than enhancing traditional schooling. There
is no wonder that effective teaching methods usually used are not as good as they were
few years ago and are not well aligned with new generation of students.

Fig. 2. Stages of ICT integration in Education
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Innovation is always contrasted with tradition. Our schools remain still tradi-
tional. The problem of antagonism between tradition and innovation is classical in
philosophy. Now it takes a new significance in education. A well-known piece
“Structure of scientific revolutions” (by T. Kuhn) is devoted to the problem of gaining
new knowledge and correlation between the tradition and innovation. It is essential
from our point of view that Thomas Kuhn has made an emphasis on the determination
of a scientist by traditions of scientific community he belongs to [18]. We can also draw
a parallel with teaching stuff community.

Educational system is stagnant. There are high expectations from teacher’s activ-
ities and from quality of knowledge the students obtain. Pedagogical experiments can
not be made impulsive and rash, because it will influence the students. This great
responsibility assumes implementation of traditional approaches in educational process.
New generation of teachers live in the established culture of pedagogical stuff.
Teaching stuff communities are conservative in their teaching methods and tools. This
results in a great tension. Novices in teaching practice do not have enough time and
energy for deep analysis of their own activity and professional development, and
implementation of new approaches to their practices.

Young teachers – new culture beams – go to schools where everybody teaches
traditionally. Young teachers are tech savvy and share learning style with their
younger students, though coming to University as students and then to school as
teachers they are surrounded by traditional educational environment. In every subject
teaching discipline students learn how to use ICT for pedagogical purposes, but
basically ICT are considered only as a tool to enhance a tradition schooling. Unfor-
tunately, university teachers of previous generations are also not ready to transfer
educational process into innovative and open environment.

The educational system, from kindergarten to university in its present state, is
insufficiently flexible for the modern world requirements. Considering education as
developing science in the Kuhn’s model we would obtain switching to another
“gestalt” and the change of roles of pedagogical subjects in education. Nevertheless,
teachers can not switch their style so easily.

It is important to develop new approaches in education that can facilitate transition
to information society and reach high level of ICT integration in education. ICT have a
great potential in forming new relations between subjects of educational process. But
there is the problem, the absence of continuity and balance between innovation and
tradition. Young professionals usually have no time to implement and develop new
approaches. They spend all their energy for mastering traditional techniques and
approaches, thus ICT remain just a support for traditional schooling.

During curricular practical training school mentors can’t share their ICT in
teaching experience, because they have little or none of such experience. Desire to
communicate with people of the same profession and to share common professional
interests is natural for everybody who desires to become a whiz-bang. At universities,
future teachers are involved in learning process and to act accordingly to their roles of
being students. They communicate actively and share their experience about exams,
grades, and homework. They do not consider themselves as future professionals. They
pay no proper attention to their progress in getting new teaching experience and
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increasing their professional competency. University teachers and authorities need to
regard needs of students in accordance with their future professional background.

A bottom line in forming students’ practical skills during a university study is their
quasi professional activity that is developed through Curricular Practical Training. The
University authorities organize and hold Curricular Practical Training off-campus. It is
hosted by the best municipal schools. The curricula assume the following kinds of
practical training for all students of pedagogical specialties:

• 2–3 year students – Curricular Practical Training (passive). Students are ordered to
schools where they should oversee experienced teacher’s work. While they are at
this kind of practical training they must organize out-of-class cultural and education
activities as playing with children during the breaks, help teacher to manage chil-
dren in the canteen and during excursion, write psychological characteristic for
pupils, short-hand notes and analysis of the lessons, organize and perform one
cultural event for children and their parents. During this training students adopt
teacher’s methods, get acquainted with best practices of managing children group, a
structure of lesson plan and planning other school activities. The duration of this
practical training is 2 weeks.

• 4–5 year students – Curricular Practical Training (active). Students become teacher’s
assistants and actively get involved into educational process. The core activities of
this training are conducting lessons under the teacher’s control, organization of
cultural events, working with recordkeeping (making records in a class-book, cor-
recting exercise-books, analysis of curricula and lesson plan). The duration of this
training is 6 weeks for 4 year students and 9 weeks for 5 year students.

Thus, Curriculum of pedagogical specialties include more than 4 months of prac-
tical training at school (at schools and at universities - for Master’s program), but
despite of variations of pedagogical trainings at school (passive and active practical
trainings, training “The first days at school”) and a lot of positive examples of teachers
and students collaboration during training there is no special opportunity for students
and teachers to discuss ICT in education. Usually teachers are bound up in solving
current problems and fulfilling their day-by-day duties. They try to teach interns how to
manage ordinary school challenges. There is no opportunity for students to get an
experience of teaching with and through ICT.

Young teachers should be ready to develop new approaches in Education at
schools and help other teachers to take advantages of it. Even young professionals -
yesterday graduates of pedagogical institutions - have difficulties with implementation
of innovative approaches. In their attempt to fit the norms and traditions of school staff,
sometimes they can’t stand up for their vision and sacrifice it for the sake of social
mimicry and, as a consequence, adopt the dominant teaching style (Fig. 3).

We share a view that future teachers – today’s students of pedagogical specialties –
and experienced teachers should be ready to collaborate in implementation of ICT in
teaching practice. During the transition period to the new educational paradigm it is
necessary not only to develop new approaches, but also to motivate future teachers to
bring a new teaching style to schools. Schools and universities make attempts to
implement new approaches, but different generations of teachers react to innovation
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differently. The aim of our research is to find new types of interaction and organization
of collaboration between future and experienced teachers. In our opinion, it is espe-
cially actual when one considers ICT in education from different generational per-
spectives. It makes possible to save pedagogical tradition and to enrich it by innovative
approaches. Every generation can contribute. For example, teachers can share their
knowledge in teaching methods drawing on their expertise and experience, enclose
methods of teaching with ICT to real school’s conditions. Students can contribute new
ideas and “fresh” ways of solution to “old” problems, create electronic didactical
materials quickly and easily, keep up the atmosphere of openness and collaboration,
delegate more teachers’ functions to ICT. The role of the university teacher is to
organize such forms of communication that assume efficient share and communication
between teachers of different generations.

2 Related Work

We found support and inspiration in the ideas of Ukrainian scientists Lvov and Spi-
vakovsky who study the problems in ICT training for future teachers [8] as well as
from publications of the foreign researchers. Thus, the authors of the article “Oceans of
innovation. The Atlantic, the Pacific, global leadership and the future of education”
[10] also emphasize the importance of innovation. They highlight the pressing need of
new culture of communication in overall life: “Accelerating the pace of innovation to
meet this challenge will require great diverse cities, great universities, great new and
established businesses and extensive interactions between them. It will depend on
individuals who are open to ideas and argument and who are part of teams in which
vigorous debate, dissent and discomfort exist. It will require a culture of openness – to

Fig. 3. The word cloud created by future and practicing teachers “What kind of person is a
modern successful teacher”
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argument and ideas, experts and outsiders, the young and the new”. This idea is also
applicable in education, both experienced teachers and young professionals or students
should be able to communicate and collaborate as peers, to feel themselves confident,
to express ideas freely and think critically in the cause of science.

As we know, from the clash of opinions emerges the truth. Johnson carries his point
about efficiency of team work and demonstrates that the “…most important ideas
emerged during regular lab meetings, where a dozen or so researchers would gather and
informally present and discuss their latest work. If you looked at the map of idea
formation that Dunbar created, the ground zero of innovation was not the microscope.
It was the conference table.” [11].

Barber, Donnell and Rizvi briefly describe the style of communication in creative
working group that inherited new culture that is sufficiently close to that model of
interaction we have attempted to recreate at workshops: “The teams that work well
get along but are not too comfortable with each other. They challenge and question
each other. Dissent is welcomed. Moreover, they are not all experts. Some are outsiders
who bring a different, fresh perspective to bear and force the experts in the group to
come up and out of the professional rabbit holes they are so fond of diving down. There
are many ways to build diversity into a team, but it doesn’t happen by accident. An
opportunity to bring diversity to bear that is often missed is to bring young people into
positions of leadership”. It also makes a great significance to invite experienced pro-
fessional, a mentor in a creative working group. In a report examining the key success
factors of internet start-ups we have found that: “Startups that have helpful mentors,
track performance metrics effectively, and learn from startup thought leaders … have
3.5x better user growth” [12].

Teacher in transformation of Education plays a critical part. We are of the same
point of view with K. Robinson’s that the question about whether innovative creative
impulse will be delivered to children directly depends on inner organization of school
system [20]. One more example [13], recent studies in Peru and Thailand have shown
the failure of ‘one child, one laptop’ policies to make any impact on learning. It is
critical that technology incorporates best practice pedagogy and is integrated system-
atically into the learning process. Michael Fullan, in [14], published “…developing
innovative responses to the current challenges … consists of integrating three com-
ponents: deep learning goals, new pedagogies, and technology… But the key is that the
teacher takes a highly proactive role in driving the learning process forward, using
whichever strategy works for a specific student or task (and analyzing which strategy
works best). In the new pedagogies, this means interacting with students to make the
students’ thinking and questions about learning more visible.”

Hence, teacher should lead ICT implementation at classroom, discuss problems he/
she faces with the colleagues as well as share the findings. “There is growing evidence
that technology can and does influence outcomes for the better, not when it replaces the
teacher, but when – alongside an active, motivating teacher (‘teacher as activator’ as
John Hattie describes it 109) – it reinforces, extends and deepens students’ learning
opportunities. As this unfolds not only will the content of the curriculum have to
change, but also the organization of the learning day and, above all, the way in which
students are assessed”.
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Barber, Donnell and Rizvi also admit a gap between conceptual frames, strategies
and decisions in ICT and teachers’ current challenges that makes a difficulty in edu-
cation transformation: “…while education reformers are seeking to design a system for
20 years ahead, teachers struggle with the present and parents remember the system of
20 years ago: the conceptual gap is therefore 40 years – a major communications
challenge which governments and educators often underestimate. You could argue that
the gap is even bigger than this, given that school students of today will still be part of
the global workforce 50 years from now”. As a solution, Barber, Donnell and Rizvi
have worked up several key conditions for innovation that all researches in ICT in
education field should consider: “Innovation model cuts across four levels of civil
society: people, teams, organizations and culture. Innovation requires, first of all,
people with the right skills and attributes. First, innovation requires, first of all, people
with the right skills and attributes. Second, these individuals must be selected and
combined into effective teams. Third, organizations should be structured to be cross-
functional and have fluid organizational roles. Finally, society must furnish a culture
that is progressive and open to the transmission of new ideas, welcoming of diversity
and rules-based”.

Innovative approaches that appear recently are in sharp contrast with the previous
ones, so there is a strong need to develop a number of strategies that can help to bring
new vision of young professionals to teaching practice and make them adequate to the
present. There is also a strong need to support young professionals in implementation
of new approaches to practice and connect educators of different levels: students,
young professionals, experienced teachers and teachers of pedagogical universities.

3 The Analysis of Young Professionals Polling

We research the problem of digital competence forming [4] in order to estimate the
experience in ICT training of the future teachers. Investigations of different aspects of
this problem have assured us to redesign our ICT course and to change all its com-
ponents of educational process (content, organizational forms, teaching methods, etc.)
[5]. We researched specialties of modern students generation, compared the data
gathered over the years and results of ICT training for students of different specialties.
We fully realized efficiency of our improvements and new strategies that were
developed earlier.

Monitoring ICT integration at schools we have found out that students that deal
with ease and appreciate innovative teaching methods are not able to implement them
in their professional practice. The results of diagnostic polls of young teachers and
analysis of related works led us to highlight difficulties of a young teacher and stim-
ulated us to research the problem of interactions between young and experienced
teachers in details. For this purpose, the system of curricula profession training was
analyzed and series of interviews with young teachers was conducted. Then we
determined the level of interest among school principals and teachers regarding
cooperation in ICT field. During the presentation in front of school teachers we have
underlined specialties of modern students -representatives of new generations and
tendentious in ICT development. On this stage we have found several facts, e.g.
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administration of some schools expressed interest in training school students in their
preparation toward competitions and mentoring students’ research projects. However
they objected the necessity of additional training for school teachers that is beyond
governmental program. Another interesting fact is that both teachers and students
consider themselves as experienced ICT users. That is the reason why stuff of some
schools is skeptical of the idea of joint ICT training. Nevertheless, it’s important to note
that:

• Teachers have some skills in ICT (e.g., they can surf the net and search for
information, create presentation in MS PowerPoint and work with interaction
board), consider themselves as experienced users of ICT, fail to realize that many
applications and technologies get older earlier than teachers begin to use widely
them.

• Students have access to unlimited resources and use them for personal needs as
making a photo of their meal or themselves… or to buy something online. Only a
small number of students use ICT for learning and personal development beyond
home tasks.

We fully agree with opinion of Bennett, S., Maton, K., and Kervin, L. who
“research into how to design games that foster deep learning is inadequate”: education
requires effort. Nevertheless, it is also true that modern multimedia world should offer
students more than just a paper book to get knowledge out. “This evidence points to
differences in the ways young people use technology inside and outside of school, and
suggests that school use of the Internet can be frustrating, but there is little basis to
conclude that these differences are causing widespread and profound disengagement in
learning. Rather, they tell us that technology plays a different role in students’ home
and school lives.” [21].

The joint ICT training was developed and held at municipal schools where
administration was interested in such cooperation. After trainings online polls were
conducted among participants of seminars (teachers and university students).

3.1 The Results of Young Teachers Polling

Teachers of municipal and rural schools in Kherson region were surveyed. The
questionnaire contained three types of questions that assume one-choice answers,
assessment on a scale from 1 to 5 and free-answers. They were asked to rate their
knowledge and skills on a five-point scale they have acquired during pedagogical
internships and university study. Among the characteristics were self-discipline,
recordkeeping, the actual knowledge of the subject, teaching methods, communication
skills with children, communication with school staff, team-building and children’s
collective management, the organization of the educational process. The lowest ratings
for all characteristics were got from teachers with 2–3 years working experience.
Teachers that work the first year gave average scores (Fig. 4).

Teachers with 5 and more years of working experience gave sufficiently high scores
in all categories. It can be explained by the fact that these teachers have sufficient
teaching experience. It is easy to notice that evaluation made by teachers of different
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experience is arranged synchronously. However, there is a large discrepancy in the
results of their behavior in school community. One has to pay a special attention to
changes in teachers’ self-esteem as the years go by. They are depicted on the chart with
a large “spread” (Fig. 4). That means that teachers that have been working for 2 years
have difficulties in communication with school stuff, their ideas don’t get enough
respect and attention. That showed that young teachers feel uncomfortable and un-
confident. Under such conditions implementation and realization of creative approa-
ches in education, including new approaches based on ICT use, have low probability.
Therefore university teachers should prepare future graduates to be ready for imple-
mentation their vision and ideas.

The answers to the question about the problems that arise in young teachers’ work
in the early years of work can be divided into three categories: methodological (lack of
teaching skills, frequent changes in the documentation standards), educational (disci-
plinary matters, relations with parents and children), technical (insufficient computer
equipment).

As you see, near 30 % of respondents noted that they need more special equipment
for teaching as computers, screens, interactive boards, etc. So we can conclude that
they believe that ICT in teaching is something vital.

Also the teachers were offered to choose the solution of the problems that appear in
their professional activities. Mostly respondents noted their pro-active attitude to make
changes in Education (their answers assume active actions) (Figs. 5 and 6).

In our recent research we have studied the motivation of students’ study at a
university and have obtained that 56 % of students are oriented to reach academic
achievements, rest 44 % defined motives that are related with the status of teacher and
manager of children’s group. Though, it was important to research changes in attitudes

Fig. 4. The level of knowledge and skills development at university graduation time (results of
teachers’ self-assessment)
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to pedagogical work when students become teachers. The respondents were offered to
choose one pair of “smiles” (Fig. 7).

As depicted above, 69 % of teachers have satisfied their expectations and con-
siderable part of respondents (20 %) changed their attitude to the work at school for
better and only 11 % of professionals admitted crease in their attitude.

The surveyed teachers were also offered to write short recommendations for future
teachers. Most of the recommendations are related to communication and collaboration
with their elder colleagues. There are following recommendation were suggested and
mainly include learning how to communicate, how to take an experienced colleagues’

Fig. 5. What problems often encountered during the first years of work?

Fig. 6. What activities will help improve the learning process?
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advice, never stop to learn new things, getting a joy and inspiration from your pro-
fessional activity and interaction with children, making students interested in learning,
attending other teachers’ lessons, working on own teaching style”, etc.

Thus, the analysis of young teachers’ polling shows that during their University
study they get appropriate theoretical preparation at sufficient level and seek for
practical experience and communication with school staff.

4 Transition to Joint ICT Training Workshops

The sufficient hours of Curricular Practical Training do not provide adequate practical
preparation in ICT in education and give no bright examples of teaching with ICT at
schools. We tried to find out how to create such educational environment that would
provide a better understanding of future professional challenges, but would also be
sensible for students’ influence and modeling. We also find out that it is important to
form students’ readiness to realize their vision about education, to share it with their
elder colleagues, to discuss and work out a joint stance with them. As a solution joint
ICT training workshops for school teachers and students of pedagogical specialties
were proposed.

4.1 The Structure of the Workshop

Joint workshop includes learning about ICT and teaching with and through ICT
components, assumes execution of tasks in mixed (students and teachers) and unmixed
groups, discussion the classroom situations where ICT can be used efficiently and
working Teaching methods with ICT out. The most effective work can be organized in
a learning group of 14–20 participants (the equal quantity of teachers and students)
with support of following equipment: 10 computers or similar devices connected to the
Internet, printer and projector.

In the design of workshop we included efficient organizational forms, tasks, and
teaching methods that satisfy educational needs of students based on new generation
characteristics as technology savvy, interested in multimedia, creation Internet content,

Fig. 7. The fragment of the questionnaire and the dynamics of shifting the attitudes to the
teaching profession
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learning by inductive discovery, craving social face-to-face interaction, emotionally
open, embracing diversity and multiculturalism, preferring teamwork and collabora-
tion, constantly seeking feedback, responding quickly and expecting rapid responses in
return, etc.

We paid special attention to group forms of organization of learning (discussions,
research projects, round table discussions and etc.), because this generation learns by
sharing. Students crave for real interaction and are ready to make their contribution.
They express emotions, demonstrate their attitudes and create new things together.

We also used special tasks to realize learning strategies that are suitable for this
generation, for example:

– Interested in multimedia, “visual” communication. The tasks are designed
considering students’ interest in “visual communication” and multimedia. Video
clips and presentations are added. The tasks and manuals contain minimum of text
information and maximum of graphics and illustrations.

– Multitasks on everything. A teacher encourages students to use search engines
during the course and work with Google services as Google.Drive, Google.sites,
etc. This satisfies the interest in creating online content and allows simultaneously
to work with several documents. It’s also an efficient tool for organization of group
activities.

– Retention in the profession. Organization of students’ activity is a process of
constant modeling of professional activity of specialists under learning conditions.
The students of teaching specialties create educational games, tests, documents,
tables that are useful in their professional practice. The results of the work are
evaluated not only by technical element, but also by educational one.

– Teamwork and cooperation. Some tasks should be complex and presuppose
collaboration, while their execution reinforces the cognitive interpersonal commu-
nication and interaction of all participants. An important stage is to prepare a
learning group to work together. To ensure about students’ readiness for coopera-
tion a teacher should arrange Ice braking, team-building and communicative
exercise (up to 5 min) at the beginning and at the end of lesson.

– Emotionally open. Tasks should be person-centered and presuppose creation
unique results that will describe student’s own lifestyle, attitude, etc. This approach
helps to decrease the quantity of plagiarisms and contributes to the development of
their creative abilities.

The organization of joint activity of students and teachers assumes several stages.
The first one is aimed to establish a contact and create positive atmosphere. Before
announcing the plan of workshop it’s important to establish contact between students
and teachers. Usually we use a pedagogical technology “Icebreaker”. Both students and
teachers are sufficiently constrained in the beginning at workshop and “Icebreaker”
allows relieving the tension and improving communication. Motivation and problem
statement follows next as traditional elements of ICT training workshop (Fig. 8).

Organization of joint actions aimed to execution tasks by ICT tools. At this stage, it’s
important to organize work of teachers and students in tandem. Teachers’ expertise and
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experience help formulate and justify the use of ICT tools to improve classroom
teaching. Students as Net Generation representatives supply technical support and tasks
that assume intensive use of ICT. The results of joint activities should be presented and
published (Table 1).

Fig. 8. The stages of workshop

Table 1. The stages of the workshop

Stage Description Technology

Connect
people

The format of joint workshop
assumes trust, open attitude,
freedom to express participant’s
ideas and feelings

Icebreaking, using of positive
symbols, working in the round,
small groups

This stage is the key for further
concerted efforts, because teachers
and students are unfamiliar, the
coordinator – University teacher –
should to create a positive
atmosphere and convert classroom
in a friendly zone

Topic, Goals,
Format, Plan

Preparation to acquire new
information, “exposure” a
workshop plan to coordinate
participants’ activities and make
participants ready for rapid
switching from one activity to
another, tracing their own progress

Problem solving tasks;
contribution of every
participant

(Continued)
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4.2 How Can Such Workshops be Organized?

According the government standard of elementary general education, letters and orders
informatics as obligatory discipline is added to a curriculum from the second grade of
elementary school. Respectively governmental frames and decisions more ICT disci-
plines were included to curricula of future elementary school teachers. The practicing
teachers completed special ICT training on a mandatory basis to be ready to teach
school subject “Stairs to Informatics” in Municipal Institution of Higher Education
Kherson Academy of Lifelong Learning attached to Kherson Council 36 h - short
training and 24 h - distant variant of the course. This way both, students and teachers,
get additional training in ICT in education. The program of the ICT training partly
coincides with the program of ICT discipline for future teachers that gave us oppor-
tunity to organize joint ICT training for future and practicing teachers in a form of
workshop.

ICT laboratory chief of MIHE Kherson Academy of Lifelong Learning also insists
on the cooperation of students and practicing teachers. He describes following prob-
lems in ICT training for school teachers: “Many teachers that are near the retirement
age and do not consider using ICT during theirs lesson at schools as a helpful tool,

Table 1. (Continued)

Stage Description Technology

Motivation Going “deeper” in ICT and Teaching
Methods problems for different
school subjects. Teacher has more
complete idea about conditions of
possible ICT use in educational
process. Teacher makes a
pedagogical situation more
realistic, elaborating details
(school subject, topic and learning
activity). Hence, students can get
closer to Teaching Methods in
modeled pedagogical situation at
workshop

Brainstorming (work in groups),
discussion

ICT learning
and teaching
with ICT

Instruction before work in pair Demonstration how the service or
technology works by university
teacher

Execution of task by mixed pair of
participants (teacher - student) that
assumes creation of pedagogical
content and a fragment of lesson
demonstration (2–3 min), where
this content is used

Splitting the group into pairs
“teacher-student”, managing the
work in pairs, organizing
presentation of results

Reflection The analysis of obtained results by
participants, getting feedback for
university teachers

Polling
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because they are used to teach traditionally. Teachers that are used to be competent, to
know more than students feel constrained and unconfident dealing with computers.
There is no stimulus for active self-development. Many teachers explain this by
absence of additional funding, but self-development can not be bought. Also teachers
are not used to work in groups. It is difficult for them to share their knowledge and
materials and also to perceive new ideas”. In joint ICT training, teachers can learn
things together with students, to consult with students, to take more open position and
to start communication and exchange. “Students contribute special atmosphere to the
work - they are opened, express their emotions easily, inherent with positive thinking
and attitude”.

For a university teacher such joint ICT training is an opportunity to reinforce
students’ motivation. During the workshop students study together with practicing
teachers, who will use all technologies “tomorrow” and their interest in ICT learning is
the best argument of practical necessity of ICT use at school. Also it is possible to
organize communication between students and teachers for better understanding the
real situation at school. Experienced teachers can make their contribution to devel-
opment of the teaching with ICT, describe real pedagogical situations of their use, to
diversify tasks and types of didactical materials, consult and discuss ICT in education
topics.

Experience of joint ICT training was successful. Under agreement about Kherson
State University and MIHE Kherson Academy of Lifelong Learning the first series of
joint ICT future and practicing teachers was held on the topics: “Using online services
to support the educational process in primary school”, “Interactive presentation in
elementary school”, “Printer serial in MS Word”, “In-class interaction by means of
online services”, etc. in 2013. These topics were chosen in the borderland between
students’ and teachers’ training programs. In 2014 we have organized such workshops
that were hosted by municipal schools.

Students and teachers gave a positive feedback about joint ICT training. Its results
after such workshops showed that both teachers and students highly appreciated the
format of the event and work in mixed pairs. The level of the psychological comfort
was evaluated by participants as Good – 12 % and Excellent – 88 %. The characteristic
of the psychological state of students and teachers also is presented in the form of
clouds of words (Fig. 9).

Teachers spoke positively about “learning new interesting and useful services,
communication with students, a good visualization, creative approach, opportunity to
share experience, the spirit of goodwill and cooperation, positive atmosphere, high
competence of university teachers”. Teachers noted the following problems during the
workshop: some technical problems and lack of computer user skills. Teachers also
made a proposal “to organize such meetings more often”.

Students liked the following: it was “easy to work and get a good result”, they also
appreciated knowledge sharing, collaboration and communication with teachers,
opportunity to work with a teacher of other specialty, opportunity to get acquainted
with professional distinctiveness of a teacher, excellent mood and atmosphere, the tea
party and the people. Among the problems at workshop students identified technical
problems with the computer as the low speed of the Internet. The students that took part
in the workshop expressed a wish to attend such events often, though the workshops
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were organized in extracurricular time and didn’t promise obvious bonus at university
like a mark.

In organizing such a workshop university teachers met with some difficulties. Still
there is no adequate and simple mechanism for workshops organization and future
cooperation between students of pedagogical specialties and practicing teachers. This
event is a personal initiative of university staff and students, as well as school stuff of
MIHE Kherson Academy of Lifelong Learning and municipal schools’ stuff.

5 Findings

Future school teachers are representatives of a new generation. They inherit charac-
teristics that were formed under conditions of modern world that is full with ICT and
digital devices. These characteristics assume special style of learning and format of its
organization. The same format fits for younger students – school pupils.

Future teachers should become initiators of ICT implementation in learning envi-
ronment. Unfortunately, schools are still traditional and during Curricular Practical
Training school mentors can not share their ICT in Teaching findings, because they
have little or none of such experience.

We found out that young teachers have difficulties in their professional adaptation
at schools, especially dealing with teaching stuff. There is a wide range of reasons,
overloading with paperwork, social authority of experienced teachers, constraints to
emulate traditional teaching style.

Thus, future teachers should be ready to develop new approaches in education and
help out other teachers of elder generations to take advantages of it. University edu-
cators and the authors of ICT policies should provide opportunities for future teachers
to communicate with their elder colleagues as peers and form their ability to discuss
practical issues about ICT in education. Naturally as “digital natives” future teachers

Fig. 9. Word cloud associations about the workshop (teachers’ one is in the left and students’
one is in the right)
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can lead or at least make their contribution solving problems of ICT implementation.
Nevertheless time for Education transformation has come, there is no reason to object
all teaching experienced that have been gained during many years.

All mentioned above became a ground for organization of joint ICT training for
school teachers and students of pedagogical specialties. There are many benefits from
such learning format both for students and teachers. Teachers can learn more about ICT
and share their experience, get inspiration and find affinity group, to become mentors
for younger colleagues. Students can communicate with initiative and experienced
people of the same profession, to find out more about Teaching Methods from experts,
to form an ability to express their vision and to stand out for their ideas, to help other
people to create teaching content with ICT, to be proactive professionals.

An efficient structure of such joint workshop assumes several stages: to establish a
contact among participants, to inform topic, goals, format and plan of workshop, to
state a problem, to organize brainstorming and discussion under school teacher
expertise, to demonstrate how technology or service works, to split group is mixed
pairs and manage their tasks execution, to help groups to present their results and
fragment of the lesson, to sum workshop up.

We foresee the prospects of implementation this form of work at Kherson State
University in the future. In our view, practical classes in pedagogical institution have to
change under instrumental and constructivist approaches in education. Methods of
work in pedagogical institution should be revised and supplemented by the work of the
invited expert. Is also necessary to hold classes at schools, provide workshops, etc.
Teacher behavior should be changed from relying on information and communications
environment as an active subject of learning. There should be a way to allow students
to share their own discoveries, thoughts, and to manifest themselves actively. Other-
wise immersion in a professional environment for the student is not possible. Only the
active forms of work can “awaken” in the brightest students’ masters. Many students
chose the teaching profession after a successful experience of dealing with children.
We should provide students with the opportunity to communicate with children and to
attach them to the professional aspects of school life while studying at university. This
approach involves the discussion. We expect constructive comments and suggestions
from colleagues.

6 Prospects

In general, we plan to popularize our idea about such format of ICT training for
experienced and future teachers. We plan more university teachers and other educators
as well as school principals to get involved in workshops and their organization to help
obtain findings for teaching with and through ICT that were worked out along the
workshops; to prepare students for creating and managing innovative and open learning
environments, to make them ready to become initiators of technology, and to express
their ideas and stand for their vision.
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In September 2014 we will work with several municipal schools where the
administration expressed interest in cooperation. We will form experimental students-
teachers teams for long-term collaboration and research and organize ICT training
events and investigation of their efficiency in forming new culture of interaction and
communication between young and experienced teachers.
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Abstract. This article provides the rationalization for a comprehensive
assessment of computer-oriented learning environment efficiency of an institute
of postgraduate pedagogical education and provides the definitions of the
‘efficiency of computer-oriented learning environment of an institute of
postgraduate pedagogical education’, and the ‘assessment criteria for computer-
oriented learning environment efficiency of an institute of postgraduate peda-
gogical education’. In order to measure the efficiency of computer-oriented
learning environment of an institute of postgraduate pedagogical education, a
multi-criteria factor evaluation model was created. It includes, in the first place,
the factors defining computer-oriented learning environment of an institute of
postgraduate pedagogical education. The article provides the rationalization for
and describes the developed criteria of efficiency assessment in such an envi-
ronment and divides them into corresponding criterion characteristics as well as
establishes the numeric values of coefficients of importance of all characteristics,
criteria and efficiency factors of computer-oriented learning environment of an
institute of postgraduate pedagogical education.
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1 Introduction

The need for drastic changes required to improve the quality and competitive ability of
education in the new economic and socio-cultural environment, the acceleration of
Ukraine’s integration into the international education environment demands the
introduction of modern information and communications technologies (ICT) that
improve learning process (LP), the accessibility and efficiency of education [25].

The task of efficiency assessment of learning process, management decisions,
teaching techniques, etc., the functioning of an educational institute in general, in terms
of the use of information and communications technologies is partly accomplished
during the procedure of licensing and accreditation. These procedures at higher
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educational establishments (HEE) are regulated by the fundamental documents on
education policy in Ukraine, for example [4, 5, 19–21], etc. These documents require
the conformity of performance characteristics of educational establishments to
accreditation criteria.

Computer-oriented learning environment of an institute of postgraduate pedagog-
ical education is a controlled and deliberately created artificial space intended for
unfolding the learning process by the means of ICT that features all sufficient condi-
tions required for the purpose of effective professional development of pedagogical
staff [14].

Within our research we consider computer-oriented learning environment (COLE)
as a computer-oriented learning environment of institute of postgraduate pedagogical
education.

The research goal is to determine the principal factors, criteria, and characteristics,
as well as to explain the efficiency evaluation system of COLE.

2 Research Methods

In order to achieve the abovementioned goal, the following research methods have
been used: theoretical (analysis of philosophical, psychometric, methodological, spe-
cialized literature on the issue under investigation as well as regulatory documentation
on the teaching process organization at higher educational establishments and the
development of education in Ukraine; identification, analysis, and systematization of
the criteria and characteristics of efficiency assessment of COLE); empirical (interviews
with students of an institute of postgraduate pedagogical education; direct, indirect, and
participant observation of learning process of teaching staff during in-service teacher
training in COLE).

Expert evaluation method was used to estimate the numeric value of coefficient of
importance of every criterion characteristic of COLE efficiency. A questionnaire [13] was
developed on Google Forms basis. This questionnaire was used in an expert evaluation
experiment. The subjects have been selected among the most qualified instructors in ICT-
related disciplines, coming from the following educational establishments: of Vinnytsia
Regional Institute of Postgraduate Pedagogical Education, Donetsk Regional Institute of
Postgraduate Pedagogical Education, Zaporizhia Regional Institute of Postgraduate
Pedagogical Education, Municipal Higher Educational Establishment Zhytomyr Regional
Institute of Postgraduate Pedagogical Education, Municipal Higher Educational Estab-
lishment Vasyl Sukhomlynskyi Kirovohrad Regional Institute of Postgraduate Peda-
gogical Education, Luhansk Regional Institute of Postgraduate Pedagogical Education,
Teacher Resource Complex Institute of Postgraduate Education of the National Technical
University of Ukraine Kyiv Polytechnic Institute, K.D. Ushynskyi Chernihiv Regional
Institute of Postgraduate Pedagogical Education.

It should be mentioned that group evaluation can only be considered sufficiently
valid when the opinion consistency among all the experts is very good. Therefore,
statistical processing of data received from the experts also contains the evaluation of
opinion consistency among the experts, which was measured using the concordance
coefficient W [2].
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Based on the determined coefficients of importance of characteristics (Vpyji ), the
coefficients of importance of the corresponding criteria (Vkyj ) and factors (Vfy ) of effi-
ciency assessment of COLE were calculated (see Table 1), where indices y; j; i indicate
the relation of various parameters to a corresponding factor, criterion or characteristic.

3 Basic Notions and Definitions

First of all, to conduct efficiency assessment of COLE, the notion of ‘efficiency of
COLE’ should be defined.

Dictionaries say that the notion ‘efficiency’ means ‘something that produces an
effect (result)’ [23], ‘something that brings required results, outcomes, has the biggest
effect’ [8], ‘successful in reaching the set goals’ [18].

A.M. Dolgorukov says that ‘efficiency’ is a judgemental category which is a
subjective measure that can vary with the change of our judgments [9].

Amitai Etzioni believes that ‘efficiency of an organization is defined by the level of
realization of its goals’ [1].

R.L. Daft stresses that ‘efficiency’ is a broad notion, the use of which requires the
consideration of defined variables that characterize individual departments and the
entire establishment. Work efficiency correlates with the internal environment of an
establishment, which means that its past achievements should be taken into account
while setting new goals and defining future strategic course [7].

V.H. Kremen` and V.Yu. Bykov provide a rationalization for measuring ‘learning
environment efficiency’ by the degree of correspondence between the quality and
quantity characteristics of the created or planned learning environment and the specific
target functions according to which it was designed and continues to evolve [16].

Therefore, the term ‘efficiency of computer-oriented learning environment of an
institute of postgraduate pedagogical education’ means a judgmental category of
COLE, that is defined by the level of realization of its tasks leading towards the main
goal of the system of postgraduate pedagogical education and is conditioned by the key
characteristics of individual structural components and COLE in general.

According to dictionaries, term ‘factor’ (from German faktor, Latin factor - the one
who acts, creates) means cause, driving force of any change, event [10] or process that
defines its nature or certain features [6].

Since the key task of COLE is creation and provision of the required and sufficient
conditions to the students of in-service teacher training courses facilitating their per-
sonal and professional growth, the efficiency assessment of COLE should be carried
out through evaluation of determinant factors of COLE, namely: (1) the efficiency of
LP of in-service teacher training in COLE; (2) COLE infrastructure sufficiency; (3) ICT
competence of COLE academic staff (research and teaching); (4) ICT competence of
students.

The measurement of every COLE factor in its turn requires the institute of corre-
sponding criteria for the assessment of COLE efficiency.
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Term ‘criterion’ (from Greek kriterion, means of judgment) is defined in dictio-
naries as ‘a feature, reason for evaluation taken as a basis of classification’ [3]; ‘a
feature, sign, which serves as a basis for judgment, means of verification, measure of
assessment; in the theory of cognition it is a feature that allows distinguishing between
true and false and makes the judgment possible’ [24].

In The Encyclopedia of Education, ‘quality criteria of learning’ is defined as
‘features determining the degree of correspondence of learning to the set goals, stan-
dards and norms’ [15].

The National Education Glossary of Higher Education defines the notion of
assessment criteria regarding the compliance with educational and didactic require-
ments as ‘descriptions of what should be accomplished for achieving learning results
and at what level’ [17].

Thus, the notion of ‘criteria of efficiency assessment of COLE’ signifies the
descriptions of features of COLE, on the basis of which the efficiency assessment of the
demonstrated quality of in-service teacher training provision in COLE is carried out.

A corresponding system of criterion characteristics is the manifestation of every
efficiency assessment criterion in COLE at a certain development stage of COLE.

4 Criteria Factor Model

The need for objective efficiency assessment of COLE requires the use of qualimetry
approach, which envisages comprehensive development and description of method-
ology of quantitative and qualitative assessment of COLE efficiency.

In order to perform this measurement, the criteria factor model of assessment of
COLE should be designed (Table 1), which, in the first place, requires the selection
of factors characterizing COLE, their criteria, and the determination of coefficients of
importance of factors and criteria.

Decomposition of criteria determined within the criteria factor model of COLE
efficiency assessment (Table 1) to the corresponding characteristics selected according
to the didactic requirements of COLE [12] will allow to display qualitative and
quantitative changes of COLE, to check the compliance and establish the connection
between the levels of criteria, factors and characteristics of assessment and efficiency of
COLE in general.

Decomposition of principal efficiency assessment criteria of COLE to the corre-
sponding characteristics will be done factor by factor.

4.1 Learning Process

Let us pay a closer attention to the criteria characteristics based on the efficiency factor
of learning process of in-service teacher training.

The basis of learning process of in-service teacher training in COLE consists of ‘a
system of organizational and didactic measures aimed at the realization of education at
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a certain qualification level according to the state standards of education’ [22] and
modern prospective tendencies related, first of all, to the intensification of LP while
using pedagogically considered information and communications technologies.

Table 1. Criteria factor model of efficiency assessment of COLE.

Factor Criterion
# Name Coeff. of

importance
(Vfy )

# Name Coeff. of
importance
(Vkyj )

1 Efficiency of LP of
in-service teacher
training at COLE

0.27 1.1 Goal corresponding 0.16
1.2 Incentive motivation 0.18
1.3 Organizational and

practical
0.18

1.4 Control and regulating 0.14
1.5 Health-preserving 0.16
1.6 Result and reflexive 0.18

2 COLE infrastructure
sufficiency

0.26 2.1 Financial (expense and
value-added)

0.45

2.2 Fail-safe and backup 0.14
2.3 Organization and

management
0.14

2.4 Information
dissemination

0.12

2.5 Assessment and
reflexive

0.15

3 ICT competence of
COLE academic
staff

0.22 3.1 Quantitative 0.18
3.2 Appropriateness 0.19
3.3 Educational and

qualification
0.19

3.4 Research and practice 0.22
3.5 Assessment and

reflexive
0.22

4 Student’s ICT
competence

0.25 4.1 Motivational and
axiological (value-
conscious)

0.21

4.2 Cognitive (knowledge) 0.21
4.3 Praxeological

(pragmatist)
0.21

4.4 Academic 0.17
4.5 Assessment and

reflexive
0.20
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Therefore, the efficiency of learning process in general is estimated by the inte-
grated characteristic of the system of organizational and didactic measures of LP in
COLE aimed at the proper improvement of skills of the teaching staff.

First of all, learning process of in-service teacher training courses of COLE should
take place according to the set goals and tasks of COLE. Thus, it is crucial for the
organization of LP to estimate the number of students able to take an in-service teacher
training course in COLE over an academic year. The key role during the process of
academic group formation is played by the correlation between the number of potential
students, based on the preliminary recommendation of town and district education
boards, to the optimal capacity of COLE in terms of training a certain number of
students on the in-service teacher training courses. Personal and professional features
of the students, such as special field, qualification category, etc. should be considered.
In accordance with this, the academic load is formed, and topics for classes, techniques
and methods of successful LP and courses time frame are approved.

The efficiency of learning process in COLE also depends on its compliance with
didactic requirements of COLE, namely [12]:

• creation of comfortable, healthy and life saving conditions facilitating the influence
on the students’ professional improvement;

• consideration of professional and personal features of students;
• general tasks of LP, development of professional competencies of students in COLE

should comply with the goals and tasks of the high-school teaching process;
• creation of conditions for efficient realization, support and control of the unassisted

work of students of in-service teacher training;
• creation of conditions for transition from the existing partial use of ICT to the

efficient systematic application and development of COLE while using various
forms of organization of LP;

• optimization of innovative approaches during LP of in-service teacher training;
• implementation and rational use of the credit-unit system to carry out interim and

final monitoring of students’ progress on in-service teacher training courses on the
basis of state standards and with the consideration of special regional features of
teaching work;

• rational use of distance education elements while organizing LP of in-service tea-
cher training for full-time, part-time, or external studies, or a combination of such;

• integration of individual, micro-group, group, collective and mass organization
forms of LP, the basis of which is provision of in-service teacher training courses in
group form;

• transformation of the teacher (teaching methods specialist) as a source of knowl-
edge into the knowledge manager, organizer, coordinator, consultant;

• creation and constant update of subject matter of COLE as well as providing
students of the in-service teacher training courses with an access to the topical
educational information and resources of professional interest.

These requirements determine basic characteristics of the goal corresponding cri-
terion (1.1) of efficiency assessment of learning process of in-service teacher training in
COLE (Table 2).
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LCP efficiency in COLE to a large extent is defined by the motivational level of in-
service teacher training participants who want to master practical ICT skills.

4.2 Motivation and Incentives

Let us single out basic characteristics of the incentive motivation criterion (1.2) of
efficiency assessment of learning process of in-service teacher training in COLE
(Table 3).

Organizational and methodological work in learning process of in-service teacher
training in COLE, as one of the basic factors of COLE efficiency, is determined, first of
all, by adhering to the set course period. It characterizes the quality of organizational
and methodological work planning. Particularly, it concerns the level of COLE stan-
dardized documents that determine organizational measures of LP of in-service teacher
training. Among them, curriculum is the most important.

4.3 Characteristics of Organization and Tool Support

The correspondence of technologies, content, forms, and methods involved in LP of in-
service teacher training to the planned ones determines the quality level of academic
work, its justification, planning and implementation of learning process in COLE.

Table 2. Characteristics of goal corresponding criterion.

# Characteristic Coeff. of
importance (Vp11i )

1.1.1 The conformity of the number of enrolled students to the
optimal number of them in terms of successful completion of
in-service teacher training in COLE

0.30

1.1.2 The conformity of LP to the didactic requirements of COLE 0.35
1.1.3 Keeping to a unified pedagogical position with regard to the

professional trend in the use of pedagogically balanced ICT
in LP of in-service teacher training in COLE

0.35

Table 3. Characteristics of the incentive motivation criterion.

# Characteristic Coeff. of
importance (Vp12i )

1.2.1 The facilitation of pedagogical conditions in COLE that
motivate the participants of in-service teacher training to use
ICT in LP

0.35

1.2.2 Management of events intended to acquaint the academic staff
of COLE with innovations and new tendencies in ICT
application in LP

0.30

1.2.3 Conducting of practical classes for the academic staff of COLE
aimed at gaining and developing ICT skills

0.35

244 K.R. Kolos



With the help of open access to electronic learning resources, such as libraries,
professional editions and depository, etc. in COLE, the participants of LP are directed
through information environment. They can choose the most suitable educational
information, ICT means, etc. for further use in learning, cognitive and professional
activities.

A significant amount of time in LP of in-service teacher training is dedicated to the
student’s individual work including project preparation, essays writing, and other tasks
that require a clear and easy system of proper consulting and reviewing, especially
during webinars, phone calls, textual and video communication, etc.

COLE academic staff should handle many tasks that require clear planning and
periodic reports. They are generated by significant teaching, methodological, academic
and organizational work that should be done by COLE academic staff. The staff also
should quickly and thoroughly master the latest ICT means, assess their suitability for
learning process of in-service teacher training and at a general education institute. For
this reason, academic staff and other workers at higher educational institutes should
prepare individual plans and make periodic reports on work they have done during
school year. However, such type of planning and reports often repeat the information
that can be found in different documents, particularly in the individual plan of the
academic worker and their reports on the planned work, or combined work planned and
done by the faculty, department or postgraduate pedagogical educational institute. This
requires automation of reports on the accomplishment of educational, methodological,
academic, and organizational work done by the academic staff of COLE. It is rea-
sonable to organize this automation with the help of modern cloud resources offered by
Google and Microsoft.

In such a way, the staff can cooperatively prepare documents, draw up and approve
plans of educational activities like learning sessions, consulting hours, conferences,
webinars, workshops, round-table discussions, etc., save video/audio reports on them,
use file databases in further learning and cognitive activity.

So, let us single out the basic characteristics of the organizational and practical
criterion (1.3) of efficiency assessment of learning process of in-service teacher training
in COLE (Table 4).

4.4 Characteristics of Students Performance Control and Assessment
Criterion

To improve the quality of learning process of in-service teacher training in COLE, it is
necessary to automate entry-test-, ongoing-, final- and self-assessment of students with
the help of dynamic and fully integrated ICT means for supporting LP and performing
students’ development assessment. Such measures will significantly reduce the time for
assessment, and save it for learning and cognitive activity.

Teaching program and assessment management systems provide LP participants
with the access to the students’ performance ratings according to the credit-unit system.
They also allow automatic tracking of students’ attendance. Not only does it help
gather group performance data, it also helps analyze them online. This will add more
information while making decisions that can influence the performance of any student,
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group, department, educational institute, as well as the whole system of postgraduate
pedagogical educational institute.

This way, basic characteristics of control and regulating criterion (1.4) of efficiency
assessment of learning process of in-service teacher training in COLE are determined
(Table 5).

4.5 Characteristics of the Health Preservation Criterion

Health is one of the vital resources of personal and professional development for every
professional. That is why special role in efficiency assessment of in-service teacher
training LP in COLE is allotted to health-preserving criterion (1.5). Its principle
characteristics are provided in Table 6.

Table 4. Characteristics of the organizational and practical criterion.

# Characteristic Coeff. of
importance (Vp13i )

1.3.1 Compliance with organizational and practical data published on
the COLE website referring to the periods during and
between courses, namely: terms, in-service teacher training
enrollment requirements, class schedules, etc.

0.20

1.3.2 Conformity of content, form, methods, and means to the
curriculum

0.22

1.3.3 Open access to electronic learning resources of COLE: libraries
(EPrints), professional editions (OJS), depository, etc.

0.20

1.3.4 Organization of the system of proper consulting and reviewing,
especially during webinars (Moodle, WizIQ), VoIP phone
calls, textual and video communication (Skype, Google
Talk), etc.

0.20

1.3.5 Automation of reports on the accomplishment of educational,
methodological, academic, and organizational work done by
the academic staff of COLE

0.18

Table 5. Characteristics of control and regulating criterion.

# Characteristic Coeff. of
importance (Vp14i )

1.4.1 Organization of surveys of the participants of LP using ICT
tools (like Google forms)

0.25

1.4.2 Automation of introductory, ongoing, exit and self-diagnostics
of students

0.30

1.4.3 Organization of learning achievements assessment of the
students of in-service teacher training in COLE according to
the credit-unit system with the help of ICT tools, LearnBoost
in particular

0.27

1.4.4 Automation of students’ attendance control 0.18
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4.6 Characteristics to Assess the Results of Learning

Learning process of in-service teacher training should focus on its participants. When
efficiency assessment of learning process in COLE is conducted, it is reasonable to take
into consideration the results of learning and cognitive activity of in-service teacher
training and students’ satisfaction of LP in COLE.

This way, the characteristics of result and reflexive criterion (1.6) of efficiency
assessment of learning process of in-service teacher training in COLE are determined
(Table 7).

5 Infrastructure Efficacy Facet

Let us proceed to the criteria characteristics according to the COLE infrastructure
sufficiency factor.

Infrastructure sufficiency of COLE is characterized by the available space provided
for LP during in-service teacher training in COLE, as well essential equipment needed
for teaching rooms, timely installation, scheduled and proper routine maintenance of
ICT facilities, which is basis for determining the main criteria and characteristics of
infrastructure sufficiency of COLE.

5.1 Characteristics of the Financial Criterion

Rapid development of ICT sphere and high practical value of new ICT technologies in
learning process trigger the need of COLE for ongoing maintenance, renovations,
repair and setting up of new ICT means, other equipment and devices required for

Table 6. Characteristics of health-preserving criterion.

# Characteristic Coeff. of
importance
(Vp15i )

1.5.1 Organization of the instant response system in cases when
participants of in-service teacher training LP in COLE have
some health problems

0.25

1.5.2 Adherence to health and safety regulations during LP in COLE 0.35
1.5.3 Adherence to safety standards of ICT use in LP of in-service

teacher training in COLE
0.40

Table 7. Characteristics of result and reflexive criterion.

# Characteristic Coeff. of
importance (Vp16i )

1.6.1 Improvement of students’ professional competence during in-
service teacher training in COLE

0.50

1.6.2 Satisfaction of students of in-service teacher training with LP in
COLE

0.50
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teaching and work rooms in COLE. This, in turn, requires financial support. However,
demands of COLE could not be satisfied because of low funding which is mostly
provided by regional budgets. On the other hand, efficient functioning of COLE could
partially cover these necessary expenses, particularly through enrolling some teachers
for passing postgraduate courses on a fee basis, or through commercial use of ICT
facilities, etc.

This way, basic characteristics of financial (expense and value-added) criterion
(2.1) for assessing COLE infrastructure sufficiency are determined (Table 8).

5.2 Characteristics of the Fail-Safe and Backup Criterion

For the proper functioning of COLE, it is highly important to guarantee high-level
protection. It is particularly vital to reach the highest level of safety for the integrity of
in-service teacher training LP.

This way, the characteristics of fail-safe and backup criterion (2.2) for assessing
COLE infrastructure sufficiency are determined (Table 9).

5.3 Characteristics of the Organization and Management Criterion

Improved efficiency of COLE requires carefully organized infrastructure management
system of COLE. Such system will include all subsystems, communication lines, and
processes facilitating efficient COLE.

It has determined the characteristics of organization and management criterion (2.3)
for assessing infrastructure sufficiency of COLE (Table 10).

5.4 Characteristics of the Information Dissemination Criterion

The main feature of postgraduate pedagogical education system is an immediate
reaction to the modern demands of new information society. This system should take

Table 8. Characteristics of financial (expense and value-added) criterion.

# Characteristic Coeff. of
importance (Vp21i )

2.1.1 Budget allocations for the functioning, maintenance, and
development of COLE

0.16

2.1.2 Total payments to COLE academic staff related to their direct
professional work: wages, bonuses, travel expenses, etc.

0.17

2.1.3 Total cost of equipment in teaching rooms, offices, etc. used in
COLE: ICT, furniture, etc.

0.15

2.1.4 Total cost of energy consumed by ICT means and its full
payment

0.12

2.1.5 Expenses on scheduled and routine maintenance of ICT 0.15
2.1.6 Total cost of new ICT and their installation 0.15
2.1.7 Profits gained from COLE: students’ training fees and

commercial use of ICT means, etc.
0.10
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them into consideration while solving current and possible tasks of teaching and
organizational processes. That is why the infrastructure of an institute of postgraduate
pedagogical education should provide participants of in-service teacher training LP
with free access to the wide range of high-quality modern teaching, learning, and
educational aids. This way, the characteristics of information dissemination criterion
(2.4) are determined (Table 11).

5.5 Characteristics of the Assessment and Reflexive Criterion

COLE infrastructure should create favorable conditions and opportunities for efficient
LP. While assessing COLE infrastructure sufficiency, it is reasonable to take into

Table 9. Characteristics of fail-safe and backup criterion.

# Characteristic Coeff. of
importance (Vp22i )

2.2.1 Information security of electronic resources 0.24
2.2.2 Automation of regular external backup, reduplication, and

deduplication (detection and deletion of obsolete data) of
electronic resources: creation and retention of backup copies
of important data on external devices, particularly on
additional HDDs or using cloud services, etc.

0.22

2.2.3 Reliability assurance of all parameters of COLE within certain
time frame that supports COLE functioning in set working
conditions

0.27

2.2.4 Adherence to safety standards during ICT installation and use 0.27

Table 10. Characteristics of organization and management criterion.

# Characteristic Coeff. of
importance (Vp23i )

2.3.1 Management of the local COLE network 0.15
2.3.2 Management of personal (identity) records of the participants

of in-service teacher training LP on the basis of ICT means
0.13

2.3.3 Automation of application preparation and students’
registration for in-service teacher training

0.12

2.3.4 Automated analysis of introductory, exit and self-diagnostics 0.15
2.3.5 Organization of independent and interdependent students’

activity with cognitive and psychological support, which is
highly important during individual and distance forms of
studies

0.14

2.3.6 Open access to modern pedagogically balanced ICT while
organizing and conducting in-service teacher training

0.16

2.3.7 Development and support of distance courses based on the
most popular e-learning platforms: Moodle, Claroline,
ATutor, etc.

0.15
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consideration the assessment of COLE infrastructure sufficiency made by students and
academic staff on COLE.

This way, the characteristics of assessment and reflexive criterion (2.5) for
assessing COLE infrastructure sufficiency are determined (Table 12).

6 Academic Staff ICT Competence Facet

Let us determine the criteria characteristics based on the factor of ICT competence of
COLE academic staff.

6.1 Characteristics of the Quantitative Criterion

Organization and provision of learning process of in-service teacher training is per-
formed by the academic staff of COLE. It means that the efficiency level of COLE
depends on the degree of ICT competence of COLE academic staff.

Table 11. Characteristics of information dissemination criterion.

# Characteristic Coeff. of
importance (Vp24i )

2.4.1 Systematic accumulation and open access to the wide range of
modern electronic learning resources intended for LP of in-
service teacher training in COLE, owing to the institute and
maintenance of electronic teaching professional editions,
research libraries, depositories, etc.

0.30

2.4.2 Impact factor of professional editions of COLE 0.20
2.4.3 The count of views and downloads of products published in

digital research libraries or depositary of COLE
0.20

2.4.4 Organization of the system of timely acquaintance of LP
participants with current and valid educational data regarding
in-service teacher training in COLE. For example, using
Google Sites we can launch and maintain a website that can
be the original learning data source where you can find terms,
forms, academic ranking, electronic classes schedule and
online support of academic staff of COLE, as well as themes,
requirements for course papers and projects, methods of
proper academic writing, allocation of the chosen course
paper themes to students, etc.

0.30

Table 12. Characteristics of assessment and reflexive criterion.

# Characteristic Coeff. of importance
(Vp25i )

2.5.1 Assessment of COLE infrastructure sufficiency by
academic staff

0.50

2.5.2 Assessment of COLE infrastructure sufficiency by
students

0.50
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This way, the characteristics of quantitative criterion (3.1) for assessing ICT
competence of COLE academic staff are determined (Table 13).

6.2 Characteristics of the Appropriateness Criterion

Modern postgraduate pedagogical educational institute should not act as a unitary unit,
but as a center of different educational degrees [11]. For this reason, the degree of its
academic staff involvement in the teaching process at general educational establish-
ments and higher educational establishments (of a pedagogical kind) determines the
degree of improvement of uninterrupted pedagogical education. This way, the char-
acteristics of appropriateness criterion (3.2) of ICT competence of COLE academic
staff are determined (Table 14).

6.3 Characteristics of the Educational and Qualification Criterion

COLE academic staff’s ICT competence is, first of all, defined by the degree of their
academic achievements in using information and communications technologies.
Obtaining of further education by academic staff of COLE determines its orientation to
constant knowledge enrichment, harmonious individual and professional development.

For this reason, let us single out the basic characteristics of educational and
qualification criterion (3.4) for assessing ICT qualification of COLE academic staff
(Table 15).

Table 13. Characteristics of quantitative criterion.

# Characteristic Coeff. of
importance (Vp31i )

3.1.1 The number of academic staff, involved in LP of in-service
teacher training of COLE, based on the primary place of
employment

0.38

3.1.2 The number of academic staff, involved in LP of in-service
teacher training of COLE, based on the second job

0.28

3.1.3 The number of academic staff, involved in LP of in-service
teacher training of COLE, on an hourly basis

0.34

Table 14. Characteristics of appropriateness criterion.

# Characteristic Coeff. of
importance (Vp32i )

3.2.1 The number of teaching staff, involved in COLE, who also
work as computer science teachers at general educational
establishments and/or teach in COLE

0.49

3.2.2 The number of teaching staff, involved in COLE, who teach
ICT subjects and/or teach in COLE of other HEE (of a
pedagogical kind)

0.51
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6.4 Characteristics of the Research and Practice Criterion

Disclosure on the basis of academic and/or organizational and methodological expe-
rience, and combination of results of theoretical and practical research of COLE aca-
demic staff concerning the use of information and communications technologies in
learning process during in-service teacher training, creates regularities of further
development of COLE. This way, the characteristics of the research and practice cri-
terion (3.4) for assessing ICT qualification of COLE academic staff are determined
(Table 16).

6.5 Characteristics of the Assessment and Reflexive Criterion

It should be mentioned that the level of organizational and teaching work of COLE
academic staff is determined by the level of measures relating to teaching work
administration, which is done at two levels: at the level of the department as the
principal unit of an institute of postgraduate pedagogical education that organizes
teaching work around academic subjects; and at the level of postgraduate pedagogical
educational institute, where problems are solved and teaching activities of general
institutional and inter institutional scale between departments are performed.

The extensive use of the capabilities of information and communications tech-
nologies in LP of in-service teacher training requires high level of ICT competence
from COLE academic staff.

To determine the level of ICT competence of COLE academic staff, self-evaluation
and students’ evaluation of ICT competence of COLE academic staff should be taken
into consideration. This way, the basic characteristics of assessment and reflexive
criterion (3.5) are determined (Table 17).

To do a detailed evaluation of ICT competence level of COLE academic staff
according to every indicator, it is needed to make a distribution of academic and

Table 15. Characteristics of educational and qualification criterion.

# Characteristic Coeff. of
importance (Vp33i )

3.3.1 The number of COLE academic staff with junior university
degree in computer science teaching, etc.

0.30

3.3.2 The number of COLE academic staff with a scientific degree of
Candidate, Doctor of Science in 13.00.10 ‘Information And
Communications Technologies In Education’, 13.00.02
‘Theory and Methods of Teaching’ (Computer Science)

0.20

3.3.3 The number of COLE academic staff mentioned in
characteristic 3.3.2 with an academic degree of Assistant
Professor, Professor

0.20

3.3.4 Obtaining of further education by COLE academic staff, subject
matter and mode of study of which relates to the use of ICT
in education confirmed by the appropriate documents, such
as diplomas, certificates, etc.

0.30
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Table 16. Characteristics of research and practice criterion.

# Characteristic Coeff. of
importance (Vp34i )

3.4.1 Experience in using ICT in academic work 0.15
3.4.2 Publishing of research work (RW) results: the number of

published (issued) works in line with the research paper topic
confirmed by electronic full-text versions (copies), published
online; the number of web-oriented electronic resources in
line with the research paper topic confirmed by URLs and
web access to their main components [26]

0.13

3.4.3 Distribution of research work results: the count of views and
downloads of electronic versions (copies) of research,
developmental, teaching, information products in line with
the RW topic published online; the number of requests
(visits) of URLs of electronic resources created within the
framework of a particular RW and considered as an
intermediate or final result of such work; the rating of web-
resources created within the framework of a particular RW
and considered as an intermediate or final result of such
work; the number of publications of RW results in national
and foreign professional editions included into international
electronic scientometric and abstract databases, particularly
those defining the impact factor of editions) [26]

0.12

3.4.4 The use of research work results: index of citation or reference
to product in domestic editions according to scientometric
platforms and databases like Google Scholar, SciVerse
Scopus, Scholarometer, positive feedback (reviews,
comments, recommendations, etc.) about such products,
target audience survey results regarding the peculiarities of
its use, documented proof of its introduction (certificates,
acts, letters of support, inclusion to the list of recommended
sources, etc.) [26]

0.12

3.4.5 Approbation of research work results: reports at international,
all-Ukrainian and interregional research and practice
conferences, ICT seminars, online conferences

0.16

3.4.6 Recognition of achievements, related to ICT development and
introduction to in-service teacher training courses, by the
scientific society, including participation and achievements
in research and teaching competitions, state programs, etc.

0.16

3.4.7 Organizational and methodological work using ICT, namely:
introductory and exit diagnostics of students, timetable
scheduling and regular update, web-site content, etc. (Google
resources); students’ attendance monitoring and current
evaluation of their academic activity according to the credit-
unit system (LearnBoost); distance learning realization
(Moodle); organization and support of teaching community
(Drupal); conducting of online seminars, conferences,
tutorials, etc. (WizIQ), etc.

0.16
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assisting staff based on their involvement in the postgraduate pedagogical educational
institute work: based on the primary place of employment, on the second job, on an
hourly basis, which will intensify LP and increase the work level of an institute of
postgraduate pedagogical education regular staff, and also become fundamental in staff
correction of an institute of postgraduate pedagogical education.

7 Students ICT Competence Facet

Let us determine the criteria characteristics based on the factor of ICT competence of
COLE students.

All COLE academic staff, to a greater or a lesser extent, is responsible for the
quality of student advanced training: all academic, teaching methods and administrative
workers of an institute of postgraduate pedagogical education involved in LP (headed
by the department chairs, dean’s office of an institute of postgraduate pedagogical
education). That is why defining the level of ICT competence of students passing
postgraduate courses has a great importance in evaluating the efficiency of COLE, as
well as in decision making by COLE academic staff (that is responsible for students’
training level) regarding the optimality of using information and communications
technologies during learning process of in-service teacher training.

7.1 Characteristics of the Motivational and Axiological Criterion

In-service teacher training in an institute of postgraduate pedagogical education is done
by individual education plan (drafted on the basis of curriculum). The responsibility for
its implementation lies with the students themselves. For this reason, COLE students’
academic success is determined by the level of their motivation and their targeting at
the appropriateness of ICT use in learning, cognitive and professional activity.

This way, basic characteristics of motivational and axiological (value-conscious)
criterion (4.1) for assessing ICT competence of in-service teacher training students in
COLE are determined (Table 18).

7.2 Characteristics of the Cognitive Criterion

The peculiarity of in-service teacher training in COLE is contribution to the students’
mastering of new knowledge about the basics of functioning and peculiarities of ICT
use in education.

Table 17. Characteristics of assessment and reflexive criterion.

# Characteristic Coeff. of
importance (Vp35i )

3.5.1 ICT competence self-assessment by COLE academic staff,
involved in LP of in-service teacher training

0.45

3.5.2 Students’ assessment of ICT competence of COLE academic
staff, involved in LP of in-service teacher training

0.55
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For this reason, let us single out basic characteristics of cognitive (knowledge)
criterion (4.2) for assessing ICT competence of in-service teacher training students in
COLE are determined (Table 19).

7.3 Characteristics of the Praxeological Criterion

The attainment level of in-service teacher training students in COLE also depends on
the level of their skills in using ICT at the general educational establishment. This way,
basic characteristics of praxeological (pragmatist) criterion (4.3) for assessing ICT
competence of in-service teacher training students in COLE are determined (Table 20).

7.4 Characteristics of the Academic Criterion

When evaluating ICT competence of in-service teacher training students in COLE, it is
important to consider the students’ use of information and communications technolo-
gies in research and educational activities. For this reason, let us single out the basic
characteristics of the academic criterion (4.4) (Table 21).

Table 19. Characteristics of cognitive (knowledge) criterion.

# Characteristic Coeff. of
importance (Vp42i )

4.2.1 Basic knowledge about the functioning of ICTs 0.32
4.2.2 Students’ knowledge about public health rules and regulations

of ICT use in the teaching process at a general education
establishment

0.30

4.2.3 Students’ knowledge about the opportunities, perspective
tendencies and expediency of use of innovative information
and communications technologies in the teaching process of
an educational establishment

0.38

Table 18. Characteristics of motivational and axiological (value-conscious) criterion.

# Characteristic Coeff. of
importance (Vp41i )

4.1.1 Students’ aspiration for mastering the ICT recommended by the
academic staff of COLE

0.34

4.1.2 Students’ interest in the use of innovative ICTs in the teaching
process of a general educational establishment

0.34

4.1.3 Students’ interest in doing in-service teacher training in
distance or mixed mode of learning (full-time,
correspondence, etc.)

0.32

Efficiency Assessment of COLE 255



7.5 Characteristics of the Assessment and Reflexive Criterion

The constantly increasing level of ICT competence among in-service teacher training
students stimulates the renovation of technologies of professional development of
COLE teaching staff.

That is why the characteristics of assessment and reflexive criterion (4.5) of ICT
competence evaluation of in-service teacher training students in COLE (Table 22) are
among the key parameters of efficiency assessment of COLE.

Table 20. Characteristics of praxeological (pragmatist) criterion.

# Characteristic Coeff. of
importance (Vp43i )

4.3.1 Students’ ability to use information and communications
technologies rationally while organizing and learning at a
general educational establishment

0.16

4.3.2 Students’ ability to install and configure the hardware and
software necessary for learning at a general educational
establishment

0.14

4.3.3 Students’ ability to find, process and use electronic resources in
learning at a general educational establishment

0.15

4.3.4 Students’ ability to create original pedagogical practice using
advanced ICT tools

0.15

4.3.5 Students’ ability to organize distance learning and use its
elements in the class at a general educational establishment

0.12

4.3.6 Students’ ability to receive and provide consultative assistance
through the ICT means of feedback

0.13

4.3.7 Students’ experience in the use of ICTs in the teaching process
of a general educational establishment

0.15

Table 21. Characteristics of the academic criterion.

# Characteristic Coeff. of
importance (Vp44i )

4.4.1 Number and volume (in printed papers) of students’ published
scientific works and their publications in scientific journals
related to the implementation of ICT in the teaching process
at general educational establishments

0.30

4.4.2 Students’ participation in research and practice conferences on
ICT, also over the Internet

0.35

4.4.3 Students’ obtaining further education, subject-matter of which
and/or mode of study relates to the use of ICT

0.35
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8 Assessment Based on the Proposed Model

On close examination of COLE efficiency on the basis of the built criteria factor model,
the expert group needs to determine the levels of each COLE efficiency criterion’s
manifestation. It is relevant to do through measurement of appropriate criterion char-
acteristics based on the following system of evaluation: 0 points – the characteristic is
not exhibited; 1 point – the characteristic is more not exhibited than exhibited; 2 points –
the characteristic is more exhibited than not exhibited; 3 points – the characteristic
is exhibited completely. If the coefficient of criterion manifestation (Kkyj ), which is
defined as a sum of products of assessment of each criterion’s manifestation by their

corresponding importance: Kkyj ¼
Pn

i¼1
Opyji � Vpyji

� �
, where n is the number of kyj criterion

characteristics not less than 1.5, then such criterion is considered positive and the level
of its manifestation is determined by the numerical value of the Kkyj coefficient, i.e.:
1,50�Kkyj � 1,65 – critical level, 1,66�Kkyj � 2,25 – satisfactory level,
2,26�Kkyj � 3,00 – high level of criterion manifestation.

If the share of positive criteria of the measurable factor is not less than 50 %, such
factor is considered positive. The level of its manifestation is determined based on the
numerical value of the factor’s manifestation coefficient (Kfy ), which is calculated

according to the formula: Kfy ¼
Pm

j¼1
Kkyj � Vkyj

� �
. If 1,50�Kyj � 1,65, then the factor of

manifestation is of critical level, with 1,66�Kfy � 2,25 it is satisfactory, while
2,26�Kfy � 3,00 means it is of high level.

If in the process of measuring of the efficiency of COLE at least one of its factors is
negative, such COLE is considered ineffective. On the contrary, if all the factors of
COLE efficiency are positive, such COLE is considered efficient. Its efficiency level is
determined through the numerical value of the efficiency coefficient (Ke):

Ke ¼
P4

y¼1
Kfy � Vfy

� �
, – i.e.: 1,5�Ke � 1,65 as critical, 1,66�Ke � 2,25 as satisfactory

or 2,26�Ke � 3,00 as high.
Criteria factor model of efficiency assessment of COLE, built this way, allows

determine the level of efficiency of COLE in Ukraine.
However, COLE is a complicated educational system. It must correspond both to

the state standards and the current needs of the rapidly changing world. Therefore,
when conducting criteria factor evaluation of COLE efficiency, we need to correlate it

Table 22. Characteristics of the assessment and reflexive criterion.

# Characteristic Coeff. of
importance (Vp45i )

4.5.1 ICT competence self-assessment by students of in-service
teacher training in COLE

0.48

4.5.2 Evaluation of students’ ICT competence by COLE academic
staff

0.52
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to the average and the highest level of efficiency of computer-oriented learning envi-
ronment of an institutions of postgraduate pedagogical educational in Ukraine.

9 Conclusions and Future Work

To conclude, the efficiency of COLE is a judgmental category of COLE defined by the
level of realization of its tasks leading towards the main goal of the system of post-
graduate pedagogical education and conditioned by the key characteristics of individual
structural components, and COLE in general.

The need for objective efficiency assessment of COLE determined the development
of the criteria factor model and description of the system of COLE efficiency
assessment.

The use of the built criteria factor model of efficiency assessment of COLE
(Table 1) provides criterion measurement of the efficiency of COLE based on four
factors: (1) the efficiency of LP of in-service teacher training in COLE; (2) COLE
infrastructure sufficiency; (3) ICT competence of COLE academic staff; (4) students’
ICT competence. To conduct such an assessment 80 criteria were suggested, each of
them containing 2–7 characteristics (Tables 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,
13, 14, 15, 16, 17, 18, 19, 20, 21, and 22).

There is a need in further research into the efficiency assessment of COLE in
Ukraine. It will allow to identify advantages and disadvantages of computer-oriented
learning environment of an institutions of postgraduate pedagogical educational in
Ukraine and suggest the desired trends.

References

1. Etzioni, A.: Modern Organizations. Prentice-Hall, Englewood Cliffs (1964)
2. Beshelev, S.D., Gurvich, F.G.: Mathematical and Statistical Methods of Expert

Assessments, 2nd edn. Statistika, Moscow (1980) (in Russian)
3. Busel, V.T. (ed.): Big Dictionary of Modern Ukrainian. Irpin`: VTF «Perun», Kyiv (2005)

(in Ukrainian)
4. Cabinet of Ministers of Ukraine: On Licensing the Education Service Provision Business:

Resolution #1019 (2007) (in Ukrainian)
5. Cabinet of Ministers of Ukraine: On Approval of the Accreditation Regulation of Higher

Educational Establishments and Special Fields in Higher Educational Establishments and
Vocational Schools: Resolution #978 (2008) (in Ukrainian)

6. Comptoirs: Pädagogische Real-Encyclopädie oder Encyclopädisches Wörterbuch des
Erziehungs- und Unterrichtswesens und seiner Geschichte: für Lehrer an Volksschulen
und andern Lehranstalten, für Eltern und Eryieher, für Geistliche, Schulvorsteher und andere
Freunde der Pädagogik und des Schuwesens. Bearbeitet von einem Vereine von Predigern
und Lehrern und redigirt von Hergang, K.G., Grimma: Verlags-Comptoirs, 1. Bd. 1843/2
(1847) (in German)

7. Daft, R.L.: The Theory of Organizations: Textbook for Undergraduate Students Majoring in
«Organization Management», [lane. from English. ed. E.M. Korotkova]. YuNITI-DANA,
Moscow (2006) (in Russian)

258 K.R. Kolos



8. The Dictionary of Ukrainian. Ukrainian Academic Glossary (1970–1980). http://sum.in.ua/s/
zasib (in Ukrainian)

9. Dolgorukov, A.M.: Strategic Art: Targeting in Business Development Stratagems, the
Incarnation. OOO «1-S-Pablishing», Moscow (2004) (in Russian)

10. Kodzhaspirova, G.M., Kodzhaspirov, A.Yu.: Dictionary of Pedagogy. Y`KCz «MarT»;
Rostov n/D: Publishing Center «MarT», Rostov on Don (2005) (in Russian)

11. Kolos, E.R.: Model of the organization of computer-oriented learning environment of an
institute of postgraduate pedagogical education. Educ. Technol. Soc. 16(1), 527–535 (2013).
http://ifets.ieee.org/russian/depository/v16_i1/pdf/9.pdf (in Russian)

12. Kolos, K.R.: Didactic requirements for computer oriented training environment of
postgraduate teacher education. Inf. Technol. Learn. Tools 35(3), 11–21 (2013). http://
journal.iitta.gov.ua/index.php/itlt/article/view/834/619 (in Ukrainian)

13. Kolos, K.R.: Importance of Efficiency Assessment Characteristics of Computer-Oriented
Learning Environment of an Institute of Postgraduate Pedagogical Education (2013). https://
docs.google.com/forms/d/1BV4aMiqvZH9GD-GTxRL0j75pfqwkj0myus92JfDa1nM/
viewform (in Ukrainian)

14. Kolos, K.R.: The main components of computer-based learning environment post-graduate
teacher education. In: Proceedings of Scientific Conference of the Institute of Information
Technology and Training, pp. 170–171. NAPS of Ukraine, Institute of Information
Technology and Training, Kyiv (2013). http://lib.iitta.gov.ua/1422/1/%D0%9A%D0%BE%
D0%BB%D0%BE%D1%81_21_01_2014.pdf (in Ukrainian)

15. Kremen`, V.G. (chief ed.): Encyclopedia of Education, Acad. Ped. Sciences of Ukraine,
Yurinkom Inter, Kyiv (2008) (in Ukrainian)

16. Kremen`, V.G., Bykov, V.Yu.: Categories of «Space» and «Environment»: characteristics of
the model representation and educational use. Theory Pract. Soc. Syst.: Philos. Psychol.
Educ. Soc.: Q. Sci. J. 2, 150 p. (2013) (in Ukrainian)

17. Kremen`, V.G., Tabachny`k, D.V. (eds.): National Educational Glossary: Higher Education.
TOV «Vy`davny`chy`j dim «Pleyady`», Kyiv (2011) (in Ukrainian)

18. Longman: Dictionary of Contemporary English. http://www.ldoceonline.com/dictionary/
effective

19. Ministry of Education and Science, Youth and Sports of Ukraine: On Approval of Licensing
Conditions of Education Service Provision in Higher Education: Order #1377 (2011) (in
Ukrainian)

20. Ministry of Education and Science, Youth and Sports of Ukraine: On Approval of
State Requirements for the Accreditation of Degree Programs, Special Fields and
Higher Education Establishments (Qualitative Characteristics): Order #689 (2012) (in
Ukrainian)

21. Ministry of Education and Science, Youth and Sports of Ukraine: On Approval of Document
Forms to be Submitted with Applications for the Licensing of Education Services in
Preschool, High School, Extracurricular, Vocational and Higher Education: Order #1021
(2012) (in Ukrainian)

22. Ministry of Education of Ukraine: Regulations on the Organization of the Educational
Process in Higher Education (1993). http://zakon4.rada.gov.ua/laws/show/z0173-93 (in
Ukrainian)

23. Ozhegov, S.I., Shvedova, N.Ju.: Dictionary of Russian language. Azbukovy`k, Moscow
(1999) (in Russian)

24. Philosophical Dictionary. http://www.insai.ru/slovar/kriterii-0 (in Russian)

Efficiency Assessment of COLE 259

http://sum.in.ua/s/zasib
http://sum.in.ua/s/zasib
http://ifets.ieee.org/russian/depository/v16_i1/pdf/9.pdf
http://journal.iitta.gov.ua/index.php/itlt/article/view/834/619
http://journal.iitta.gov.ua/index.php/itlt/article/view/834/619
https://docs.google.com/forms/d/1BV4aMiqvZH9GD-GTxRL0j75pfqwkj0myus92JfDa1nM/viewform
https://docs.google.com/forms/d/1BV4aMiqvZH9GD-GTxRL0j75pfqwkj0myus92JfDa1nM/viewform
https://docs.google.com/forms/d/1BV4aMiqvZH9GD-GTxRL0j75pfqwkj0myus92JfDa1nM/viewform
http://lib.iitta.gov.ua/1422/1/%D0%9A%D0%BE%D0%BB%D0%BE%D1%81_21_01_2014.pdf
http://lib.iitta.gov.ua/1422/1/%D0%9A%D0%BE%D0%BB%D0%BE%D1%81_21_01_2014.pdf
http://www.ldoceonline.com/dictionary/effective
http://www.ldoceonline.com/dictionary/effective
http://zakon4.rada.gov.ua/laws/show/z0173-93
http://www.insai.ru/slovar/kriterii-0


25. President of Ukraine: About the National Strategy for the Development of Education in
Ukraine for the Period till 2021 (2013). http://www.president.gov.ua/documents/15828.html
(in Ukrainian)

26. Spirin, O.M.: ICT monitor the results of scientific research. Inf. Technol. Learn. Tools 36
(4), 132–152 (2013). http://journal.iitta.gov.ua/index.php/itlt/article/view/890/655 (in
Ukrainian)

260 K.R. Kolos

http://www.president.gov.ua/documents/15828.html
http://journal.iitta.gov.ua/index.php/itlt/article/view/890/655


Design of Electronic Learning Courses
for IT Students Considering the Dominant

Learning Style

Nataliia V. Morze1 and Olena G. Glazunova2(&)

1 Borys Grinchenko Kiev University, Kiev, Ukraine
nmorze@kubg.edu.ua

2 National University of Life and Environmental Sciences of Ukraine,
Kiev, Ukraine

o-glazunova@nubip.edu.ua

Abstract. Methods of using e-learning courses to support learning activities of
students at higher educational institutions are the subject of a large number of
scientific and educational studies. In particular, much attention is paid to the
structure, content, and format of educational resources of e-learning courses.
However, the problem of dependency of their efficiency on the learning styles of
students still needs to be further researched. This paper deals with the learning
styles characteristic for IT students on the basis of determining their leading
modality, designs the structure of e-learning courses for IT students considering
the dominating learning styles, and provides the results of pedagogical experi-
ment by measuring the performance and satisfaction in learning activity.

Keywords: Learning style � Leading modality � E-learning course � MOOC

1 Introduction

Modern universities are developing in accordance with the concept of Smart-education,
one of the main trends of which is openness of learning systems - placing educational
content openly available to students around the world, the development of the open
source system, development of knowledge sharing according to the following patterns:
“student – student”, “teacher – teacher”, “students - teacher” and “students - teachers”
[1, 2]. One of the most illustrative examples of open learning systems for mass
advancement and training of students are MOOCs (mass open online courses). An
important step in the development of the idea of using the MOOC was the adoption of
the UNESCO Declaration on global public policy on the issue of open electronic
courses, which aims to develop standards for electronic courses, provide synergy
access, conduct educational seminars on the design and the use of e-courses, develop
collaboration of scientists and teachers, educational quality assurance [3]. Furthermore,
for the last decade, there has been a significant demand for online learning from
students as well as all population strata, which proves the need for lifelong learning on
the basis of non-formal and informal rather than formal learning. In this respect we can
identify a number of economic factors and observe real competition among commercial
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institutions [4]. Paying attention to the quality of e-learning, we focus more on the
quality of developing educational resources, tasks for independent work, organization
of knowledge control. However, the effectiveness of perception of educational
resources also depends on learning styles and needs of students. Therefore, it is
essential to develop resources for the curriculum in the most appropriate form for
students, considering their main channel of information acquisition or personality.
A teacher or curriculum designer develops the material in order to fit the students with
different learning styles. This directly affects the level of learning new information.
Methods of teaching certain subjects are often based on specific learning styles.
Sometimes it is best to learn the information by using a combination of both. Justin
Ferryman recommends considering different styles since it is useful not only for a better
acquisition of the material, but to preserve residual knowledge as well [5].

2 Problem

The problem of taking into consideration the styles has been well studied in traditional
teaching. However, in order to organize online learning, the problem requires addi-
tional analysis. In other words, there is a need to define learning styles when deter-
mining the content and structure of a distance course, forms of presenting material, a
set of training activities to study the discipline, etc. In addition, it is essential to research
into the dominant learning styles of students of different specialties, including IT
students, and the level of their assessment of e-learning courses of a specific format.

3 Related Work

A learning style describes individual factors that may remain relatively stable over
time. Scientists define a learning style as “a biological and mental set of personal
characteristics that make the same teaching method effective for some students and
ineffective for others” [6].

Different people apply different approaches to solving problem of similar content
and complexity or performing the same operations. In this case, a person carries out
different activities applying their own peculiar method and performance efficiency (e.g.
a type of work similar in content and complexity can be performed by different people
with different efficiency – they obtain results of different quality, spend different time to
do the task of equal complexity etc.). Conversely, if a person possesses several different
methods of activity and is able to adequately use either of them to solve a particular set
of problems (tasks) or their stages, a range of effective operation can be greatly
extended and complicated problems (including sub problems of different content and
complexity or their stages), on the whole, can be solved quite effectively, or at least,
more successfully than when a complex problem is solved by a person able to apply
only one method. [7]. It should be noted that there is a direct correlation between the
style a person uses to solve almost all range of problems he faces in life and the style he
applies when learning, and vice versa [8].
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A Kolb experiential learning model [9] measures a student’s strengths and weak-
nesses according to the four learning abilities: concrete experience, reflective obser-
vation, abstract conceptualization and active experimentation. Based on the
combination of these four learning abilities the Kolb model identifies four dominant
learning styles: divergence, assimilation, convergence and accommodation (Fig. 1).
People of conveying style are strong in abstract conceptualization and active experi-
mentation. In divergence style concrete experience and reflective observation prevail.
Assimilators are strong in abstract conceptualization and reflective observation, while
the accommodators are strong in concrete experience and active experimentation.

Another classification of learning styles is VARK (visual, audial, reading/writing,
kinesthetic) developed by Fleming and Mills in 1992 [10]. Psychology categorizes
learners with leading learning modality: sensor – visual learners, with prevailing audial
modality – auditory learners, with muscular activity – kinesthetic learners, with read-
ing-writing preference – reading/writing learners (Fig. 2). And, accordingly, the highest
percentage of material has been acquired on the basis of leading modality. Visual
learners prefer graphical and symbolic form of gaining data information. Auditory
learners prefer attending lectures, training programs and participating in discussions.
The reading/writing learners prefer text-based materials. Kinesthetic students prefer
hands-on experience and learn best by touching and doing.

Fig. 1. Kolb experiential learning styles model
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The first research into the comparison of learning styles and format of distance
learning course was conducted in 1999 [11]. Researchers Diaz and Kartnel divided
groups of students to study according to a traditional system and on-line, depending on
whether students choose to study in social interaction mode or independently in a
confined space. As a result of the research the strategy for online learning based on the
needs of students and their peculiarities was developed.

Downing and Chim (2002) conducted a study on student satisfaction with online
training by categorizing students into active, reflexive, theorists and pragmatists [12].
Activists prefer direct experience, reflexive students prefer just observing. Theorists are
keen on analyzing and synthesizing course materials, whereas pragmatists prefer acting
quickly to try out new ideas. These studies have shown that reflexive students were
more satisfied with online learning, whereas groups with other styles of learning
showed no significant relationship between learning styles and satisfaction.

In 1988 Richard M. Felder and Linda K. Silverman [13] investigated the models of
learning and teaching. They proposed to define a student’s learning style to the 5
questions:

1. Which type of information does a student preferentially perceive: sensory (external) –
sights, sounds, physical sensations, or intuitive (internal) – possibilities, insights,
hunches?

2. Through which sensory channel is external information most effectively perceived:
visual – pictures, diagrams, graphs, demonstrations, or auditory – words, sounds?
(Other sensory channels–touch, taste, and smell – are relatively unimportant in most
educational environments and will not be considered here.)

3. Which organization of information is a student most comfortable with: induc-
tive–facts and observations are given, underlying principles are inferred or deduc-
tive–principles are given, consequences and applications are deduced?

Fig. 2. VARK learning styles model
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4. How does a student prefer to process information: actively – through engagement in
physical activity or discussion, or reflectively – through introspection?

5. How does a student progress toward understanding: sequentially –in continual
steps, or globally – in large jumps, holistically?

Gardner’s theory of multiple intelligences differentiates from specific (primarily
sensory) “modalities”, rather than seeing intelligence as dominated by a single general
ability. In 1983 Howard Gardner has proposed The Theory of Multiple Intelligences in
which he suggested that people possess at least seven different forms of intelligence:
musical, visual–spatial, logical–mathematical, bodial–kinesthetic, interpersonal, intra-
personal [14]. In 1997 he added the naturalistic intelligence. Although the distinction
between intelligences has been set out in great detail, Gardner opposes the idea of
labeling learners to a specific intelligence. Each individual possesses a unique blend of
all the intelligences. Gardner firmly maintains that his theory of multiple intelligences
should “empower learners”, not restrict them to one modality of learning.

Several researchers have attempted to determine the relationship between VARK
learning styles and on-line course efficiency. In particular, Drago and Wagner [15] in
their experimental studies claimed that the efficiency of online learning for students
with leading “reading-writing” modality was significantly lower than for students with
other leading modalities. However, the students combining auditory and “reading-
writing” styles showed better results in online courses in comparison with others.

However, not all researchers have observed a relationship between style and
learning outcomes. Kratzig and Arbuthnott’s research [16] show no significant corre-
lation between learning style and objective memory performance. Participant’s learning
styles were identified using self-report, questionnaire and after that they have passed
standardized memory tests. According to the self-report questionnaire and the self-
assessment guest 40 % and 60 % of participants were identified as visual learners
through the questionnaire, but only 23 % performed best on the visual test. The
percentages were 16 % and 8 % for kinesthetic-learning preferences. When the par-
ticipants completed the standardized memory test 52 % performed best with the tactile
test. These results Kratzig and Arbuthnott conclude that “such styles may indicate
preferences and motivations rather than inherent efficiency at taking in and recalling
information through specific sensory modalities”.

In 2010 an experiment was conducted on the impact of learning style on student
performance and satisfaction using the online environment according to Kolb model
[17]. Students were split into groups who studied two types of Web modules - textual
and multimedia information. The study found that the learning style in this case did not
affect the satisfaction and the progress of students.

Also, Christopher Pappas debunked The Myth of Learning Styles [18]. He says that
“there is no convincing evidence to prove that when an instructor changes the pre-
sentation mode of his course to match the learning style of his students actually helps
them learn”. He also recommend to create a course based on the motivational char-
acteristics of the students and not their learning styles, and always be ready to adjust the
learning methods and techniques and engage multiple senses rather than just one.

Despite the considerable amount of research in this area, the problem of presenting
educational information in a distance course for students with different leading
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modality still needs to be studied. First of all, it is caused by the rapid development of
information and communication technologies, particularly Web 2.0 technologies that
provide brand new possibilities in a wide choice of presenting educational materials,
videos and audio materials and their structuring. The aim of our study is to analyze the
leading modality dominating in IT students of higher educational institutions, and on
the basis of the results obtained to offer the structure, format of e-learning courses
content and the assessment system of learning outcomes of IT students.

4 Experimental Setting and Research Methods

Students of the Faculty of Computer Sciences and Economic Cybernetics at the
National University of Life and Environmental Sciences of Ukraine participated in the
pedagogical experiment. The first experimental group of students was trained using
blended learning technologies which combine traditional educational technologies and
the elements of distance learning, the second group of students was trained using
traditional technologies and printed textbooks. The leading modality or a combination
thereof has been determined for each participant of the experiment. The results of the
experiment were presented in the guidelines to the methods of teaching students with
different learning styles through the use of e-learning courses. In addition, the impact of
the structure and format of presenting training material on the progress and the level of
satisfaction of students and organization of training activities was investigated. During
the study we used the following methods: theoretical analysis of the methods of
determining the sources of learning styles of students, studying and summarizing best
practices of the use of e-learning courses to support the learning process, analysis,
assessment, comparison, pedagogical experiment.

5 Learning Styles of IT Students

Consideration of a learning style is an important issue for both teachers and students
using e-learning technologies. Teachers need to know the learning styles of students to
further adapt teaching methods apply appropriate resources and determine the types of
student activities when using e-learning courses and to better understand the differences
between the needs and peculiarities of students. Students who are aware of their
learning style learn better as they choose to study those resources, the perception of
which has the largest educational effect. If a teacher’s style is different from the style of
the majority of his students, it is necessary to change the method of teaching and the
organization of training activities. Within the framework of the research a survey of IT
students was conducted according to the questionnaire by VARK model [19], so that
the teachers of professionally-oriented courses had an idea of the student’s learning
styles. The purpose of this survey was to determine the leading modality of students
who have chosen to obtain IT profession. Characteristics of each style are listed in
Table 1.
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In order to offer IT students the e-learning courses, the structure of which will be
most effective for perception according to their learning styles, we carried out the social
and psychological diagnosis of students in specialty “Computer Sciences”. We used
surveys and questionnaires, proposed in the sources [20, 21] by VARK model. Students
are encouraged to fill in a form with 16 (49) questions. The questionnaire helps to
determine the students’ leading modality and, correspondingly, their main learning style.

The survey results allowed us to identify 15 groups of students with different
modality of information perception. The results of the survey (Fig. 3) indicate that the
IT students possess the learning styles that combine auditory and kinesthetic modality
(AK) – 18 %, visual and kinesthetic modalities (VK) – 17 %, auditory, visual and
kinesthetic modalities (VAK) – 16 %. This statistics concludes that the future IT
professionals learn best with the help of practical experience, verbal and visual
explanation of learning material.

6 Structure of E-Learning Courses Based on Learning Styles

One of the objectives of the experimental study was to determine the optimal structure
of e-learning courses and the ways of presenting learning resources for IT students

Table 1. The characteristics of learning styles according to the VARK model.

Name of the
style

Characteristics

Visual Information is predominantly presented in the form of pictures, diagrams,
flow charts and all those symbolic lines, circles, trees and other elements
that are used instead of teacher’s words to represent teaching materials.
Visual learners prefer receiving information in a holistic rather than
simplistic way. As a rule, the appearance of an object, color matching,
information placing and spatial design are of critical significance

Auditory The mode of perception describing the advantage of obtaining information
materials aurally. Students with such modality are better taught through
lectures, seminars, listening to recorded lessons, group discussions, web
chats or talks about the object. Auditory learners most value words spoken
verbally rather than written, listening to expert’s explanations rather than
reading a textbook paragraph

Verbal It is preferable to present information materials in the form of words. It is no
secret that many academic methods are exclusively designed for this style.
The style perception tends toward textual introduction and reproduction,
reading and writing of teaching materials in different forms. Unlike others,
verbal learners believe in the power of words. They like to have
information systematized in written form

Kinesthetic Refers to perceptional benefit of using experience and practice (simulation
or reality). Since this description may also fit the other modalities, the key
is that the student is always “connected to” reality through experiments,
examples, practice or simulation. Kinesthetic learners need to experience
the situation in order to understand it. Practical importance and feasibility
are valued. As a rule, such learners remember only those things that took
place in reality
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according to their learning style. An e-learning course (ELC), which is used to support
the learning process in studying a specific discipline when training future IT profes-
sionals, is a set of learning resources and types of activity to provide the study of
theory, carrying out practical tasks, independent work, student/teacher cooperation,
monitoring academic performance etc. The general approach to the structure of ELC,
presented in [22] is to determine different types of e-learning resources appropriate at
different stages of the learning process, though it does not consider the individual
characteristics of student’s perception of learning material. In particular, when studying
theoretical material the students are encouraged to use the following resources: an
electronic textbook, an electronic copy of the printed textbook, video lectures, video
lesson, presentation, virtual excursion, links to external resources etc. In order to
develop practical skills in e-learning course teachers can use laboratory workshops,
tasks for laboratory (practical) work, individual work, virtual seminars, webinars, group
research projects, forums, chats etc. Besides, the e-learning course should include the
activities to monitor academic performance and reflection, as well as such resources as:
tests, assignments, surveys, questionnaires, checklists etc.

Taking into consideration the dominant learning style of the student group it is vital
to choose a different format of learning resources and activities in an electronic course.
For visual students the resources of ELC should provide an opportunity to view the
lecture material in a structured way in which the information is classified according to
various criteria, key points are underlined or highlighted, there are images, video clips,
posters, slides, flowcharts, graphs and charts. The tasks for independent work should
have the materials where a student will be able to convert visual images into verbal
ones thus creating vivid memory of events and actualizing corresponding visual
sequence in memory. As an example, students may be given the task to design clas-
sification tables (charts, graphs, charts) on the basis on the review of learning material
in textual, tabular, graphical and video formats. These students appreciate the form of
presentation of learning material, design, color gamma. Everything is supposed to be
harmonious and attractive. All types of activities designed for students when organizing
the training on the basis of e-learning course, suggest that the learning material and the
tasks should be structured. This course should include the presentation of learning
content, video lessons, memory cards, electronic textbooks, tasks with a clear structure
and procedure, examples of task performance. The e-learning technologies may include
video conferences using the interactive white board to visualize material.

Fig. 3. Correlation of leading modalities of students in specialty “Computer Sciences”
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The resources for students with a dominant auditory modality should provide the
theoretical material in the form of video and audio recordings of lectures. To acquire
practical skills it is recommended to use webinars recorded in the video format and
placed in the course resources. Group work tasks can be effective, since through
discussion, brainstorming and talk’s auditory learners expand the amount of the
material by receiving verbal information from others. Besides, quite effective can be the
task to create audio recordings in which the learning material is analyzed and syn-
thesized through spoken language.

For students whose dominating style is “reading-writing” the resources of the
training course should be built on the principle of compulsory working up of the
material with the help of a pen or keyboard. Theoretical resources can be presented in
the form of video lectures, full-text document, definitions, alphabetically built glossary,
the list of concepts etc. Practical tasks should include guidelines for assignments and be
based on the conversion of the forms of presentation, such as diagrams, flowcharts and
graphs into words and statements. When carrying out the tasks students are expected to
use references, supporting materials, theses, reports, guidelines, instructions. While
studying for the seminars students can use the following tasks: to make a plan of
presenting material, its structure, indicating paragraphs and subparagraphs. Among the
e-learning technologies it is preferable to use task with written answers, essay tests to
monitor learning outcomes.

Students with kinesthetic modality percept educational materials more effectively if
e-learning courses include resources in the form of virtual workshops, virtual tours and
exhibitions with further analysis. E-course tasks should be based on the examples of
solutions performed in previous years for similar tasks. Practical tasks should apply
approaches that allow mastering knowledge in practice, use the trial-and-error method.
To explain abstract concepts in electronic sources it is recommended to provide lots of
examples from real life.

In our research we suggested another structure of electronic course: the resources
that take into consideration the dominant leading modality best suited to successful
learning of IT students. When designing a new e-course pattern we used such elements
that are best suited for people who combine visual, auditory and kinesthetic modalities.
To highlight the theoretical material it is proposed to use video format, electronic
textbooks as well as additional links to external resources and virtual tours (Fig. 4). To
acquire practical skills in electronic courses there should be virtual laboratory work-
shops with methodological recommendations, individual assignments with clear
assessment criteria and the examples of solutions to these assignments. These examples
of solutions are advisable to file in screen cast format, which illustrate the process of
solution as well as have a soundtrack explaining. To organize independent work it is
recommended to provide resources with practical video lessons and assignments for
individual study, research group projects, which make it possible to develop teamwork
skills in students through the use of information and communication technology. The
resources that contribute to the formation of practical skills should include video
conferences to discuss issues related to the solution of practical problems. Methods of
control should contain tests to assess the level of theoretical knowledge, control tasks to
assess practical skills, questionnaires, checklists and other tools for self-assessment and
reflection.
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In pedagogical theory and practice, there are different approaches to the definition
of criteria and indicators of the effectiveness of learning activity. As a measure of the
effectiveness of any human activity one can specify two universal criteria - productivity
of work and satisfaction of its participants. [23]. As a rule, the participants of the
learning process are interested not only in the result of training, but in their satisfaction
or dissatisfaction with the process of learning and their relationships. It is not always
possible to assess satisfaction by observation. Thus it is necessary to develop diagnostic
methods in order to determine the level of satisfaction in the relevant activity.

In the pedagogical experiment, the students studied the first module using blended
learning technology and a new model of e-learning course. In the second module, the
traditional learning technology was applied, though electronic textbooks were used to
study the theoretical material. To determine whether the use of e- learning course
influences the efficiency of the learning process, we used the rate of learning progress,
namely the results of modular control assessed by 100 grades scale. The results of the
modular control included the following activities: laboratory work - 40 points, inde-
pendent work - 20 points, modular test - 20 points, control task - 20 points. To measure
the level of satisfaction with learning activity, we compiled assessment questionnaires

Fig. 4. The structure of a module in the experimental course
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according to the criteria of the organization of the process of learning when studying
the module. Each criterion of satisfaction questionnaire was assessed by students using
a 5- point scale of assessment: completely satisfied, generally satisfied, satisfied but
with some comments, generally dissatisfied, strongly dissatisfied. Comparison of
progress and satisfaction are shown in Table 2.

While analyzing the results of the study, we have come to the following conclu-
sions: the progress of students in learning outcomes for module 1 on the basis of ELC
was significantly higher than for module 2 – on average by 12 %. The level of student
assessment of learning material quality when using ELC was also higher by 24 % on
the whole. Similar studies were conducted among the students of distance learning. The
results of the progress of students who were trained in the intersession period on the
basis of ELC increased even further – by 21%, compared with those who were trained
according to the traditional techniques of distance learning.

7 Conclusions

When developing learning materials and designing the whole process of training, it is
important for teachers to take into account the learning styles of their students to ensure
the quality of their learning outcomes and increase their motivation to study. According
to the results of the research, the awareness of learning styles can yield benefits for
students today. Questionnaires by VARK tool is easy and fast and can provide the
important information which can be successfully used in the creation of effective
learning environment for students. The information about the learning styles of students
and their impact on the learning environment can contribute to a vitally important
understanding of the students and create an effective learning environment, in partic-
ular, to make decisions on the design and content solutions of e-learning courses at all
stages of the course. The obtained results need further confirmation and study. In
particular, the promising areas of research, we believe, is to study the relationship
between the dominant modality and presentation e-course of theoretical resources,
methods and forms of independent work of students using e-learning courses.

In addition, it is useful to conduct a study and compare the results of using
e-learning courses for other models of learning styles.

Table 2. The results of progress and satisfaction.

Courses Module 1 (using ELC) Module 2 (without ELC)
Average
grade

Assessment
level

Average
grade

Assessment
level

System Analysis 72 4,6 66 3,5
Information Systems
Design

84 4,7 63 3,2

Information
Technology

78 4,5 67 3,4
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Abstract. Bio-Design Automation (BDA) denotes the nascent domain-specific
Information and Communication Technology (ICT) discipline for synthetic
biology, which constitutes the core technology of the Knowledge-Based Bio-
Economy (KBBE). Ultimately, the success or failure of synthetic biology and
the emerging KBBE equates to the progress or lack of progress in establishing
an industrial strength BDA discipline. In this paper, we seek answers to the
question “What does it take for BDA to become an industrial strength disci-
pline?” Our goal is to stimulate a broad community discussion including
Business Managers, Computer Scientists, ICT professionals, Synthetic Biolo-
gists, etc. around this question. To jump-start the debate, we will provide four
core hypotheses covering what we believe are the most important aspects to be
considered. Given that industrial strength is a composite aggregate of several
technical and managerial variables, we have chosen to take a holistic approach
and not restrict ourselves a priori to any particular viewpoints. Last, but not
least, we will apply our findings and provide a prototypical industrial imple-
mentation of a BDA platform.

Keywords: Bio-design Automation � Bio-Design System � Business models �
Information and Communication Technology � Synthetic Biology

1 Introduction

The keynote given to the ICTERI 2013 conference at Kherson, Ukraine, [26], high-
lighted the defining role of Information and Communication Technology (ICT), Bio-
technology and Synthetic Biology for the emerging Knowledge-Based Bio-Economy
(KBBE). Bio-design Automation (BDA) was identified as the key domain-specific ICT
for Synthetic Biology (and the KBBE). The paper at hand goes one step further from
the keynote by providing a discussion framework for the industrial implementation of
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BDA that can perhaps serve as a guide for BDA practitioners and researchers. Some
initial thoughts on industrial strength bio-design automation were presented at 5th
International Workshop on Bio-Design Automation (IWBDA 2013) [28].

To shortly recapitulate: The KBBE aims at the “sustainable production and conversion
of biomass, for a range of food, health, fiber and industrial products and energy”, where
“renewable biomass encompasses any biological material to be used as raw material.”1

Biotechnology is defined by the Organization for Economic Co-operation and Develop-
ment (OECD) as “the application of science and technology to living organisms, as well as
parts, products and models thereof, to alter living or non-living materials for the pro-
duction of knowledge, goods and services” [41]. Synthetic biology is defined as:

“(A) the design and construction of new biological parts, devices, and systems;
and

(B) the re-design of existing, natural biological systems for useful purposes”2.

ICT is the Economy-Defining Technology (EDT) of the Knowledge-Based Economy
(KBE) and it will continue to be an EDT in the KBBE. This statement is undoubtedly
true in terms of general purpose ICTs. Every year, Gartner, Inc.3, a world-renowned
information and technology research and advisory company, compiles a list of the top
ten strategic general purpose ICT trends for the following year, thus providing an
annual fresh perspective. For 2014 Gartner lists the following top ten ICTs4: (1) Mobile
Device Diversity and Management; (2) Mobile Apps and Applications; (3) The Internet
of Everything; (4) Hybrid Cloud and IT as Service Broker; (5) Cloud/Client Archi-
tecture; (6) The Era of Personal Cloud; (7) Software Defined Anything; (8) Web-Scale
IT; (9) Smart Machines; (10) 3-D Printing. For preceding years Gartner included for
example areas such as Strategic Big Data (2013)5, Next-Generation Analytics (2012)6

and Cloud Computing (2011)7. It is perhaps easy to imagine the application of these
general purpose ICTs in the context of the KBBE as the advancement of the KBE.
Clearly, the KBBE will benefit from extensive deployment and use of general purpose
ICTs. However, the KBBE and in particular synthetic biology require a sophisticated
domain-specific ICT solution. Contrary to general-purpose ICT, domain-specific ICT is
created to solve problems within a particular area of concern. In the case at hand, the
area of concern is synthetic biology. As noted above, the associated domain-specific
ICT is comprised under the label BDA. Note that, unlike general purpose ICTs,
domain-specific ICTs usually don’t receive the public awareness - even among ICT
professionals - they merit. For example: Most likely many ICT professionals are highly
interested and knowledgeable in general purpose ICTs such as Mobile Apps and

1 THE EUROPEAN BIOECONOMY IN 2030. Delivering Sustainable Growth by addressing the
Grand Societal Challenges: http://www.epsoweb.org/file/560.

2 http://syntheticbiology.org/
3 http://www.gartner.com/technology/home.jsp
4 http://www.gartner.com/newsroom/id/2603623
5 http://www.gartner.com/newsroom/id/2209615
6 http://www.gartner.com/newsroom/id/1826214
7 http://www.gartner.com/newsroom/id/1454221
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Applications, but only very few might have ever heard about Electronic Design
Automation (EDA). EDA is the domain-specific ICT for electronics, which is the ICT
enabling the design and development of electronic systems. What if there would be no
EDA? There would be no electronics and no mobile apps and applications. It’s as
simple as this. Last, but not least, it should be mentioned that domain specific ICTs
represent really fascinating research and engineering fields, provided one manages to
overcome the domain-specific barrier to entry.

Exploitation of the industrial potential of synthetic biology has only recently begun.
Currently, we witness the progression of synthetic biology from an emerging tech-
nology to an emerging industry. However, it will take many years for synthetic biology
to evolve into a fully established industry. To which extent and when these transitions
will be completed depends on a multitude of challenges and constraints facing synthetic
biology. The siliconization of synthetic biology, that is the degree to which so-called in
silico8-based design penetrates synthetic biology, is amongst the fundamental technical
challenges to be addressed. Siliconization is driven by the necessity to increase the
productivity of design, which is in turn a requirement for the successful industriali-
zation of synthetic biology. Eventually, in silico design has to become the principal
design approach of synthetic biology.

Siliconization of synthetic biology is the realm of the nascent field of BDA. It
should be noted, however, that the application of in silico approaches in biology is by
no means a new idea. Bioinformatics and computational biology are well-established in
silico disciplines. In fact, both are cornerstones of BDA. Bioinformatics is a data-
centric discipline. It focuses on the application of computational techniques to
understand and organize biological data [23]. Computational biology on the other hand
is concerned with computational models of biological phenomena [20]. It is therefore a
model/hypotheses-centric discipline. The third cornerstone of BDA is formed by the
broad spectrum of established (non-bio) design automation approaches, such as EDA,
Architecture, Engineering and Construction (AEC), Mechanical Computer Aided
Design (MCAD) etc. Note that, in general, design automations are the disciplines (and
domain-specific ICTs) devoted to computerized design processes [7]. Like all domain-
specific ICTs, design automations are design productivity-centric.

The positioning of BDA relative to bioinformatics, computational biology and
(non-bio) design automation is depicted in Fig. 1. BDA builds on these three estab-
lished in silico disciplines as cornerstones and reuses and integrates the underlying
technologies whenever feasible and appropriate. Additionally, BDA provides its own
set of solutions to address unique challenges of synthetic biology design.

BDA’s ultimate promise is to increase the productivity of synthetic biology. To
fulfill this promise, BDA needs to develop industrial strength solutions. Industrial
strength is defined as a system’s ability to work capably and dependably in an oper-
ational setting [36].

8 In silico is a term popular among synthetic biologists. Wikipedia explains (see http://en.wikipedia.
org/wiki/In_silico): “In silico is an expression used to mean ‘performed on computer or via computer
simulation.’ The phrase was coined in 1989 as an analogy to the Latin phrases in vivo, in vitro, and
in situ, which are commonly used in biology … and refer to experiments done in living organisms,
outside of living organisms, and where they are found in nature, respectively.”
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In the following we will present what we believe are the four most important
aspects to reach industrial strength for BDA. We arrived at these four core hypotheses
by examining the BDA industrial strength challenge from the perspectives of various
engineering and management disciplines, namely engineering management [37],
design theory [17], complexity engineering [6] and, business management theory [43].
In particular, the engineering management perspective led to The Bio-Design System
Paradigm hypothesis. The design theory viewpoint revealed The Rational Design
Fallacy conjecture. Taking a complexity engineering standpoint resulted in the
Uncertainty Rules supposition. Utilizing a business management theory frame of ref-
erence led to the It’s The Business Model (, Stupid)9 hypothesis. Given the goal of

Fig. 1. Positioning of BDA. The figure details the position of BDA relative to bioinformatics,
computational biology, and (non-bio) design automation. BDA reuses and integrates their
underlying technologies whenever feasible and appropriate. Additionally, BDA provides its own
set of solutions unique to synthetic biology design.

Fig. 2. Graphical abstract for the Table of Contents of this paper

9 The labeling of the business related core hypothesis as The Business Model (, Stupid) hypothesis will
be explained in Sect. 5 of this paper.
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stimulating a community discussion, we will keep the following discussion at the
conceptual level, the rational or the basics for what it takes to create an industrial
strength BDA industry. Getting the concepts right for an emerging discipline is diffi-
cult, but also absolutely essential. Note that the authors come from four different
perspectives: general purpose ICT, BDA industry, BDA research, and synthetic biol-
ogy. The aim of the conceptual discussion is to integrate these different perspectives
into a single framework for industrial strength BDA. For practical purposes this
framework has to be translated into concrete methodological and implementation
agendas. Therefore, we will present a prototypical implementation of a BDA platform
in the final section of this paper.

Figure 2 provides a graphical representation of the table of contents of this paper.

2 The Bio-design System Paradigm

Let us define a bio-design system as the totality of resources required to perform
synthetic biology design processes, with the goal to transform bio-design specifications
into bio-production designs. Note that, in general, design systems are holonic systems
[13]. Holonic systems are composed of distinct entities (called holons) which interact
with each other in order to achieve global system goals. Self-organization is a key
property of holonic systems. This allows a holonic system to evolve over time to
optimize the achievement of its system goal. Let us recall that a paradigm is a general
perspective or way of thinking that reflects the fundamental beliefs and assumptions
about the nature (principles) of the subject under consideration [16]. The Bio-Design
System Paradigm hypothesis is then the idea that a bio-design system is a holonic
system that represents the frame of reference for all synthetic biology engineering
activities. Thinking in bio-design systems terms is perhaps the key to industrial strength
BDA. In fact, experiences – both good and bad - from established design automation
industries (and beyond) underpin the imperative to take a system approach when
developing design systems. Indeed, out of our four hypotheses, the Bio-Design Para-
digm hypothesis might be the most important one.

Present-day synthetic biology is still largely devoted to solve fundamental (and
persistent) problems of engineering biological artifacts [14]. This might lead to the
impression that The Bio-Design System Paradigm hypothesis may be far beyond any
practical relevance. But perhaps the opposite is true. In fact, the potential benefits of
applying this paradigm can be numerous. To discuss this in more detail it is necessary
to refine the definition of a bio-design system. As Martin and Odell stated [25]: “If we
wish to build systems that perform correctly and consistently, we will want to be clear,
concise, and unambiguous in our specifications” and concepts.

Figure 3 proposes a hierarchical definition of a bio-design system. At the highest
level the system is treated as a whole, accepting design specifications and producing
production designs (forward engineering) or vice versa (backward/reverse engineer-
ing). The next level is comprised of the design environment and synthetic biology
engineering. Synthetic biology engineering denotes the team of synthetic biologists that
perform the design processes. Synthetic biologists are human resources and are
therefore carriers of highly valuable tacit knowledge. Tacit knowledge is defined by
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Polanyi as knowledge that cannot be expressed explicitly in (whatever) codified form –

“We know more then we can tell” [33]. It is work-related practical knowledge acquired
informally through experience on the job [42]. Tacit knowledge can be passed between
engineers “by personal contact but cannot be, or have not been, set out or passed on in
formulae, diagrams, or verbal descriptions and instructions for action” [9]. Note that
tacit knowledge constitutes often a company’s decisive competitive advantage. Con-
sequently, a bio-design system is not a purely technical system, but a socio-technical
system where human, organizational and technical factors closely interact and evolve.
Therefore the role of BDA is not solely one of providing automation tools. The BDA
challenges faced in the context of bio-design systems are both technical and social in
nature. In fact this holds true for any domain-specific ICT. This is important to
acknowledge and understand.

Back to the bio-design system hierarchy, the next level down in the bio-design
system hierarchy details the composition of the design environment. The function of
the design environment is to enable and support the design of biological artifacts. It is
composed of the design infrastructure and design environment engineering. The design
infrastructure encompasses the in silico and the wet lab function. Note that the design
infrastructure embodies the explicit knowledge of the bio-design system. This
knowledge represents the antithesis to tacit knowledge. Explicit knowledge is highly
codified and is easily transmittable [29]. It comes in a wide variety of codifications such
as books, documents, policy manuals, standards, intellectual property, databases,

Fig. 3. The bio-design system hierarchy. Synthetic biology engineering and design environment
engineering represent human resources who are the carriers of the bio-design system’s tacit
knowledge. The design infrastructure represents the explicit/codified knowledge of the bio-
design system. Design processes are supported bi-directionally (forward and backward/reverse).
BDA technology is localized in the in silico lab. BDA engineering is part of design environment
engineering.
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software tools, wet lab equipment etc. Similarly like synthetic biology engineering,
design environment engineering represents human resources that act to as carriers of
tacit knowledge. All the synthetic biology engineering tacit knowledge remarks apply
without limitation. Design environment engineering fulfills two major functions: first, it
supports synthetic biology engineering in the application of the design infrastructure;
second, it codifies its own and synthetic biology engineering’s tacit knowledge into
explicit concepts and therefore creates the basis for the future evolution of the bio-
design system.

Based on the above we are ready to discuss some potential high-level practical
benefits of applying The Bio-Design System Paradigm hypothesis:

(a) The Tower-of-Babel problem denotes the potential communication problem
between experts that come from different disciplines and speak their own
domain-specific languages. This impedes the process of establishing a shared
understanding among these experts and hampers collaboration. Cross functional
disciplines, such as synthetic biology and BDA, are especially prone to this
problem. And indeed, as of now it seems that the BDA community started to build
its own Tower-of-Babel. For example there is already a competing set of terms for
BDA, namely bioCAD [18], BioCAD [4], Genetic Design Automation [19], etc. -
more to come? This might be not an issue for the BDA community, but it is
clearly a way to confuse synthetic biologists (as experienced by some of the
authors multiple times). The Bio-Design System Paradigm provides the founda-
tion to develop a shared, agreed upon and committed vocabulary that can be used
in a coherent and consistent manner by all stakeholders, a prerequisite for true
collaboration. One ongoing effort focusing on developing such a vocabulary is the
BioParts Terms initiative10;

(b) Performance management is a prime management concern in any industrial set-
ting [27]. Note that productivity is the single most important performance mea-
surement. The proposed bio-design system hierarchy provides a unifying
framework within which the various resources (incl. and most importantly human
resources) and processes of design can be situated and their roles and relations can
be explicitly identified. Such a framework is pivotal for any performance man-
agement and measurement beyond the strategic level [12];

(c) Transforming tacit into explicit knowledge is key to the advancement of a bio-
design system. This process needs to be actively managed. The proposed bio-design
system hierarchy allows identifying the flow of knowledge and taking concrete
actions to facilitate the transformation process. Although it might be a truism to
some people, it needs to be stated that the knowledge transformation requires very
tight collaboration between synthetic biology engineering and BDA engineering;

(d) Most of the literature defines BDA in the narrow sense that is purely technical. As
such BDA is a technology situated in the in silico lab. However, given the central
role assigned to be BDA in the process of siliconizing synthetic biology (the
BDA mission) this is perhaps a too narrow definition. BDA in the broad sense

10 http://www.minres.com/wiki/index.php/BioParts_Terms
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encompasses technical and human resources. BDA is connected to every element
of a bio-design system;

(e) The proposed bio-design system structure can serve as starting point for the
development of a BDA roadmap. Such a roadmap is important to achieve industrial
strength BDA for two reasons: first, it serves as an agreed-upon requirements
document between the synthetic biology engineering community and the BDA
community; second, it gives BDA researches and practitioners alike direction
where to focus on to develop and deliver high-impact solutions. This will become
even more important as the BDA community grows.

Some might consider The Design System Paradigm hypotheses still a “philo-
sophical” issue. However, we believe that ignoring this paradigm will have the effect of
making the collaboration between the communities of synthetic biology engineering
and BDA engineering much more difficult, no matter how pragmatic it might seem to
ignore this “philosophical” issue. It can be expected that the recently formed Bio-
Design Automation Consortium (BDAC), a non-profit association which also organizes
the IWBDA events, will take a leadership role in addressing and promoting the above
benefits of bio-design systems11.

3 The Rational Design Fallacy

Synthetic biology is founded on the notion of rational design, which implies the
following propositions [32]:

(a) Design processes (what to do) and design methods (how to do it) are known
explicitly and in detail;

(b) Given a well-defined goal, the design process progresses along the optimal path
on the basis of logical principles.

Clearly, neither of these propositions will pass the reality test, which renders
rational design a utopian vision. This is not a bad thing in itself, provided it is rec-
ognized for what it is: a guiding dream with positive transformative significance.
However, if rational design is used as a mental model that directs practical actions [15],
then it can turn straight into a fallacy. In fact, all design activities are rationally
bounded [38].

The major pitfall for BDA caused by this fallacy is over-automation. The labeling
of this pitfall is meant to express the respective BDA experience of synthetic biologists.
The over-automation pitfall occurs when the level of abstraction for a design automation
is raised beyond the essence horizon for the sake of automation: You cross the essence
horizon if your abstractions alienate the substance of the system to be designed.
Established classical engineering domains are as a rule relatively self-contained and
mature. They offer defined representations of both the design artifact under development
and the environment it is supposed to operate in. Therefore, it is possible to build
comprehensive domain models that enable and support model-driven design approaches

11 http://www.iwbdaconf.org/2014/
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which proceed more or less smoothly from architectural to physical design. However,
the situation in synthetic biology is completely different. Even so it is possible to create
(to some extent) design artifacts following classical engineering approaches the overall
synthetic biology experience is that there is no guarantee that the design artifact will
operate as specified in the target environment. This is because bio-designs exhibit
significant context-dependency and low predictability. Perhaps this is a prime challenge
for BDA to focus on. Currently, the synthetic biology engineering way to cope with this
challenge is to follow a minimum design approach.

Figure 4 details the above discussion visually. Every design process starts with a
design specification which describes the initial design space including design metrics
and constraints. The design progresses further along defined levels of abstractions
where the design space is narrowed by proceeding from a higher level of abstraction to
a lower one. Here, the biological system to be designed is a gene-regulatory network
(GRN). Note that a GRN is a collection of deoxyribonucleic acid (DNA) segments in a
cell which interact with each other indirectly - through their ribonucleic acid (RNA)
and protein expression products - and with other substances in the cell12. Figure 4(a)
shows an exemplary synthetic biology design process. The design proceeds from the
design architecture, perhaps captured by a functional block diagram, to the detailed
design, perhaps captured by the network topology, to the design implementation in
form of abstract gene-regulatory network (AGRNs) to the physical design, represented
by physical a GRN, and, finally to the assembly plan. Figure 4(b) captures the rational
design (illusion): Rational design progresses straight from the initial design space
captured in the design specification to the optimal production design along the optimal
design path on the basis of purely logical decisions. That is, the designer is only
concerned with the design specification. Everything else is done fully automatically
and nontransparent (black-box) to the designer. The final production design would be
optimal by definition. Of course, rational design does not pass the reality test. Figure 4
(c) represents the design process based on the bounded rational design methodology:
All design activities are rationally bounded and transparent (no automations) or non-
transparent (automations) to the designer. Design automations are only introduced
when appropriate and their scope is fully described (to ensure that they are essence-
preserving). All other activities in the design process are considered to be fraught with
uncertainty and ultimately dependent on the tacit knowledge of the synthetic biologists.
In general the bounded rational design process is iterative. The final production design
will be acceptable (that is as a rule not optimal). Figure 4(d) depicts the concept of
essence preserving design automations: A design automation introduced in the design
process must comply with the entry essence horizon and the exit essence horizon of the
design activity it automates. In practical terms an essence horizon is a validated design
space at certain level of abstraction. Validated means that the design space complies
with design metrics and constraints along the hierarchy of abstraction down to the final
product. This way it is ensured that the essence of the system to be designed is
maintained. A design space at a certain level of abstraction might very well fulfill the
design metrics and constraints at this level of abstraction. However, if it fails to fulfill

12 http://en.wikipedia.org/wiki/Gene_regulatory_network
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the design metrics and constraints down the hierarchy, it does not constitute an essence
horizon. Last, but not least, note that the exit essence horizon of an automation con-
stitutes the entry essence horizon of the next design activity down the abstraction
hierarchy. Figure 4(e) visualizes the over-automation pitfall: As explained above this
pitfall occurs when the level of abstraction is raised beyond the essence horizon for the
sake of automation. The scenario is as follows: Given a bounded rational design
process, a design automation is introduced at an abstraction level which is not
appropriate for automation. Such a design automation will prevent the synthetic biol-
ogist to make necessary engineering decisions based on his or her tacit knowledge. The
necessity for engineering decisions is a consequence of having precisely not enough
explicit knowledge to justify a design automation. The essence horizon compliance
requirement is violated at the entry level and therefore produces results that constitute a

Fig. 4. Bio-design process. The system to be designed is gene regulatory network (GRN). (a)
Example design abstraction levels. (b) Rational design illusion. (c) Bounded rational design. (d)
Essence preserving design automation. (e) The over-automation pitfall.
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design space which is off from the exit essence horizon. As a consequence the resulting
“production designs” will be almost guaranteed to be useless.

To avoid the over-automation pitfall and others industrial strength BDA should
adhere to the following principles and guidelines:

(a) Focus on the development of solutions for today’s synthetic biology problems. Of
course, there also need to be investments in longer-term R&D efforts that may not
mature for years;

(b) Respect that the (baseline) design processes are established by synthetic biolo-
gists. This implies that synthetic biologists define the essence horizons. Indeed, in
several instances this might bring some high-flying BDA aspirations down to
earth;

(c) Support both forward and reverse engineering. Note, that in today’s synthetic
biology settings, reverse-engineering dominates;

(d) Given a set of essence horizons support the right levels of remaining computa-
tional abstractions along the design process;

Last, but not least, the perhaps most important rule is this:

(e) If your automations do not improve the BDA experience for synthetic biologists’,
start all over again!

4 Uncertainty Rules

This section emphasizes that BDA technology must be capable to cope with uncer-
tainty. Generally, uncertainty is a second order effect in many classical engineering
design settings, and is mostly related to concerns such as product yield, product life-
time, etc. The opposite is true, although often not explicitly acknowledged, for syn-
thetic biology. Quantum physics aside, the world is in principle knowable and
deterministic [11]. It follows that uncertainty is due to ignorance of the underlying
causes. Ignorance is currently ubiquitous in synthetic biology, and it does not seem that
this situation will change in the near future. Not surprisingly, the prevailing sentiment
in the world of synthetic biology is that the inherent complexity of the field largely
prevents the use of computational design approaches. This position caused a consid-
erable debate between the BDA and the synthetic biology community [10]. Unfortu-
nately, discussants often seem to talk at cross-purposes when they might well be seeing
the same problem from different angles.

To arrive at some level of consensus among the communities consider the
following:

(a) If we interpret complexity as a function of our ignorance about the reality’s work
principles, then synthetic biology is devilishly complex;

(b) Complex systems are inherently uncertain, that is stochastic, in nature.

Both statements should be viewed as consensual propositions. The immediate
conclusion is that stochasticity is an essential property of biological systems. Indeed,
more recent research has shown that stochasticity is a generic feature of many
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biological systems, and may, in fact, be actively exploited by ensuring heterogeneity in
a population of cells. Understanding the causes – in addition to the effects – of sto-
chasticity is thus pivotal for applications in synthetic biology. Statistical inference
provides us with the computational tools necessary to dissect noise and stochasticity in
biological systems; such a statistical angle is essential, as we are no longer dealing with
a single type of behavior but with a probability distribution over different (though
related) types of behavior; this poses severe challenges to e.g. conventional optimi-
zation procedures.

Let us consider the design of biochemical reaction network (BRN) according to
some stated design objectives. A BRN is defined by (e.g. [31, 40]):

(a) A set of variables which represent the amounts of biochemical species (molecules)
in an reactor under consideration;

(b) A set of rules of temporal changes (reaction equations) of these variables.

A design objective might be for example the specified change of these variables over
time. Let us further assume we have identified a set of potential designs, but we don’t
know the one that best meets the design objectives. Let us finally assume we have
captured these designs by some appropriate modeling formalism. However, we face an
additional challenge. In practice, it will be the rule rather than the exception that we
have to cope with parameter uncertainty, often quite considerable (i.e. spanning orders
of magnitude). The task is now to identify the design that best meets the design
objectives (model selection) under conditions of parameter uncertainty (parameter
inference). This requires an inference engine that is capable to handle model selection
and parameter inference. Conceptually the inference engine needs to “sit” on top on
whatever computational model we apply. Figure 5 depicts the positioning of the
inference engine in the design process.

Unquestionably, it is clear that for any industrial strength BDA solution an infer-
ence engine is a prerequisite to cope with stochasticity. One superior inference engine
(both in terms of conceptual and computational performance) is the Approximate
Bayesian Computation – Sequential Monte-Carlo (ABC SMC) algorithm presented in
[1]. The algorithm supports both forward- and reverse engineering and is flexible with
respect to the underlying computational models. As long as appropriate computational
models are available, it is possible to apply the algorithm at any design abstraction level
(architecture, detailed design etc.). Perhaps the most important feature is that the
algorithm can handle parameter uncertainty and model selection at once.

Figure 6 visualizes a typical design scenario in synthetic biology that is the design
of a BRN, as discussed above. In this scenario the synthetic biologist has chosen to
enter the design process at the network topology level. Biochemical adaptation is used
as an example [24]. This example was investigated thoroughly in one of the authors’
research group (see [1, 2]). The inference engine exploits the advantages of Bayesian
statistics. The applied Approximate Bayesian Computation Sequential Monte-Carlo
(ABC-SMC algorithm) is based on [2]. Parameter inference is accomplished by the
efficient exploration of design and high-dimensional parameter spaces. Model selec-
tion, Fig. 6(a), is enabled by the ability to rank competing designs with respect to their
ability to bring about the desired behavior. The synthetic biologist identified several
design options (network realizations) which in principal will be able to implement the
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design objectives [24]. Computational models (deterministic or stochastic) are devel-
oped for each design model. Each model contains a set of uncertain kinetic parameters
θ and associated prior distributions π (θ |M) on the parameters. A distance function ρ
(y, O) relates model output, y, to the desired output characteristic O. The design space
is explored using Sequential Monte Carlo (SMC). The desired behavior is more
accurately approximated with each new population. The ability of each design to
achieve the specified behavior is represented by the model posterior p (M|D). In the
shown case, Model M3 encodes the specified behavior with the highest probability.
Eventually, the parameter posterior p (θ |M, D) allows to identify parameters that are
sensitive or insensitive to the targeted behavior.

Fig. 5. Inference Engine. Given the design specification, the synthetic biologist chooses the
appropriate design entry level among the available design artifact abstractions. In general it can
be assumed that there are different design options available, which are represented by different
design models. It is further assumed that these models can be represented in a computational
form. For this, there exist several computational approaches, such as agent based models,
Boolean networks, ordinary differential equations, etc. Furthermore, it is usually the case that
these models will contain parameters with uncertain values. The inference engine allows to infer
the parameter values and to select the model which has the highest probability to fulfill the design
specification.
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Fig. 6. Design of a biochemical adaptation function. Adopted from Fig. 1 in [1] with permission
of the copyright owner (PNAS - Proceedings of the National Academy of Sciences of the United
States of America). (a) Specification and encoding of the design objectives. (b) Design entry of
competing designs at the network topology level. (c) Design space exploration. (d) The model
posterior p (M|D). (e) The parameter posterior (sensitivity analysis).

290 W.-E. Matzke et al.



5 It’s the Business Model (, Stupid)

As clearly pointed out in [26], there ought to be no engineering discipline without
economics. “It’s the economy, stupid” was the famous 1992 U.S. presidential cam-
paign slogan of Bill Clinton that helped him get elected. The slogan was meant to
emphasize the economy as the number one issue to be addressed. Paraphrasing this
motto, the title of this section aims to draw attention to the fact that business models are
of prime concern for industrial strength. It is worth mentioning that the intrinsic relation
between industrial strength and business models matches most people’s basic intuition.
However, it might not be obvious to everyone in the BDA community why he or she
should care about business models, which is in most cases a distant concept for
engineers and researchers alike. After all engineers develop technical artifacts and
managers are supposed to develop business models. The straightforward answer is that
businesses are the foundation of any professional activity. The more specific answer is
that BDA is in its early formative stage, where everyone has an important role in
defining the trajectories for tomorrow’s business models, knowingly or unknowingly,
willingly or unwillingly. Today’s dominant BDA business model is public funding.
Clearly, this is an unsustainable model. We already witness much of the “free” software
developed in public funding settings end up as “Internet-Zombies”. Nevertheless, the
public funding model defines the starting point and direction of trajectories to future
business models.

Let us recall the popular “There’s no such thing as a free lunch” adage, which
clarifies that is impossible to get something for nothing. That is, for BDA to become
and stay industrial strength there needs to be adequate and sustained funding. This
presupposes that BDA solutions are enabled, supported and, maintained by governance
models which ensure the continuity of funding. A governance model is defined as a set
of policies and practices that outline the responsibilities of the stakeholders (providers
and users).

Fig. 7. BDA industrial strength business model framework. Industrial strength BDA is
represented by the availability of BDA platforms with appropriate extension points for third party
contributions and BDA support engineering function that endorses maintains and develops these
platforms and their extensions. Governance models and regulatory instruments play a key role in
ensuring the sustained availability of industrial strength BDA. This requires a well-orchestrated
interplay between governance models and regulatory instruments.
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It is probably safe to proceed on the assumption that governance models that en-
force BDA solutions that are closed, highly complicated and, proprietary and which are
controlled by a few vendors should be avoided by all means. That is perhaps a key
lesson to learn from established design automation industries. With reference to Fig. 7,
Industrial strength BDA needs to encompass (non-proprietary) BDA platforms with
easily accessible extension points for third parties as well as an active BDA engineering
function responsible for development and support of the community. Such a function
will certainly be distributed over several companies, research groups etc. Governance
models come in multiple forms, such as tight, loose and hybrid control. Other prop-
erties of a governance model are the community or stakeholder structure, the openness
for extensions by third parties and so on. For more details the reader is referred to [30].
Governance models need to be enforced by regulatory instruments to be sustainable.
Regulatory instruments are based on the use of some form coercive power. However,
this does not mean that regulatory instruments are limited to legal enforceable
instruments (such as license schemes). In fact, there is a wide range of managerial and
technical regulatory instruments available, including mandatory development pro-
cesses, software development kits, membership schemes, normative authority of the
platform owner and many more. Note, that different types of regulation entail different
models of governance. It is now the right time to start a discussion in the BDA
community about sustainable innovative business models. The provision of open
source solutions will probably have to be a key consideration in these discussions.

In any case, the BDA community should be open-minded about any and every
possible business model proposed. For example, consider the single-vendor commer-
cial open source business model. Prima vista, this sounds like an economic paradox.
However, as explained by Riehle [34, 35] this turns out to be a superior business model
in certain settings. If the BDA community does not manage to develop sustainably
business models, we might very well end up in an unproductive open source jungle, but
we will not arrive at industrial strength BDA. After all, the success or failure of BDA is
a question of the right business models and their ability to adapt to changes.

6 Mendel – A Prototypical BDA Platform

The aim of this section is to present the prototypical BDA platform Mendel13. We take
the position of a start-up aiming to develop and market a BDA solution. While reading
this section, the reader is invited to consider himself or herself to be part of this start-up
endeavor. In this way, it becomes perhaps more personal and relevant to the reader
without losing the big picture. Note that a prototype is a small-scale working model of
the final system, built to develop and test design ideas. To this end, we introduce the
notion of minimum viable BDA product. In general, “a minimum viable product
(MVP) is a strategy used for fast and quantitative market testing of a product or

13 Mendel is the registered trademark of the BDA platform of MINRES Technologies GmbH. The
name was chosen in honor of Gregor Mendel, the father of genetics.
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product feature.”14 That is, our start-up follows the lean-start-up methodology. This
methodology “favors experimentation over elaborate planning, customer feedback over
intuition, and iterative design over traditional ‘big design upfront’ development” [5]15.
There are two important points to be made here. Ryan Dancey, the CEO of Goblin-
works, Inc.16, concisely expressed them recently as follows17:

(a) “The point of an MVP is not to make one and stop work. The point is to make one
and use it as the very first point of interaction with real customers, and then start
iterating on the design by tightly integrating the users’ feedback into the devel-
opment of new features and expansion of existing features.”

(b) “A ‘minimum viable product’ is not a ‘minimum’ product. The key word is
‘viable,’ not ‘minimum.’”

Clearly, the prototype must conform to the minimum requirements imposed by our
four core hypotheses. It is beyond the scope of this paper to present and discuss the
complete set of requirements. Here we will focus on some exemplary requirements
from which we are able to develop our BDA prototype.

Let us start with a business and design system view. The backbone of the synthetic
biology industry will be formed by small and medium enterprises (SMEs). Conse-
quently the costs for introducing and maintaining BDA solution for a synthetic biology
SME must be within the means of such a company. Our research shows that costs in the
upper three digit, lower four digit price range seem to be acceptable for the combined
hardware and software cost prices. In any case, a well-conceived product tiering18

strategy is ab initio required. This in turn demands a highly scalable product archi-
tecture. Further, it needs to be highlighted that the confidentiality requirements of
biotechnology companies are very strict. In fact, they prohibit to utilize recent ICT
trends such as cloud computing, web-scale IT, mobile apps and application, etc. But
also note that openness and confidentiality in a system context are not necessarily
conflicting. Last, but not least, customers are increasingly concerned about the vendor
lock-in problem. In this scenario, “the coupling between the customer and the provider
become so high to a point that it is no longer economically viable to move from one
provider to another” [3]. The imperative overarching requirement following from the
above is openness. From a business point of view the openness requirement is repre-
sented by the requirement for open business models. Readers who are interested in
more details and comprehensive descriptions of open business models are referred

14 http://en.wikipedia.org/wiki/Minimum_viable_product
15 Lately, the MVP approach and the lean-start-up methodology became very prominent among high-

tech start-ups.
16 https://goblinworks.com/, Goblinworks, Inc. is a start-up that develops Pathfinder, a massive-

multiplayer online game.
17 http://massively.joystiq.com/2014/03/03/pathfinder-onlines-ryan-dancey-on-crowdforging-a-minimum-

viabl/
18 “Product tiering is a pricing structure that is … used by producers, in which” customers “are

segmented by willingness” and ability “to pay for specific (added) product benefits.” See: Breetz C
(2014) Product Packaging as Tool to Demand a Price Premium: Does Packaging Enhance
Consumers ‘Value Perception to Justify a Price Premium. Anchor Academic Publishing.
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to [21]. From a design systems perspective the openness requirement translates into the
requirement for open design systems (ODSs). ODSs are characterized by the reuse
open source software whenever it is feasible (technically and legally), open standards, a
platform approach, etc. Readers who are seeking a more thorough understanding of
ODSs are referred to [8].

Next we look on The Rational Design Fallacy hypothesis. This hypothesis requires
us to ensure that the design automations we introduce are essence preserving. This can
only be accomplished by close collaboration of synthetic biology engineers and BDA
engineers. The requirement is therefore to ensure that an appropriate collaboration
process is in place and is continuously exercised. Such a process is highly iterative and
interactive. It is instructive to note that the MVP approach and the lean-start-up
methodology are perfect instruments to ensure the accomplishment of this requirement.

The key requirement of The Uncertainty Rules hypotheses is straightforward. Any
BDA solution needs to provide a computational inference engine and the capability to
deal with stochasticity.

Let us now discuss some implementation aspects of our prototype BDA platform
Mendel. For this purpose we use the notion of a minimum viable design process based
on the MVP concept. Here we consider the case of the design of BRNs. From a
technological point of view, a BDA product is comprised of a hardware and a software
part. The software part can be implemented straightforward based on a few design
decisions. We decided to use Eclipse [39] as the basis for our BDA platform. Some of
advantages of Eclipse are reusability, trustworthiness, confidentiality, quality, clarity,
longevity, flexibility, and rapid development on the basis of a plug-in system. Figure 8
shows the minimum valuable design process for the design of BRNs and the Mendel
GUI along the stages of this design process.

By their very nature stochastic computations are highly compute intensive tasks
requiring significant computational resources. Practical cases will therefore principally
require the use of massively parallel algorithms which in turn require an appropriate
and affordable (!) high-performance computing (HPC) hardware. To this end we have
analyzed the feasibility of various hardware acceleration approaches19. These days,
there are three cost-effective different hardware acceleration options:

(a) GPU based HPC accelerators (NVidia Tesla, AMD Firepro),
(b) Many-Core based HPC accelerators (Intel Xeon Phi).
(c) Reprogrammable logic chips (FPGA - field programmable gate arrays).

Performance figures for the first (a) and (b) are known while for the latter approach
no re-ports can be found. Recent developments allow now to transform a high-level
behavioral description, e.g. in SystemC20, into configuration information. Thus FPGAs
can be used as highly configurable application accelerators executing simulation
and analysis algorithms directly while consuming a magnitude less power. From a

19 As the intended products are targeted mainly to SMEs, super computers are not a valid attempt for
financial reasons.

20 SystemC is a set of C++ classes and macros which provide an event-driven simulation interface in
C++; http://en.wikipedia.org/wiki/SystemC.
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Fig. 8. Mendel GUI along the stages of a minimum viable BRN design process

Table 1. HLS Latencies. Duration of HLS as function of the unrolling factora. HLS: High-
Level Synthesis. ODES: First-order Ordinary Differential Equation System.

Unrolling factor 12 4 ∞a 0
Duration of HLS 21 m47.418 s 2 m59.423 s 1 m52.367 s 1 m52.503 s
Time to solve a
single ODES

868,19 µs 869,81 µs 868,54 µs 868,54 µs

aUnrolling, is a loop transformation technique that attempts to optimize a program’s
execution speed at the expense of its binary size. The unrolling factor can be controlled
manually by the programmer or chosen by the software only (∞).
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Fig. 9. Genetic toggle switch. (a) Schematic and Boolean operation table. (b) First-order
differential equation system governing the dynamic behavior of the toggle switch. (c) Simulation
results.
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performance perspective our results show that FPGAs can compete with both GPU and
Many-Core accelerators, while yielding higher power efficiency. However, one issue
prevents the use of FPGAs in current solutions. Simulation and analysis are highly
iterative and interactive tasks. Latency from starting an analysis until the first com-
putation starts is governed by the runtime of the synthesis and mapping process.
Currently this latency ranges from 2 to 20 min which is not acceptable in an interactive
design process. Table 1 summarizes some results of the feasibility study. Recent
announcements of FPGA vendors reveal a promising convergence towards OpenCL as
lingua franca being supported by vendors of GPU as well as FPGA based solutions.
This would allow to run the same algorithm description on different acceleration
platforms utilizing their specific advantages (low latency, high efficiency) in a hybrid
solution. However, currently we use a HPC-GPU solution.

Finally we want to present the results of analyzing a genetic toggle switch using
our prototype platform Mendel. Toggle switches belong to the class of genetic circuits
which received considerable interest in the synthetic biology community, e.g. [22].
Figure 9(a) presents a schematic of a toggle and the associated Boolean operation
table.

The switch is composed of two repressors R1, R2 (with concentrations u, v) which
negatively regulate each other’s production. More details can be found in [22]. With
I1 = S, I2 = R, R1 = Q, and R2 ¼ Q it can be easily seen that the toggle switch
represents a SR latch. Figure 9(b) presents the ODEs governing the dynamic behavior
of the switch. Based on this, it was assumed that for the circuit to operate as a toggle
switch strong repression and the cooperative binding b; c[ 1ð Þ is required. In the case
of no cooperativity there should be no bistability (see Fig. 9(c)). However, if one uses a
stochastic approach, the bifurcation diagram for strong repression and no cooperativity
shows two fixed points, that is the switch is bi-stable. Without a stochastic approach
this behavior would not have been revealed [22].

7 Conclusions

The four hypotheses of this paper aimed at highlighting what we believe are the most
important current challenges for establishing industrial strength BDA, the domain-
specific ICT for synthetic biology. Any BDA solution should comply with the
requirements imposed by these hypotheses. There might be other important concerns
that we have not touched. We ought to hear about them. We might have covered some
aspects insufficiently or inaccurately to some reader. We want to learn about those. But
most importantly, and in spite of these conceivable gaps, this paper will hopefully
foster a broad community discussion about industrial strength BDA.
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Abstract. The paper is devoted to the analysis of the verification objectives and
features for information and control systems (ICS) software at the different
stages of life cycle, in particular, on development and operation stages for space
ICS software. Theoretic-set description of objectives, verified functions con-
sidering their criticality for space systems software and scenarios of online
verification are proposed. Availability Markov chains based models are devel-
oped for different scenarios of space systems software online verification. Multi-
fragment Markov models of ICS software for a serviced spacecraft is researched
taking into account updating and removal of detected faults.
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1 Introduction

1.1 Motivation

Successful development of aerospace industry relies on dependability and availability
of information and control systems (ICS) for spacecraft (SC) as well as on quality and
reliability of its hardware and software. In the first decade of the 21st century, 27 % of
spacecraft failures that proved fatal or restrict their use were associated with hardware
faults (6 %) and software faults (21 %) [1]. Therefore, it requires of additional measures
to improve the processes of software development and maintenance, that is important
task in point of view functional safety. Other aspect in this regard is to improve the
quality and flexibility of software verification procedures considering the specific issues
of the development and application of SC ICS.

The definition of the process of verification has no single term. For example, in [2]
verification refers to the process of determining whether or not the products of a given
phase of a software development process fulfill the requirements established during the
previous phase.

At the same time authors of the research use the definition of the verification
process taken from the standards of aerospace engineering [3–5]. In particular,
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according to the standard of European Cooperation for Space Standardization ECSS-E-
ST-40C6. Space Engineering. Software [4] “verification is a process to confirm that the
requirements baseline functions and performances are correctly and completely
implemented in the final product”.

Following a standard approach, the development of critical software is a costly
process, and most of the costs are incurred not by development but its qualification
trials [1, 3]. The use of software tools with the possibility of their modification allows
verifying the set of non-critical software functions after the launch of a spacecraft and
fixing the detected faults during the next software update. However, given the high
criticality of the software, this choice must be justified by the mathematical models
which take into account changing of the failure rates.

Existing models of systems with variable parameters use full-scale experiment [6],
simulation methods [7], Bayesian analysis [8] and the most preferred method –

apparatus of Markov’s [9, 10] and semi-Markov’s processes [11, 12]. In [13], a system
approach is developed to the construction of multi-fragment models, but it does not
provide modeling of procedures related to software updates and online verification.

The aim of this paper is to provide the theoretic-set description of the objectives,
stages, scenarios of verification and models in order to assess the availability of ICS
considering software faults, detected by online corrective verification during mainte-
nance. Other one is development and analysis of availability models of ICS of manned
spacecraft considering software updates. To estimate of availability function the cal-
culation and research on multi-fragment Markov’s models are performed.

1.2 Analysis of the Related Work

An overview of methods and technologies for software verification and system mod-
eling for some critical applications considering their features is given in [3, 11, 14].
For spacecraft ICS software, the following verification methods are applied [4, 5, 15]:
the testing, the method static analysis, the method of documentation analysis, the
method of problem review, the method of inspection, etc.

Description of these methods is verbal and any formal procedures are not proposed
in point of view online verification. Formal verification methods [16, 17], based on
reporting and verifying systems specifications using special notations are severely
limited in application. It is explained by complexity of the tasks and impossibility of
correction and verification of software during a flight. The features related to software
verification of spacecraft ICS are the following [3, 5, 18].

For some systems the complete verification functions cannot be made in full at the
ground due to their specific conditions related to (a) the inability to fully simulate flight
conditions and provide verification tasks to be performed onboard during take-off,
orbital flight and landing; (b) the uncertainty related to both the flight conditions and
target problems, the set of which may vary in its process, and (c) high complexity of
testing tasks (volumes of input data which must be verified).

The required trustworthiness of verification must be ensured; otherwise the decision
should be made about (a) the correction of the project in terms of scope of tasks;
(b) continue the process of verification and modification to achieve acceptable risk

Availability Assessment of Information and Control Systems 301



level; (c) the possibilities and procedures of additional verification in flight conditions
to improve (or ensuring the required) trustworthiness.

For commercial space projects, it is possible that onboard verification may be more
cost effective and does not require: (a) time-consuming verification; (b) the need to
develop or purchase expensive hardware; (c) to attract highly skilled professionals in
the unique areas.

For safety reasons on the results of verification and due to software faults the
decision may be made about: (a) system self-destruction or (b) blocking of certain
functions because of failures occurred due to physical hardware faults, software faults
and interaction faults [11, 13, 18]; (c) the redistribution of resources of ICS and
execution of re-verification.

Thus, there is a need to improve existing and to develop new methods of software
verification of spacecraft ICS. We shall call such verification as online verification
(OV) of software; we shall call it online corrective verification (OCV) if the results of
verification lead to correction of software.

The paper is structured as follows: the second section is devoted to the classi-
fication and description of ICS functions by criticality level (Subsect. 2.1);
description of stages and operational basis for the verification process (Subsect. 2.2);
description of the operations and objectives of verification with the possibility of
continuation in flight mode (Subsects. 2.3, 2.4). Based on these steps the set-theoretic
description of the functions of different criticality is given in the Subsect. 2.5.
Besides a variety of scenarios to eliminate faults according with results of the OCV
is proposed too (Subsect. 2.6). The third section offers an approach to developing
availability models corresponding to scenarios. The fourth chapter contains the
detailed model presentation and research of duplicated ICS with online software
update. The fifth chapter is devoted to the research extended model with software
update and collection of faults. In the last chapter the conclusions are made, direc-
tions for future works are outlined.

2 ICS Model with Online Verification and Update

2.1 Set-Theoretic Model of Functions, Objectives and Stages
of Verification

Set of functions (MF) of spacecraft ICS differ by the level of criticality in accordance
with international and national regulatory framework [3, 5]. Criticality is determined as
ultimate damage that may occur as a result of the relevant event (emergency). They
were marked as A, B, C, U (according to the criticality level).

Thus spacecraft ICS performs the set of functions MF which are divided at the four
subsets considering the criticality level:

MF ¼ FA [ FB [ FC [ FU: ð1Þ
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Each set is described by the set of functions:

FA ¼ fAi; i ¼ 1; . . .; bAf g; FB ¼ fBj; j ¼ 1; . . .; bB
� �

;

FC ¼ fCk; k ¼ 1; . . .; bCf g; FU ¼ fUI; I ¼ 1; . . .; bUf g; ð2Þ

where: 8N; M 2 A;B;C;Uf g;N 6¼ M : FN \ FM ¼ ;;

Card MF ¼ bA þ bB þ bC þ bU: ð3Þ

Each of the functions fz of MF set is described by criticality level (tolerated cases)
ucr, target description acr, means mcr and complexity wcr of realization fz � ucrz; acrz;f
mcrz;wcrzg.

Criticality attributes for functions fz 2 MF are presented in Table 1.

2.2 The Stages of Development and Implementation of Spacecraft ICS

Spacecraft ICS provides performance verification on a set of the following stages:

MSt ¼ StD; StQ; StA; StFP; StFE; StALf g; ð4Þ

where: StD – development stage with the set VStD ¼ vStD e; e ¼ 1; . . .; cStDf g;
StQ – qualification stage with the set of operations VStQ ¼ fvStQi; i ¼ 1; . . .; cStQg;
StA – acceptance stage with the set of operations VStA ¼ fvStAi; i ¼ 1; . . .; cStAg;
StFP – flight preparation stage, VSFP ¼ fvStFPi; i ¼ 1; . . .; cStFPg;

Table 1. Characteristics of ICS functions considering their criticality

Criticality Function attributes F

Criticality
level, ucr

Objective, acr Means of
implementation,
mcr

Complexity of
implementation,
wcr

FA Key functions
for ensuring
safety

Eliminate emergency
situations

Automatic/
manual in
exceptional
cases

Simplest
implementation

FB Additional
functions for
ensuring
safety

Do not initialize FA
elements

Mostly
automatic

More complex
techniques than
for FA
implementation

FC Supplement
functions

To react at the
situations tolerated
for functions FA,
FB

Automatic/
manual

Techniques of
different
complexity

FU Non-critical
functions

Do not take part at
the elimination and
tolerating of
situations A, B, C

Automatic/
manual

Techniques of
different
complexity
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StFE – flight execution stage with the set VStFE ¼ fvStFEi; i ¼ 1; . . .; cStFEg;
StAL – after landing stage with the set VStAL ¼ fvStALi; i ¼ 1; . . .; cStALg.
Given set of stages is considered as enlarged one. Each of these stages can be

represented by sets of sub-stages. In particular, the phase of flight (StFE) includes the
sub-stages: pre-orbital (StPO), orbital (StO), landing (StL): StFE = {StPO, StO, StL}.

Listed steps are repeated for subsequent flights when verification is performed in
full or in part depending on the changes in the functions of the system. The expression
to define MSt will look as follows:

MSt ¼ MStj; j ¼ 1; . . .; r; StAE
� �

¼ ½ St1D; St1Q; St1A; St1FP; St1FE; St1ALf g;
St2D; St2Q; St2A; St2FP; St2FE; St2ALf g; . . .;
StrD; StrQ; StrA; StrFP; StrFE; StrALf g; StAE� ;

ð5Þ

where: r – number of flights; StAE – stage of the system application ending.

2.3 Subset of Verification Operations

Set of verification operations (MV) is described as the union of operations’ sets by
stages:

MV ¼ VStD [ VStQ [ VStA [ VStFP [ VStFE [ VStAL: ð6Þ

Operations performed during verification at different stages during re-launches may
be repeated, thus

Card MV�Card VStD þ Card VStQ þ Card VStA þ Card VStFP

þ Card VStFE þ Card VStAL:
ð7Þ

If the system functions do not change from one launch to another, the number and
volume (for complex functions) of verification operations may be reduced:

8N 2 D;Q;A; FP;FE;ALf g; 8i 2 2; . . .; rf g: VStiN � VSti�1N;

Card VStiN �Card VSti�1N:
ð8Þ

In case of changing the set of performed functions MF or their means of imple-
mentation, the verification is carried out at appropriate stages for that part of the system
functions and tools that have changed (MF*), and configuration tools which ensure
their integration into the modified system MFconfð Þ. For such situations:

8fs 2 MF�; 8i 2 2; . . .; rf g : VStiNðsÞ ¼ VSti�1NðsÞ [ VStiN sð Þconf ; ð9Þ

where: VStiN sð Þconf – set of additional verification operations.
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2.4 Set of Verification Objectives

Given the multi-stage ICS life cycle, the overall objective of verification is divided into
many sub-objectives. The set of verification objectives may be defined as:

MO ¼ MOD; MOQ; MO A; MO FP; MO FE; MO ALf g; ð10Þ

where each of the sets may be decomposed for the sub-sets in line with two features:

– criticality level of verification functions, ucr (A,B,C,U);
– task of verification solved at the current stage, acr, etc.

Regulatory framework, the feasibility and possible economic efficiency consider-
ations for commercial launches admit that some of the functions of the system can be
verified during the flight. Let’s make decomposition of verification objectives of ICS
for the flight stage:

MO FE ¼ OFE A; OFE B1; OFE B2; OFE B3; OFE C2; OFE C3f g; ð11Þ

where: OA1 – confirmation of trustworthiness of verification of function A for the
decreasing of level of acceptable risk,

OB1 – confirmation of trustworthiness of verification of function B for the
decreasing of level of acceptable risk,
OB2 – verification of function B which is impossible to check during ground
operations,
OB3 – verification of function B in case it is possible within safety requirements,
OC2 – verification of function B which is impossible to check during ground
operations,
OC3 – verification of function C in case it is possible within safety requirements.

So:

MO ¼ DMOT;DMOP;DMOGf g; ð12Þ

where: DMOT ¼ OA1; OB1f g – set of objectives aimed on confirmation of trust-
worthiness of verification of functions A, B for decreasing of the risk level;

DMOP ¼ OB2; OC2f g – set of objectives aimed on verification of functions B, C
in case it is possible within safety requirements;
DMOG ¼ OB3; OC3f g – set of objectives aimed on verification of functions B, C
which is impossible to check during ground operations.

Conformance between objectives of verifications during the flight and their criti-
cality is described in Table 2.

Indexes of the functions correspond to the objectives and conditions of the
verification:

– increasing or confirmation of verification trustworthiness – index «T»,
otherwise «T’»;
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– performing verification of functions that cannot be checked in ground conditions or
impossible to provide the required assessment trustworthiness – index «P», other-
wise – index «P’»;

– performing verification of functions in flight, if it is acceptable in point of view
safety requirements and requires costs less than the ground conditions – index «G»,
otherwise – index «G’».

2.5 Graphical Interpretation of Functions Considering Verification
Objectives and Their Set-Theoretic Description

Given the decomposition of verification objectives of spacecraft ICS functions of
during the flight their graphic interpretation for different levels of criticality is shown in
Fig. 1. In this figure the different lines separate functions FA (a), FB (b), FC (c), FU (d)
in accordance with possible verification objectives.

Table 2. Conformance between objectives of verifications during the flight and their criticality

Criticality DMOT=F DMOP=F DMOG=F

A OA1 FAT

FAT0

B OB1 FBT OB2 FBP OB3 FBG

FBT0 FBP0 FBG0

C OC2 FCP OC3 FCG

FCP0 FCG0

U

a)   b) 

c)  d)

FC FCP

FCG

FCP’

FA 

FAT

FAT’

FU 

FBG

FB

FBT

FBP

FAT’

Fig. 1. Graphic interpretation of spacecraft ICS functions of different criticality considering the
verification objectives (for the functions FA(a), FB(b), FC(c), FU(d))
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The following formulas describing features of functions are valid:
(a) for function FA

FA ¼ FAT; FAT0f g; FAT \ FAT0 ¼ ;; : ð13Þ

(b) for function FB

FB ¼ FBT; FBP; FBG; FAT0 ; FBP; FBG0f g;
FB ¼ FBT [ FBT0 ¼ FBP [ FBP0 ¼ FBG [ FBG0 ;

FBT \ FBT0 ¼ FBP \ FBP0 ¼ FBG \ FBG0 ¼ ;; FBP 	 FBT0

FBG \ FBP ¼ ; FBG 	 FB=FBPð Þ; FBG ¼ FBTG [ FBT0G;

FBTG \ FBT0G ¼ ;; FBTG ¼ FBT \ FBG;FBT0G ¼ FBT0 \ FBG;

ð14Þ

(c) for function FC

FC ¼ FCP; FCP0 ; FCG; FCG0f g; FC ¼ FCP [ FCP0 ¼ FCG [ FCG0 ;

FCP \ FCP0 ¼ FCG \ FCG0 ¼ ;; FCG 	 FCP0 ; FCG \ FCP ¼ ;;
FCP0 ¼ FCP0G [ FCPG0 ;FCP0G \ FCPG0 ¼ ;;
FCP0G ¼ FCP0 \ FCG; FCPG0 ¼ FCP0 \ FCG0 :

ð15Þ

2.6 Scenarios of Verification and Execution in Case of Fault Detection

Having considered the analysis and description of verification processes it is important
to develop the potential scenarios of reaction for the detected faults and to define the
basic set of availability models of spacecraft ICS.

The set of scenarios may be decomposed taking into account the following features
described by the set H (H = {hi, i = 1,…,4}):

– possibility of OV for the functions which cannot be verified in full in ground
conditions, h1 (h11 – without correction during detection of faults, h12 – with
correction faults and saving the full functionality – OCV case;

– possibility of OV for the functions with limited criticality which can be verified with
significant expenses, h2 (h21 – without correction, h22 – with correction, OCV case);

– possibility of software updates during the flight, h3 (h31 – preventive maintenance,
h32 – functional);

– possibility of faults tolerating by means of functions blocking and losing of quality,
h4 (manages degradation).

Features hi (and sub-features hij) are Boolean variables and have the values of 0 or
1 depending of availability («1») or non-availability («0») to perform OV or OCV.
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Considering the values of features hi 2 H the set of scenarios MSC ¼ fSCq; q ¼
¼ 1; . . .;wg is developed, which are described by the vector of values SCq �\hiq [ .
Here come some possible scenarios:

– SC1 – all possible (for ground conditions) types of verification are performed; OV
and correction of faults are impossible during the flight; the set of features
HSC1 8i ¼¼ 1; . . .; 4 : hi ¼ 0ð Þ is assigned for this scenario;

– SC2 – all possible (for ground conditions) types of verification are performed; OV
is impossible during the flight; some correction of faults is possible; correction is
made only in case of detecting of fault; the set of features HS2 ¼ h1 ¼ h2 ¼f
h4 ¼ 0; h31 ¼ 1g is assigned for this scenario;

– SC3 – all possible types of verification are performed; correction of all faults is
performed (OCV case); the set of features HSC3 ¼ h12 ¼ 1; h2 ¼ h3 ¼ h4 ¼ 0f g is
assigned for this scenario;

– SC4 – all possible types of verification are performed (in ground conditions and
during the flight); correction of detected faults is performed (OCV case); blocking
of the part of functions and system degradation is possible; the set of features
HSC4 ¼¼ h12 ¼ h4 ¼ 1; h2 ¼ h3 ¼ 0f g is assigned for this scenario.

3 An Approach to Modeling

In order to assess the availability and other system indicators depending on scenarios
set MSC there is a need to develop the corresponding models. They may be based on
single- [10, 19] and multi-fragment Markov’s models [11, 13]. Let’s define some
examples of these models.

Model 1 (scenario SC1). Graph of states for this model is shown at the Fig. 2(a). It is
described by some set of states and transitions caused by failures and repairs of
hardware and software considering the system architecture and possibilities of failure
detecting and system repair.

Model 2 (scenario SC2, Fig. 2(b)). The difference is caused by possibility of detecting
and partial fixing/tolerating of the software faults. Decreasing of their intensity is
considered by α, (α < 1). Besides, new coefficient δ is added for the model (δ > 1),
which considers the complexity of hardware for the online correction of software code
during the flight.

Models 3 and 4 (scenarios SC3 and SC4, Fig. 2(c)). There is a tree-view graph of
transitions for these models; the type of transition depends on the type of event
occurred: detecting of fault or start of verification process. Nevertheless graph models
for the scenarios SC3 and SC4 are equal, scenario SC4 models the degradation of
system functions. Thus the intensity of transition into the state of verification (and
detecting of fault) may be higher for the scenario SC4.
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4 Industrial Case: Availability Assessment of Onboard ICS

In this paper we examine manned spacecraft with the most common architecture of
ICS, which includes two duplicated channels; each of them operates with the same
software version (Fig. 3). It is foreseen to restore the functional state of ICS by
spacecraft crew [5, 18]. Software of such spacecraft allows such modifications and
software reengineering during spacecraft maintenance period.

The following assumptions are considered for the development of availability
model of spacecraft ICS:

– ICS can be either operable or inoperable at any given time, and the flows of events
that transform the system from one state to another function are simple;

– ICS recovery after failure caused by software fault is performed by restarting;

S (failure state)

λHW, λSW

S0…Sk

δλHW, λSW
δλHW, α1λSW δλHW, αn-i λSW

S0…Sk Sk+1…S2k Sn…Sm

λver

fault is not 
detected

verification

fault
 is detected

S0…Sk

λHW, λSW

a) b)

c)
verification

Fig. 2. Availability models of ICS with OV (a) – model 1; (b) – model 2; (c) – models 3, 4

HW1 ICS
λHW, μHW

HW2 ICS
λHW, μHW

SW ICS
λ SW, μSW

Fig. 3. Structured scheme of reliability of bi-channel one-version spacecraft ICS
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– during ICS operation time the updating of software is performing and software
faults are fixed; state of system update is inoperative (state of system unavailability).

4.1 Availability Model of Spacecraft ICS with Software Updates

Markov chains-based analysis may be chosen for the research method and can be
proved by the correctness of the assumptions. Variation of the failure rate kSW is
processed by the mathematical apparatus of the regular multi-fragment Markov models
(RMFM) [13]. In this case the Markov chain may be presented by the number of the
separate fragments, which differ from each other by one parameter; this parameter is
changing from one fragment to another one by fixed known value. Thus the basic
RMFM model may be represented by the graph shown in Fig. 4.

The process of ICS functioning is arranged with the following way [21]. Initially
the system implements all functions according with specification and stays at the S0
state. Later, some hardware (physical) faults occur, and the system consequently
transits to the S1 state (failure of the one hardware channel, up-state), S2 (failures of
two hardware channels, down state) and then due to repair system is restored and
transits to the S0 and S1 states). Then, in some period of time, the system failure occurs
caused by software (design) fault, and the system transits to S3 state. The system is
restored by restart and transits to the S0 state. In some time interval the software
updates are executing and the system transits to S4 state.

It is important to consider the S4 state of updates. It ensures the adequacies of the
model due to the fact that this state corresponds to the actual exploitation state of the
system.

During software update procedures there procedure of fixing design faults is exe-
cuting, and then system transits to the new fragment RMFM (state S5i), which is
characterized by new parameter kSWi. In the last fragment of the model all software
faults are fixed, and there are only hardware faults are possible.

S3 

λSW 

S0 

S1 

2λHW μHW 

S2 

λHW 2μHW 

λSW 

μUP

F0 

μSW 

μSW 

S4 

λUP 

λUP 

S5i+3

λSW(i)

S5i

S5i+1

2λHW μHW

S5i+2

λHW 2μHW

λSW(i)

Fi

μSW

μSW

S5i+4

λUP

λUP

µUP S5k

S5k+1

2λHW µHW 

S5k+2

λHW 2µHW 

…

Fk 

Fig. 4. Marked graph of ICS functioning with software updates
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The system of differential Kolmogorov-Chapman’s equations for the availability
model from Fig. 4 will consist from the following regular blocks:

For the initial fragment F0:

dP0 tð Þ
dt

¼� 2kHW þ kSW þ kUPð ÞP0 tð Þ þ lHWP1 tð Þ þ lSWP3 tð Þ;
dP1 tð Þ
dt

¼� kHWþkSWþlHWð ÞP1 tð Þ þ 2kHWP0 tð Þ þ 2lHWP2 tð Þ þ lSWP3 tð Þ;
dP2 tð Þ
dt

¼� 2lHWP2 tð Þ þ kHWP1 tð Þ;
dP3 tð Þ
dt

¼� 2lSW þ kUPð ÞP3 tð Þ þ kSWP0 tð Þ þ kSWP1 tð Þ;
dP4 tð Þ
dt

¼� lUPP4 tð Þ þ kUPP0 tð Þ þ kUPP3 tð Þ:

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

ð16Þ

For internal fragments Fi:

dP5�i tð Þ
dt

¼ � 2kHW þ kSWðiÞ þ kUP
� �

P5�i tð Þ þ lHWP5�iþ1 tð Þ þ lUPP5�i�1 tð Þ þ lSWP5�iþ3 tð Þ;
dP5�iþ1 tð Þ

dt
¼ � kHW þ kSWðiÞ þ lHW

� �
P5�iþ1 tð Þ þ 2kHWP5�i tð Þ þ 2lHWP5�iþ2 tð Þ

þ lSWP5�iþ3 tð Þ;
dP5�iþ2 tð Þ

dt
¼ �2lHWP5�iþ2 tð Þ þ kHWP5�iþ1 tð Þ;

dP5�iþ3 tð Þ
dt

¼ � 2lSW þ kUPð ÞP5�iþ3 tð Þ þ kSWðiÞP5�i tð Þ þ kSWðiÞP5�iþ1 tð Þ;
dP5�iþ4 tð Þ

dt
¼ �lUPP5�iþ4 tð Þ þ kUPP5�i tð Þ þ kUPP5�iþ3 tð Þ:

8
>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>:

ð17Þ

For the last fragment Fk:

dP5�k tð Þ
dt ¼ �2kHWP5�k tð Þ þ lHWP5�kþ1 tð Þ þ lUPP5�k�1 tð Þ þ lSWP5�k�2 tð Þ;

dP5�kþ1 tð Þ
dt ¼ � kHW þ lHWð ÞP5�kþ1 tð Þ þ 2kHWP5�k tð Þ þ 2lHWP5�kþ2 tð Þ;

dP5�kþ2 tð Þ
dt ¼ �2lHWP5�kþ2 tð Þ þ kHWP5�kþ1 tð Þ:

8
>>>><

>>>>:

ð18Þ

Here: Pi - the probability of finding the system in state Si; i – numbers of internal
fragments; k – number of the last fragment. Availability function value is defined by
the expression:

A tð Þ ¼
Xk

i¼0

P5�i tð Þ þ P5�iþ1 tð Þ½ � : ð19Þ
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4.2 Justification of Input Parameters of ICS Model with Software
Updates

The objective of the research is the analysis of variation of availability function. Input
parameters’ values used for modeling were obtained from statistical data on exploi-
tation of SC ICS [21]. Part of input parameters has the fixed values, the remaining
parameters have changed within fixed intervals of values. Fixed values have the fol-
lowing parameters:

– failure rate of single hardware channel kHW ¼ 1:5e - 4 (1/h);
– recovery rate of single hardware channel lHW ¼ 1:5 (1/h);
– initial software failure rate kSW0 ¼ 4e� 3 (1/h);
– system recovery rate after occurrence of software fault (software restart) lSW ¼ 2

(1/h);
– software failure rate after fixing of all faults is zero: kSWk ¼ 0 (1/h).

The following values of input parameters were used:

The following “basic” values of input parameters were used:

– step of changing of software failure rate DkSW ¼ 1e� 4 (1/h);
– software update rate kUP ¼ 4:63e� 4 (1/h);
– system recovery rate after software update procedures lUP ¼ 0:5 (1/h).

4.3 Research Results of ICS Model with Software Updates

While researching of the model the special interest was given to the initial stage of
system functioning, that’s why the time interval T = 15000 h was considered (about
20 month).

The results of calculations are presented as the graphical dependency of availability
function on system functioning time in Figs. 5, 6, 7, 8.

Graph analysis (Fig. 5) shows that the value of parameter DkSW has the key impact
on speed of the fixing of the faults (the greater the DkSW, the sooner the availability
function of multi-fragment transits to the stable mode). Besides this, the value of DkSW
parameter has no impact on value of minimum of availability function on the initial
stage of system functioning.

The value of kUP parameter substantially impacts on value of maximum of avail-
ability function (Fig. 6). It is cause by the fact that the greater the number of software
updates the greater total time of the system state of software updating (this state is
considered as non-working state).

Table 3. Variable values of the model input parameters

Model parameter Variable values of parameters

DSW (1/h) 1e−3 5e−4 2e−4 1e−4
kUP (1/h) 4.63e−4 2.31e−4 1.14e−4
lUP (1/h) 0.33 0.5 1
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Besides value of kUP parameter impacts on speed of transition of availability
function into stable mode (curve for kUP ¼ 4:63e� 4 has the bigger steepness then
curves for kUP ¼ 1:14e� 4 and kUP ¼ 2:31e� 4 in Fig. 6). At the same time it is
difficult to explain the speed of transition of availability function into the stable mode
by the Fig. 6. It is important to carry on additional research on kUP parameter, greater
than those listed at the Table 3.

This allows checking the complete fixing of software faults within the target time
period of 15000 h.

Figure 7 clearly shows that value of lUP parameter impacts on minimum value of
the availability function of multi-fragment model (having increased lUP value the

Fig. 5. Dependency of ICS availability function on time of system functioning with different
values of ΔλSW
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Fig. 6. Dependency of ICS availability function on time of system functioning with different
values of kUP
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duration of software updates procedure is decreasing). Impact of lUP parameter on
speed of transition into stable mode cannot be caught from Fig. 7 (there are no tran-
sition into the stable mode at the graphs from Fig. 7), because there are no completed
fixing of software faults during 15000 h with given parameters. So it is important to
carry on further research with other values of lUP and kUP parameters.

Due to limited information obtained from Figs. 6 and 7 it is decided to carry on
further research of the model with additional set of input parameters (Table 4).

The results of modeling with parameters from Table 4 are presented at the Fig. 8.
Obtained results of availability function are compared with stable value of avail-

ability function of duplicated single-version ICS with constant initial values of kHW,
lHW, kSW0, lSW parameters using single-fragment modeling.

Figure 8 clearly shows the effectiveness of software updates procedures, because
after 3000 working hours there is an increase of availability function of multi-fragment
model in comparison with availability function of single-fragment model. Value of kUP
parameter has an influence on maximum of availability function and its speed of tran-
sition to stable mode (curves kUP ¼ 0:0014; lUP ¼ 1ð Þ and kUP ¼ 0:014; lUP ¼ 1ð Þ in
the Fig. 8). At the same time value of μUP parameter does not impact on speed of
transition to stable mode (curves for lUP ¼ 5, lUP ¼ 3 and lUP ¼ 1 at the Fig. 8 transits
to the stable mode within the same time interval).
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Fig. 7. Dependency of ICS availability function on duration of system exploitation with
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Table 4. Additional values of the model input parameters

Model
parameter

Variable values of parameters

kUP (1/h) 0.0014 0.014
lUP (1/h) 5 3 1 1
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The analysis of the modeling results of manned spacecraft ICS allows to formulate
the following conclusions:

– to facilitate transition of availability function into the stable state it is necessary to
increase the values of DkSW and kUP parameters, which means to increate the
intensity of software updates and attempts to fix the maximum number of software
faults with one update;

– at the initial period the system availability (with software updates procedures) is
lower, then in the systems without software updates;

– availability rate may be increased at the initial period of functioning by increasing of
μUP parameter (by speed up the system restoring).

5 Extended Availability Model of Spacecraft ICS
with Software Updates and Collection of Faults

5.1 Development of the Extended Model

Unlike availability model studies in [13], the extended availability model provides that:

– after detecting of software fault in the software register and memory the accumu-
lation of faults is in progress, which results in increasing of software failure rate kSW
by a certain amount DkSW;

– increasing of kSW is possible until some limit kSWmax.
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Fig. 8. Dependency of ICS availability function on time of system functioning for single-
fragment system (OFM) and for additional variants of kUP, lUP values

Availability Assessment of Information and Control Systems 315



Having in mind the described assumptions the process of functioning of ICS may
be presented as Markov’s process [6] and modeled using multi-fragment Markov’s
model [9]; the marked graph of states is given in Fig. 9.

The graph may be conditionally separated at the initial zone Z0 and internal zones Zj.
Then, each of these zones includes three types of fragments – initial type F0, internal type
Fi and the latest type Fk.

The process of ICS functioning is defining with the following steps. At the initial
stage the system implement all foreseen functions and stay at the S0(t) state of Z0 zone.
During the functioning of the system the elements fail and recover. It leads to the
transition to the states S1(t) – S3(t) of the initial fragment F0 of Z0 zone.

After the software fault detection and elimination the failure rate kSW decreases for
the DkSW. The system recovers and transits to the next fragment of zone Z0, which is
characterized by new parameter kSWi.

After software updates completing the system transits from non-functioning state
SUP into the initial fragment of new zone Zj.

The value of availability function within one fragment zone may be calculated by
the expression:

A tð ÞZj
¼

Xkj

i¼0

P4�i tð Þ þ P4�iþ1 tð Þ½ � : ð20Þ
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Fig. 9. Marked graph of states and transitions of spacecraft ICS taking into account increase of
faults detecting and their eliminating by means of software updates
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Thus, availability function in general may be calculated as sum of availability rates
A tð ÞZj within the limits of each zone with total number of zones as NUP:

A tð Þ ¼
XNup

i¼0

A tð ÞZi
: ð21Þ

The analysis of the model shows that the model has the regular structure. The
regular structure means in repeating of fragment zones and fragments within corre-
sponding zone, which allows tracking the changing of availability rate of ICS using the
apparatus of Markov’s chains.

5.2 Consideration of Input Parameters of ICS Models with Software
Updates and Collecting of Faults

The input parameters which were considered for modeling are presented in Table 5.
Special software blocks were designed in Matlab for the model research. Two options
were considered for the development of models:

(1) during software updates the faults are fixed; transitions into new fragment zones
are performed before complete eliminating of software faults: kSW k ¼ 0;

(2) during software updates only collected faults are fixed DkSWUP ¼ 0ð Þ; additional
parameter of limitation the size of model is introduced: nup – number of updates.

5.3 Availability Model of Spacecraft ICS with Elimination of Detected
Doftware Faults

This model considers the first variant of ICS functioning in accordance with the graph
at the Fig. 9. With this model it is foreseen to fix not only collected errors but to fix
software faults as well. As a result, after the transition into new fragment zone Zjþ1 the
initial failure rate of software within zone kSW ðjþ1Þ will be decreased by the value of
DkSWUP depending to the software failure rate of the first fragment of the previous zone
Zj. The last fragment zone is characterized by complete fixing of software faults
kSW ¼ 0ð Þ. In order to estimate the number of updates (number of fragment zones) and
the total number of fragments within each zone the following formulas may be applied:

Table 5. Values of availability models input parameters

Symbol Matlab-name Value Unit Symbol Matlab-name Value Unit

kHW lambda_hw 1.5e−4 1/h DkSW delta_lambda_sw 1e−3 1/h

kSW0 lambda_sw0 4e−3 1/h DkSWmax lambda_sw_max 1e−2 1/h

lHW mu_hw 1.5 1/h kUP lambda_up 4.63e−4 1/h

lSW mu_sw 2 1/h lUP mu_up 0.5 1/h

DkSWUP delta_lambda_sw_up 5e−4 1/h
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Nup ¼ kSW0

DkSWUP

� �
; ð22Þ

Nfr ið Þ ¼ kSWmax � kSW0 þ i� 1ð Þ � DkSWUP

DkSW

� �
: ð23Þ

Here “][“ indicated integer division. Last zone includes only one fragment Nfr = 1
(by i = Nup + 1).

The following code is used to define the number of updates (zones of fragments)
and the number of fragments within each zone during the fixing of software faults:

Having the agreed values of input data (Table 5) the estimated number of updates
before complete eliminating of software faults is nup = 8. Respectively the model
includes 9 zones of fragments with the number of fragments in each zone: N_fr = [6 7 7
8 8 9 9 10 1].

For development of oriented graph (Fig. 10) in Matlab the component grPlot.m was
used [22]. Arrays V and E are used: V array contains the coordinates of graph states; E
array contains transition rates between the states of the graph.

Kolmogorov-Chapman’s differential equations were solved using Matlab by
method “ode15s” [23] for time interval of [0…50000] h. Function “matrixA” is used
for filling in matrix of the coefficient of the system of differential equations; function
“stiff” is used for formation of the array of derivatives.
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Availability Assessment of Information and Control Systems 319



The value of availability function was defined by the program:

The results of modeling are given in Fig. 11. The availability function of the system
with updates is increased till the limit of the system with hardware faults. Wherein the
effect of proceeding of updates will occur after 13500 h (first cross point), and gain in
availability rate will occur after 20000 h (second cross point).

5.4 Availability Model of Spacecraft ICS with Elimination of Collected
Errors During Software Updates

The model considers the second variant of ICS functioning as shown at the Fig. 9. Only
collected errors will be eliminated during software updates. As a result, during the
transition into the new zone Zjþ1 the initial rate of software failures of zone kSW ðjþ1Þ
will be equal to the software failures rate at the first fragment of the previous zone Zj.

The model without fixing of software faults DkSWUP ¼ 0 the number of updates
(zones of fragments) is the input parameter of model nup = 10.
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The number of the fragments in each zone is constant and is calculated as follows:

Nfr ið Þ ¼ kSW max � kSW0

DkSW

� �
: ð24Þ

The number of the fragments in each zone is constant and calculated using the
following Mathlab code:

The oriented graph which describes the availability model with two updates is
presented in Fig. 12.

Eliminating of collected faults only leads to speed up the system repairing after
updating. Thus the parameters’ values used for modeling are kUP ¼ 4:63e� 2 and
lUP ¼ 1. The results of modeling are given in Fig. 13.

The analysis of the graph in Fig. 13 shows that the model with the highest avail-
ability rate is the model with the constant software failure rate, and gets the maximum
value kSWmax.

The model with an increased probability rate kSW at the first stage shows a
decreased rate, caused by the intervals of restart after the occurrence of the fault. At the
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same time such model is a more adequate one in the case of real conditions of ICS
functioning. The model with updates has even more decrease of the trend at the
beginning which caused by considering of the additional non-functional states of
system updates.

Considering obtained results we can conclude that software updating without
eliminating faults allows getting an advantage in 500 h. After that the effectiveness of
system updating is lowering, availability rate leads to the limit specified by
kSWmax ¼ 1e� 2:

6 Conclusions

The paper analyzes the spacecraft ICS software as an object of verification, the reg-
ulatory framework in this area and the adequacy of existing verification methods for
software specifics of space systems.

The concept of online corrective verification is introduced, which can be carried out
under different scenarios for the functions of different levels of criticality. This concept,
in our view, is important in terms of methodology and is considered as a component of
the updating of partially serviced systems, which, in turn, relate to the evolved real-time
systems [24].

The proposed set-theoretic description of the functions by the criticality levels,
objectives and operations of OCV, sets of scenarios, indicators and models establish the
basis for the development of procedures for software online verification and assessment
of availability models of spacecraft ICS.

Further research would be aimed at the development of the procedures for the
choosing of verification strategies, and at the architecting of the systems with OCV
Further development of the models may be connected to the embedding of programs
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which calculate the software failure rates and recovery rates using different models and
different initial data obtained from the testing and maintenance results of ICS.

Besides, it is interesting to research such systems considering other dependability
attributes, first of all, integrity and confidentiality [20]. In this case the proposed models
should be enhanced taking into account results of ICS software component vulnera-
bility analysis and different types of attack rate.
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Abstract. This paper deals with modeling of network’s dynamic using
evolutionary games approach. Today there are many different protocols for data
transmission through Internet, providing users with better or worse service.
The process of choosing better protocol could be considered as a dynamic game
with players (users), trying to maximize their payoffs (e.g. throughput). In this
work we presented the model of network’s dynamic using differential equations
with discontinuous right side and proved existence and uniqueness of solution,
formulated payoff matrix for a network game and found conditions of equilib-
rium existence depending of loss sensitivity parameter. The results are illustrated
by simulations.

Keywords: Computer networks � Evolutionary games � Game theory �
Congestion control

1 Introduction

This work deals with analytical model of competition between data flows in a network.
Each flow belongs to a selfish non-cooperative user. Selfishness means that a user
wants to utilize as much network resources as possible and the term non-cooperative
does not imply that the users do not cooperate, but it rather means that any cooperation
must be based on individual information with no communication or coordination
among the players.

This competitive situation leads to obvious conflict when summary users’ demand
is bigger than network supply. If this happens network drops users’ data, so generally it
is not an event good for users. From the other side, network underloading (when
demand is smaller than network capacity) is also undesirable because it leads to losses
in efficiency of resource using.

From the beginning the Internet has been regulated by protocol (algorithms con-
trolling user’s behavior and implicitly forming network behavior as well) called TCP
(the Transmission Control Protocol), introduced in the 1970s to provide reliable data
transfer. However, that version was proved to be unreliable because it caused phe-
nomenon known as congestion collapse. Later Van Jacobson improved TCP by
developing a congestion control mechanism.
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The main idea is rather simple rule for a user’s behavior, depending on information
about network state:

if network is underloaded – increase your rate,
if network is overloaded – decrease your rate.

Delivering information about network state to the end user is a challenging problem
and a crucial part of any feedback based protocol. As a rule a user has knowledge about
successful delivery of his data (in other words he knows that network is probably
underloaded) and about overload event (if he doesn’t receive successful ACK –

acknowledgement packet) with some delay. This type of information is called binary
feedback. The natural rate control based on this information called AIMD [1] (additive
increase, multiplicative decrease) scheme. There are another possibilities, but it was
proved that AIMD algorithm will oscillate near the point of effective (all bottlenecks
will be loaded) and fair (in some sense) allocation of network resources.

Nowadays, TCP isn’t one protocol but a big family (number keeps increasing) of
algorithms implementing different implementation of the origin idea. Protocol devel-
opment went through the competitive evolution between different protocols, aban-
donment of some protocols and appearance of new ones. The possibility to deploy new
versions of protocols gives users control to improve performance of his connection by
choosing suitable algorithm. When many users are trying to achieve better performance
it is difficult to predict consequences of such a competition. There is a problem how to
ensure stable, fair and effective network behavior in the situation of dynamic and
antagonistic interaction of selfish users. We address this problem with evolutionary
game approach.

First we make short introduction of using game and control theory frameworks
related to network problems. The work of F. Kelly et al. [2] was the first example of
considering of resource allocation as an optimization problem. Later many authors see
for example [3–5] have developed generalizations and variations of this framework.
There are many approaches of investigation of complex networks from different
directions (static, dynamic, deterministic etc.). The evolutionary games concept is a
part of game theory that focuses on studying interactions between populations rather
than individual players. One of the earliest publications about the use of evolutionary
games in networking is [6] that study through simulations some aspects of competition
between TCP users. The evolutionary games based on the concept of the ESS (Evo-
lutionary Stable Strategy), defined in 1972 by the biologist Maynard Smith [7]. The
ESS concept has been used in [8] in the context of ALOHA with power control.
Fundamental survey of applications of game theory to networks is [9]. In this paper we
develop the line of research presented in [6] by Altman et al. They considered a model
of users which are using two different TCP connections – peaceful and aggressive. For
this model it was shown that dynamic of this process described by difference equation
has a stable solution and users payoffs are forming a structure of evolutionary game
known as Hawk-Dove game. Also there were identified conditions under which
equilibrium is evolutionary stable. However, there are limitations of the proposed
approach.
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First, the proposed method could not be generalized on the case of three or more
protocols. Second, the network considered in this paper has very simple topology
(a single node) and no extensions in this direction were proposed.

In current work we propose more general approach to evolutionary game of N
different AIMD connections competing for resource. We found the solution using fixed
point theorem, which makes possible generalization on N connection case and complex
network topology. We formulated a game for player population, with strategy of
choosing the best protocol. We found conditions for equilibrium existence and
described it properties. Also we illustrate conditions by simulations of system dynamic.

2 Model

Consider a network of M processing nodes connected in some topology. Every node
has at least one service link with limited overall capacity (or processing rate) pi,
i ¼ 1; . . .;M. Let I, K be a set of nodes indexes f1; . . .; Mg and service links indexes
f1; . . .; Lg respectfully. There are N users, connected to this network. Let xjðtÞ be the
transmission rate of j users, where j 2 J ¼ f1; . . .;Ng. There is natural assumption
about vector of rates �x ¼ x1; . . .; xNð Þ: x 2 RN

þ. If sum of transfer rates of data flows
using the node’s links is equal or bigger than the node capacity then overload event
occurs (overload here is a synonym of packet loss). This scheme is an idealized model
of widely deployed Droptail scheme. We will assume that routing is deterministic and
uncontrolled and information about overload delivers to users momentarily. Let us fix
the following notation (used for example in [10]) throughout this paper.

Denote ukðtÞ, k 2 K as the service rate of k’s link. The constituency matrix is the
M � L matrix C whose cij element is equal to 1 if i’s link belongs to j’s node and
otherwise is 0. Using this matrix we define a set U as u 2 RK

þ jCu� 1
� �

. The set
U contains all possible service rates for the system. Let P be diagfp1; . . .; pMg -
diagonal matrix.

The routing matrix R is the M �M matrix defined for i; j 2 P. Element rij is equal
to 1 if the output of i’s link is the input of j’s link and otherwise is 0. The input matrix
A is the L� N matrix defined for i 2 K; j 2 J. Element aij is equal to 1 if j’s user uses
i’s link and otherwise is 0.

2.1 Overload Conditions

When the system produces overload and how one can analytically predict it? This is an
important problem of network modeling.

Proposition 2.1. (Stability condition) If user’s vector of rates xðtÞ; t 2 ½t0; t1� satisfy
condition N�xðtÞ\1, where matrix N ¼ CP�1 PM�1

k¼0
RTð ÞkA then the system doesn’t

produce any overload events.
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Proof. Let �xðtÞ be the users’ rates vector. In order to serve this data flow the system
allocates the vector of service rates �uðtÞ such that AxðtÞ � ðI � RTÞP�uðtÞ ¼ 0. It is
always possible if �uðtÞ ¼ P�1ðI � RTÞ�1A�x 2 U. The inverse matrix exists as a power

series ½I � R��1 ¼ PM�1

k¼0
Rk. Stability condition is a formal expression of following

inclusion: P�1ðI � RTÞ�1A�x 2 intU, where boundary of U was excluded to prevent
overload event. Matrix N describes controllability of the system, defined by matrixes
C; P; R; A.

To clarify this notation and stability condition we will now consider some classical
examples.

2.2 Examples

Single server. This is the simplest possible network. This model fits well for inves-
tigation interaction between users rather than network dynamic. Consider single node
with capacity p, M ¼ L ¼ 1. There are N users with rates �xðtÞ ¼ ðx1ðtÞ; . . .; xNðtÞÞT .
Matrix A ¼ 1 . . . 1½ �, and set U ¼ ½0; p� � Rþ. Here N ¼ 1

p

h i
and stability condition

is x1ðtÞ þ . . .þ xNðtÞ\p.

Klimov model. Consider a model shown in Fig. 1. There are N users with vector of
rates �xðtÞ ¼ ðx1ðtÞ; . . .; xNðtÞÞT and N links, where their data flows are processed. Each
link has maximum capacity pj; j ¼ 1; ::;N and ujðtÞ is percentage of use of total
amount of resource (e.g. CPU time, network bandwidth). Taking into account that

C ¼ 1 . . . 1½ �; P ¼
p1 . . . 0
..
. . .

. ..
.

0 . . . pN

2
64

3
75 we have

U ¼ u 2 RK
þ jCP�1u� 1

� � ¼ u 2 RK
þ j u1

p1
þ . . .þ uN

pN
� 1

� �
:

Matrix A ¼ I, so N ¼ 1
p1

. . . 1
pN

h i
and stability condition is given by the fol-

lowing formula x1ðtÞ
p1

þ . . .þ xN ðtÞ
pN

\1.

)(1 tx

)(txN

)(1 tu

)(tuN

Fig. 1. Klimov model
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Simple re-entrant line. Consider a more complex system shown in Fig. 2.
There are N users with vector of rates �xðtÞ ¼ ðx1ðtÞ; . . .; xNðtÞÞT sending data to first

link of first node with p1 maximum capacity and u1ðtÞ 2 ½0; 1� control parameter. After
that packets go to second node with the single link with p2 maximum capacity and
u2ðtÞ 2 ½0; 1� control parameter. Finally, packets return to second link of first node (p3
maximum capacity and u3ðtÞ 2 ½0; 1� control parameter) and left the system. Links 1
and 2 are situated on the same node, so their summary capacity is limited.

Let us define all matrixes for this network:

P ¼
p1 0 0

0 p2 0

0 0 p3

2
64

3
75; C ¼ 1 0 1

0 1 0

� �
; A ¼

1 . . . 1

0 . . . 0

0 . . . 0

2
64

3
75;

U ¼ u 2 R3
þ j u1

p1
þ u3
p3

� 1; u2 � p2

� �

Routing matrix RT ¼
0 0 0
1 0 0
0 1 0

2
4

3
5, and ðI � RTÞ�1 ¼ I þ RT ¼

1 0 0
1 1 0
1 1 1

2
4

3
5.

Finally, N ¼
1
p1

þ 1
p3

. . .
1
p1

þ 1
p3

1
p2

. . .
1
p2

2
664

3
775 and stability condition consists of two

inequalities:

1
p1

þ 1
p3

� 	
x1ðtÞ þ . . .xNðtÞð Þ\1

x1ðtÞ þ . . .xNðtÞð Þ\p2

If rates x satisfy stability condition then network will be lossless. But from practical
point of view, there are many problems with applicability of this condition. First, in real
network each user doesn’t have information about system’s current state and about

)(1 tx

)(tx N

(t)1u

)(3 tu

(t)2u

Fig. 2. Re-entrant line
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rates of other users so he cannot calculate a proper rate. Second, the user cannot choose
any rate he wants (at least in TCP scheme). Instead he chooses protocol, controlling his
rate. The dynamic of protocol is investigated in next section.

2.3 System Dynamics

There are different instances of TCP class. The mostly used one is New-Reno. The
behavior of New Reno is close to pure AIMD scheme. It adapts to the available
capacity by increasing the window size in a linear way by a packets every round trip
time and when it detects congestion it decreases the window size to b times its value.
The constants a and b are 1 and 1/2, respectively, in New-Reno.

The original TCP specification doesn’t forbid using any user defined congestion
control mechanism. Even for AIMD like control one have freedom in changing values
a and b. Obviously, if you set a and b bigger than standard (1, 1/2), you receive
advantage against flow with lower values. This will cause unfair allocation of network
resources and thus is undesirable.

This interaction of first protocol on second one is called unfriendly and it is said that
the first protocol is more “aggressive” and latter is more “peaceful”. Aggression here is
an opportunity to grab more network resources than would be fair. The question of
protocols interaction is quite complex. Building analytic model for predicting network
behavior for different protocols is a challenging problem.

In last years, more aggressive TCP versions have appeared, such as HSTCP (High
Speed TCP) and Scalable TCP. HSTCP can be modeled by an AIMD behavior where a
and b are not constant anymore: a and b have minimum values of 1 and of 1/2, resp.
and both increase as the window size increases. Scalable TCP is an MIMD (Multi-
plicative Increase Multiplicative Decrease) protocol, where the window size increases
exponentially instead of linearly and is thus more aggressive. Versions of TCP which
are less aggressive than the New-Reno also exist, such as Vegas.

In this section we build a dynamical model of AIMD connection using differential
equation with discontinuous right-hand side.

Let �x0 be an initial vector of rates and �a, �b vectors of parameters. According to
original AIMD scheme [1] user rates are increasing between overloads with rate �a.
When overload occurs the rate drops to �bx. Now we will put into formal definitions.
Define ti, i� 1 as the first moment of time ti [ ti�1, such that there exists
j 2 J : N xðtiÞ½ �j¼ 1. We will assume that the RTT (round trip times) are the same for
all connections and losses are synchronized: when the combined rates attain capacity,
all connections suffer from a loss.

Consider the following equation

�x
: ðtÞ ¼ �a�

XNt

i¼1

I � Bð ÞxðtiÞdðt � tiÞ ; ð1Þ

330 O. Ignatenko and O. Synetskyi



where d is delta-function, B ¼ diag b1; . . .; bNf g; Nt ¼ maxfn : tn � tg. Equation (1) is
well-defined Caratheodory equation with discontinuous right-hand side, differential
equations with impulses have been examined in many papers, which cannot all be
referenced here (see [11] for references). It is known [11] that there is an almost con-
tinuous solution (continuous in all points except a set of measure zero)

xðtÞ ¼ at �
XNt

i¼1

I � Bð ÞxðtiÞgðt � tiÞ; ð2Þ

where g is the Heaviside step function. Explicit formula (2) is not very practical but
gives us important information about solution existence and its continuity in almost all
points.

Denote V as a set v 2 RN
þ jmin N v½ �j¼ 1; j 2 J

n o
and W as a set w 2 RN

þ jN�
w� 1g. It is clear that V is compact set, W is convex compact set and V 	 oW .

Condition 2.1. For any x 2 V it is true that Bx 2 intW .

Let us explain Condition 2.1 informally. W is the vector set of possible user rates. W is
convex compact set and xðtÞ 2 W for t� t0. As mentioned xðtÞ is an almost continuous
function, and drops happened when xðtÞ 2 V . After drop event users rates equal to
BxðtÞ. The Condition 2.1 means that after applying decreasing operator B user rate still
will be in the admissible set W .

We use Brouwer’s theorem to prove existence of limit solution of (1). Let us
remind one version of it [12]. First we define homeomorphism and simplexes.

A set X is homeomorphic to the set Y if there is a bijective continuous function
h : X ! Y such that h�1 is also continuous.

A set fx0; . . .; xng � Rm is affinely independent if
Pn
i¼0

kixi ¼ 0 and
Pn
i¼0

ki ¼ 0 imply

that k0 ¼ . . . ¼ kn ¼ 0. An n-simplex is the set of all positive convex combinations of
nþ 1 element affinely independent set. Let Dn denote the closure of the standard n-

simplex y 2 Rnþ1 j yi [ 0; i ¼ 0; . . .; n;
Pn
i¼0

yi ¼ 1
� �

.

Theorem. (Brouwer) [12] Let X � Rn be homeomorphic to simplex Dn�1 and let
f : X ! X be continuous, then f has a fixed point.

2.4 Solution of Dynamic System

Now we can formulate the main result of this section – existence and uniqueness of the
limit solution.

Proposition 2.2. Let us consider admissible pair �a, �b. If Condition 2.1 holds then for
any �x0 2 W solution of (1) exists and is converging to unique periodical solution x̂ðtÞ.
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Proof. Consider a map f : V ! V defined as f ðvÞ ¼ y 2 V j 9t[ 0 : Bvþ at ¼ yf g.
Condition 2.1 holds, this means that f ð�Þ is the well-defined function. It is clear that f ð�Þ
is continuous. Consider simplex DN�1 defined as cofe1; . . .; eNg, where ei are vectors
from standard basis. For any x 2 V there exists unique w 2 DN�1 such that x ¼ aw,
for some a 2 R. This means that V is homeomorphic to DN�1. Then Brouwer’s theorem
is applicable and there is a fixed point. Let �x
 2 V be the fixed point of the map f ð�Þ.
Denote �c as a vector with components ci ¼ ai

1�bi
. Then the following is true:

B�x
 þ �aT ¼ �x
, where T ¼ minft : �x
 þ �at 2 Vg. Using this property, we can calculate
�x
 directly

�x
 ¼ ðI � BÞ�1�aT ¼ cT :

Condition �x
 þ �aT 2 V could be re-written as min
i

N�x
ð Þi¼ 1 or min
i
ðN cTÞi ¼ 1.

So we can conclude that T is unique, so fixed point also is unique. Now let us solve (1)
with the initial point B�x
. It is clear that x̂ðtÞ ¼ at þ B�x
 for t 2 ½0; TÞ and x̂ðTÞ ¼ x̂ð0Þ.
So, solution x̂ðtÞ is periodical with period T . Consider arbitrary solution with the initial
point xð0Þ 2 W . Let xðt1Þ be the first moment when xðt1Þ 2 V , then define zn ¼ f ðzn�1Þ,
z0 ¼ f ðxðt1ÞÞ. All elements of fzng; n ¼ 0; . . .;1 belong to compact set V so there is a
limit ~x 2 V ; ~x ¼ f ð~xÞ. The only possible solution, associated with this limit point is
x̂ðtÞ. So we proved convergence of any solution to this periodical solution.

In next section we solve dynamic system (1) for different examples using Propo-
sition 2.2. This notation is as follows: T - oscillation period, x
 fixed point from set V .

2.5 Applications

Single server. Note that N ¼ 1
p � � � 1

p

h i
, so condition x 2 V could be re-written as

x1
p þ . . .þ xN

p ¼ 1. Let x
 2 V be fixed point, then x
 ¼ a1
1�b1

� � � aN
1�bN

h iT
T , and

NAðBx
 þ aTÞ ¼ 1. Solving this system of equations we obtain:

T ¼ p
a1

1�b1
þ . . .þ aN

1�bN

Note, if all ai ¼ a, bi ¼ b, then T ¼ pð1�bÞ
Na ; x
i ¼ p

N.
This result was found by solving difference equation directly for two protocols

system considered in [Altman].

Klimov model. Consider a model shown in Fig. 1. Matrix N ¼ 1
p1

. . . 1
pN

h i
, so

condition x 2 V could be re-written as x1
p1
þ . . .þ xN

pN
¼ 1. Fixed point is the solution of

following system of equations:
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NðBxþ aTÞ ¼ b1x1
p1

þ a1
p1

T þ . . .
bNxN
pN

þ aN
pN

T ¼ 1;

x ¼ a1
1� b1

. . .
aN

1� bN

� �T
T:

Finally,

T ¼ 1
a1

ð1�b1Þp1 þ . . .þ aN
ð1�bN ÞpN

; x
i ¼
ai

ð1� biÞ a1
ð1�b1Þp1 þ . . .þ aN

ð1�bN ÞpN


 � :

Re-entrant line. N ¼
1
p1
þ 1

p3
. . . 1

p1
þ 1

p3
1
p2

. . . 1
p2

" #
. Fixed point is the solution of following

system of equations:

NðBxþ aTÞ ¼
1
p1
þ 1

p3


 �
b1x1 þ a1T þ . . .þ bNxN þ aNTð Þ

1
p2

b1x1 þ a1T þ . . .þ bNxN þ aNTð Þ

2
64

3
75 ¼ 1;

x ¼ a1
1� b1

. . .
aN

1� bN

� �T
T

The result is

T ¼ 1P
i

ai
(1�bi)

max 1
p2
, 1p1 + 1

p3

n o ; x
i =
ai

(1� bi)
T:

3 AIMD Game Formulation

Now we consider a competition between users which use AIMD version of TCP with
different parameters. Their connections are sharing a common network. We will
assume that users send their packets exactly the same way, so we can reduce network
topology to the single link type with capacity c.

In order to formulate a game in strategic form we must specify the players, their
strategies, and their potential payoffs. Player here is a user. We assume that there are
N AIMD strategies si with control parameters ðai; biÞ, i ¼ 1; . . .;N. Denote S as a set of
all possible strategies.
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We consider payoff of the form JiðsÞ ¼ ThpiðsÞ � kRðsÞ, where �s ¼ ðs1; . . .; sNÞ -
vector of strategies; ThpiðsÞ ¼ 0:5ð1þ biÞx
i - average throughput of i’s player; k -
tradeoff parameter (sensitivity to losses); RðsÞ ¼ 1

TðsÞ - loss rate.

Example. Let us calculate the payoffs for two strategies:

J1ðsi; siÞ ¼J2ðsi; siÞ ¼ ð1þ biÞ
4

c� k
2ai
c�bi

;

J1ðs1; s2Þ ¼ ð1þ b1Þa1c�b2
2ða1�b2 þ a2�b1Þ

� k
c

a1
�b1

þ a2
�b2

� 	
;

J1ðs2; s1Þ ¼ ð1þ b2Þa2c�b1
2ða1�b2 þ a2�b1Þ

� k
c

a1
�b1

þ a2
�b2

� 	
;

J2ðs1; s2Þ ¼ J1ðs2; s1Þ;
J2ðs2; s1Þ ¼ J1ðs1; s2Þ

3.1 Equilibrium in N Protocols Game

Consider a game with N AIMD strategies. We assume that all si are ordered lexico-
graphically, s1 � s2 � . . .� sN , where si � sj means that ai � aj and bi � bj. In other
words protocols are sorted by aggressiveness ordering.

Proposition 3.1. If k is sufficiently small than the most aggressive protocol is dom-
inant strategy.

Proof. Suppose a1 � ai, b1 � bi for all i ¼ 2; . . .;N. Consider payoffs for the first
player J1ðs1; s�1Þ and J1ðsj; s�1Þ. Let us find the period for both strategy profiles:

Tðs1; s�1Þ ¼ c
a1

ð1�b1ÞþA
, where A ¼P

k

ak
1�bk

is sum, defined by strategy set s�1,

Tðsj; s�1Þ ¼ c
aj

ð1�bjÞþA
. Note, that Tðs1; s�1Þ\Tðsj; s�1Þ.

Calculate throughputs:

Thp1ðs1; s�1Þ ¼ ð1þ b1Þx
1
2

¼ ð1þ b1Þa1c
2ð1� b1Þ a1

ð1�b1Þ þ A

 � ¼ ð1þ b1Þc

2 1þ ð1�b1Þ
a1

A

 � ;

Thp1ðsj; s�1Þ ¼
ð1þ bjÞx
j

2
¼ ð1þ bjÞc

2 1þ ð1�bjÞ
aj

A

 � :
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Calculate payoffs:

J1ðs1; s�1Þ ¼ Thp1ðs1; s�1Þ� k
c

a1
ð1� b1Þ

þ A

� 	
;

J1ðsj; s�1Þ ¼ Thp1ðsj; s�1Þ� k
c

aj
ð1� bjÞ

þ A

 !
:

Thp1ðs1; s�1Þ � k
c

a1
ð1� b1Þ

þ A

� 	
[ Thp1ðsj; s�1Þ � k

c
aj

ð1� bjÞ
þ A

 !
;

ð1þ b1Þc
2 1þ ð1�b1Þ

a1
A


 �� ð1þ bjÞc
2 1þ ð1�bjÞ

aj
A


 � [
k
c

a1
ð1� b1Þ

;

k\
c2ð1� b1Þ

a1

ð1þ b1Þc
2 1þ ð1�b1Þ

a1
A


 �� ð1þ bjÞc
2 1þ ð1�bjÞ

aj
A


 �
2
4

3
5

And since expression in right side is positive we obtain the result.

3.2 Nash Mixed and Pure in Two Protocols Game

Here we investigate the game for two protocols and find conditions for Nash equi-
librium. From definition it is clear that Jiðsk; skÞ ¼ Jjðsk; skÞ - we will write just

Jðsk; skÞ; Jiðsk; spÞ ¼ Jjðsp; skÞ; j 2 f1; 2gni:

The matrix of this game is shown in Table 1.

Using standard techniques for calculating Nash we obtain:

J1ðs1Þ ¼pJðs1; s1Þ þ ð1� pÞJðs1; s2Þ
J1ðs2Þ ¼pJðs2; s1Þ þ ð1� pÞJðs2; s2Þ

Table 1. The payoff matrix
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assuming the probability of player 2 using the first strategy is p. In Nash equilibrium
the payoff can’t be further increased, so these two values should be indistinguishable,
which leads to the following equation

pJðs1; s1Þ þ ð1� pÞJðs1; s2Þ ¼ pJðs2; s1Þ þ ð1� pÞJðs2; s2Þ

Or, after solving it for p:

p ¼ Jðs1; s2Þ � Jðs2; s2Þ
ðJðs1; s2Þ � Jðs2; s2ÞÞ þ ðJðs2; s1Þ � Jðs1; s1ÞÞ

Taking into account that p is a probability, we impose a natural restrictions on it:
0� p� 1, where cases with p ¼ 1 or p ¼ 0 result in game having a pure-strategy
equilibrium (with dominant strategy s1 and s2, respectively), and 0\p\1 corresponds
to the case of mixed-strategy Nash equilibrium.

Should we investigate the conditions for the former, we get

Jðs1; s2Þ � Jðs2; s2Þ ¼�kða2ð1� b1Þ þ a1ð1� b2ÞÞ
cð1� b2Þð1� b1Þ

þ ca1ð1þ b1Þð1� b2Þ
2ða2ð1� b1Þ þ a1ð1� b2ÞÞ

þ 2ka2
cð1� b2Þ

þ 1
4
Cð1þ b2Þ:

Jðs2; s1Þ � Jðs1; s1Þ ¼�kða2ð1� b1Þ þ a1ð1� b2ÞÞ
cð1� b2Þð1� b1Þ

þ ca2ð1þ b2Þð1� b1Þ
2ða2ð1� b1Þ þ a1ð1� b2ÞÞ

þ 2ka1
cð1� b1Þ

þ 1
4
Cð1þ b1Þ

Consequently,

p ¼ 1� 2a2ð1� b1Þ
a2ð1� b1Þ � a1ð1� b2Þ

� 4kða1 þ a2Þ þ c2ðb21 � 1Þ
c2ð1� b1Þðb1 � b2Þ

þ 4ka2
c2ð1� b1Þð1� b2Þ

:

Considering the case where game has pure-strategy equilibrium, we get two pos-
sible conditions: p ¼ 1 or p ¼ 0.

Solving the equations, we find the values of k that correspond to the case of
dominant strategy:

k ¼ cb1b2ða2b1ð1� b1 þ 2b2Þ � a1ð1� b2Þð1þ b1ÞÞ
4ða2ð1� b1Þ � a1ð1� b2ÞÞða2ð1� b1Þ þ a1ð1� b2ÞÞ

k ¼ cb1b2ða2b1ð1þ b2Þ þ a1ð1� b2Þð1þ 2b1 � b2ÞÞ
4ða2ð1� b1Þ � a1ð1� b2ÞÞða2ð1� b1Þ þ a1ð1� b2ÞÞ

ð3Þ
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Now, for the game to have mixed-strategy equilibrium the following system of
inequalities must hold:

p\1 and p[ 0.
After solving this system for k we get

C2�b1�b2ða1�b2ð1þ b1Þ þ a2�b1ðb1 � 2b2 � 1ÞÞ
4ða21�b22 � a22

�b21Þ
\k\

C2�b1�b2ða1�b2ð1þ 2b1 � b2Þ � a2�b1ð1þ b2ÞÞ
4ða21�b22 � a22

�b21Þ
ð4Þ

We have proved:

Proposition 3.2. If k satisfies (4) then there is Nash equilibrium in mixed strategies.
If k satisfies (3) then there is Nash equilibrium in pure strategies.

3.3 Extension for Protocols Parameters

The game settings in previous sections were limited by aggressive ordering of protocols.
In this section we weaken this condition to cover protocol parameters relation that falls
beyond the “aggressive-peaceful” scheme, namely situation when a1 � a2 and b1 � b2.

Applying the same considerations as above, we get the same results for pure-
strategy Nash equilibria, but for mixed-strategy equilibrium an additional constraint
emerges.

Since we’re looking for cases with 0\p\1, we get the following conditions for
p[ 0:

Jðs1; s2Þ � Jðs2; s2Þ[ 0

ðJðs1; s2Þ � Jðs2; s2ÞÞ þ ðJðs2; s1Þ � Jðs1; s1ÞÞ[ 0

(

Similarly, p\1 holds when

ðJðs1; s2Þ � Jðs2; s2ÞÞ þ ðJðs2; s1Þ � Jðs1; s1ÞÞ[ Jðs1; s2Þ � Jðs2; s2Þ

(It can be shown that other case with Jðs1; s2Þ � Jðs2; s2Þ\0 results k\0, which
has no physical sense, recalling that k is an error weight).

So, in the end we have the following system of inequalities:

Jðs1; s2Þ � Jðs2; s2Þ[ 0

Jðs2; s1Þ � Jðs1; s1Þ[ 0

(

Or, after replacement of J and transformations

k\ C2�b1�b2ða1�b2ð1þ2b1�b2Þ�a2�b1ð1þb2ÞÞ
4ða21�b22�a22

�b21Þ

k[ C2�b1�b2ða1�b2ð1þb1Þþa2�b1ðb1�2b2�1ÞÞ
4ða21�b22�a22

�b21Þ

8><
>:
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Replacing

l1 ¼
C2�b1�b2ða1�b2ð1þ 2b1 � b2Þ � a2�b1ð1þ b2ÞÞ

4ða21�b22 � a22
�b21Þ

l2 ¼
C2�b1�b2ða1�b2ð1þ b1Þ þ a2�b1ðb1 � 2b2 � 1ÞÞ

4ða21�b22 � a22
�b21Þ

We get two possible solutions to the system above:

a2ð1� b1Þ � a1ð1� b2Þ[ 0

l2\k\l1

(

Or

a2ð1� b1Þ � a1ð1� b2Þ\0

l1\k\l2

(

Since a1 � a2 and b1 � b2 then l2 [ l1, the actual solution is

a2ð1� b1Þ � a1ð1� b2Þ\0

l1\k\l2

(

Proposition 3.3. If a1 � a2 and b1 � b2 anda1\a2\
a1ð1�b2Þ
1�b1

; l1\k\l2, then there

is evolutionary stable equilibrium in mixed strategies.

Formulated conditions are consistent with the previous result with regards to protocol
parameters specifics.

In next section we illustrate theoretical results with numeric simulations.

4 Simulation

We study in this section numerically dynamic system (1) and equilibriums of defined
game with replicator dynamics. The practical value of these results could be divided on
two parts. Firstly, this is analytical tool for predicting shares of network resources for
given set of AIMD protocols. Existence and uniqueness of this point of resource
allocation proved in Proposition 2.2.

Secondly, we can model users behavior (taking into account usual game theory
assumption about rationality, common knowledge etc.) using replicator dynamic
equation. This equation is rather quality solution tool that show a dynamic and shares
of network resources for each users group.
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4.1 Solution for Dynamic System

Numerical simulations were made using Wolfram Mathematica environment. On the
picture below we show convergence of AIMD scheme for 2 and 3 dimensions (Fig. 3).

4.2 Replicator Dynamics

We introduce here the replicator dynamics which describes the evolution in the pop-
ulation of the various strategies. In the replicator dynamics, the share of a strategy in
the population grows at a rate equal to the difference between the payoff of that strategy
and the average payoff of the population. More precisely, consider N strategies.
Let x be the N-dimensional vector whose i element xi is the population share of strategy
i (i.e. the fraction of the population that uses strategy i). Thus, we have

P
i
xiðtÞ ¼ 1,

xiðtÞ� 0. Then the replicator dynamics is defined as

_xiðtÞ ¼ xiðtÞK
X
j 6¼i

Jði; jÞxj �
X
j

xjðtÞ
X
k 6¼j

Jðj; kÞxk
 !

We investigate a case with N ¼ 3 distinct strategies and pairwise payoff
comparison:

Jðs1;Xðt � sÞÞ ¼ x1ðt � sÞJðs1; s1Þ þ x2ðt � sÞJðs1; s2Þ þ x3ðt � sÞJðs1; s3Þ
_xiðtÞ ¼ xiðtÞKðJði; Xðt � sÞ � ðx1ðt � sÞJðs1;Xðt � sÞÞ þ x2ðt � sÞJðs1;Xðt � sÞÞ

þ x2ðt � sÞJðs1;Xðt � sÞÞÞ

We provide simulation results for the 3 sets of parameters (Figs. 4, 5, and 6):
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Fig. 3. Simulations results for 2-d and 3-d systems
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Expand the replicator dynamics differential equation to include a case with N ¼ 3
different strategies.

Jðs1;Xðt � sÞÞ ¼
X
p

X
q

xpðt � sÞxqðt � sÞJðA; p; qÞ

We provide a simulation results for 2 sets of parameters (Figs. 7 and 8):
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5 Conclusions

This paper deals with modeling of network’s dynamic using evolutionary games
approach. It is presented the model of network’s dynamic using differential equations
with discontinuous right side and proved existence and uniqueness of solution, for-
mulated payoff matrix for a network AIMD connections game and found conditions of
equilibrium existence depending of loss sensitivity parameter. The results are illustrated
by simulations using Wolfram Mathematica.
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Abstract. The paper investigates what kinds of firms’ social preferences
(egoists, altruists or punishers) prove to be evolutionarily stable strategies under
Cournot competition in the market of homogeneous product. Combining the
traditional and evolutionary approaches to competition we define the conditions
that forecast the attitude and profit dynamics of competitors under Cournot
competition and adaptive behavior of rivals.

Keywords: Evolutionarily stable strategies � Institutions � Mechanisms �
Social preferences � Experiment

1 Introduction

People make decisions under the influence of institutions. The mechanism of interac-
tion between people under existing institutions brings a result that stimulates partici-
pants to revise their strategies.

Consider the basic components of environment interaction, such as people, insti-
tutions, mechanism and result (Fig. 1).

People have different incentives for actions, as characterized by different attitudes
to their rivals. These relations consist of social preferences, which include selfishness,
altruism, punishment, cooperation and so on.

Classical economics perceives an individual as an “economic man” (selfish person),
who seeks to achieve his optimization choice exclusively to his advantage in an
environment without institutions (fixed norms of behavior for the vast majority of
participants). Selfishness generates:

– positive effects: invisible hand of market that means compatibility of individual and
social interests;

– negative effects: tragedy of commons that implies the contradistinction between
individual and social interests, which harms everyone.

Individualism generates selfishness. The individual cares only about his own
welfare and ignores the rest. The more goods he receives, the more utility he benefits
[6]. The benefit of one agent does not mean anything to the other [3].

It is interesting why seemingly irrational behavior of agent (altruism or retaliation)
survives under economic interaction among firms. Traditional approach in economics
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V. Ermolayev et al. (Eds.): ICTERI 2014, CCIS 469, pp. 343–361, 2014.
DOI: 10.1007/978-3-319-13206-8_17



can not explain such firm’s behavior under classical assumptions. But such behavior
exists in real life. We can consider market equilibrium under dynamic interaction
between firms using social preferences instead of one shot interaction to explain why
altruism or retaliation can be evolutionarily stable firm strategies.

2 Related Works

Economic experiments and real life observations confirm that people often do not go
for the deterioration of their own welfare for increasing the others’ benefits (altruist),
but for the sake of punishing those persons, who violate social norms (punisher). When
the joint actions bring more benefits than the total benefit of the individual actions, then
there are the prerequisites for participants’ interaction. These social benefits are listed in
Table 1.

Different social preferences of people explain the expansion of altruistic and
punishing behavior in the environment, even when selfish behavior would bring more
personal material gain. Altruistic and punishing behaviors are not considered in tra-
ditional economic models of market competition.

People tend to imitate others and be guided by social norms for cooperation and
altruism. This behavior does not contradict rationality, combining individual selfish-
ness with social norms [5]. Mutual gains from cooperation induce altruistic incentives
to honest interaction, supported by social norms. The firm values the benefit of other
participants as its own.

Fig. 1. Interaction of people and institutions under a competitive mechanism
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Observations and experiment give examples of such social benefits:

– voluntary behavior;
– Paying taxes without offshore optimization;
– compliance with norms and laws when they can not be verified.

The behavior of people is not uniform, as some are concerned only about their own
benefits, while others - about social interests; so different groups of participants will be
presented at the beginning of their interaction.

Besides, the type of individual behavior can vary or even change, as some indi-
viduals pursue their policy, while others adapt to a more favorable one (conformists).
This explains the transformation of egoist behavior into cooperation for common
benefit, and vice versa.

Under limited numbers of participants their actions are interrelated. This creates
strategic behavior of individuals. This behavior is focused on the future results and
takes into account the expected behavior of others.

Changing the individual’s attitudes to competitors can permanently change his
behavior if it increases his benefits.

Everyone has the choice to maximize his profit function taking into account his
relation to rivals.

After interaction and updating information about the environment, the behavior and
attitude of competitors (their type) will change the strategy and attitude of each indi-
vidual under finite or infinite repeated interaction (feedback of outcome and individual
behavior in Fig. 1).

Schaffer proposed a concept of evolutionarily stable strategy (ESS) for small
population [11] as a generalization of the standard ESS concept for large population by
M. Smith. He demonstrated that a finite population ESS is not generally a Nash
equilibria strategy. Schaffer applied this concept to economic game and showed that the
strategy that survives in economic natural selection is the relative payoff maximizing
strategy [10].

Vega-Redondo studied a stochastically stable state in a symmetric oligopoly with
homogeneous goods and showed that perfect competitive behavior is a stochastically
stable state, where firm spends most of the time in long-run period [15]. It is proved
that dynamics of differentiated oligopoly is not a one-shot Nash equilibrium [8].

When all firms choose same value of strategic variable (price or quantity), but one
firm (experimenter, entrant) chooses another one and his profit will increase then other
firms strive to follow the new strategy after the previous strategy becomes unstable and
the new strategy is a globally surviving strategy GSS [13]. Unique GSS output is
between the Nash-Cournot equilibrium and the competitive output for quantity-setting
oligopoly [13].

Table 1. Classification of social preferences

Cost/Benefit Private costs Private benefits

Outsider benefits Altruists Co-operators
Outsider costs Punishers Selfish persons
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ESS is defined as the Nash equilibrium strategy in an evolutionary game, which is
stable in the sense that (a) it is the best response against itself in the population and (b)
once it is fixed, no alternative strategy can invade the population successfully [7].

ESS coincides with the consistent conjectural variations of the static duopoly game.
Only those players who maximize their payoff functions taking into consideration the
right conjectures about the rival firm’s behavior will be more successful in the market,
and these conjectures are the ones that remain in an evolutionary game too.

The market output and price induced by ESS can be socially optimal only if the
firms produce homogeneous products. Moreover, if firms produce heterogeneous
goods, the market output under ESS is less than socially optimal (“underproduction”),
while the price exceeds the socially optimal price.

With the spite effect, learning through imitation and mutation diverts the attention
of firms from their own profits and prevents the emergence of dynamics based on best
replies that could assure the evolutionary stability of the Cournot equilibrium. The
Walrasian equilibrium becomes the only ESS equilibrium in this case [14].

Recently game-theorists have established the connection between conventions,
bounded rationality, learning and evolutionary models. The idea has been popularized
in the social sciences by Axelrod. The central notion is very simple. Firms follow
‘strategies’, or rules which tell them what to do: different agents try out different
strategies. Some strategies are more successful than others. Over time, successful
strategies will become more common, either through a form of propagation, or imi-
tation. Hence strategies that lead to firms being more profitable will tend to predom-
inate over time. We can then explain the strategies of firms as being the result of such a
process of social evolution. There are strong evolutionary forces driving behavior
towards cooperation. Collusion is robust against invasion of competitive strategy [2].

The paper has the following structure: the first part is devoted to literature review;
the second one determines problem statement; the third part constructs the general
model of social preferences under Cournot competition; the fourth part models evo-
lutionarily stable strategy for firms’ social preferences under Cournot competition by
the means of developed software; the fifth part concludes.

3 Problem Statement

Institutions are laws, informal rules and agreements that provide long-run foundation
for social interactions between population members [1].

Institutions are supported by rules, which are protected by:

• laws– centralized compulsion;
• informal rules - social sanctions;
• agreements - mutual expectations (e.g., from a previous experience).

Institutes accumulate experience of individuals’ interactions. The best experience is
such that gives the greatest benefit to all participants of society. This experience is
summarized in the form of norms, i.e. rules of interaction that apply to all or the vast
majority of society participants. Rules become effective institutions, where participants
are convinced that failure to comply with these rules will penalize them.
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The rules can be formal (government laws) or informal (customs and traditions).
The task for institutions is to maintain or to extend the strategy of the most suc-

cessful participants of interactions. Repeated interaction (cut and try method) via
empirical data about common result provides information about the effectiveness of
applied social norms [12].

The norms that increase the benefit of the majority of participants will expand, and
those reducing the benefit will disappear (feedback of result and institutions on Fig. 1).
Thus, institutions are well modeled as games.

Institutions may change as equilibrium of certain games. When institutions are
long-run, the games have a stable equilibrium. When defined set of mutual best
responses becomes universal for all participants and is saved for a long time, it
becomes a constituent element of the institute. The best institutions are created not as
agreements, but as random foundations or historical experience that proved to be
effective.

Institutions create conditions for mechanism of transforming social preferences [4].
Society is interested in creating institutions that are self-regulated, that can work sat-
isfactorily without a leader.

Coordination of results and social goals requires the corresponding mechanism of
participants’ interaction. The mechanism transforms the individual decisions into social
outcome according to rules.

Result depends on the level of interaction between participants (efforts coordina-
tion or conflict of interest) defined by the methods of game theory. Multiple repeated
interactions adapt strategies of individuals and society norms to equilibrium state.
Market agents are adaptive, since they have the intelligence ability to take into account
relevant information that can change their behavior.

Adaptation process is reproduced by means of computer simulation, which does not
allow obtaining general conclusions, but may indicate the presence of unique con-
clusions [9].

The evolution of the society (social preferences) during adaptation of people’s
strategies determines the dynamics of society behavior. Evolution forms the retro-
spective type of behavior that proved to be effective in the past. Changing the direction
or speed of evolution can be caused by: accidents, replication (reproduction of suc-
cessful strategies), initial conditions (history) system. The evolution of institutions is an
example of non-cooperative interaction with a common interest.

In the course of evolution process the system reaches single or multiple equilib-
riums. If equilibrium is multiple, the system can drift from one equilibrium to another,
forming punctuated equilibriums, under the influence of exogenous factors (intentional
or unintentionally suboptimal responses, chance, history, innovation). With multiple
equilibrium, evolutionarily stable strategies are those in which the equilibrium in
system is maintained a longer period of time.

The distinguishing features of the evolutionary approach are:

1. modeling accidents: behavioral innovations that are not the best response, the dif-
ference between the actual and expected results.

Forming an Evolutionarily Stable Firm Strategy Under Cournot Competition 347



A minor unlikely event often has a significant impact on long-run outcome through
positive feedback. Random events influence the direction, not only on the rate of
evolution change.

2. differential replication (selection) sets the direction of the evolutionary process.
Replication is a copying and dissemination of behavioral characteristics of individuals
and society, while competing rules, beliefs and preferences disappear (Table 2).

Payments measure reproductive success of individual types (adjustment). Differ-
ential adjustment is a rate at which individuals change their behavior for the new one.
The reasons of differential copying: (i) conformity - the behavior adopted in this
environment; (ii) consolidating training - the behavior that yielded greater gains in the
past; (iii) updating the best reaction - the maximization of expected individual’s gain in
relation to other participants. The process of changing individual’s type to a different
one is called cultural sign that is acquired rather than succeeded.

The subject of replication can be the types of firms participating in market inter-
action. This approach is new, because such types used to be considered for biological
competition, rather than economic competition.

3. nonequilibrium state describes the parameters of the system when a system leaves
or fails to reach the steady state. It shows the coexistence of different types of
participants.

Mostly altruist and punisher models are used in the theory of consumption. It is
interesting to investigate how the model of altruist and punisher affects the behavior of
firms in the market.

The paper goal is to investigate which social preferences of market participants are
evolutionarily stable strategies under Cournot competition on homogeneous market
product.

4 General Model of Firms’ Social Preferences under
Cournot Competition

Consider n firms that produce homogeneous product and compete in quantity in the
market (Cournot model). Each of the firms may have the following attitude to the
rivals:

1. selfish (α = 0): pi ¼ P � qi � vi � qi �!qi � 0
max;

2. altruistic (α > 0) pi ¼ P � qi � vi � qi þ ai �
P
j 6¼i

pj �!qi � 0
max;

Table 2. Types of differential replication

Replicator Selection level
Individual Group

Studied behavior Social learning: conformism, the
best response, consolidating
training

Copying behavior of successful
groups, absorption of
unsuccessful groups
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3. punishing (α < 0) pi ¼ P � qi � vi � qi þ ai �
P
j6¼i

pj �!qi � 0
max.

Selfish acts only in his own interests, e.g. a firm only maximizes its own profits,
Altruist values his own profits and the profits of his competitors; punisher punishes the
rest of the firms that make profit, despite the fact that he can suffer losses (in particular,
he can only punish egoists).

Initially there is a distribution between these three types of attitudes to competitors.
Each of the firms at the initial time has a type: the level of cost per unit or average cost
vi (unchanged throughout the interaction) and attitude to rivals ai (random distributed,
which may change during the interaction).

Model task is to investigate which social preferences of firms are evolutionarily
stable strategies in a Cournot competitive market.

So the question is which attitude to the competitors will be resistant to the changes in
the course of repeated interaction (repeated games) between participants in this model.

Model assumptions:

• n firms in the market participate in Cournot competition;
• market demand and the cost of competitors is common knowledge, e.g. information

about these figures symmetrically distributed among all firms;
• inverse demand function P ¼ b� c � Q is linear on product;
• the goal of each firm is to maximize its own objective function subject to its attitude

to competitors (egoistic, altruistic, punitive);
• the product of firms is homogeneous;
• return to scale is constant (average cost and marginal cost of firm are equal).

In general, the profit of each firm in the market can be presented as follows:
pi ¼ P � qi � vi � qi þ ai �P�i, where pi - profit of firm i; P - product price; qi - product
quantity of firm i; Q - industry output, which includes n firms; b - maximal market price
under zero industry output; c - marginal change of price after quantity unit change; vi -
marginal (average) cost or cost per unit for firm i;P�i - total profit of all firms except i, ai -
attitude of firm i to competitors, ai 2 ½�1; 1�, where ai ¼ 1 means absolute altruist
(profits of other firms regarded as one’s own), ai ¼ �1 shows the absolute punisher (fully
prepared to sacrifice his own profit, in order to leave the rest of the firms without profit).

The objective functions of n participants are represented as the following equation
system:

ð1Þ
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Shifting the profit functions of all participants to the left side of each system Eq. (1),
we get:

ð2Þ

Represent system (2) in matrix form:

1 �a1 �a1 . . . �a1 �a1
�a2 1 �a2 . . . �a2 �a2
�a3 �a3 1 . . . �a3 �a3
. . . . . . . . . . . . . . . . . .
�an�1 �an�1 �an�1 . . . 1 �an�1

�an �an �an . . . �an 1

ðP� v1Þ � q1
ðP� v2Þ � q2
ðP� v3Þ � q3
. . .
ðP� vn�1Þ � qn�1

ðP� vnÞ � qn

�����������

0
BBBBBB@

1
CCCCCCA

ð3Þ

Expressing the profit of each firm as a function of the n firm’s profit by identical
transformations of system (3), we obtain:

ð4Þ

The dependence between the profits of the first n−1 firms and profit of firm n is
explicitly represented by the following equations system:

ð5Þ

From the last equations system (4) profit function of firm n is: pn ¼ an�
P�n þ ðP� vnÞ � qn. To find the total profit of all firms except nP�n by addition of the
respective left and right sides of equations (5), we have:
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P�n ¼ an þ 1
an

� pn �
X

j6¼n

aj
aj þ 1

þ
X

j6¼n

1
aj þ 1

� ðP� vjÞ � qj � 1
an

� ðP� vnÞ � qn

�
X

j 6¼n

aj
aj þ 1

: ð6Þ

Then profit function of firm n will look as:
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Or after identical transformations of firm’s n profit function will be:
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First order condition of profit maximization (7): opn
oqn

¼ 0 is equivalent to the fol-

lowing equation:
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Condition (9) defines the reaction function of firm n to product quantities of all its
rivals in which firm n achieves maximum of its objective function under given attitude
to competitors.

Second order condition of profit maximization (9): o2pn
oq2n

\0 is identical to the fol-

lowing condition:
P
j6¼n

aj
ajþ1\1.

Each firm determines its optimal output according to its function response.
Then the firm compares its own profit with the average across the industry. If its

profit is higher than the industry average, the firm does not change its type, but changes
the level of its attitude to the rivals: for example, level of altruism or level of retaliation
(e.g., 0.05).

If its profit is lower than the industry average, the firm compares its profit with the
average across each group of other participants (egoists, altruists or punishers).
The firm will change its type for the type of such group, where the average profit is the
highest.
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5 Modeling Evolutionarily Stable Firm Strategy Using Social
Preferences Under Cournot Competition

Consider the case of interaction between two firms n = 2. From Eqs. (8) and (9) we
obtain the following results:

qi ¼ ð1� aiÞ � b� 2 � vi þ ð1þ ajÞ � vj
c � 4� ðai þ 1Þ � ðaj þ 1Þ� � ; i ¼ 1; 2; j ¼ 2; 1; i 6¼ j ð10Þ

Q ¼
X2

i¼1

qi ¼ ð1� a1Þ � ðb� v2Þ þ ð1� a2Þ � ðb� v1Þ
c � 4� ða1 þ 1Þ � ða2 þ 1Þ½ � ð11Þ

P ¼ ð1� a1 � a2Þ � bþ ð1� a1Þ � v2 þ ð1� a2Þ � v1
4� ða1 þ 1Þ � ða2 þ 1Þ ð12Þ

pi ¼ ai � ðP� vjÞ � qj þ ðP� viÞ � qi
1� ai � aj ; i ¼ 1; 2; j ¼ 2; 1; i 6¼ j ð13Þ

Let us take b ¼ 100, c ¼ 1, v1 ¼ 2, v2 ¼ 3 as initial parameters. We can interpret b
as maximal price on market (100 %) under zero industry output and c as price reaction
on 1 % quantity change (unit price elasticity allows to consider more generalized case
of price change between elastic and inelastic market demand). We assume that firms
use highly productive technologies. Because its average costs v1 and v2 are substan-
tially lower than maximal market price. In this interaction the model will hold two basic
assumptions:

• Firms act rationally under quantitative competition, following their response
functions (9).

• Firms adapt to such social interaction that gives more profits. This social interaction
can be represented by the following algorithm:

If p1 � p2;

then If a1 � a2;

then a1 :¼ a1 þ 0:05 else a1 :¼ a1 � 0:05

else If a1\a2;

then a1 :¼ a1 þ 0:05 else a1 :¼ a1 � 0:05:

ð14Þ

This algorithm shows that if the first firm’s profit is higher than the second one’s,
and the attitude of the first firm to its rival is better, then the attitude of the 1st firm to
the 2nd will further be improved, and vice versa. If the attitude of larger profit firm to
its rival gets worse, it will further deteriorate, and vice versa.

Each firm may be an egoist, altruist or punisher.
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For modeling of firms’ interaction was developed program module ‘Altruist-egoist-
punisher’ (AEP). Given software is developed by the means of computer language C#
specially for modeling of firms’ evolutionarily stable strategies.

Software development based on the following technologies:

• Development environment Microsoft Visual Studio 2012;
• Computer language С#;
• Extensible Markup Language XML;
• Data manager SQL SERVER 2008.

XML is applied for saving of output computation, which can be used for publi-
cations these results on web-resources. Data manager SQL SERVER 2008 is used for
saving of model estimated values.

The menu of software modules “AEP” provide saving calculations in the DOC-
format, which can be used by the user as a report on the results of firms’ interactions
modeling for determined parameters.

Developed software AEP based on standard libraries of C#, including: System;
System.Collections.Generic; System.ComponentModel; System.Data; System.Draw-
ing; System.Linq; System.Text; System.Windows.Forms; System.IO; Word = Micro-
soft.Office.Interop.Word.

Proposed model of firms’ behaviors is described by the following algorithm by the
means of C#:
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Case 1. Consider the situation where both participants are egoists: a1 ¼ a2 ¼ 0, and
their behavior is described by algorithm (14). In this case, the dynamics of their social
preferences and profits are shown in Figs. 2 and 3, respectively. We obtain that under

Fig. 2. Decreasing dynamics of social preferences of firms-egoists: a1 ¼ a2 ¼ 0
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quantitative competition low cost egoist becomes punisher and high cost egoist
transforms in altruist. Their profits will increase simultaneously.

Firm 1 (altruist) will decrease his output q1, whereas firm 2 (punisher) will increase
his output q2 (Fig. 4).

Under quantity competition and social preferences adaptation price will increase
and total quantity will decrease (Fig. 5).

Case 2a. Consider the situation where both participants are altruists and the firm with
lower costs is more altruistic: a1 ¼ 0; 2, a2 ¼ 0; 1; their behavior is described by the
same algorithm (14). In this case, the dynamics of their social preferences and profits

Fig. 3. Decreasing dynamics of firms-egoists’ profits due to appropriate changes in their social
preferences

Fig. 4. Quantity dynamics for original firms-egoists under appropriate changes in their social
preferences
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are shown in Figs. 6 and 7, respectively. We derive that altruists under quantitative
competition remain altruistic, which leads to a simultaneous increasing of their profits.
The firm with lower average costs (AC) will have greater profit.

High cost altruist (firm 2) and low cost altruist (firm 1) have decreasing dynamics of
their individual outputs (Fig. 8).

Case 2b. Consider the situation where both participants are altruists and the firm with
lower costs is less altruistic: a1 ¼ 0; 01, a2 ¼ 0; 1, their behavior is described by the
same algorithm (14). In this case the dynamics of their social preferences and profits are

Fig. 5. Price and total quantity dynamics for original firms-egoists under appropriate changes in
their social preferences

Fig. 6. Increasing dynamics of social preferences of firms-altruists (if the firm with lower costs is
more altruistic: a1 ¼ 0; 2, a2 ¼ 0; 1)
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shown in Figs. 9 and 10, respectively. In such case altruists under quantitative com-
petition become punishers, which leads to a drop in their profits. The firm with higher
average costs will have lower profit.

After transformation of social preferences of firms from altruist to punishers, the
output of each firm will increase (Fig. 11).

Fig. 7. Increasing dynamics of firms-altruists’ profits (if the firm with lower costs is more
altruistic: a1 ¼ 0; 2, a2 ¼ 0; 1)

Fig. 8. Quantity dynamics for firms-altruist under appropriate changes in their social preferences
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Similarly, by means of experiment we determine the dynamics of attitudes for
firms-punishers and other types of firms. The results of the experiments are presented in
Table 3.

50 % competitors under such adaptive behavior will become altruists and 50 % will
become punishers. So successful rules (norms) for participants here are:

Fig. 9 Decreasing dynamics of social preferences of firms-altruists (if the firm with lower costs
is less altruistic: a1 ¼ 0; 01, a2 ¼ 0; 1)

Fig. 10. Decreasing dynamics of firms-altruists’ profits (if the firm with lower costs is less
altruistic: a1 ¼ 0; 01, a2 ¼ 0; 1)
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Fig. 11. Quantity dynamics for original firms-altruist which become punishers

Table 3. The change of attitudes between competitors under Cournot competition

Attitudes
(social
preferences)

Egoist Altruist Punisher

Egoist Punisher or
altruist

(profits
increasing)

If AC of egoists is
higher, then

Altruists
(profits increasing)
and vice versa

If AC of egoists is
higher, then

Punishers
(profits decreasing)
and vice versa

Altruist If AC of altruist
is higher, then

Punishers
(profits
decreasing)and
vice versa

If firm with lower AC is
higher altruist, then

Altruists
(profits increasing)
If firm with lower AC is
lower altruist, then
Punishers (profits
decreasing)

If AC of altruist is
higher, then

Punishers
(profits decreasing)
and vice versa

Punisher If AC of punisher
is higher, then

Altruists
(profits
increasing)
and vice versa

If AC of punisher is
higher, then

Altruists
(profits increasing)
and vice versa

If firm with lower AC is
lower punisher, then

Altruists
(profits increasing)
If firm with lower AC is
higher punisher, then
Punishers
(profits decreasing)
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• The firm will expand his own attitude if it has lower average cost than its rival;
• The firm has to follow another attitude if it has higher average cost than its rival.

6 Conclusions

So we conclude that “selfishness” attitude is not an evolutionarily stable strategy (ESS).
Firms-egoists under competition with other social preferences firms will be converted
either to punishers, or to altruists, depending on what type of firm has more productive
efficiency (e.g., lower average cost). If only selfish firms compete with each other, they
become punisher or altruist.

The attitude of “altruism” is ESS if altruist have higher productive efficiency (e.g.,
lower average costs) under competition with selfish firm. If a firm with lower costs is
more altruistic, the competition between firms leaves them altruists, and their attitude to
each other is improving. But if a firm with lower average cost is less altruistic, then the
two are eventually transformed into retaliation and “altruism” is not ESS in such case.

The attitude of “retaliation” is also ESS if punisher has higher productive efficiency
(e.g., lower average costs) under competition with altruist. If a firm with lower costs is
higher punisher, then the competition between punishers does not change their types
and their attitudes to each other will worse. But if a firm with smaller average cost is
lower punisher, the two firms become altruists and “punisher” is not ESS in this case.

The approach of evolutionary game theory shows under what conditions and in
what direction the firms’ attitudes will change. This approach considerably enhances
the analysis and prediction of social preferences between firms in the market in
comparison with traditional approach of Nash equilibrium.
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Abstract. The paper deals with the concept of plagiarism, self-plagiarism and
their basic types. Open access to scientific global experience in the Internet and
the benefits of electronic format led to the appearance of a numerous array of
works that duplicate each other. With the exponential growth in scientific pro-
duction, plagiarism has become a huge problem for editors of scientific
e-journals because it is too difficult to detect immediately its presence in the
manuscript. The article’s object is the plagiarism automatic detection tools for
text documents. The purpose of the presented research is to consider this popular
software and online resources and their possibility to check text similarity, carry
out their detailed analysis test and evaluate them according to defined software
specifications, productivity of functioning and obtained results during the
checking. As a result, there are presented recommendations of tools that meet
the needs of scholars and can be used by the editors of scientific journals.

Keywords: Plagiarism � Self-plagiarism � Plagiarism detection software
comparative analysis � Scientific e-journals � Open Journal Systems

1 Introduction

Over the last fifty years there were revealed two revolutionary technological changes in
scientific publishing:

a. computerization has significantly decreased the publishing process costs and led to
the appearance a huge number of scientific journals and books in a paper format;

b. transition the full publishing cycle (submission-review-publication) to the Internet
has extremely minimized the costs and accelerated the process of scientific com-
munication by production of e-journals.

Ability to manage the editorial and publishing process, submit, review and read
articles online has revolutionized many aspects of scientific publishing. Online pub-
lishing significantly reduces production costs for printing texts and graphics, as well as
provides to readers, authors and publishers many new features such us:

a. inclusion of audio and video components to the research papers;
b. ability to interact through discussions and comments directly at the e-journals web-

pages.
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Moving the publishing process to the online environment should be achieved by
careful selection of the service that will best meet with the needs of individual
researches, research institution and journals editors.

Nowadays, Ukrainian scientific institutions more often use an open source solution
to managing and publishing scholarly journals online (e-publishing systems) such as
Open Journal Systems (OJS). An example of using such a kind of systems in Ukraine is
the lead scientific electronic edition “Information Technologies and Learning Tools”
(http://journal.iitta.gov.ua), that contains developments in sphere “ICT in education”
and operates on the basis of OJS.

With the transition to electronic publishing more and more full text articles are
instantly available to readers for free. In recent years, researchers have increasingly
preferred to publish online via open access journals to disseminate their research papers
to potential readers.

Open access to scientific global experience in the Internet and the benefits of
electronic format, that allow easy to apply the principle “Copy & Paste”, led to
appearance a numerous array of works that duplicate each other. This situation is
typical for students, inexperienced authors, teachers and scientists, who have additional
administrative burden (e.g., institutes and research agencies chiefs, university depart-
ments’ chiefs, etc.). The number of their research output and ratings directly affect the
prospects for further career growth and opportunity of getting qualification degree. It
reduces the quality of manuscripts and led to more frequent occurrence of plagiarism in
scientific publications.

Naturally, each particular scientific research can’t be isolated - it is surrounded with
the array of literature on specific scientific issues. Borrowing of short statements or
small text parts is acceptable, common and even compulsory phenomenon: the process
of generating new knowledge is based on the previous works ideas. Author can
describe the overall concept, propose a new way of problem solving or argue the
research results basing on the works of predecessors, but do not copy them!

With the exponential growth in scientific production, plagiarism has become a huge
problem for editors of scientific e-journals because it is too difficult to detect imme-
diately its presence in the manuscript. According to the statements of Committee on
Publication Ethics (COPE), editors are responsible for all published content, that’s why
one of their main duties is to check the manuscripts for plagiarism and violations of
ethical standards of research, because it significantly affects not only particular edition
or author reputation, but also on the development of the field of science in general.

Classes of specific software and online resources designed for automatic textual
plagiarism detection have been created with the development of information technol-
ogy. In the scientific literature, research in automatic plagiarism detection focuses on
three main areas:

a. analysis of existing algorithms of textual matches detection [5, 12] as well as
development and technical description of new methods [14, 17, 21, 22, 26, 27, 28,
29];

b. classification of plagiarism detection tools [23, 24];
c. comparative analysis of existing software [3, 6, 10, 13, 16, 19, 20] as well as the

design and development of new ones [1, 8, 13].
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In a number of the above papers, as well as at numerous websites and personal
blogs attempts were repeatedly made to analyze the existing plagiarism detection tools,
but haven’t been justified by what criteria and for what reason certain resources were
selected. Still full-scale studies haven’t been made for such a kind of tools by the single
set of features and a clear division on software and online resources.

So the article’s goal is the analysis of plagiarism detection software solutions to
determine the most optimal resource that can be used in the process of scientific e-
journals publishing.

2 Theoretical Background of the Plagiarism Phenomenon

In the legislative and scientific literature, the concept of plagiarism is determined as
follows:

– “promulgation (publication), fully or partially, of another’s work under the name of
a person who is not the author of this work” [11];

– “attribution of authorship to someone other’s work of science, literature, art,
invention or an innovative proposal, as well as using another’s work without ref-
erence to the author” [15];

– “kind of copyright violation and illegally using someone else’s work (research,
literature, music, invention or innovative proposals), fully or partially, under own
name without specifying the source of borrowing …” [4].

Also, plagiarism is an illegal action to enforce for co-authorship [9], and can be
seen as a type of electronic crimes, such us hacking, spreading viruses, spamming, and
fishing in an electronic environment.

Nowadays, the most widespread tendency in the Ukrainian scientific community is
phenomenon of self-plagiarism – re-publishing of large text parts from own scientific
papers by the author without stating the fact of their prior or simultaneous publication.

Self-plagiarism has two main forms: a) re-publication of the previous article with a
minor title and content changes (“double” or “multiple publication”), as well as b) reuse
of textual fragments of previously published research papers without specifying links to
them (“salami slicing”) [6].

From the law point self-plagiarism is an act of fraud, but not an offense against
intellectual property.

The following actions clear characterize the process of plagiarism [18]:

– turning in someone else’s work as your own;
– copying another person’s words or ideas without reference to its work;
– intentional omission the quote from the reference list;
– providing incorrect source data (such as “broken” links);
– changing words order, while preserving the overall structure of a sentence;
– copying large parts of text or ideas that makes up the majority of new article.

Plagiarism is classified in the following categories [16]:
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a. the exact verbatim copying (Copy & Paste) without a proper bibliographic reference
to the borrowed fragments;

b. copying with modifications in language, vocabulary and technological interpreta-
tion (the words switching, replacing letters, numbers, etc.);

c. style plagiarism;
d. translation from another language;
e. idea plagiarism.

The above categories describe intentional kind of plagiarism. Additionally distin-
guish two types: (a) unintentional (accidental similarity, convergence of ideas or dis-
coveries made by various authors, independently from one another, etc.) and (b) covert
(presenting the well known facts like own ideas without specifying the quote to source
material)

According to the nature of research activity plagiarism is divided to two kinds [9]:

– professional – assignment of other person intellectual, creative and professional
achievements for increase own authority, earnings, receipt of awards, recognition,
etc.;

– educational – appropriation of another’s intellectual property solely in the process
of getting a scientific degree or educational qualification.

There are three types of plagiarism in education and research:

1. Textual plagiarism − full or partial copying of text fragments (modified or not) in
the articles, theses, reports, books, manuscripts, theses, and so on.

2. Source code plagiarism – full or partial copying of source code written by another
person (e.g. students) and submitted as their own development.

3. Non-textual plagiarism – illegal copying of data into spreadsheets, charts, scientific
experiments datasets, photos and media resources.

There are two possible ways of plagiarism detecting:

– manual detection that are carried out directly by teachers, scholars, editors, readers,
etc. The presence in the scientific journals editorial board conscientious, honest,
conscientious reviewers who are experts in their field and thoroughly analyze
manuscripts can greatly minimize the problem, but not eliminate it entirely.

– automatic detection using software tools.

However, professionals who are engaged in research activities (teachers, scholars,
editors of scientific e-journals and organizers of scientific conferences) require only
qualitative tools for in-depth manuscripts analysis on the text fragments convergence.
Some of the above plagiarism types is easily detected by using wide range of pro-
prietary and open source software and on-line solution.

3 Research Methods

During the research process we have analyzed the scientific literature, as well as a
wide range of Internet sources, defined and selected a number of popular online
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resources and software tools designed to identify illegal “borrowing” in the text
documents (Table 1).

Selected resources were analyzed according to the following groups of
characteristics:

I. Original data: the developer’s name, web-site address, type of resource (pro-
prietary/open source), availability of free trial access, the need for mandatory
registration at web-site and contract with the developer, the number of research
institution’s users that have access to the program.

II. Functional and software specifications:
a. the number of supported languages;
b. file format, which operates the resource;
c. database type (Internet/institutional repository/local system database) and the

integration with the search engines;
d. the types of checked items (manually entered text fragments/text files/web

pages);
e. limitations by entered text size;
f. limitations by the number of checking;
g. the algorithms of comparing documents used by the system.

III. Productivity:
a. the checking time (from text entering till getting the summary report);
b. the form of final result representation (statistical report);
c. information about search results;

Table 1. Textual plagiarism detection tools

Type Tool’s name
Software • Anti-Plagiarism

• eTXT Antiplagiat
• Advego Plagiatus
• Double Content Finder

• Praide Unique Content Analyzer
• Viper
• Plagiata.NET (http://www.mywebs.ru/
plagiatanet.html)

On-line resources • Dupli Checker
• PaperRater
• Plagiarisma.net
• PlagiarismChecker
• Plagium,
• PlagTracker
• SeeSources
• PlagScan
• Plagiarism Detector

• Zashhita unikal’nosti kontenta
(http://www.content-watch.ru/text)

• FindCopy (Miratools)
• Grammarly
• Docol©c
• Text.ru
• Antiplagiat (antiplagiat.ru)
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d. the features of use or install;
e. the interface features (intuitive clarity, availability of instructional and refer-

ence material).

In the process of comparing, the level of functionality and productivity of these
tools as well as it’s suitability to specifics of the research activities and features of
Ukrainian language were estimated.

As a text testing sample in Ukrainian was selected scientific article of Bykov V.Yu.
[2], published in electronic edition “Information Technologies and Learning Tools” –

№ 1 (2006). According to Google Scholar this paper has been most cited (50 times) for
the entire period of the release of the e-journal that potentially have to provide a large
number of matches in search results. Moreover, we found that this scientific work has
been repeatedly copied by unscrupulous sites and spread like a student essay.

As a text testing sample in English was selected scientific paper of Dave E. Marcial,
Mitzi S. Fortich, Jeambe B. Rendal [25], published in the latest issue –№ 1 (2014) – of
the same e-journal and duplicated only at the author’s personal website.

Validation was carried out in the following ways: by introducing an arbitrary part of
text in a special box on the site, loading the text file and checking an articles by it’s
URL-address in the journal.

4 Findings

4.1 Analysis of Textual Plagiarism Detection Software

After testing of selected 7 textual plagiarisms detection software, the following results
were obtained.

1. Double Content Finder (DCFinder), Praide Unique Content Analyser II – not
recommended for use because of the restrictions on use;

2. Advego Plagiatus, Viper and Plagiata.NET can be used by personal individual
scholars for validation personal manuscripts. Given the rather long time required to
check a single document these software tools are not useful for the preparation of
scientific journals where necessary to carry out the verification of large array of
manuscripts;

3. Anti-Plagiarism – recommended for use under conditions of subscription;
4. eTXT Antiplagiat – recommended for use by editors of scientific e-journals.

The details of comparative analysis are presented in Tables 1–3 of article appendix
“Plagiarism Detection Tools Comparative Tables”, that is available to download at:
http://lib.iitta.gov.ua/4066/.

4.2 Analysis of On-line Resources for Textual Plagiarism Detection

After testing of selected textual plagiarism detection, 15 online resources were obtained
the following results:
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1. PlagiarismChecker, Plagium, PlagTracker – test failed due to an error in the
resource;

2. Plagiarisma.Net and Antiplagiat (antiplagiat.ru) cannot be recommended because
of the restrictions on use;

3. Duplichecker, PaperRater, SeeSources, Plagiarism Detector can be used for rapid
nondeep analysis of text documents;

4. PlagScan, Docol©c, Grammarly – recommended for use under conditions of
subscription;

5. FindCopy(MiraTools), Zashhita unikal’nosti kontenta (http://www.content-watch.
ru/text) and Text.ru – recommended for use by editors of scientific e-journals.

The details of comparative analysis are presented in Tables 1–3 of article appendix
“Plagiarism Detection Tools Comparative Tables”, that is available to download at:
http://lib.iitta.gov.ua/4066/.

The samples of resulting reports of testing the plagiarism detection tools are
viewable at: http://lib.iitta.gov.ua/4064/.

5 Conclusion

As the result of our research can be concluded: the best tools that meet the needs of
scholars and can be used by the scientific journals’ editors are following:

– eTXT Antiplagiat, FindCopy(MiraTools), Zashhita unikal’nosti kontenta (http://
www.content-watch.ru/text) and Text.ru;

– Anti-Plagiarism, PlagScan, Docol©c, Grammarly – recommended for use under
conditions of subscription;

– Advego Plagiatus, Plagiata.NET – recommended for use under conditions of
absence of lack of time to perform inspections and Viper – only for English texts.

These tools only detect the texts similarity and find a source of borrowing, but do
not determine whether a particular piece of text is a primary source or a valid quote.
Sometimes the quote is rated as duplication, and thus at the resulting report user get
only the list of potentially plagiarized fragments. The final decision on the fact of
plagiarism is left to the user. So the need of manual testing and human evaluation (peer
reviewing) of the manuscripts still exists.

As each plagiarism detection tool has its own advantages and disadvantages in
functional and software specifications, so the user cannot expect absolutely accurate
results from electronic machines. But, at least, the implementation of this class of
program solutions will have a number of positive consequences for Ukrainian science
such as:

– maximum brake tendency to rapid spread of plagiarism;
– encourage researchers to move from a quantitative to a qualitative approach in their

professional activities,
– a scientific journals editorial teams to review an editorial and publishing process

standards and establish more stringent requirements for published materials.
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