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Abstract. Object detection is widely employed in a large number of areas, such
as human detection, medical image processing, etc. However, it is insufficient to
use only a learning algorithm to detect objects and more techniques or models,
such as a probability based approach, a part model, a segmentation model, are
combined with the learning algorithm to accomplish the detection task. To this
end, a fusion approach is required to balance the decisions making by multiple
models. This paper proposes an optimization methodology that fuses a set of
confidence outputs estimated by multiple models. Various experiments are
executed and demonstrate that the proposed fusion method has a relative better
performance than that of the system constituted by a single model.
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1 Introduction

Computer vision can be used in assorted areas, such as security (Li and Shen 2013),
detection (Pedro F. Felzenszwalb et al. 2010), retrieval (Jun Wu et al. 2013), and so on,
among which object detection is one of the most important areas and is widely
employed in various applications. For instance, in medical image processing where the
detection of anatomical objects such as the heart plays a significant role in assisting the
clinicians in diagnosis, therapy planning and image-guided interventions (Yang Wang
et al. 2013). The detection task has been studied by many researchers for decades and
many successful results have been reported. In general, the detector that finds the
bounding boxes of objects in images was realized by some learning algorithm in most
works. The learning method used in object detection can be a boosting algorithm (Ivan
Laptev 2009), a supported vector machine (SVM) (Scholkopf and Smola 2002), a
transformation of any of them (Andreas Opelt et al. 2006) or a combination of some of
them (Zheng Song et al. 2011). Besides, probability based approaches (Michael C. Burl
et al. 1998) were also involved by many researchers. They are mainly utilized to
encode the spatial relationship in a graphical model (Zhu Teng et al. 2014; Justin
Domke et al. 2013) such as the Bayesian model (Bogdan Alexe et al. 2010), a pictorial
structure (Fischler and Elschlager 1973), a tree model (Long (Leo) Zhu et al. 2010) and
so on. Some other object detection methods employed a segmentation model (Bastian
Leibe et al. 2008) and others build a hierarchy model to represent the object by layers
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(Zhu and Mumford 2006). It is much easier to detect an object if an accurate seg-
mentation of the test image is obtained. To sum up, it is insufficient to use only a
learning algorithm to detect objects and more auxiliary techniques or models (such as a
probability based approach, a part model (Pedro F. Felzenszwalb et al. 2010), a graph
based model (Tao Wang et al. 2012), a segmentation model, a saliency detection model
(C. Lang et al. 2012), etc.) are combined with the learning method to accomplish the
detection task. To this end, a fusion approach is required to balance the decisions
making by multiple models.

As a motivation example, we assume three types of models, including multi-SVM
model (Zhu Teng et al. 2014), part model (Pedro F. Felzenszwalb et al. 2010), spatial
relationship model, are employed in the object detection task. The confidences that are
estimated by these three models are based on a detection window separately. Figure 1
shows the confidences predicted by the multi-SVM model, part model, and spatial
relationship model on 1000 training examples (positive: 1 * 500, negative:
501 * 1000) of the UIUC Image Database for Car Detection.1 It can be seen from the
figure that there are erroneous predictions for all three models, but the inaccurate
confidences (such as points in the left bottom region and the top right region) predicted
by these three models are not always on the same example. Therefore, if an elegant

Fig. 1. An example of the confidences estimated by a learning method, a part model, and a
probabiltiy based model.

1 The UIUC Image Database for Car Detection is available at http://cogcomp.cs.illinois.edu/Data/Car/.

30 Z. Teng and B. Zhang

http://cogcomp.cs.illinois.edu/Data/Car/


combination of these three models can be exploited, a higher accuracy of the object
detection algorithm could be achieved. In brief, a fusion approach is necessary to
combine these confidences in order to give a wise decision on a detection window.

In this paper, we propose an optimization approach that fuses multiple decisions
made by several models to obtain higher accuracy and better performance for object
detection. The remains of the paper are arranged as follows. Section 2 describes the
optimization approach. Section 3 shows the experiments to demonstrate the institution
of the optimization method and we come to the conclusions in Sect. 4.

2 Fusion Approach

In this section, the optimization method to combine multiple decisions is delineated.
The multiple decisions are generally represented by confidences ranged from 0 to 1. If
they are not, the confidences should be normalized first. Without loss of generality,
three decisions making by multi-SVM model, part model and spatial relationship
model are assumed and employed in this work. The goal of the fusion of the multi-
SVM model, part model and spatial relationship model is to diminish the erroneous
decisions making on the detection windows. An objective function is defined and an
optimization method is employed to find the minimum of this objective function and
the corresponding values of the variables. The optimization problem is formulated as
described in Eq. (1).

minimize
a; b; c; d

�
Xn

i¼1

signða � Cmi þ b � Cpi þ c � Cci þ dÞ � yi

subject to aþ bþ cþ d ¼ 1

ð1Þ

Fig. 2. Nelder-Mead (NM) simplex algorithm. The bold outline is the original simplex and the
dashed outline indicates a possible new simplex.
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Cmi , Cpi , and Cci in the objective function of Eq. (1) are the confidences on the ith

detection window estimated by the multi-SVM model, part model and spatial rela-
tionship model, respectively. yi is the ground truth of the ith detection window (-1
suggests a detection window without the object and 1 indicates a detection window
with the object). n is denoted as the total number of detection windows. The meaning of
the objective function is the minus of the number of correctly estimated detection
windows, and to minimize it is to maximize the number of detection windows that are
accurately determined. α, β, γ, and δ are the optimization variables.

As the sign function and several variables are involved in the objective function, a
multivariable nonlinear optimization method is required to acquire the minimum of the
objective function. The method employed in this research is the Nelder-Mead (NM)
simplex algorithm (J. A. Nelder, R. Mead 1965; J.C. Lagarias et al. 1998), which is an
unconstrained nonlinear optimization method, and the proposed optimization problem
is required to be described in an unconstrained form as shown in Eq. (2).

Table 1. NM simplex algorithm.
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minimize
a; b; c

�
Xn

i¼1

signða � Cmi þ b � Cpi þ c � Cci þ 1� a� b� cÞ � yi ð2Þ

The NM simplex algorithm belongs to the general class of the direct search method
that does not utilize any derivative information. It uses a simplex of t + 1 points for the
t-dimensional vectors x. The algorithm first makes a simplex around the initial guess
x0, and then updates the simplex repeatedly according to the following steps (refer to
(J.C. Lagarias et al. 1998) and (J. A. Nelder, R. Mead 1965) for the details of the
algorithm, and here only the necessary procedures for the optimization are given,
see also Fig. 2). Since there are only three parameters in the proposed formulation, t is
three in this case. The objective function is denoted by f(x) (x denotes the variables
α, β, γ) for short. Table 1 gives the details of the algorithm.

Since the NM algorithm starts at an initial estimate and finds a local solution, the
NM algorithm is proceeding at different initial values a thousand times in order to avoid
falling into a local optimum.

3 Experiments

In this section, the performance of the fusion method is reported on the test datasets of
two categories, airplane and car, and the program is coded by Matlab. The validation
dataset is distinct from both the training dataset and test dataset.

The UIUC Image Database for Car Detection contains training images, single-scale
test images, and multi-scale test images, and the validation dataset is built by the single-
scale test images and the test dataset is constructed by the multi-scale test images. The
Caltech Airplanes dataset2 dataset consists 1074 images and is divided into a training
set (500 images), a validation set (74 images) and a test set (500 images). The three
models are examined on the validation dataset, and the confidences that the multi-SVM
model, part model and spatial model estimate on the images are extracted and utilized
to learn optimization parameters α, β, γ. Note that there might be more than one
detection window for an image from the validation dataset. The label (−1 or 1) of a
detection window is following the criterion of PASCAL (Mark Everingham et al.
2010), which is obtained by comparing the detection window with the annotation
(bounding box) of the corresponding image. If the overlap between the detection
window and the ground-truth bounding box of the image exceeds 50 %, the detection
window is considered as true. Multiple detections of the same object are considered
false. For example, 4 detections of a single object (the overlap of all 4 detections is over
50 %) in an image should be counted as 1 correct detection and 3 false detections.

Table 2 presents the results on the test dataset. The performance of this experiment
is evaluated by the percentage of the number of correctly detected windows to the total
number of windows. A detection window is considered as true if the confidence is
positive; otherwise, it is regarded as false. The only multi-SVM model of Table 2
means that only the multi-SVM confidence are used to make decisions on the examples

2 The Caltech Airplanes dataset is available at http://www.vision.caltech.edu/html-files/archive.html.
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in this model, and so as the only part model and the only spatial model. The confidence
of the fusion method is a combination of these three confidences as discussed in Sect. 2
(α, β, γ are determined by the NM simplex algorithm). It is clear from Table 2 that the
fusion method outperforms any of the other models for each category and it could
further improve the performance of the object detection system.

4 Conclusions

As the accuracy of object detection is demanded higher and higher, detection by only a
learning algorithm is insufficient and multiple models are entailed to be combined. In
this paper, we propose an optimization method to combine multiple decisions making
by a learning method and some other models or techniques. The experiments on the
benchmark datasets demonstrate that the fusion method performs better than any single
model that composes the fusion approach.
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