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Preface

This volume contains papers presented at PAKDD Workshops 2014 in conjunction
with the 18th Pacific-Asia Conference on Knowledge Discovery and Data Mining
(PAKDD) held on May 13, 2014 in Tainan, Taiwan. PAKDD has established itself as
the premier event for data mining researchers in the Pacific-Asia region. PAKDD 2014
has 13 workshops and these workshops are Data Analytics for Targeted Healthcare
(DANTH), Data Mining and Decision Analytics for Public Health and Wellness
(DMDA-Health), Biologically Inspired Data Mining Techniques (BDM), Mobile Data
Management, Mining, and Computing on Social Networks (MobiSocial), Big Data
Science and Engineering on E-Commerce (BigEC), Cloud Service Discovery
(CloudSD), Mobile Sensing, Mining and Visualization for Human Behavior Inferences
(MSMV-HBI), Scalable Dats Analytics: Theory and Algorithms (SDA), Algorithms for
Large-Scale Information Processing in Knowledge Discovery (ALSIP), Data Mining in
Social Networks (SocNet), Data Mining in Biomedical informatics and Healthcare
(DMBIH), Pattern Mining and Application of Big Data (BigPMA), and Pacific Asia
Workshop on Intelligence and Security Informatics (PAISI). This volume collected the
revised papers from the first 12 workshops. The papers of PAISI are included in a
separate proceeding.

The total number of submissions for PAKDD 2014 workshops was 179. All papers
were reviewed by at least two reviewers. Among 179 paper submissions, only 73
papers were accepted for presentation, and their revised versions are collected in this
volume. The acceptance rate was approximately 40.78 %. The general quality of
submissions was high and the competition was tough. The workshops would not be
successful without the support of authors, reviewers, and organizers. We thank the
many authors for submitting their research papers to the PAKDD workshops. We thank
the successful authors whose papers are published in this volume for their collaboration
in paper revision. We appreciate all Program Committee members for their timely
reviews working to a tight schedule. We also thank members of the organization
committees for organizing paper submission, reviewing, discussion, feedback, and the
final submission. We appreciate the professional service provided by the Springer
LNCS editorial and publishing teams, and Miss Anna Kramer’s assistance.

June 2014 Wen-Chih Peng
Haixun Wang
James Bailey

Vincent S. Tseng
Tu Bao Ho

Zhi-Hua Zhou
Arbee L.P. Chen
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Abstract. Web Intelligence is gaining its growth in a rapid speed. The
notion of wisdom, which is considered as the next paradigm shift of
WI, has become a hot research topic in recent years. The basic appli-
cation of wisdom is making a short conversation in an interactive and
understandable way based on the huge web resources. However, current
conversation system normally applies the recognition of semantic simi-
larities in the prepared database, neglecting the true intention hiding in
the expression. In this paper, we present a model based on the medical
Q&A knowledge base to overcome this challenge. The knowledge base
includes three parts: disease entity, medicine, properties. A simple graph
path algorithm based on words direction and relation weight adjustment
is used to realize conversation intention perception. The experimental
results show that this method can effectively perceive types of inten-
tion. This method can also be applied in deep understanding of other
intelligent systems such as classifications and text mining.

Keywords: Web Intelligence · Intention perception · Knowledge base ·
Conversation system · Graph path

1 Introduction

Web Intelligence (WI) is a new direction of academic research and industry
development. The main duty of WI is making use of various web information
and knowledge in a professional and effective way based on technologies such as
knowledge discovery, data mining, intelligent agents as well as advanced infor-
mation technology [1]. In the area of WI technology, the notion of wisdom [2] is
gaining much attention in scientific research. In a simple practice, the concept of
wisdom contributes to the conversation system, in which person and computer
act in an unobstructed and easy manner just like the communication between
human beings. This application needs to grasp the real intention of human’s sen-
tences accurately and comprehensively, which means to understand and know
what his true demand is.

c© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 3–14, 2014.
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One traditional conversation system is to measure the semantic similarities
between human inputs [3], which is not trivial to realize but the performance is
unsatisfied when the input has a little word overlap. In addition, the implication
of conversation always depends on the keyword’s assembly among sentences. For
example, about the health care consult, a patient mentioned the symptom or his
information in a pretty long sentence. After all, he made clear name of medicine
and want to know whether the medicine is beneficial for curing the disease, or
whether it may bring side effect to his current condition. The traditional conver-
sation system would determine the patient is talking about disease according to
the symptoms and would recommend the most common treatment. The prob-
lem is that these systems cant identify customer’s real intention from the given
information.

The most popular online medical answering or guiding systems are mainly
relied on manual consult in China. Health care system and the modern health
infrastructure play an essential role in recent years [4]. However, self-management
for health care has two challenges: (a) building a health knowledge base with
comprehensive diseases, medicine information automatically. In recent years,
more and more knowledge bases with massive data are building up, such as
Wikipedia1, Wordnet2, Baike3 and so on. Most of these knowledge bases are
established by manually editing. (b) developing an intelligent consulting system
which could detect customer’s intention and provide some treatment recommen-
dations within a short conversation. The applications of knowledge base for WI
are still very few.

In this paper, we use massive health care Q&A data to build a health knowl-
edge base and develop a conversation intention perception system in Chinese.
The knowledge base includes three parts: disease entities, medicine entities and
symptom properties. The associated relation links between them are created
according to a simple graph path algorithm. We use a content center detection
algorithm based on the knowledge graph to estimate the conversation intention.
The experimental results show that this method can effectively perceive require-
ment types. This method can also be applied in deep understanding of other
intelligent systems such as classifications and text mining. The main contribu-
tions of this paper are outlined as follows:

• Based on medical entities, we extracted disease entities, medicine entities,
symptom entities from online resources using keyword extraction and feature
selection method.

• According to the associated relations between keywords in a sentence, we
proposed an automatic knowledge base building approach. We extend the
association relation between entities nodes in the built knowledge base to
construct the relation map and weights between nodes.

• According to the knowledge graph path and relation weight, we identify the
conversation intention within a short conversation.

1 http://www.wikipedia.org/
2 http://wordnet.princeton.edu/
3 http://www.baike.com/
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The main organization of this paper is listed as follows. Section 2 discusses
the most related works, including stat-of-the art approaches on intention per-
ception and traditional conversation system. We describe the data collection
and knowledge base construction in Sect. 3. The intention perception algorithm
is explained in Sect. 4. Section 5 illustrates the experimental performance and
evaluates several factors, which may affect the performance. We summary the
paper with discussion on future work in Sect. 6.

2 Related Work

Conversation system aims at finding similar context in existing data set. Earlier
works mainly focus on using the semantic similarities between sentences such as
the overlap coefficient, Dice coefficient and Jaccard coefficient to get the desirable
result [5]. To solve the problem that the above methods work poorly when there is
little word overlap between queries, latter researches have achieved big progress
using the statistical techniques of information retrieval. Jeon et al. [6] study
automatic methods of finding semantically similar question pairs based on the
assumption that similar answers lead to approximate questions. Ko et al. [7]
apply answer relevance and answer similarity into the statistical model, and he
made an improvement to this model considering correlation of the correctness
of answer candidate [8]. These systems mainly rely on the semantic similarities
of human inputs and neglect the user’s intention implicated in them.

Intention perception is the key technology for the conversation system since
the understandable machine performs well returning the answer [9]. It is a tough
work considering the various human actions, and most of its researches are
applied in the academic field of human-robot [10]. One of the main obstacles is
that user’s intention recognition contains the uncertainties, and Jeon et al. [11]
proposes an ontology-based approach to minimize them. Some other research
works apply the machine learning method to solve the issue. Kuan et al. [12]
use the Support Vector Machine(SVM) and Linear Regression as two steps to
identify human intention. Hofmann et al. [13] adopt the Bayesian belief networks
to form the intention model. These methods have been proved effective in their
domain.

Although context semantic and machine learning approaches have good per-
formance in simple dialogue, it is still very difficult to deal with the new knowledge
growing. On the other hand, the context-based conversation intention approach
can’t associate the current knowledge with linked or similar knowledge as humans.
Therefore, we use a knowledge base as the fundamental element to attempt
conversation intention perception.

3 Knowledge Base Building

Now, several common and large knowledge bases such as Wikipedia, MozillaZine4,
Probase [14], GeoNames5 and WordNet [15] have been set up manually
4 http://kb.mozillazine.org/Knowledge Base
5 http://www.geonames.org/

http://kb.mozillazine.org/Knowledge_Base
http://www.geonames.org/


6 Y.-Z. Chen et al.

or semiautomatically. Here we use massive Q&A data set6 to build a content based
knowledge base. We use distributed web clawer to download target web page and
tools like DOMTree to translate the gained Q&A information into the XML for-
mat.

3.1 Q&A Archive

Table 1. Structure of question and answer pair

URL http://120ask.com/question/34672281.html

Question Title Body itch

Question Body When the summer comes, my body itch and exists red dot...

Requirement What disease it is

Answers It may relate to allergy which is caused by summer insects...

The Q&A archive we collected are organized in Table 1. These Q&A pairs in
our experiment are all Chinese. In this paper, we translate the Chinese words
into English to make our examples more clear. Each item in archive has 5 fields:
URL part is the unique identifier of question and answer pair. Question Title is
the short description for the question and Question Body gives a detail statement
about question. It is the basic data for our experiment. The average length of
question body is 48 words in Chinese. Part Requirement represents the kind
of help questioner is looking for. Therefore, this part contains the standard for
questions’ intention classification. The last part answers is the selected answer
from several candidates for the corresponding question and its average length is
108 words in Chinese.

We collected 30 million Q&A pairs from the web and divided them into two
collections: 25 million pairs for the training data and 5 million for the testing
data. We use the requirement part to mark the training data and testing data.
Phrases such as “what disease” or “how to cure” or “what medicine” or “nega-
tive influence” in the requirement part are applied to mark the question to its
corresponding category. As not all the people fill in the requirement part, finally
we receive nearly 1 million marked training data and 200 thousand marked test-
ing data for our experiment. In the preprocess procedure of data set, we remove
some redundant words from the questions, such as stop-words, digits and links.

3.2 Knowledge Base

To build up the knowledge base for our experiment, we need to collect three
types of medical entities: disease entity, medicine entity and symptom entity.
And then the relation between them is formed. The established knowledge base
is the preparation and fundamental element for the next stage of experiment.
6 http://www.120ask.com

http://120ask.com/question/34672281.html
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• Disease and Drug Entities: The former two entities are professional words
and obtained by web crawling. Baidu Encyclopedia (BE)7 is an open content
online encyclopedia which covers all areas of knowledge in Chinese. The Max-
imum entropy classifier is adopted to classify those entries into large mount
of categories using structural information since the BE pages are well tagged.
After receiving the labeled entities, we get nearly 25000 disease entities and
9800 medicine names.

• Symptom Entity: Since most symptom entities are not professional words
and happen in the oral presentation, they can not be easily and accurately
discovered from the professional encyclopedia web sites. We extract symptom
entities from the collected question and answer pairs based on the assumption
that most symptoms appear many times in oral presentation since patients
usually have limited words to describe their diseases. Thus we extract the
phrases exist frequently in question and answer pairs and then combine the
phrases with the adverbs of positive and negative words. After the artificial
selection we get nearly 3000 symptom entities.

• Relation Map: For the knowledge base building several relationships are iden-
tified: diseases have corresponding symptoms, diseases can be cured by corre-
sponding medicine, symptoms can be cured by corresponding medicine. Thus,
the Q&A pairs are used since the relationship of entities is hiding in them. We
assume that the more frequently entities appear simultaneously in the Q&A
pair, the more likely they are connected. The bigger frequency is, the closer
their relationship is. After the filter process, we build up the relation map
among these entities.

4 Intention Perception

The basic assumption of our model is using the medical knowledge base and
relation map to adjust the keywords weights of different category intention based
on correlative strength and graph path. We assume that the entity which receives
more connections from other entities is more important in the conversation.
Therefore, the more entities connected to the current phrase, the more weight
value will be added to the current phrase.

The intention perception problem is actually a dynamic classification prob-
lem. We divide the medical questions into four types of intention, they are listed
as follows:

• askers are willing to know what disease it may be
• askers are willing to know how to cure the disease or the described symptom
• askers are willing to know the medicine to cure the disease or the symptom
• askers are willing to know the negative influence of mentioned medicine
7 http://baike.baidu.com/

http://baike.baidu.com/
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4.1 Weight Adjustment

The relation map of entities based on the knowledge base we established before
is shown in Fig. 1. The double-ended arrow represents the two entities are con-
nected directly, and the digit stands for the co-occurrence frequency. Firstly, we
compute the distance between two entities. For example, distance between entity
Gastritis and entity Vomit is considered as one as they are connected directly,
distance between entity Gastritis and entity Fracture is two since they are con-
nected through entity Pain, while there are three units of distance between entity
Gastritis and entity Bleeding. And the distance of two entities has a limitation
of four. Two entities are connected within the shortest path. Secondly, when a
query is given, we use Jieba Participle8 to depart the question into phrases. The
initial weight of each phrase is endowed as one. Thirdly, to a certain entity, the
direct and indirect connected entities make a contribution to its weight value, we
call it the contribution value. The closer distance and bigger co-occurrence of two
entities both devote to larger contribution value. The formulation to compute
contribution value is as follows:

Fig. 1. The relation map of entities.

(
1 − 1

logFe

)
∗ YX (X × Y ∈ R, R = < 1, a >,< 2, b >,< 3, c >,< 4, d >) (1)

where Fe is the co-occurrence frequency of two entities, YX is the initial contri-
bution value to the corresponding distance value X.

Considering the fact each kind of entities stands for different character of
given conversation, for example, in the situation of medical system, although a
symptom entity and a medicine entity both connect to a disease entity directly,
8 https://pypi.python.org/pypi/jieba/

https://pypi.python.org/pypi/jieba/
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Fig. 2. The contribution multiplier between connected entities.

their influence to the weight of disease entity is not the same, we call this influ-
ence the contribution multiplier. Figure 2 shows the contribution multiplier we
settled in our model. For instance, the contribution multiplier of medicine to dis-
ease is α, then in turn the contribution multiplier disease to medicine is

√
1 − α2.

When come to the situation that two entities are from the same category,
their distance is at least two as they can not be connected to each other directly.
Their contribution multiplier is as follows:

contributionmultiple(A1, Am) =
m−1∏

i=1

contributionmultiple(Ai, Ai+1) (2)

where A1, Am stand for the two entities from the same category, they are con-
nected by the path from A2 to Am−1.

Combining the contribution value and contribution multiple, we set up com-
putational method of entity weight, it is shown as follows:

weight(wi) = initialweight +
n∑

j=1,j!=i

contibution value ∗ contribution multiple

(3)

4.2 Language Model

Language Model (LM) can be either probabilistic or non-probabilistic. The prob-
abilistic language model is widely used in the field of data mining and natural
language processing. In this paper, we adopt a probabilistic model to complete
the classification task. First, we estimate the probability the subsequence of
words relate to the category. Then rank the probability value and deem the
category which has the highest probability is the one this question belong to.

We use c1, c2, c3, c4 to denote different types of intention. In order to classify
the given question to which category, we need to get the question likelihood
computed by P (q|c), and the formulation is as follows:

Pr (q|c) =
N∑

i=1

Pr(wi|c) (4)
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where N represents the number of words in the query and Pr(wi|c) stands for
the probability word wi occurs in current category c. The formulation we use is
a multinomial distribution which indicates that the distribution of each phrase
in the question is generated independently, they obey the same probability dis-
tribution. In order to compute Pr(wi|c), we assemble all the questions from the
same type to one synthetic document. Then the maximum likelihood estimate
(MLE) is adopted which computes the probability as follows:

Pr (wi|c) =
Fic

Fc
(5)

In the formulation, the Fic represents the count of training data items which
wi exits and Fc is the size of training data of the current category.

The probability of words need to be normalized to make the sum of them in
all the categories to be one. Let Su =

∑V
i=1 P (w|ci) be the normalization factor,

then we recalculate the probability of words in the following rule:

Pr(w|ci) =
Pr(w|ci)

Su
=

Pr(w|ci)∑V
i=1 Pr(w|ci)

(6)

4.3 Combined Model

Our model combines the weight we have endowed to each phrase in the given
conversation and the probability language model. The weight represents the
importance of each attribute to the classification. In other words, a word with
higher weight contributes more than others to the probability estimation in the
classification [16]. The formulation in our model is shown as follows:

Pr (q|c) =
∑N

i=1(weight(wi) ∗ Pr(wi|c))∑N
i=1 weight(wi)

(7)

5 Experimental Results

5.1 Data Set

In the data preparing process, we collect nearly 1 million training data and
200 thousand testing data to evaluate the proposed method. Actually, the data
set for the four types of conversation is not evenly distributed, especially for the
fourth category which people are looking for the negative of medicine. The detail
of training data corpus is shown in Table 2. As for the testing data corpus, to
be even, we equally divided it into three testing data sets, each contains 2000
articles for each category and 8000 pairs for the whole. In the later experiment,
we will use these three data sets to make a comparison to ensure our model’s
performance.
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Table 2. Training data corpus

Category Type1 Type2 Type3 Type4 Total

Data size 165422 454036 240580 53036 913074

5.2 Evaluation Measure

In our experiment, we compare our method with two basic methods, BOOL and
TF-IDF. These three methods included all rely on the Eq. (7), while they differ
from each other the weight value in the equation. The BOOL method treats each
phrase in the sentence equally. Thus the weights of phrases are all be endowed
as one. Method TF-IDF is very common. It uses the term frequency and inverse
category frequency value of words as its weight value. Speaking of the evaluation
metrics, accuracy is adopted which is commonly seen in the field of data mining
and statistics. Accuracy is a measure of the percentage that the testing data is
correctly classified.

5.3 Comparison of Methods

To adopt our method, since some parameters are involved in the equation we
first need to give some certain value to these parameters. In this paper, the
initial contribution value [a, b, c, d] is fixed and regarded as [0.75, 0.5, 0.25, 0].
While parameters α, β, γ are variable in the range of [0, 1]. Later we will adjust
these variable parameters to make our model better suit to intention perception
in the question.

In the given testing data, as the incomplete of knowledge base we have estab-
lished, it is a fact that there might be no entity in the knowledge base can be
found in the question or the found entities have no connection between each
other. Facing these situations, our model will give each word the weight of one
just as the BOOL method does. To see how our method works in the testing
data which only involves connected entities, we remove the testing items which
contain the above features and finally get nearly 11 thousand testing data pairs
to form the fourth testing corpus. Thus the four testing corpus we use are as
follows: the former three each contains 8 thousand items and the fourth one
contains items which have connected entities.

Figure 3 shows the comparison of three methods applied in the four different
testing data corpus. In the experiment, the parameters α, β, γ are 0.7,0.9,0.9
respectively since they achieved the best result after several tests. From the
figure we find that the TF-IDF method works no better than BOOL method
which is reasonable as TF-IDF method is not effective in the keyword extraction
when the sentence is short. While our model performs much better than these
two methods especially when the data set only contains the questions which have
connected entities as shown in the fourth histogram. It proves that the method
we proposed can effectively grasp the central topic of question and get to know
people’s intention more accurately than the other two methods.
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Fig. 3. The comparison of three methods in the human’s intention understanding

5.4 Parameters Evaluation

As mentioned before, the model we adopted in this paper has a fixed set as a, b, c, d
while α, β, γ are variable to optimize intention perception results. Figures 4, 5 and 6
demonstrate how the three parameters influence the accuracy of intention percep-
tion work. In every figure, the other two parameters are fixed to a static value as
0.7, so that the contribution multiple between each other is the same. It implies
that the entities of medicine or disease tend to receive bigger contribution multi-
ple parameter compare to entities of symptom which is rational since they exist
less frequently than entities of symptom in a single question. Thus the former
two kinds of entities are more presentative and should get a bigger contribution
multiplier.

Fig. 4. The influence of
alpha Parameter

Fig. 5. The influence of
beta Parameter

Fig. 6. The influence of
gamma Parameter

5.5 Sentence Length Effect

As we know, most sentences in conversation system are short. The number of
keyword still fluctuates within a certain range. It is meaningful to measure how
the three methods work when the number of words in question ranges in a given



Conversation Intention Perception Based on Knowledge Base 13

interval. We divide the testing data according to their length by steps of 20 words.
From Fig. 7, we easily discovery that our method performs better than the other
two when the number of words are neither too small nor too big. The small
one devotes to limited number of entities while the big one contains too much
information which easily makes some words over-weighted. The performance of
three methods were all very low because it’s difficult to extract entities. While the
sentence length is over 100, the increase is not so significant for knowledge base.

Fig. 7. The comparison of three methods in question of different length

6 Conclusion

In this paper, we crawled massive health conversation content to build a health
care knowledge base. After word segmentation, keywords were extracted and
symptom entities were selected using the feature candidate algorithm. The health
care knowledge was built based on the association relation between diseases,
medicine and symptom entities. We proposed a simple graph path and weight
calculation algorithm to modify the association relation and transmission weights
to estimate the intention center words. We used a Bayesian model to estimate
the customers intention within short content conversation. Finally, we illustrated
several experimental results with effectively perceived intention types.

Since the real conversation system likes a catch ball game, we will devote this
model to build an interactive dialogue system. Furthermore, we would introduce
living place, hospital name and age stage to enrich the knowledge base. And this
method would be extended to other content areas such as travel consult and
social network.
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Abstract. Whole genome amplification (WGA) have been applied to single
cell copy number variations (CNVs) analysis, which is a common genomic
mutation associated with various diseases and provides new insight for the fields
of biology and medicine. However, the WGA-induced bias based on multiple
displacement amplification (MDA) significantly limits sensitivity and specificity
for CNVs detection. To address the limitations, an empirical algorithm for
CNVs detection at single cell level was developed. This proposed method
consists of base call amplification, alig- nment and analysis to remove the MDA-
induced bias. We generated and analyzed about 50G short read data sets
based on MDAsim, a software to amplify the chromosome 21 into various
coverage. Simulation experiments have shown that the coverage tended to be
less than average in genomic GC-enriched (>45 %) regions, implying a
significant amplification bias within these regions. Base substitution error
frequencies with G > A transversion is being among the most frequent and
C > T, G > T transversions are among the least frequent substitution errors.
The estimated substitution was employed to compensate errors to correct
bias readings.

Keywords: Amplification bias � Substitution error � GC correction

1 Introduction

Whole genome amplification (WGA), a widespread approach to amplify inadequate
amounts of DNA samples for sequencing in Single-cell genomics analysis [1–3] have
been extensively used to single-cell copy number variations (CNVs) analysis, at the
cost of introducing biases [4–8]. As a key factor in cancer mutation [1, 9], CNVs is a
common genomic variation closely associated with assorted diseases, the detection and
analysis of which contributes to the research of biology and medicine.

Limited by the number of the specimens, WGA methods are widely used to
facilitate the CNVs detection and analysis at single-cell level, such as Polymerase chain
reaction (PCR) and multiple displacement amplification (MDA). Multiple displacement
amplification (MDA), a DNA amplification method widely used in Single-cell
genomics studies, uses Φ29 DNA polymerase and random primers to generate large
amount of DNA template for genome samples [10]. Compared with PCR-based
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amplification method, MDA can be amplifid to the output with high quality and low
error rates while not limited by the target length [10].

The introduction of WGA method insures the accuracy of CNVs’ detection, nev-
ertheless, it at the same time gives rise to amplification biases [4–8]. Although the
mechanism of how the DNA polymerase function is influenced by GC content remains
unsettled, it has been suggested that the amplification quality of template is closely
associated with GC content [5]. The over-amplification or under-amplification of
specific region of template can result from the rich or poor GC content [5], causing
misrepresentation of that region. Thus, the WGA-induced bias significantly limits
sensitivity and specificity for CNVs detection.

To investigate the limitation, an empirical algorithm was developed for CNVs
detection at single cell level. The proposed method consists of base call amplification,
alignment and analysis for MDA-induced bias removal, with the aid of Multiple
Displacement Amplification Simulator (MDAsim). MDAsim is a software developed
to simulate MDA process, which generates simulated reads well approximated to the
experimental ones [11]. By comparing the simulated outputs with the input chromo-
some 21, corrective measures were carried out to remove and compensate the MDA-
induced biases. The proposed algorithm is expected to optimize the MDAsim analysis
and improve the accuracy of the simulation process.

In the proposed algorithm, chromosome 21 from human genome was selected as
reference template and was amplified into various coverage based on MDAsim, thus
generating about 50G short read data sets. Each read has been trimmed to 50 bases and
aligned to chromosome 21 by BWA [12]. Extensive statistical analysis has been
conducted to investigate the correlation between genomic GC content and corre-
sponding read coverage, per-positon error numbers considering the wrong base calls
only, per-base error rate considering all base calls.Finally, we conclude the base sub-
stitution error frequencies.

2 Methods

A systematical pipeline was designed to analyze the simulated data set. The pipeline
consists of three steps: amplification, alignment and analysis. The chromosome 21 was
selected to amplify its base calls by MDAsim [11].

Step 1: Amplification. Since the whole chromosome 21 is too large to analysis by the
amplification software. The 48 M reference was splitted into 45 subgroups, each of
those is 3 M in length with the index repeating 2 M each time (1–3, 2–4……). The
resulted 3 M fasta file was then used to amplify the chromosome 21. With the help of
MDAsim [11], chromosome 21 is amplified into different coverage range under various
parameter settings to simulate the reads with different GC contents.

Step 2: Alignment. BWA [12] is used to map the amplified reads in different coverage
against the reference template. Its alignment process generates the intermediate binary
sai file and final sam file. In the sam file, BWA outputs the sam file in the SAM format
[14], each line of which consists of the alignment information of each read.
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Step 3: Analysis. To extract the classified errors from the BWA outputs and analyze
the MDA-induces biases, an extensive statistical analysis has been developed to ana-
lyze the correlation between the read coverage and GC content, base substitution errors
in reads, per-postion error numbers considering the wrong base calls and per-base error
rate considering all the base calls.

3 Results

The chromosome 21 was amplified into different coverage, extending from 40 to 60.
The BWA analysis was then conducted on the resulted data sets.

Because only in that coverage can we find the output with U1 (match with exactly
one error(insertion or replacement).Finally, we acquired 90923032 50mer reads from
the process that the perl scripts reported to be uniquely matched against the chr21
reference sequence which were labeled U0, U1 or U2 respectively (Fig. 1).

– Correlation between the read coverage and GC content
The amplification was amplified and aligned with the coverage 50 from the chro-
mosome 21 to analyze the GC biases in WGA. The number of reads starting in a
sliding window of length in 1kbp is estimated firstly. The analysis of the correlation
between the statistic and the characteristic of the sequence of chromosome 21
shows a positive correlation between the read coverage and GC content. The
coverage increases as well as GC content. However, when GC content is larger than
45 %, the coverage decreases with the GC content.increasing.

We defined the quotient between the reads number of each observation window
and the average reads number as relative read number (RRN) [13], which ideally

Fig. 1. Pie chart of the read analysis. The four categories are NM, no match found; U0, exact
match found without any error; U1, match with exactly one error (insertion or replacement); U2,
match with exactly two errors (insertion or replacement); U0’, exact match found without any
error, but its length is less than 50.
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would be equal to one. By comparing the GC content and RRN, we discovered that
the RRN tended to be less than average in genomic GC-rich (>45 %) (shown in
Fig. 2), implying the amplification bias within these regions. Futhermore, the base
substitutional analysis was done in these regions to correct the biases.

– Analysis of base substitution errors in reads
The overall substitution error is calculated and summarized in Table 1. There are
twelve possible substitution errors (8 transversions and 4 transitions) when a base
call happens. The transition error of G > A happens most frequently, which
accounts for almost half of the substitution errors, and the least frequent substitution
error is G > T and C > T. The most frequent base to happen substitution error is G,
and the least is A. However, A is the most frequent base to be changed into while
T is the least.

Futher experiment is also done to analyze the GC-enriched (>45 %, Fig. 2)
region’s substantial error, through which we can compensate the biased region’
(>45 %, Fig. 2) substitutional base call. The transition error of T > C happens most
frequently, which accounts for almost half of the substitution errors, and the least
frequent substitution error is T > A and G > C. The most frequent base to happen

Fig. 2. Correlation of the read coverage and GC content: 50mer reads acquired from the
chromosome 21. Each bar corresponds to the number of reads recorded for a 1-kbp window.

Table 1. Base substitution frequencies in the read data sets

Into\From G A C T Any

G – 0.01 0.05 0.04 0.1
A 0.49 – 0.15 0.12 0.76
C 0.04 0.02 – 0.04 0.1
T 0.01 0.02 0.01 – 0.04
Any 0.54 0.05 0.21 0.20 –
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substitution error is T, and the least is A. However, A is the most frequent base to be
changed into while G is the least. With these estimated substitutional information,
we compensate errors to correct bias readings in the GC-enriched (>45 %, Fig. 2)
regions.

– Numbers of wrong base calls in reads verses the position along the read
All the U1 U2 and U3 reads are selected for analysis, i.e. 3817 read (cf. Fig. 1), on
the occurrence of errors per position. Two types of measurements are provided to
quantify the errors. The first measurement calculated per-positon error numbers
considering all the wrong base calls. The second measurement calculated per-base
error rate among all the base calls. The results are shown in Fig. 3. The figure (a)
shows that the high fraction of the wrong base calls occurs at the first and last
position of the read. 8.2 % of the errors in the data sets are found at read position 1,
and 6.7 % of errors are found at the last read position (position 50 in the data set
Fig. 3a). The rate of the wrong base calls (Fig. 3b) has shown similar tendency. The
rate is the highest at the first position along the read and the second highest at the
last position of the read.

4 Conclusion

In this study, an algorithm was developed to detect the bias of multiple displacement
amplification and the relation between GC content and coverage at the single cell level.
The proposed method consists of base call amplification, alignment, analysis and base
call substitutional compensate. The chromosome 21 was selected and amplified into 50
coverage. The defined RRN shows that the coverage tends to be less than average
within GC-rich regions (Fig. 2). The GC-rich regions’ substitution error and overall
substitution error were extensively analyzed and estimated to compensate the base
substitution error. For the overall reads, wrong base calls are frequently preceded by
base G. Base substitution error frequencies vary with G > A transversion being among
the most frequent and C > T, G > T transversions among the least frequent substitution
errors. With these estimated substitutional information, we compensate errors to correct
bias readings in the GC-enriched (>45 %, Fig. 2) regions. For the biased region (GC-
rich regions), the transition error of T > C happens most frequently, and the least
frequent substitution error is T > A and G > C. With these estimated substitutional
information, we compensate the errors to correct the MDA-induced bias.
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Abstract. Combinatorial maps are widely used in the field of computer vision,
including image segmentation, medical image analysis and mobile robotics.
Many practical problems can be formulated as the combinatorial map matching
problem. This paper addresses the problem of inexact matching between labeled
combinatorial maps. We define Joint Tree of combinatorial maps, and prove it
can be used to decide of map isomorphism. In this way, the map matching
problem is relaxed to the Joint Tree matching problem, which can be solved in
polynomial time. Our approach provides a novel way to explore the problem of
combinatorial map matching.

Keywords: Combinatorial map � Map matching � Joint tree � Image analysis

1 Introduction

In the healthcare field, images, and especially digital images, are produced in ever-
increasing quantities and used for diagnostics and therapy. Thus, image representation,
segmentation and retrieval are import issues in this field. Compared with traditional
graph model, combinatorial maps are more powerful structures for modeling topo-
logical structures with subdivided objects. The concept was first introduced informally
for modeling planar graphs [1], and was later extended to represent higher-dimensional
subdivided objects. Compared with traditional graph-based representations, combina-
torial maps have some natural advantages. First, combinatorial maps are more precise
for explicitly encoding the orientations of edges around vertices. Second, it is easy to
descript high-dimensional patterns using combinatorial maps. Because of its precision
and simplicity, the combinatorial map model has been used in many fields, including
image representation [2, 3], 3D medical image analysis [4–6], mobile robotics [7, 8],
and mathematical chemistry [9].

Matching combinatorial maps is therefore an important problem in the field of
healthcare and image analysis. There have been some previous works on the map
matching problem. The early research can be traced back to Cori who discussed the
computation of the automorphism group of a topological graph embedding in his report
[10]. Liu defined sequence descriptions for combinatorial maps [11], which are sub-
sequently used for map isomorphism and map automorphism [12]. Gosselin et al.
proposed two map signatures which are used to efficiently search for a map in a
database [13]. Damiand et al. proposed a polynomial algorithm for searching compact
submap in planar maps, and then extended this work to n-dimensional open

© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 22–28, 2014.
DOI: 10.1007/978-3-319-13186-3_3



combinatorial maps [14]. Wang et al. proposed a quadratic algorithm for submap
isomorphism based on sequence searching [15].

All these works described above are only for the exact map matching problem,
which aim for finding an exact one-to-one mapping between two combinatorial maps.
In real applications, two objects having small structural differences are usually con-
sidered as matched. Also, real world objects are usually affected by noises so that map
representations extracted from identical objects at different time are rarely exactly
equal. Therefore, it is necessary to integrate some degree of error-tolerance into the
map matching process. Combier et al. defined the first error-tolerant distance measure
for comparing generalized maps by means of the size of a largest common submap
[16], and then related maximum common submaps with the map edit distance by
introducing special edit cost functions [17]. This approach cannot be directly used for
comparing labels on the maps. In most scenarios maps extracted from real world
objects are always labeled. Wang et al. defined edit distance of combinatorial maps and
proposed an optimal algorithm to compute map edit distance based on tree search [18].
This approach is more flexible in terms of the ability of comparing labels on maps.
However, all these approaches have exponential computational complexity and are
difficult to be applied in real applications. It therefore demands research attention on
exploring more efficient approach on measuring distance between labeled maps.

In this paper, we address the problem of measuring the distance between two
combinatorial maps, which is one of the most important and fundamental issues of the
inexact map matching problem. In particular, we aim to efficiently solve the labeled
map matching problem via relaxing the problem to tree matching. We first extend the
concept of Joint Tree to combinatorial maps, and propose an efficient algorithm for
construction of joint trees. Then we prove that joint trees can be used to decide of map
isomorphism, and show how to use joint trees to measure the distance between com-
binatorial maps. In this way, the map matching problem is relaxed to the tree matching
problem, which can be solved in polynomial time.

2 Background

In this section, we recall some basic notions of combinatorial maps. Concepts and
terminologies not mentioned here can be found in [18].

A 2D combinatorial map may be understood as a graph explicitly encoding the
orientation of edges around a given vertex. The basic element in combinatorial maps is
called dart, and each edges is composed of two darts with different direction. The fact
that two darts stem from the same edge is recorded in the involution α. A permutation σ
defines the rotation of darts around a vertex. Each cycle of σ is associated to one vertex
and encodes the orientation of darts encountered when turning counterclockwise
around this vertex (e.g. the σ-cycle (3, 4, −1) in Fig. 1).

Definition 1. (2D labeled combinatorial map) A 2D labeled combinatorial map G is a
4-tuple G = (D, α, σ, μ) where

• D is a finite set of darts,
• α is the involution on D,

Joint Tree of Combinatorial Maps 23



• σ is the permutation on D,
• and μ is a dart label function.

Figure 1 demonstrates the derivation of a combinatorial map from a plane graph,
where D = {1, −1, 2, −2, 3, −3, 4, −4, 5, −5, 6, −6}, α = (1, −1)(2, −2)(3, −3)(4, −4)
(5, −5)(6, −6)(7, −7) and σ = (1, 2)(3, 4, −1)(5, −4)(7, −2)(6, −3, −7)(−5, −6).
Usually, μ is a partial function mapping darts to a finite set of integers, characters or
vectors. A labeled map G = (D, α, σ, μ) is connected if for any two darts x and y in
D, y can be reached from x by successive applications of the involution α and the
permutation σ. For the sake of simplicity, maps in this paper are connected and vertices
are unlabeled unless otherwise stated.

Definition 2. (map isomorphism) Given two labeled maps G1 = (D1, α1, σ1, μ1) and
G2 = (D2, α2, σ2, μ2), if there is a one-to-one mapping ψ: D1 → D2 such that for any
x ∈ D1, there are

wða1 xð ÞÞ ¼ a2ðw xð ÞÞ; wðr1 xð ÞÞ ¼ r2ðw xð ÞÞ; l1 xð Þ ¼ l2 w xð Þð Þ;

then G1 and G2 are considered isomorphic.

3 Joint Tree of Combinatorial Maps

3.1 Definition and Construction

Liu introduced joint trees of a graph to solve the embedding distributions of a graph by
genus [15]. In this section, we extend joint trees to combinatorial maps and give its
construction algorithm.

Definition 3. (joint tree of combinatorial maps) Given a combinatorial map G = (D, α,
σ, μ) and a dart d ∈ D, the joint tree of G associated with d, denoted as JT(G, d), is a
3-tripes (T, s, μ) returned by the JT_Construction algorithm described in Algorithm 1,
where

• T is a rooted ordered tree,
• s is a symbol function mapping each vertex of T to a nonnegative integer,
• and μ is a label function mapping each vertex of T to a pair (l1, l2), in which l1 and l2

a two labels derived from labels of darts in G.

Definition 4. (betti-vertex) A vertex u in a joint tree is a betti-vertex if s(u) > 0.

3

4

5

6

1 -1 -4

-3

2

-2 -5

-67 -7

Fig. 1. A combinatorial map G1
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Definition 5. (partner vertex) Two vertices u and v in a joint tree are two partner
vertices if s(u) = s(v) and s(u) > 0, and we say u (respectively v) is the partner vertex of
v (respectively u) in this case.

Definition 6. (map-to-tree mapping) Given a combinatorial map G = (D, α, σ, μ) and
one of its joint tree JT(G, d) = (T, s, μ) (d ∈ D), the map-to-tree mapping φ: D → T is
defined in company with the construction of the joint tree as in Algorithm 1.
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For illustrating the procedures of Algorithm 1, we construct the joint tree of the
sample combinatorial map G0 with dart 1 (see Fig. 2(a), in which the character of each
dart indicates the label of the dart). The final joint tree JT(G0, 1) are shown in Fig. 2(b),
in which the integer and the pair of characters in each vertex are its symbol and labels
respectively.

3.2 Decision of Isomorphism

Given rooted ordered tree T, we denote the root of T as r(T). For each vertex u in T, we
denote the degree of u as d(u) and the ith child of u (0 < i ≤ d(u)) as c(u, i).

Definition 7. (Joint tree isomorphism) Given two joint trees JT1 = (T1, s1, μ1) and
JT2 = (T2, s2, μ2), if there is a one-to-one mapping ψ: T1→T2 such that ψ(r(T1)) = r(T2),
and for any vertex u in T1 there are

• wðc u; ið ÞÞ ¼ c w uð Þ; ið Þ for any 0\i� d uð Þ;
• s1 uð Þ ¼ s2 w uð Þð Þ;
• l1 uð Þ ¼ l2 w uð Þð Þ;
then JT1 and JT2 are considered isomorphic.

The decision of isomorphism between two joint-trees is to check whether there is
such a mapping from T1 to T2. It can be conducted by a DFS(Depth First Search)
traversal, and its computational complexity is O(|T1|).

Lemma 1. Given two maps G1 = (D1, α1, σ1, μ1) and G2 = (D2, α2, σ2, μ2), and two
darts d1 ∊ D1 and d2 ∊ D2, the two joint trees JT(G1, d1) = (T1, s1, μ1) and JT(G2,
d2) = (T2, s2, μ2) are isomorphic if G1 and G2 are isomorphic with d1 mapping to d2.

Proof. Let φ1 be the map-to-tree mapping from G1 to JT(G1, d1), φ2 be the map-to-tree
mapping from G2 to JT(G2, d2), and ψ1 be the isomorphism mapping between G1 and
G2 such that ψ1(d1) = d2. Obviously, there exist a mapping ψ2: T1 → T2 such that ψ2(r

3:c

4:a

5:f

2:b -2:b

-4:c

-3:d

1:a

-1:a -5:f

6:d -6:e

0:

0:(a,a) 0:(b,b)

0:(d,e) 1:(c, ) 0:(a,c)

2:(f, ) 1:(d, ) 2:(f, )

(a) map G0 (b) joint tree JT(G0, 1)

Fig. 2. A sample of joint tree of a combinatorial map
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(T1)) = r(T2) and ψ2(φ1(x)) = φ2(ψ1(x)) for any x ∈ D1. Then, for any vertex u in T1, we
have for any

0\i� d uð Þ;w2 c u; ið Þð Þ ¼ w2ðu1ðri1ðu1 uð ÞÞÞÞ
¼ u2ðw1ðri1ðu1 uð ÞÞÞÞ
¼ u2ðri2ðw1 u1 uð Þð ÞÞÞ
¼ u2ðri2ðu2 w2 uð Þð ÞÞÞ
¼ c w2 uð Þ; ið Þ

It is undoubtable that the root of T(M1, x1), say r1, equals to the root of T(M2, x2), say
r2. The ith child of r1 (respectively r2) is the head vertex of dart P1

i−1x1 (respectively
P2
i−1x2). Let ψ be the isomorphic mapping from M1 to M2 such that ψ(x1) = x2, it can be

deduced that P2
i−1x2 = ψ(P1

i−1x1) according to the Definition 1. So the ith child of r1
equals to ith child of r2. It is the same case for any vertex and its children in T(M1, x1)
and T(M2, x2), thus T(M1, x1) and T(M2, x2) are equivalent.

According to Lemma 1, two strictly matched combinatorial maps have the same
joint trees. So, we claim that the similarity of two combinatorial maps depend to a great
extend on the similarity of their joint trees. We define the distance between two maps as

d G1;G2ð Þ ¼ minfdðJT G1; d1ð Þ; JT G2; d2ð Þjd1 2 D1; d2 2 D2g ð1Þ

In this way, we relax the problem of map distance measure to the problem of tree
distance measure, which can be solved in polynomial time [19].

4 Conclusion

As the combinatorial map model has been used in field of computer vision, matching
combinatorial maps is therefore an important problem in the field of pattern recognition
and image analysis. This paper addresses the problem of inexact matching between
labeled combinatorial maps. We define the concept of Joint Tree of combinatorial
maps, and prove that it can be used to decide of map isomorphism and to measure the
distance between combinatorial maps. In this way, the map matching problem is
relaxed to the tree matching problem. Our approach provides a novel way to explore
the problem of combinatorial map matching.

Acknowledgements. This work is supported by the National Nature Science Foundation of
China (Nos. 61300071, 61272352, 61100142) and the Fundamental Research Funds for the
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Abstract. Object detection is widely employed in a large number of areas, such
as human detection, medical image processing, etc. However, it is insufficient to
use only a learning algorithm to detect objects and more techniques or models,
such as a probability based approach, a part model, a segmentation model, are
combined with the learning algorithm to accomplish the detection task. To this
end, a fusion approach is required to balance the decisions making by multiple
models. This paper proposes an optimization methodology that fuses a set of
confidence outputs estimated by multiple models. Various experiments are
executed and demonstrate that the proposed fusion method has a relative better
performance than that of the system constituted by a single model.

Keywords: Fusing multiple decisions � Optimization method � Object
detection

1 Introduction

Computer vision can be used in assorted areas, such as security (Li and Shen 2013),
detection (Pedro F. Felzenszwalb et al. 2010), retrieval (Jun Wu et al. 2013), and so on,
among which object detection is one of the most important areas and is widely
employed in various applications. For instance, in medical image processing where the
detection of anatomical objects such as the heart plays a significant role in assisting the
clinicians in diagnosis, therapy planning and image-guided interventions (Yang Wang
et al. 2013). The detection task has been studied by many researchers for decades and
many successful results have been reported. In general, the detector that finds the
bounding boxes of objects in images was realized by some learning algorithm in most
works. The learning method used in object detection can be a boosting algorithm (Ivan
Laptev 2009), a supported vector machine (SVM) (Scholkopf and Smola 2002), a
transformation of any of them (Andreas Opelt et al. 2006) or a combination of some of
them (Zheng Song et al. 2011). Besides, probability based approaches (Michael C. Burl
et al. 1998) were also involved by many researchers. They are mainly utilized to
encode the spatial relationship in a graphical model (Zhu Teng et al. 2014; Justin
Domke et al. 2013) such as the Bayesian model (Bogdan Alexe et al. 2010), a pictorial
structure (Fischler and Elschlager 1973), a tree model (Long (Leo) Zhu et al. 2010) and
so on. Some other object detection methods employed a segmentation model (Bastian
Leibe et al. 2008) and others build a hierarchy model to represent the object by layers
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(Zhu and Mumford 2006). It is much easier to detect an object if an accurate seg-
mentation of the test image is obtained. To sum up, it is insufficient to use only a
learning algorithm to detect objects and more auxiliary techniques or models (such as a
probability based approach, a part model (Pedro F. Felzenszwalb et al. 2010), a graph
based model (Tao Wang et al. 2012), a segmentation model, a saliency detection model
(C. Lang et al. 2012), etc.) are combined with the learning method to accomplish the
detection task. To this end, a fusion approach is required to balance the decisions
making by multiple models.

As a motivation example, we assume three types of models, including multi-SVM
model (Zhu Teng et al. 2014), part model (Pedro F. Felzenszwalb et al. 2010), spatial
relationship model, are employed in the object detection task. The confidences that are
estimated by these three models are based on a detection window separately. Figure 1
shows the confidences predicted by the multi-SVM model, part model, and spatial
relationship model on 1000 training examples (positive: 1 * 500, negative:
501 * 1000) of the UIUC Image Database for Car Detection.1 It can be seen from the
figure that there are erroneous predictions for all three models, but the inaccurate
confidences (such as points in the left bottom region and the top right region) predicted
by these three models are not always on the same example. Therefore, if an elegant

Fig. 1. An example of the confidences estimated by a learning method, a part model, and a
probabiltiy based model.

1 The UIUC Image Database for Car Detection is available at http://cogcomp.cs.illinois.edu/Data/Car/.

30 Z. Teng and B. Zhang

http://cogcomp.cs.illinois.edu/Data/Car/


combination of these three models can be exploited, a higher accuracy of the object
detection algorithm could be achieved. In brief, a fusion approach is necessary to
combine these confidences in order to give a wise decision on a detection window.

In this paper, we propose an optimization approach that fuses multiple decisions
made by several models to obtain higher accuracy and better performance for object
detection. The remains of the paper are arranged as follows. Section 2 describes the
optimization approach. Section 3 shows the experiments to demonstrate the institution
of the optimization method and we come to the conclusions in Sect. 4.

2 Fusion Approach

In this section, the optimization method to combine multiple decisions is delineated.
The multiple decisions are generally represented by confidences ranged from 0 to 1. If
they are not, the confidences should be normalized first. Without loss of generality,
three decisions making by multi-SVM model, part model and spatial relationship
model are assumed and employed in this work. The goal of the fusion of the multi-
SVM model, part model and spatial relationship model is to diminish the erroneous
decisions making on the detection windows. An objective function is defined and an
optimization method is employed to find the minimum of this objective function and
the corresponding values of the variables. The optimization problem is formulated as
described in Eq. (1).

minimize
a; b; c; d

�
Xn

i¼1

signða � Cmi þ b � Cpi þ c � Cci þ dÞ � yi

subject to aþ bþ cþ d ¼ 1

ð1Þ

Fig. 2. Nelder-Mead (NM) simplex algorithm. The bold outline is the original simplex and the
dashed outline indicates a possible new simplex.
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Cmi , Cpi , and Cci in the objective function of Eq. (1) are the confidences on the ith

detection window estimated by the multi-SVM model, part model and spatial rela-
tionship model, respectively. yi is the ground truth of the ith detection window (-1
suggests a detection window without the object and 1 indicates a detection window
with the object). n is denoted as the total number of detection windows. The meaning of
the objective function is the minus of the number of correctly estimated detection
windows, and to minimize it is to maximize the number of detection windows that are
accurately determined. α, β, γ, and δ are the optimization variables.

As the sign function and several variables are involved in the objective function, a
multivariable nonlinear optimization method is required to acquire the minimum of the
objective function. The method employed in this research is the Nelder-Mead (NM)
simplex algorithm (J. A. Nelder, R. Mead 1965; J.C. Lagarias et al. 1998), which is an
unconstrained nonlinear optimization method, and the proposed optimization problem
is required to be described in an unconstrained form as shown in Eq. (2).

Table 1. NM simplex algorithm.
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minimize
a; b; c

�
Xn

i¼1

signða � Cmi þ b � Cpi þ c � Cci þ 1� a� b� cÞ � yi ð2Þ

The NM simplex algorithm belongs to the general class of the direct search method
that does not utilize any derivative information. It uses a simplex of t + 1 points for the
t-dimensional vectors x. The algorithm first makes a simplex around the initial guess
x0, and then updates the simplex repeatedly according to the following steps (refer to
(J.C. Lagarias et al. 1998) and (J. A. Nelder, R. Mead 1965) for the details of the
algorithm, and here only the necessary procedures for the optimization are given,
see also Fig. 2). Since there are only three parameters in the proposed formulation, t is
three in this case. The objective function is denoted by f(x) (x denotes the variables
α, β, γ) for short. Table 1 gives the details of the algorithm.

Since the NM algorithm starts at an initial estimate and finds a local solution, the
NM algorithm is proceeding at different initial values a thousand times in order to avoid
falling into a local optimum.

3 Experiments

In this section, the performance of the fusion method is reported on the test datasets of
two categories, airplane and car, and the program is coded by Matlab. The validation
dataset is distinct from both the training dataset and test dataset.

The UIUC Image Database for Car Detection contains training images, single-scale
test images, and multi-scale test images, and the validation dataset is built by the single-
scale test images and the test dataset is constructed by the multi-scale test images. The
Caltech Airplanes dataset2 dataset consists 1074 images and is divided into a training
set (500 images), a validation set (74 images) and a test set (500 images). The three
models are examined on the validation dataset, and the confidences that the multi-SVM
model, part model and spatial model estimate on the images are extracted and utilized
to learn optimization parameters α, β, γ. Note that there might be more than one
detection window for an image from the validation dataset. The label (−1 or 1) of a
detection window is following the criterion of PASCAL (Mark Everingham et al.
2010), which is obtained by comparing the detection window with the annotation
(bounding box) of the corresponding image. If the overlap between the detection
window and the ground-truth bounding box of the image exceeds 50 %, the detection
window is considered as true. Multiple detections of the same object are considered
false. For example, 4 detections of a single object (the overlap of all 4 detections is over
50 %) in an image should be counted as 1 correct detection and 3 false detections.

Table 2 presents the results on the test dataset. The performance of this experiment
is evaluated by the percentage of the number of correctly detected windows to the total
number of windows. A detection window is considered as true if the confidence is
positive; otherwise, it is regarded as false. The only multi-SVM model of Table 2
means that only the multi-SVM confidence are used to make decisions on the examples

2 The Caltech Airplanes dataset is available at http://www.vision.caltech.edu/html-files/archive.html.
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in this model, and so as the only part model and the only spatial model. The confidence
of the fusion method is a combination of these three confidences as discussed in Sect. 2
(α, β, γ are determined by the NM simplex algorithm). It is clear from Table 2 that the
fusion method outperforms any of the other models for each category and it could
further improve the performance of the object detection system.

4 Conclusions

As the accuracy of object detection is demanded higher and higher, detection by only a
learning algorithm is insufficient and multiple models are entailed to be combined. In
this paper, we propose an optimization method to combine multiple decisions making
by a learning method and some other models or techniques. The experiments on the
benchmark datasets demonstrate that the fusion method performs better than any single
model that composes the fusion approach.

Acknowledgements. This work was supported by the Fundamental Research Funds for the
Central Universities with grant number 2014JBM040 and Natural Science Foundation of China
(61370070).
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Abstract. Clinical pathway is one of the key tools for providing stan-
dardized treatment for patients. However, building a new pathway from
scratch is a time-consuming task for medical staffs, as it involves opti-
mization of the treatment plan while preserving operability in a hos-
pital. In this paper, we present a method for mining typical treatment
processes from electric health records (EHRs) for facilitating creation
of new pathways by providing base blocks. Firstly, we constitute occur-
rence and transition frequency matrices of clinical orders using all cases.
Next, we compute the typicalness index for each order sequence based
on the occurrence and transition frequencies. After that we perform clus-
tering of all cases according to the similarity defined on the typicalness
index. Experimental results on two disease datasets demonstrate that
the method is capable of producing clusters that reflect differences of
treatment processes without a priori information about order types.

1 Introduction

Clinical pathways (also called care pathways, care maps etc.) [1] receive much
attention in hospitals as useful tools for managing treatment plans. A medical
team (doctors, nurses, and other co-medicals) cooperatively builds up a tem-
plate that contains the common treatment plan for a disease, considered as the
best according to the available evidences, and share it among the team. Figure 1
shows an example of clinical pathways. In this example, the columns correspond
to time and represent treatment phases such as pre-operation day, operation day
(biopsy in this case) and post operation day. The rows are tasks such as exami-
nations, treatments and prescriptions that should be done on the corresponding
phases. Expected outcomes may also be defined on each phase in order to assess
whether the treatment goes well and the patient is ready for discharge or for the
next phase of treatment.

When building a new pathway, it is recommended to ensure that the path-
way contains a treatment plan reasonably arranged for early discharge and is
easily adaptable to the current work-flow in the hospital, although it can be
further improved by successive revisions after launch. Creating such a pathway
from scratch imposes very hard work to medical staffs. Therefore, in practice,

c© Springer International Publishing Switzerland 2014
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Pre Biopsy Biopsy
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1 2
Patient clear
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biopsy
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Blood collection
General blood exam
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Blood collection
General blood exam
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Physiology Electrocardiography
Radiology General radiography
Prescription Intake drags check
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Medications

Days
Date
Phase

Outcome

Fig. 1. An example of clinical pathways.

some doctors firstly pick up several cases in which patients could smoothly dis-
charge from the hospital, and then refine their treatment plans with other staffs
to make a template. However, even if we take such an approach, selecting rep-
resentative cases from history databases is still time-consuming as it involves
comparison of treatment processes among patients. By providing a tool for sup-
porting this task, it may be possible to facilitate the creation of new clinical
pathways.

In this paper we attempt to extract typical treatment processes that were
applied to a large portion of patients by comparing clinical order histories stored
electronically on a hospital information systems. Even when a standard treat-
ment plan is available for a disease, it is rather rare to see that practically issued
orders (such as examinations, prescriptions) were completely the same among
the patients. This may be due to the differences on patient conditions, on the
versions of plans applied, date or time of operations, calender dates, and so on.
Our task is to find core treatment processes constituted of widely applied sets
of orders taking into account these factors.

2 Method

2.1 Overview

We firstly determine a target disease for which we want to make a pathway,
and prepare a dataset for analysis by extracting relevant clinical orders from
the hospital information systems. Next, we create occurrence and transition fre-
quency maps using all the cases (i.e. all the order sequences) in the dataset.
Then we compute the ‘typicalness’ of each order sequence according to the gen-
erated maps. After that, we perform clustering of the order sequences based on
the similarity we define on the typicalness. Finally, we select from each clus-
ter one sequence with the highest typicalness value as a candidate of the core
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Fig. 2. Data structure.

process. The use of occurrence and transition frequency maps enables us to
take into account the importance of orders in terms of their application ratio
when comparing order sequences. By clustering, we try to discover various types
of treatment processes reflecting the differences on strategies or conditions for
treatment. In the following subsections we describe data structure and the detail
of each process.

2.2 Data Structure

Figure 2 shows the data structure used in the proposed method. By N we denote
the number of cases in the dataset. By X1,X2, . . . , XN we denote each case,
where a case corresponds to one admission of a patient to the hospital. Each case
contains clinical orders issued by medical staffs. By p(p = 1, 2, . . . , P ) we denote
a phase, which corresponds to the days elapsed from the admission. The number
of phase, P , would be different among cases depending on the length of stay in
the hospital. Note that a phase can be defined arbitrary; we employed one-day
as a phase for simplicity, but it is also possible to employ another interval, e.g. a
half day, as a phase. We gather orders issued on the same phase into a set, and
represent them as a sequence of order sets. By x we denote each order. An order
issued for case Xi at the m-th in phase p is denoted by x

[p]
im. The number of

orders issued in a phase, denoted by N [p], can be different for each phase and
each case.

An order is categorized by the corresponding order code described by an
alphabet and digits. For example, the code V40392 represents a nursing order
“check for dietary intake”, and the code A00002 N50449 represents a prescription
order “Isodine 7 % 30 ml for gargling”. Note that these codes are dependent on
the hospital information systems we used and other systems may employ other
codes; however it does not directly affect the methodology proposed in this paper.
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Fig. 3. Occurrence and transition matrices.

2.3 Occurrence and Transition Frequency Maps

We firstly count occurrence frequencies of orders at each phase using all data
in the dataset. We define Freq(c[p]k ) that represents the frequency of issuing an
order with code ck at phase p over all cases as follows.

Freq(c[p]k ) =
∥∥∥
{
x
[p]
im ∈ U |code(x[p]

im) = ck

}∥∥∥ (1)

where U = {X1,X2, . . . , XN} denotes the set of all cases and code(x[p]
im) does

the order code for order x
[p]
im. The symbol ‖ · ‖ denotes the cardinality of a set.

Next we count frequencies of order transitions between two adjacent phases.
Let us denote by Freq(c[p]k , c

[p+1]
l ) the frequency of observing two orders c[p]k and

c
[p+1]
l at phase p and p+1 respectively on the same case. We define the transition

(co-occurrence) frequency as follows.

Freq(c[p]k , c
[p+1]
l ) =

∥∥∥
{

(x[p]
im, x

[p+1]
in ) ∈ U |(code(x[p]

im) = ck) ∧ (code(x[p+1]
in ) = cl)

}∥∥∥ (2)

The occurrence and transition frequencies can be stored in matrices as shown
in Fig. 3. Assuming that the dataset contains C types of orders, the occurrence
frequencies are stored in a C×P matrix whose element corresponds to Freq(c[p]k )
as show in Fig. 3(a). As for the transition frequencies, a C × C matrix whose
element corresponds to Freq(c[p]k , c

[p+1]
l ) is used for a pair of adjacent phases

(p, p+1). A total of P −1 matrices are prepared for storing transition frequencies
where P denotes the number of phases. Note that we add to the set of order
codes {c1, c2, · · · , cC} an arbitrary code representing existence of no order.

2.4 Typicalness Index

Based on the occurrence and transition frequency maps generated in the previ-
ous section, we derive the typicalness of each order sequence. We evaluate the
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Fig. 4. Forward and reverse typicalness indices.

typicalness of a sequence bi-directionally in the forward direction looking from
phase p to p + 1 and in the reverse direction from phase p + 1 to p. Figure 4
provides an illustrative example. In Fig. 4, an order surrounded by a solid rec-
tangle denotes that the order is included in the target case we are evaluating its
typicalness. An order surrounded by a dotted rectangle denotes that the order is
not included in this target case (i.e., included in other cases in the dataset). The
value put beside each order represents the occurrence frequency of that order in
the whole dataset. The value put on the line between two orders represents the
transition (co-occurrence) frequency of these orders. Each of them respectively
corresponds to Freq(c[p]k ) and Freq(c[p]k , c

[p+1]
l ) introduced in the previous section.

In Fig. 4(a), the target case contains three types of orders in phase p, that
are, c[p]1 , c[p]6 , c[p]10 . The three values put on the left of these orders, 85, 60 and
20, respectively indicate the total number of cases in the dataset that also have
these orders in phase p. Orders such as c

[p]
13 and c

[p]
15 exist in the dataset but are

not included in the target case that we are currently evaluating; thus represented
by dotted rectangles.

Now we focus on the transition from c
[p]
1 . In the whole dataset, we observe

that four types of orders, c[p+1]
1 , c[p+1]

7 , c[p+1]
10 and c

[p+1]
15 could be issued after

c
[p]
1 in phase p + 1. Their frequencies are 80, 60, 20, and 5 as shown on the

corresponding lines. Among the four, the target case contains c
[p+1]
1 and c

[p+1]
7

(surrounded with a solid rectangle) whose transition frequencies are 80 and 60.
As these transition frequencies are relatively large and those for the remaining
two orders are small (20 and 5), we can infer that this target case includes
order transitions that are widely observed in the dataset, i.e., it includes typical
patterns of order transitions.

Based on these values, we make an index representing how much of the widely
applied order transitions are included in the target case. We firstly compute the
sum of transition frequencies for orders present in the target case (80+60 = 140)
and divide it by the sum of frequencies over all orders (80 + 60 + 20 + 5 = 165).
Next we put a weight on it using the occurrence frequency (=85) of the pre-
ceding order c

[p]
1 . The resultant value constitutes a forward typicalness index
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(85 × 140/165 = 72.1) about order c[p]1 in this target case. By applying the same
process to the other two orders in phase p and taking sum of them, we obtain
the forward typicalness index of the target case on phase p → p + 1.

We formalize the forward typicalness index as follows.

FwdTypicalness[p](Xi) =
N [p]∑

m=1

Freq(c[p]m )

×
∑N [p+1]

n=1 Freq(c[p]m , c
[p+1]
n )

∑C
l=1 Freq(c[p]m , c

[p+1]
l )

(3)

For simplicity, we here denote by c
[p]
m the order code of x[p]

im, originally denoted by
code(x[p]

im). The forward typicalness index takes low value when the target case
does not have in phase p + 1 the subsequent orders exhibiting high transition
frequencies.

Based on the same scheme we also define the reverse typicalness index as
follows.

RevTypicalness[p](Xi) =
N [p+1]∑

n=1

Freq(c[p+1]
n )

×
∑N [p]

m=1 Freq(c[p]m , c
[p+1]
n )

∑C
k=1 Freq(c[p]k , c

[p+1]
n )

(4)

Figure 4(b) provides an example. RevTypicalness takes low value when preceding
orders with high transition frequencies are not included in phase p on the target
case.

We then sum up the forward and reverse typicalness indices and average
them by the number of orders included in each phase. The resultant value is the
typicalness index of case Xi in phase p. It is formalized as follows.

Typicalness[p](Xi) =
FwdTypicalness[p](Xi) + RevTypicalness[p](Xi)

N [p] + N [p+1]
(5)

The final typicalness of case Xi is obtained by summing up the typicalness values
and number of orders over all phases and taking the average as follows.

Typicalness(Xi) =

∑P
p=1(FwdTypicalness[p](Xi) + RevTypicalness[p](Xi))

∑P
p=1(N [p] + N [p+1])

(6)

2.5 Clustering Based on the Typicalness Index

Based on the typicalness index, we perform clustering of the cases in the dataset.
We compare the indices phase-by-phase, not as a whole, so that the similarity on
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the distribution of the indices over phases is captured. We define the similarity
between cases Xi and Xj , Dissim(Xi,Xj), as follows.

Dissim(Xi,Xj) =
P∑

p=1

(
Typicalness[p](Xi) − Typicalness[p](Xj)

)2

(7)

When the numbers of phases are different on cases Xi and Xj , the typicalness
index for absent phase is treated as zero. For example, when Xi is constituted
of 8 phases and Xj is constituted of 9 phases, the dissimilarity on phase 9 is
derived by assuming the typicalness of Xi is zero on phase 9.

3 Experimental Results

We generated two datasets for experiments by extracting clinical orders from our
hospital information systems. The first dataset is associated with an otolaryngo-
logical disease, and the second dataset is associated with an obstetric disease. All
cases in a dataset had the same DPC (diagnosis procedure combination) code.
We selected these diseases because we already have manually created clinical
pathways in use and hence they were suitable for examining the basic ability of
forming groups of typical treatment processes from the mixture data.

We computed the typicalness index for each case and the dissimilarity for
each pair of cases by using the proposed method. Then we performed hierarchical
clustering of the cases by using Ward’s method [2].

3.1 Results on the Otolaryngological Disease Dataset

For this disease we had three kinds of pathways dealing with extraction of a
certain region A. In this paper we respectively denote them by (1) Region A
extraction, (2) Region A extraction (AM OP) and (3) Region A extraction
(PM OP), where AM OP means surgery in the morning and PM OP means
surgery in the afternoon. Historically, (1) was firstly created and it was later
branched into (2) and (3) so that care processes could be optimized for AM
or PM operations. Each of the three pathways experienced revisions within the
data collection period of 2.5 years; there were two versions for (1), five versions
for (2) and similarly five versions for (3). A total of 158 cases were included in
the dataset. Among them, 78 were applied either one of the clinical pathways
and the remaining 80 were not applied any pathways.

Figure 5 shows the dendrogram generated by Ward’s method. The dendro-
gram revealed that there were two or three large clusters in the dataset.
We started investigating the characteristics of clusters in a bottom-up man-
ner from seven clusters solution, where the dissimilarity stepped up largely at
an early phase of cluster formation. For further references, we put cluster indices
1–7 on the dendrogram.
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Fig. 5. Dendrogram for the otolaryngological disease dataset.

Table 1. Cluster statistics for the otolaryngological disease dataset.

Cluster index Number of cases Phase of operation
(Mean ± SD)

Typicalness index
(Mean ± SD)

3 13 3.9 ± 0.3 17.7 ± 3.8

6 6 - 6.9 ± 5.6

4 35 4.0 ± 0.7 12.5 ± 3.5

1 30 2.0 ± 0.0 30.9 ± 4.5

5 36 2.0 ± 0.2 24.1 ± 4.9

7 22 2.2 ± 0.6 21.9 ± 3.6

2 16 2.0 ± 0.0 23.6 ± 6.1

Total 158 - 21.3 ± 8.1

Tables 1 and 2 provide the following statics for each cluster: (a) mean and
standard deviation of the phase of operation (corresponds to the elapsed days
from admission to the operation), (b) mean and SD of the typicalness index
values, (c) the number of cases for each type of pathways, and (d) the ratio of
applying pathways. The order of clusters in the table corresponds to the order
of cluster indices put on the dendrogram.

The ratios of applying clinical pathways were low (<0.3) in clusters 3, 6 and 4.
Especially, cluster 6 was purely made of cases in which no clinical pathways were
applied. The average phases of operations in these clusters located around the
fourth day. We could observe clear differences between these clusters and others
such as cluster 1, whose average phase of operations located around the second
day. Cluster 6 exhibited the lowest typicalness index, and other two clusters 3
and 4 similarity exhibited low typicalness values. These observations suggested
that the first (top) branch of the dendrogram reflected differences of treatment
processes associated with the differences of the phase of operation. For cluster 6,
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Table 2. Cluster statistics for the otolaryngological disease dataset (continued).

Cluster
index

Number of cases for each type of pathway Ratio of apply-
ing pathways

Region A extraction No pathways applied Total

- AM OP PM OP

3 1 0 2 10 13 0.23

6 0 0 0 6 6 0.00

4 5 3 2 25 35 0.29

1 4 10 14 2 30 0.93

5 6 4 9 17 36 0.53

7 2 3 2 15 22 0.32

2 1 7 3 5 16 0.69

Total 19 27 32 80 158 0.49

we did not compute the average phase of operations because we could not find
operation order in four cases out of six; but the remaining two had operations
on the fourth and seventh days respectively.

Clusters 1, 5, 7 and 2 that located on the right branch of the dendrogram
exhibited converse characteristics. Their average phases of operations located
around the second day and their typicalness indices were relatively high. Espe-
cially, the ratio of applying clinical pathways in cluster 1 was quite high (>0.9).
Taking this highest typicalness value into account, we considered that this clus-
ter was made of the cases in which standardized care processes were applied
based on clinical pathways. The group of four clusters (1, 2, 5, 7) was made
from the two subgroups of clusters (1, 5) and (2, 7) according to the dendro-
gram. From the number of cases stratified by the name of pathways shown in
Table 1, we could observe that in clusters 1 and 5 the ratio of applying the path-
way ‘Region A extraction (PM OP)’ was higher than other pathways, while in
clusters 7 and 2 the ratio of applying the pathway ‘Region A extraction (AM
OP)’ was higher than other pathways. Cluster 5 included much larger number of
cases with no pathways compared to cluster 1. The similar characteristics could
be observed for cluster 7. Fisher’s test on the four clusters (1, 2, 5, 7) versus
four pathways (including no pathway applied) yielded p < 0.001, which implied
statistical dependence between these two factors. Therefore, we consider that
the proposed method could capture the similarity of care processes related to
the phase or time of operations without giving any a priori information about
operations.

3.2 Results on the Obstetric Disease Dataset

For this disease we had two kinds of pathways, one for multiparas and another
for primiparas. A total of 124 cases were included in the dataset. Among them,
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1 4 3 2

Fig. 6. Dendrogram for obstetric disease dataset.

Table 3. Cluster statistics for the obstetric disease dataset.

Cluster index Number of cases Typicalness index (Mean ± SD)

1 62 5.2 ± 2.1

4 23 13.1 ± 2.1

3 23 7.9 ± 2.2

2 16 12.1 ± 2.3

Total 124 8.0 ± 4.0

25 were applied either one of the clinical pathways and the remaining 99 were
not applied any pathways. Basically this disease did not involve operations.

Figure 6 shows the dendrogram for obstetric disease dataset produced by
Ward’s method. Similarly to the otolaryngological disease dataset, we selected
the four-cluster solution shown with the horizontal line on the dendrogram for
investigation. Tables 3 and 4 provide statistics for generated clusters. Clusters
4 and 2 yielded high average typicalness values, while the other two clusters
including the largest one yielded low typicalness values. We could observe clear
difference on the distribution of pathways among clusters. Clusters 1 and 2 were
composed almost purely of the cases without any pathways (cluster 1) and with
the pathway for multiparas (cluster 2) respectively. Cases with the pathway for
primiparas were mostly grouped in cluster 4. Fisher’s test on the four clusters
versus three pathways (including no pathway applied) yielded p < 0.001, which
implied statistical dependence between these two factors. These results suggested
that the proposed method could discover small but relatively dense groups of
similar processes in data.
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Table 4. Cluster statistics for the obstetric disease dataset (continued).

Cluster
index

Number of cases for each type of pathway Ratio of apply-
ing pathways

For multiparas For primiparas No pathways
applied

Total

1 1 0 61 62 0.02

4 0 9 14 23 0.39

3 0 1 22 23 0.04

2 14 0 2 16 0.88

Total 15 10 99 124 0.20

4 Conclusions

In this paper we have presented an attempt for finding clinical pathway can-
didates based on the typicalness index and cluster analysis. We could observe
on the two medical datasets remarkable dependency between clusters and types
of pathways. The proposed method computed typicalness index for each order
sequence and performed clustering without any a priori information about order
type such as operation; therefore, it could be considered that the typicalness
measure contributed in quantifying differences of treatment processes. It remains
as a future work to evaluate usefulness of the method in creating new clinical
pathways.
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Abstract. The year 2012 marked the birth of a new class of wireless
wearable fitness trackers (e.g., Fitbit One) that track daily activity from
the count of steps taken and calories burned to stairs climbed and sleep
patterns. As the recent trend in research extends the use of these devices
to a broader range of applications, questioning the reliability and accu-
racy of these devices became much more legitimate. In this research,
we assess the public opinion on these devices through utilizing novel
sentiment analysis techniques to build a fully automated aspect-based
sentiment summarizer that transfers the sheer amount of Amazon
reviews of these products to a user-friendly summary. Product features
are extracted using the text of reviews, the description and features
sections on Amazon. Another approach is also proposed that extracts
the names of competing products and compares their reviews to sepa-
rate the features from the other common nouns. To enhance sentiment
classication, the system combines two sentiment lexicons, handles
complex negation types through parsing while handling semantic
relations, and assigns the sentiment tothe proper product and feature.
The proposed summarizer’s components generally outperform the state-
of-the-art methods with notable improvements in detecting product
features, competing products and negation and can easily generalize to
other domains.

1 Introduction

Fitness tracking has taken a huge leap recently with the introduction of several
always-on wearable devices that provide all-time activity tracking. In addition to
estimating the number of steps taken, distance traveled and calories burned, the
new trackers (e.g., Nike+ Fuelband [3], and Fitbit One [1]) provide easy syncing
to smartphones and web portals, third party app development, social sharing
and friends competitions. New sensors are continuously incorporated to enable
various capabilities including: quality of sleep tracking, stairs climbed counting,
heart rate monitoring and skin temperature as well as the recognition of hundreds
of different exercises as claimed by the AMIIGO [12] fitness sensor. A recent
survey [4], showed that around 5 % of US households with broadband Internet
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own at least one digital fitness device such as the Fitbit trackers. A report [5],
showed that 29 % of consumers having health problems would consider using
an easy-to-use fitness tracker. Juniper Research [2] forecasts that the number of
users of app-enabled health and mobile-fitness hardware devices will increase to
96 millions by 2018, just to name few reports.

Besides using fitness trackers to monitor body wellness, such advances also
motivated some doctors to use them to monitor the progress of patients under-
going a surgery or physical therapy [11]. Home automation systems can use sleep
tracking to control the lights when users sleep or wake up. Advertisers can target
their advertisements to users based on their learned lifestyle. Generally, these
devices can help build huge data collections which are very useful to researchers
in many disciplines such as marketing, psychology and health care.

In this research, we assess the accuracy and reliability of these devices by
building a sentiment summarizer to transfer the sheer volume of Amazon reviews
on certain product to a user-friendly summary of people’s opinion on each feature
of the product. Compared to accessing all available devices through experimental
tests, this approach can include all available products and can provide up-to-date
information which is based on the experience of many customers for relatively
longer time. Despite being optimized to work for fitness tracking devices, many of
the methods used in this work can be utilized in any sentiment analysis system.
Opinion mining attracts a lot of research efforts due to its numerous challenges.
That is, many factors may alter the sentiment of words such as the part-of-speech
(POS), position of word in sentence, and presence of negation or sarcasm, con-
text and sentence type like suggestions, conditionals and questions (e.g., Which
device is the best? ). Sentiment analysis on aspect level is even more challeng-
ing because it requires extracting the features of the product and associating
them with the proper sentiment. In addition, extracting the names of competing
products dynamically, to associate the sentiment with the correct product, is not
frequently addressed in the scope of sentiment analysis. In this work, we tried
to overcome many of the aforementioned challenges.

The main contributions of this work are:

– The first application of sentiment summarization in fitness trackers domain
which helps customers, manufacturers and researchers interested in using these
sensors or the output data of the summarizer with generality to other domains.

– Novel approaches to extract the products features and to handle complex
types of negation. Also, novel approaches to dynamically detect the names of
competing products in text to associate the sentiment with the correct product
and provide users with comparisons between competing products. This also
improves the accuracy of features detection.

– To our knowledge, this is the first research in sentiment summarization that
utilizes some components offered by Amazon such as the description section
of products to make the system components independent of the volume and
source of reviews. The same Amazon tools can be used with other sources
of reviews or feeds such as tweets. Also, to our knowledge, extracting users
recommendations for the final summary is not offered before.
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The related work is presented in Sect. 2. The main components of the system
are presented in Sects. 3.1–3.5. Next, an evaluation of the main components of the
system is offered in Sect. 4.2. Last, Sect. 5 offers the conclusion and future work.

2 Related Work

Sentiment Summarization on aspect level is studied in [8,10,14,17]. The aspects
are commonly extracted using frequent nouns and phrases in reviews while apply-
ing some filters such as removing stop words and redundant one-term features.
It is noticed that most source of error comes from the presence of domain-related
nouns that occur frequently such as “weight” in fitness trackers domain. In addi-
tion, relying on frequent nouns ignores rare product features. This is handled by
our system through utilizing the Amazon APIs. Also, many papers neglect men-
tions of competing products which affects the results as mentioned in Sect. 3.1.

3 Approach

Stanford NLP tools are used in tokenization, part-of-speech tagging [19], pars-
ing [18], describing the grammatical relationships in sentences [9] and lemmatiza-
tion. The Product Name Extractor aims at identifying any mention of competing
products in text (e.g., Fitbit One and Jawbone Up are competing products). The
Aspects Extractor identifies the features of the product (e.g., price and battery
life). The Sentiment Extractor classifies the sentiment in a piece of text to pos-
itive, negative or neutral. After the sentiment is aggregated with the proper
aspect, the data is summarized with statistical and textual proof of people’s
opinion on product features.

3.1 Extracting Product Names

Given the name of a product, the system uses the Amazon ItemSearch API
to get the list of items returned on searching for this product. The product
name is then extracted from the product title (e.g., “Fitbit Zip” from “Fitbit
Zip - Wireless Activity Tracker”). Notably, product names tend to follow two
patterns in terms of the manufacturer name which is also returned by Amazon
API: ([manufacturer name] [model name]) as in “Jawbone UP” and ([model
name] “by” [manufacturer name]) such as “Up by Jawbone”. It is important to
note that the data on Amazon can be used to extract the competing products in
different opinion sources such as tweets. Part of the product names are commonly
used to refer to it such as “the One” instead of “Fitbit One”. The most common
pattern noticed is (“the” [model name]) with the model name starting in an
upper case letter (“The one who answered my call is helpful” versus “The One
is way accurate”). Two other patterns and the names of manufacturers who have
only one product in the list of competing products are also matched.
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3.2 Aspect Extraction and Domain Modeling

In this section, two approaches are proposed to extract dynamic aspects of prod-
ucts which are product features that may differ from a product to another (e.g.,
sleep tracker, steps counter and syncing) as opposed to static aspects (e.g., price).

Amazon Tools and Reviews’ Text: In this approach, aspects are considered
to be elements that occur in both of the following sets.

Set A: Includes the nouns and compound nouns that occur in the structured
“product features” section by Amazon and the nouns in all product descriptions
provided by the different product sellers on Amazon.

Set B: Includes nouns that frequently co-occur with specific verbs within 10
words range in Amazon’s features section (e.g., tracks steps, computes calories).
Additionally, the nouns occurring in some syntactic patterns like some of those
in [8,14] are included in this set.

Domain-Related Words Filter: In this approach, a filter containing domain-
related words is built. First, the intersection of nouns that appear in the reviews
of the two products with the highest number of reviews under the class of interest
are taken. Second, the resulting list of nouns is manually checked to keep only
the very general words. In case of fitness trackers class, the number of common
nouns was 1577 which resulted in 1554 after a quick manual refinement of the list.

To extract the dynamic aspects, a list of the lemmas of the nouns in reviews is
first collected and sorted by frequency. Lemmatization is important to combine
words like “step” and “steps” together. Afterwards, the stop words and any
product name are removed from the list. Last, the filter of domain-related nouns
generated above is applied and the list is split at certain threshold determined
experimentally to separate the potentially candidate aspects from the rest of
the list.

Grouping Similar Aspects: Given the name of a core aspect, the words
in “synonyms”, “co-ordinate terms”, “derivations” and “hyponyms” synsets in
WordNet [16] are considered different names of the same aspect based on their
frequency score. For fitness trackers, a domain model was built based on this
approach covering the common aspects (e.g., the price category) with manual
refinement.

3.3 Sentiment Extraction

Sentiment Lexicon: A sentiment lexicon is a dictionary of positive and nega-
tive words such as “good”, and “terrible”. SentiWordNet [7] and Liu’s Opinion
Lexicon [13], are combined in this work to assign a sentiment score to each
word in the sentence to take the advantages of both lexicons. SentiWordNet
assigns probabilistic sentiment scores to each synset in WordNet, includes 38,182
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sentiment-bearing words, and takes the POS into account. However, it is not
reviewed by humans. Liu’s opinion lexicon is manually complied, includes many
misspelled words that appear frequently in social media context, morphological
variants, slang, and social-media mark-up.

SentiWordNet assigns a score to each meaning of the word. The meaning
of the word is considered to be the most positive (or negative) meaning if it is
classified as positive (or negative) by Liu’s lexicon. The score computed using
SentiWordNet is normalized to get a score between −3 and 3 (inclusive). This
score is considered to be the score of the word if both lexicons have the same
classification. Otherwise, the sentiment is taken from SentiWordNet if the exact
word occurs with a strong sentiment that matches polarity of Liu’s lexicon in dif-
ferent part-of-speech. Otherwise, it is considered to be 1 if the polarity assigned
by Liu’s lexicon is positive and −1 if it is negative. For adjectives and adverbs
that do not occur in Liu’s lexicon, the score is computed using SentiWordNet by
averaging the polarity of synsets under this part-of-speech. A version was slightly
modified to include words related to fitness trackers such as “overestimates” or
“overcounts” in “It overcounts the number of steps I took”.

Handling Negation: Negation words other than “not” and “never” are han-
dled using the window approach [10] which is simple and fast. That is, the polar-
ity of the first 5 words (chosen experimentally) after a negation word is inverted.
For example, the negation word “no” in “no help from the customer service”
reverses the sentiment score of {help, from, the, customer, service} resulting in
changing the polarity of “help” from positive to negative.

The more frequent negation words “not” and “never” are handled by parsing
to detect the scope of the negation word better and to handle the semantic
relations between phrases in sentence. This handles negation in more complex
sentences such as “The man did not succeed in stealing my precious wallet”
where “not succeed” and “stealing” are negative, however, the overall sentiment
is positive. The three main steps of the algorithm are described below.

1. Assigning sentiment score to tokens using our combined lexicon and the
components discussed in the following section.

2. Detecting negation scope with the help of the Stanford typed depen-
dency tool, which extracts exactly one word negated by each negation word
among other relations. For the previous sentence, it returns neg(not, have)
among other relations. If the negated word detected by the Stanford tool is
a sentiment-bearing word, its polarity is inverted. Otherwise, the scope of
negation is detected by the following approach.
(a) Identify the word negated by each negation word using the typed depen-

dency tool.
(b) Tag the part-of-speech (POS) of the negated word.
(c) The nearest verb/noun/adjective phrase is marked if the POS of the

negated word is verb/noun/adjective respectively. That is, if the POS
of the negated word is a verb as in the previous sentence, the sentence
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Fig. 1. Parse trees of the referenced examples

marked is the nearest parent/ancestor verb phrase. Thus, in the previous
example, the phrase “have problems with it” is marked.

Figure 1B shows the parse tree of “It is not an accurate tracker”. The
typed dependency tool associates the negation with the noun tracker. The
marked sentence is the nearest noun phrase, i.e., “an accurate tracker”.
This leads to inverting the sentiment of accurate as per the next step.

(d) If the negation word is outside the marked phrase, the sentiment of all
words of the marked phrase is inverted. Otherwise, only the sentiment
of words following the negation word in the parse tree is inverted. In
Fig. 1A, the sentiment of “have problems with it” is inverted because the
negation word is outside the marked phrase which results in changing the
sentiment of the whole sentence from negative to positive.

The parse tree of “It is creative, not traditional” is shown in Fig. 1C.
The negation is associated with the adjective “traditional”. The nearest
adjective phrase is “creative, not traditional”. Since the negation word
is inside the adjective phrase, only the part following it (i.e., traditional)
gets inverted. Thus, the sentiment of creative is not inverted.

3. Handling semantic relations: This is done similar to [6]. The polarity of
the parent nodes of the leaves of the tree (i.e., words) is the sum of the sen-
timent score of its children. The polarity of the rest of the tree is computed
recursively as follows. The polarity of the deepest rightmost level of the tree
with the level just above it are used to determine their overall polarity intu-
itively according to Table 1. As shown in Fig. 2, the right most level is “my
precious wallet” whose polarity is determined to be positive from the previ-
ous step. The higher level “stealing” is negative. This means doing something
negative to something positive is negative as the third entry of the table indi-
cates. The part “stealing my precious bag” is replaced accordingly with a
negative node and the process is recursively repeated till only one node is left
which represents the overall sentiment of the tree. Similarly, “have not suc-
ceeded” is negative and “breaking my precious bag” is negative which results
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in an overall positive sentiment since failing in doing something bad is good
as in the last entry of the table. Hence, the overall sentiment of the sentence
is positive.

Fig. 2. Parse tree of a negated sentence

Table 1. Semantic relations

Predecessor Successor Result

positive positive positive

positive negative negative

negative positive negative

negative negative positive

3.4 Handling Other Challenges

Several components were used to refine the accuracy of sentiment classification.
A component is used to collect verbs that express functionality as mentioned in
Sect. 3.2 and is incorporated with the negation component. Although these verbs
are normally neutral, their negation is negative because the device is not func-
tioning properly (e.g., The data collected does not “sync” to my phone). Another
component uses the surrounding words of some context-dependent words to
detect its sentiment (e.g., lose the “device” versus lose “weight”). Also, The
effect of sentiment words is ignored if they come within certain distance from
verbs that express wishes and suggestions (e.g., I wish they had a caring cus-
tomer service). A list of sentiment diminishers and intensifiers was also used
to enhance the sentiment calculation (e.g., It barely works). The product name
extractor component is used to make sure sentiment is assigned to the correct
products.

Comparative Sentences and Users Recommendations: Comparative sen-
tences (e.g., The Fitbit One is more accurate in steps than the Jawbone Up) are
extracted by identifying mentions of competing products as in Sect. 3.1. Our sys-
tem distinguishably offers recommendations of consumers in the final summary.
Identifying consumers recommendations is done by matching patterns that fre-
quently carry user suggestions and recommendations. One such pattern is “It
would be [positive adjective] to have”.

Assigning Sentiments to Aspects is based on the following assumptions.
The sentiment of a sentence mentioning exactly one aspect represents the aspect.
The sentiment of each aspect in sentences with multiple aspects is considered
to be the sentiment of the deepest parse tree that contains only that aspect.
Sentences that do not contain any aspects while mentioning the device name or
the word “product” or “device” are considered to describe the whole product.
Otherwise, sentiment bearing sentences are considered to describe the last aspect
mentioned.
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3.5 Summary

The user is presented an easy-to-digest visual summary of people’s opinion on
different product aspects. The number and percentage of positive and negative
reviews about each aspect is presented with a reference to the sentences indi-
cating so. A comparison of people’s opinion on different products is also offered.
Our system uniquely presents the users’ recommendations. Users can also view
the trend of people’s opinion on different products and their aspects per time.
People’s testimonials on competing products are also presented.

4 Evaluation

4.1 Data Set

The data used is a set of the Amazon reviews of three leading fitness trackers,
namely, Fitbit One, Jawbone Up and Nike+ Fuelband until June, 2013. The star
rating, title, date, product ID and author ID are also extracted. Human anno-
tators were asked to annotate 106 reviews with a total of 908 sentences that are
almost equally divided between the three products. Reviews were collected from
the five different star ratings with equal proportions. Out of the 738 sentences
annotated, 280 were purely negative, 301 are purely positive, 123 are neutral
and 34 carried mixed sentiment.1

4.2 Evaluation of Major System Components

Product Name Extraction: Out of the 43 products returned for Fitbit One,
26 represented different competing products since some results represent the
same product by different sellers or in different color. Out of the 26 products,
the names of 21 were correctly identified while 1 was not correctly identified.
4 products did not have model name such as “Withings Smart Blood Pressure
Monitor” so a wrong word was taken to represent the model. Some of the results
are “Fitbit Flex”, “Fitbit Zip”, “Withings Pulse”, “JAWBONE UP”, “Polar H7”and “Nike+ FuelBand”. The
list of competing products returned for the other trackers was very similar.

This approach outperforms other approaches we considered like extracting
the named entities which could not decide if the named entity is a competing
product or not (e.g., iPhone or Samsung) and did not tag the names of several
competing products. The Amazon Similarity API was also considered but most
of the returned results were the same product by different sellers or in different
colors. Also, we tried fetching the products under the same product category on
Amazon, but the categories are too generic so they do not differentiate between
different classes of products.
1 Some annotators skipped some sentences in some reviews.
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Table 2. Aspects detected by the system using the domain filter approach

Product Aspects
Fitbit One (step, step count), calorie, (stair, floor), (app, application, iphone app),

(website, fitbit website, dashboard, web site), (sleep, sleep tracker, sleep patterns, sleep tracking, sleep mode),
friend, pocket, (customer service, customer support), badge, weight loss, activity level, point, fitness pal, distance,
battery life, flower, food intake

Jawbone Up (app, iphone app, up app), (sleep, sleep tracking, sleep mode, sleep tracker, sleep monitor, sleep patterns), step,
(alarm, alarm clock), (customer service,jawbone support, jawbone customer, customer support), friend, calorie, up
band, battery life, website, (headphone jack, jack), point, food intake, food tracking, replacement band, (power
nap, nap), heart rate, expectation, distance, pocket

Nike+ calorie, step, (app, android app, iphone app),(point, fuel, nike fuel,
Fuelband fuel points, fuelpoint), (website, web site, nike website), friend, (customer service, customer support), clasp, screw,

heart rate, nike store, rust, battery life, streak, couch, gp, water proof, stair, activity level, ice, nike support,
algorithm, distance, lifting, measure, led lights

Aspect Extraction: The very common state-of-the-art approach, which con-
siders the aspects to be the frequent nouns, is used as our baseline. The most
common nouns in Fitbit One, Jawbone UP and Nike Fuelband reviews after
removing the stop words and ignoring the case respectively are: {fitbit, day, steps, sleep,

device, activity, time, calories, weight, stairs, product, clip, sync, food, website, app, thing, data, tracker, computer,

days, ultra, track, week}, {band, jawbone, sleep, app, product, time, day, days, steps, device, fitbit, data, sync, food,

activity, customer, months, tracking},{nike, band, fuel, fuelband, day, product, calories, days, time, device, points,

steps, activity, goal, app, thing, wrist, watch, people, week}. It is noticed that the most common
nouns contain many non-aspects and miss core aspects. For Fitbit One, a core
aspect came after 175 items because Fitbit has a big number of reviews which
increases the number of frequent nouns that are not aspects. Extracting aspects
is sensitive to both precision and recall. Clearly, missing important aspects hides
important details from the customer. In addition, classifying a word falsely as an
aspect affects the sentiment associated with the other aspects in the sentence.
The product names like “Ultra”, which are classified here as aspects, are pruned
in our approach using the product extractor component.

The results of extracting dynamic aspects by the domain filter approach pro-
posed in Subsect. 3.2 are shown in Table 2. The aspects in the table are optionally
combined with few static aspects (e.g., price) to form the full list of aspects. The
aspects in brackets are those grouped under the same category as presented in
Sect. 3.2. The elements in the table represent the lemmas of the aspects. The
original nouns of these lemmas are used when searching for the aspects in text
(e.g., GPS is used to search for gp). As shown in Table 2, this approach produces
very promising results.

(a) All core aspects are covered in the results, i.e., the recall is 100 % for the
three products.

(b) The precision of the method is very high for Fitbit One and Jawbone Up.
It decreased with Nike+ Fuelband because the frequency of the first word
is much less than that of the most frequent term in the other two products
because of reviews for Nike are less in number. This frequency was used to
calculate the threshold which leads to covering all words that occur above low
frequency (here 5). That’s why increasing the threshold in this case increases
the precision of the method significantly as can be seen by neglecting the
last 2–3 lines of Nike Fuelband aspects in the table.
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Sentiment Extraction: Supervised methods used to identify the sentiment per
sentence often outperform unsupervised approaches but they have poor ability
to generalize to other domains and require a large set of annotated data, stor-
age and often running time. In [20], Support Vector Machine (SVM) trained
on unigrams alone outperformed the other features and classifiers considered.
SVM2 and Naive Bayes classifiers trained on unigrams are used in the baseline
in the evaluation. These methods were implemented using Rapidminer frame-
work [15]. The first two rows of Table 3 show their results on employing three
classes (positive, negative and neutral). The third class in rows 3 and 4 repre-
sent the neutral sentences as well as sentences containing mixed opinion. SVM
experiments employing 3 classes were based on one-vs-all approach.

Analysis of Sentiment Extraction Results: As shown in Table 3, the best
accuracy reached by the supervised approaches was 55.10 % by SVM on employ-
ing 3 classes when the third class represent the neutral examples and examples
with mixed opinion. Rows 5 in Table 3 represents the accuracy of the proposed
system. The accuracy of the system when tested on the annotated data was
67.28 % which outperforms the supervised approaches with 2 and 3 classes. The
much bigger advantage is that the system is lexicon-based which makes it pos-
sible to generalize to different domains.

The system has a very good recall for the positive class and precision for the
negative class relative to the supervised approaches. Some sentences carrying
negative opinion do not contain sentiment words which results in low precision
for the neutral class such as: {“The person who designed this should not be
there any more.”, “I will never order from this vendor again”}. Notably, most of
this type of sentences carry negative sentiment which decreases the recall for the
negative class. This suggested using the review rating to detect the sentiment in
sentences that do not contain sentiment words. The polarity of such sentences
in reviews with (1 or 2) and (4 or 5) star rating was considered to be negative
and positive respectively. The results of this step are shown in row 6. The overall
accuracy was increased by 1.84 %.

Some sentences were misclassified as positive such as “There is an awesome
comparison of the UP vs. the FitBit Flex here”. This error was commonly noticed
in conditionals “If it continued to work, it would have been a big motivation
to lose weight!”. Handling conditionals and questions is expected to increase
the precision of the positive class. Handling semantic relations (e.g., “I find it
difficult to name flaws.”) is expected to increase the accuracy. It was not han-
dled on purpose though since it requires parsing each sentence in each review
which is very expensive performance-wise. Also, some annotations were anno-
tated by only one person. The sentiment in some cases can be subjective. Thus,
the system may be penalized for a sentence while its result is also acceptable.
Ten people were involved in the annotation to make the annotations more rep-
resentable of the performance of the system. Other less frequent reasons for
error occur too, such as misspelled words and sarcasm. As shown in this section,
2 Based on mySVM implementation by Stefan Rueping.
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Table 3. Recall, precision and accuracy of sentiment detection

Classifier +ve rec. −ve rec. Class 3 rec. +ve pres. −ve pres. Class 3 pres. Accuracy

NB 30.90 25.00 82.11 73.23 46.36 23.71 37.50%

SVM 44.85 35.59 46.34 58.70 44.25 22.89 41.43%

NB 23.59 47.06 28.57 76.34 4.35 51.95 27.15%

SVM 50.17 65.84 11.43 60.40 55.06 12.90 55.10%

System 80.66 46.61 70.83 76.63 36.79 85.06 65.44%

System 2 89.86 58.36 30.25 70.15 78.84 33.96 67.28%

the approaches presented in this paper are generally very promising. The system
was built in java.

5 Conclusions and Future Work

This work presented an example of research meeting the real world where an
aspect-based sentiment summarizer was built to summarize people’s opinion in
reviews of fitness trackers. According to our results, utilizing Amazon data to
extract features and competing products is promising and do not depend much
on the volume of reviews. Also, our approach in handling negation enhances the
accuracy of sentiment classification.

In our future work, we plan to refine the presented techniques for grouping
aspects into categories. We also plan to add a component handling conditional
sentences and questions. Detecting similarity between sentences will be useful
in decreasing the number of sentences in the final summary. Last, more focused
studies in sentiment analysis (e.g., handling questions in sentiment analysis) are
needed.
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Abstract. The identification of interactions between drugs and targets is a key
area in drug research. Exploring targets can help identify potential side effects
and toxicities for drugs, as well as new applications of existing drugs. Because
of the enormous scale of biological dataset, most of the existing algorithms for
drug-target mining are time-consuming. In this paper, we proposed an optimi-
zation algorithm called LSH-HeteSim to mine the drug-target interaction in
heterogeneous biological networks, where the relationship between drugs and
targets is various. It means drugs and targets are connected with complicated
semantic path. In practice, the similarity measure used for semantic path is a
path-dependent method, called HeteSim, which had been utilized in some pre-
vious studies of relevance search. Experiment results in real biological networks
show that our algorithm can effectively predict drug-target interaction with the
AUC measure achieving 0.943. Simultaneously, the running time of our algo-
rithm is much less than the state-of-art methods.

Keywords: Drug target � Link prediction � Heterogeneous biological net-
works � Meta-path � Similarity measure

1 Introduction

The key issue of modern drug development is to recognize drug targets. Drug targets
are binding sites of drug and biological macromolecules regulated by the drug, such as
receptors, enzymes, ion channels, transporters, genes and the like [1]. As the basis of
drug discovery and designing, prediction of drug-target interactions is an important
issue in the field of biological research field [2].

In traditional biological studies, whether there is a link between the drug and target
gene is inferred from biology experiment results which have a long and costly
experimental period [3]. In recent years, many endeavors have been made in drug-
target interaction prediction, for accelerating drug targets finding, shortening research
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cycle, and reducing development costs [4]. However, most of the endeavors only
considered partly characteristics of drug biological networks, such as drug chemical
characteristics, or local link information. A biological network is a complex hetero-
geneous network, which either contains multiple types of objects or multiple types of
links [7, 8]. Commonly, in a biological network, the relationship between drug and
target is heterogeneous [9, 11], where two objects connected via different paths have
different meaning [10]. Hence, for drug target similarity measurement, the semantic
paths must be taken into account. Besides, the dataset of biological network is general
large, and similarity search algorithms frequently cost a long time. To solve the
problem mentioned above, we propose a new drug-target interaction mining algorithm,
for similarity path search in heterogeneous biological networks. The new algorithm is
named LSH-HeteSim, which is based on the locality sensitive hash method (LSH) [17].
The HeteSim similarity measure method has been utilized in some relevance search
problem of social network [10], and it is also employed in our study. Experiments
results show that the algorithm we proposed can predict missing links between drugs
and targets and identify drug-target interaction with a fairly high accuracy (the AUC
measure achieve 0.943). Specially, the running time of our algorithm is much less than
the state-of-art methods.

The rest of this paper is organized as follows. In Sect. 2, we review some related
work about link prediction and existing predictors for drug-target interaction finding.
Next, in Sect. 3, we provide detail information of the relevance search algorithm
HeteSim and our new drug-target interaction mining algorithm LSH-HeteSim. Then in
Sect. 4, we perform two groups of experiments to prove the effectiveness and effi-
ciency of our algorithm. Finally, in Sect. 5, we give discussion and conclusion of this
study.

2 Related Work

2.1 Link Prediction

Link prediction aims at estimating the likelihood of the existence of a link between two
nodes [12]. In some networks, especially biological networks such as PPI, metabolic
networks and food webs, the discovery of links is costly in the laboratory [13]. Instead
of blindly checking all possible links, predictions based on the observed links and
focusing on those links which are most likely to exist can sharply reduce the experi-
mental costs assuming that the prediction algorithm is accurate.

Node similarity based link prediction method can be roughly categorized into two
types: feature based approaches and link based approaches. The feature based
approaches measure the similarity of nodes based on their feature values, such as
cosine similarity, Jaccard coefficient and Euclidean distance. The link based approaches
measure the similarity of nodes based on their link structures in a network. The sim-
ilarity measure (HeteSim) used in our proposed LSH-HeteSim algorithm is a link based
method, especially, it takes the semantic paths into account.
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2.2 Methods for Drug-Target Interaction Prediction

The prediction of drug-target interaction is an important research problem in the drug
discovery filed. Traditional methods for drug target prediction are based on biological
experiments. Due to the long test period and its high cost, there have been more
and more drug target prediction methods by calculating. For example, Campillos and
Monica proposed a method for identifying drug target genes by the similarity of side
effects [4]. He Zhisong and Zhang Jian proposed a method based on the drug and
biological characteristics of the functional group [5]. Chen Bin and Ying Ding used a
statistical model called SLAP to measure the relationship between the drug and target
gene in a biological network [6, 18]. As SLAP takes the heterogeneity of biological
networks and the impacts of different semantic paths to the drug targets’ similarities
into consideration during its statistical computation, it achieves good prediction
accuracy. However, due to its complicate computation, the experiments are conducted
with sub-datasets on small scale. Once it applies to large scale dataset, the query task
will be very time-consuming. Besides considering the semantic paths in heterogeneous
biological networks, the optimized algorithm proposed in paper, called LSH-HeteSim,
also adopt the LSH. It can reduce the running time sharply without losing the pre-
diction accuracy. We will compare the prediction accuracy of these two algorithms on
the same dataset in experimental section.

3 Drug-Target Interaction Mining in Heterogeneous
Biological Networks

3.1 Heterogeneous Biological Networks

A heterogeneous network is a special type of network which either contains multiple
types of objects or multiple types of links [10], while a heterogeneous biological
network is composed of multiple biological objects. In many applications, the network
object is no longer constituted with a simple type, but includes various types of objects
and links, such as the gene regulatory networks. Here, we give a definition of heter-
ogeneous biological networks as shown in Definition 1.

Fig. 1. Network schema of Slap
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Definition 1. Heterogeneous biological Networks
Given a network schema SG ¼ A;Rð Þ which consists of a set of biological objects

types A ¼ fAg and a set of relations R ¼ fRg, an biological network is defined as a
directed graph G ¼ ðV ;EÞ with an object type mapping function ;ðvÞ 2 A and a link
type mapping functionuðeÞ 2 R. Each object v 2 V belongs to one particular object type
;ðvÞ 2 A, and each link e 2 E belongs to a particular relation uðeÞ 2 R. When the types
of objects Aj j[ 1 or the types of relations Rj j[ 1; the network is called heterogeneous
biological network. Otherwise it is a homogeneous biological network.

Figure 1 is the network schema of a heterogeneous biological network Slap [6]. Each
circle represents a biological object type, such as drug, disease, gene, and etc. Each
horizontal line represents a relation type, such as the treatment between drug and
disease.

Definition 2. Meta-Path
A meta-path P is a path defined on the graph of network schema TG ¼ A;Rð Þ, and

is denoted in the form of A1 !R1 A2 !R2
. . .!Rl Alþ1, which defines a composite relation

R ¼ R1 � R2. . . � Rl between types Ai and Al + 1, where � denotes the composition
operator on relations.

Different from those in homogeneous network, the paths in heterogeneous network
called meta-path have semantics, as Definition 2 defined, which make the relatedness
between two objects different on different search paths. Taking the heterogeneous
network in Fig. 2 for example, the relationship between the drug and the disease is
treatment and being treated, and between genes and disease is the causing and caused
by. Obviously, drug C1 is not related to gene G2 based on CDG path. It means that
drugs can treat diseases caused by genes. However, drug C1 is related to gene G2 based
on CDCDG path because of drug C2 which can also treat disease D2.

3.2 Relevance Search

Shi Chuan and Kong Xiangnan have defined the relevance search problem in hetero-
geneous networks. They proposed an algorithm based meta-path a meta-path called
HeteSim to measure the similarity between objects of different types [10]. In this paper,
HeteSim was used to assess the interactions between drugs and targets in heteroge-
neous networks.

Fig. 2. A simple heterogeneous network example
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Definition 3. HeteSim [10]

HeteSimðs; tjR1 � R2 � . . . � RlÞ ¼ 1
O sjR1ð Þj j I tjRlð Þj jXjOðsjR1Þj

i¼1

XjIðtjRlÞj
j¼1

HeteSimðOi sjR1ð Þ; IjðtjRlÞjR2 � . . . � Rl�1Þ
ð1Þ

Given a meta-path P ¼ R1 � R2. . . � Rl, HeteSim(s, t|P) is the similarity between
object s and t. Here, O(s|R1) is the out-neighbors of s based on the path P, and I(s|Rl) is
the in-neighbors of t based on P. The result it returns is a similarity value between 0
and 1. The larger HeteSim value is, the more similar the two objects are. The similarity
of drug C1 and gene G1 was calculated as follows:

HeteSim ¼ 1
O C1jCDð Þj j I G1jDGð Þj j

XjOðC1jCDÞj

i¼1

XjIðG1jDGÞj

j¼1

HeteSimðOiðC1jCDÞ; IjðG1jDGÞÞ

where O C1jCDð Þ ¼ D1;D2f g; I G1jDGð Þ ¼ D1;D2f g. So the HeteSim value of C1 and
G1 is 0.5.

In order to facilitate the calculation, the formula in Definition 3 can be normalized as
Eq. (2):

Definition 4. NormHeteSim [10]

NormHeteSim xi; xjjP
� � ¼ MPL xi; :ð ÞMP�1

R
ðxj; :Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jMPL xi; :ð ÞjjMP�1
R
ðxj; :Þj

q ð2Þ

where M is the relation matrix defined as follows:

Definition 5. Relation Matrix

M ¼ UA1A2UA2A3 . . .UAl�1Al ð3Þ

where UAiAj is the adjacency matrix Ai and Aj.

In addition, MP(i, j) represents the number of path instances of meta-path P ¼
A1A2. . .Alð Þ which start from object xi 2 A1 to object xj 2 Al, and MPLðxi; :Þ represents
the feature vector of object xi whose length is decided by the target object type Al and
MP�1

R
ðb; :Þ represents the feature vector of object xj, so the HeteSim value is the cosine

similarity of the two feature vector. The path PL and PR in NormHeteSim defini-
tion is the decomposition of the path P from the middle position. That is,
PL ¼ ðA1A2. . .AmidÞ and PR ¼ ðAmidAmidþ1. . .AlÞ:

In biological heterogeneous network, measuring the similarity of drug and target is
suited to the relevance search problem definition. Therefore, HeteSimQuery is con-
sidered baseline algorithm to measure the similarity between drug and target as
Algorithm 1 shows. For any given meta-path which starts with drug type and end with
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target type, we can use HeteSimQuery to calculate the similarity of the query pairs
(p, q). For example, if the similarity of one drug and gene pair under the path CGCDG
(Compound-Gene-Compound-Disease-Gene) was queried, HeteSimQuery will return
the similarity value of the query pair.

.

Obviously, when the inputing meta-path P ¼ A1A2. . .Alð Þ of HeteSimQuery is
symmetrical or the starting object type is the same as the end object type, that is A1 and
Al are the same object type, such as CDC or CDGDC, HeteSimQuery can be used to
measure the similarity between objects with the same types. Therefore, our baseline
algorithm HeteSimQuery can be used to measure the similarity between objects of the
same types as well as different types.

3.3 Locality Sensitive Hash

Locality Sensitive Hash (LSH) functions were introduced to solve the approximate
nearest neighbor problem in high dimensional spaces [14]. It is designed in such a way
that if two objects are close in the intended distance measure, the probability that they are
hashed to the same value is high, and if they are far in the intended distance measure, the
probability that they are hashed to the same value is low [15]. Here the meaning of ‘close’
and ‘far’ depend on the similarity measure used, and the exact formulation of LSH
functions varies with the exact distance definition of the similarity measure. Nevertheless,
all LSH functions should always comply with the locality sensitive hashing schema [16].

However, not every similarity measure has its corresponding LSH functions satis-
fying locality sensitive hashing schema. Moses proposed a triangle inequality that
existing LSH families satisfy [17]. Since HeteSim could eventually be placed under the
cosine similarity of hash vectors, we just need to prove h xi; xj

� �� h xi; yð Þ þ h xj; y
� �

:
if xi, xj and y all lie in a plane, then it is obvious that the angle between xi and xj must be
no greater than the sumof the angles between xi and y and xj and y; if xi, xj and y do not lie in
a plane, and y′ is the projection of y in the plane defined by xi and xj, then it holds that
h xi; xj
� �� h xi; y0ð Þ þ h xj; y0

� �
. Note the sum of angles between xi and y and xj and y are

greater than those between xi and y′ and xj and y′, sowe have h xi; xj
� �� h xi; yð Þ þ h xj; y

� �
.

Therefore, HeteSim satisfies the locality sensitive hashing schema.
As the dataset scale of biological networks is always huge, and similarity com-

puting is time-consuming, we use a relatively simple random hyperplane hash function
as Definition 6 shows.
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Definition 6. Hash Function

hrðxÞ ¼ 1; r � x� 0
0; r � x\0

�
ð4Þ

r is a d dimensional random vector with each value drawn from the standard
Gaussian distribution N(0, 1), if r � x� 0, return 1, otherwise return 0. Then each
d dimensional vector is hashed to one binary bit [16].

Given an integer m, we select m hash functions randomly and independently from the
family defined in Definition 6, denoted as Hm ¼ fhr1 ; . . .; hrmg. By applying each of
them to a dimensional vector x, we can map x to an m dimension vector in {0, 1}m,
denoted as Hm(x). Then Hm(x) is referred to the hash vector for x and m is the corre-
sponding hash vector dimension. For any data set D 2 Rd;Hm xð Þ can generate a set
consists of hash vectors, which is called the hash table of D. Given an integer t, we
choose H1

m;H
2
m; . . .H

t
m from Hm independently and randomly. Each hash family gen-

erates a ri 1� i� tð Þ dimensional hash table.

3.4 LSH-HeteSim

The biological networks dataset used in the prediction of interactions between drugs
and targets is large-scale, usually consisted of numbers of biological databases.
Moreover, mining the interactions between drugs and targets need large amount of
similarity measure computations of high-dimensional vectors. These facts lead to that
using the naive algorithms can be very time-consuming. Based on the characters above,
we proposed an optimized algorithm based on LSH called LSH-HeteSim which can
reduce a lot of similarity measure computation with the strategy that using a candidate
subset generated by hashing reduces the computation times. As the relationship
between the drug and the target is heterogeneous, the similarity measure we used in our
method is HeteSim which is suitable for relevance search problem in heterogeneous
networks as introduced in Sect. 3.2.

.
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The input data of Algorithm 2 is network dataset D, query object p, dimension of
hash vector m, number of hash tables t and meta-path P, and the output result is a
collection of objects which are in the candidate set with a similarity value. Firstly,
Algorithm 2 creates a LSH indexing structure for given data set D (step 1); then it
produces t hash tables cyclically, and eventually gets a collection of all objects which
are mapped to the same hash bucket, as the candidate set Q (step 2–5); finally, it
calculates the similarity between the query object p and each target object in candidate
set Q using HeteSim, and returns a result set of all objects with a similarity value.

4 Experiments and Results

In order to completely inspect performance of our algorithm, we use several real
biological networks as experiment data sets, rather than artificial data sets. Conducting
experiments in real biological networks, it can direct compare capability and running
time of our algorithm and existing methods.

4.1 Datasets

An integrated biological networks dataset Slap [6] is utilized as experimental material
in this study. The network is constructed from 17 public data sources, which contains
305,792 nodes and 670,546 edges (Fig. 1). For the network, nodes are categorized into
10 types, in which 11 connections are existed. In addition, a single node is an instance
of a corresponding type, for example: a node for drug Clofarabine (CID: 119182,
Molecular Formula: C10H11ClFN5O3) is an instance of type Chemical Compound.
A path is an instance of a corresponding meta-path, defined in Definition 2, for
example: Troglitazone-Disease(776)-VEGE is an instance of the meta-path: Com-
pound-Disease-Genes, here Troglitazone is a drug that can treat the disease 776 caused
by VEGE.

4.2 Effectiveness

Assessing Drug Similarity. In Sect. 3.2, we have already mentioned when we choose
the right meta-path which is to ensure the starting object type is the same as end object
type, such as drugs, HeteSimQuery can be used to measure the similarity between
objects with the same type. Here we use HeteSimQuery to cluster drugs. We took 40
kinds of drugs from 4 disease areas (headache, diabetes, HIV and asthma) to determine
whether our method is able to distinguish drugs from different therapeutic areas. For
each drug, we calculated its similarity value with the other 39 drugs. Then we selected
all the drug-drug pairs whose similarity values were greater than a predefined threshold.
In practice, drug-target interactions were visualized by the Cytoscape software [19],
and functions of drug target genes were annotated through the iGepros server [21].

Since the path we used is CDGDC, namely two drugs can be regarded as similar
when they can treat diseases caused by same genes. Therefore drugs related to same kind
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of diseases have a higher probability to connect together. Our experiment results support
this viewpoint. As shown in Fig. 3, the drugs in each group tend to have an ability to
treat the same kind of disease, for example, the grey-colored drugs like Ibuprofen,
Chlorpheniramine, Fomepizole can treat the headache and they connected together.

Comparison with SLAP. To further evaluate the drug-target interaction mining effect
of the our optimized algorithm LSH-HeteSim, we compare LSH-HeteSim with the
baseline algorithms HeteSimQuery and SLAP respectively. The experimental dataset
used here is a subset extracted from the Slap dataset, including 1000 drugs, 127 targets
and 3762 drug-target links. Then we have 127,000 drug target pair samples (3762
positive and 123,238 negative samples). The algorithm HeteSimQuery and SALP need
to compute the similarities over the whole 127,000 drug-target pairs. However, LSH-
HeteSim only needs to compute similarity for each query object with its corresponding
candidate set. In our experiments, the parameter m and t are assigned 20 and 5
respectively, therefore LSH-HeteSim takes 22,170 times similarity computation in total.

Fig. 3. Drug similarity network

Fig. 4. ROC curves among different methods
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To compare the accuracy effects of these three algorithms, we performed a ROC
[20] (receiver operating characteristics) statistical analysis over the results. The
ROC curves are shown in Fig. 4 which present achievable true positive rates (TP) with
respect to all false positive rates (FP). The AUC (area under an ROC curve) values of
HeteSimQuery, SLAP and LSH-HeteSim are 0.982, 0.940 and 0.943 respectively.
Obviously, these three algorithms all have good prediction accuracy in the dataset.
However, compared with our LSH-HeteSim algorithm, HeteSimQuery and SLAP
algorithms require more running times. We will compare and describe in the experi-
ment of Sect. 4.3. For drug target query in the large-scale biological data, time effi-
ciency is very important. Our LSH-HeteSim algorithm reduced the similarity
calculation times of high dimensional vector by LSH so that it can reduce the query
time while ensure the prediction accuracy.

4.3 Efficiency

Efficiency is measured by the running time of algorithm. Since the hash functions are
randomly picked, each experiment is repeated 10 times and the average is reported. The
input of LSH-HeteSim algorithm has two parameters: the hash vector dimension m, the
number of hash tables t. Here we take m and t into account to discuss how the running
time changes.

As HeteSim is a path-dependent method, the running time is various when different
path is selected. In out experiment, we use the meta-path: CGCDG (Compound-Gene-
Compound-Disease-Gene). To better describe the running time with different param-
eters, we divide the experiments into two groups, and discuss the impact of parameters
t and m on the running time.

Firstly, we randomly select a compound (noted as CID) as the query object such as
CID = 5880, and the parameter m was assigned 20, then run programs for t = 1, 2, 3, 4, 5
respectively. Results of experiment are shown in Fig. 5(a). Clearly the trend of curve can
be seen from the diagram, running time increases with the value of the parameter
t added, mainly because a bigger value of t means more hash tables, and therefore more
time to require for calculation.

Fig. 5. Running time on Slap
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Then we set parameter t as 1 and let the value of parameter m be 10, 15, 20, 25, and
30 respectively. Each experiment was repeated 10 times to take the average running
time as the result. Obviously with the parameter m increases, the running time is
growing, and this is mainly due to the increase in dimension of the random vector, it
will take more time to calculate the similarity of two objects.

For a certain query object, the running times for SLAP and HeteSimQuery are
almost fixed and more than LSH-HeteSim’s, so their cures are linears. It is mainly due
to our candidate sets generated by LSH, which greatly reduce the computation times of
high-dimensional vectors. Considering results of effectiveness and efficiency assesses,
the LSH-HeteSim algorithm has less running time compared with the state-of-art
methods, and its prediction accuracy is still comparable to these methods. In addition,
there is no fixed range of the two parameters, and the suitable values of the two
parameters should be assigned through value trials. With the increase of the parameters
m and t, the times of similarity calculations and the dimension of feature vectors
increase. Despite the prediction accuracy will rise, however, the running time is also
rapidly increasing.

5 Discussion and Conclusion

For the LSH-HeteSim algorithm, it accelerates computing of similarity search in high-
dimensional space through the LSH method, which results in a slightly decrease of
search accuracy (experiments in Fig. 4). In the future, we will use the MP-LSH method
[22] instead of the LSH method to optimize our algorithm. In this way, accuracy of the
LSH-HeteSim algorithm can be improved, and its less running time characteristics can
be kept. In addition, the meta-path CGCDG used in this study is based on certain
biological information, while meta-paths coming from other biological information
should be inspected in the future.

In this study, we proposed an efficient drug-target interaction mining algorithm for
heterogeneous biological networks called LSH-HeteSim. Experiment results show that
our proposed algorithm can effectively predict interactions between drugs and targets.
Specially, for larger-scale biological data, LSH-HeteSim has less running time com-
pared with the state-of art methods.
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Abstract. The Spanish flu first occurred in 1918 and killed about 50 million
people in the world. In 2005, by using gene decoding process, Robert B. Belshe
identified that the Spanish flu was occurred by H1N1, which is highly patho-
genic influenza A virus. Influenza A virus has been mutated consistently and
unexpectedly; H5N1, H5N2, and H7N9 which used to be known as not human
infecting virus now infect a lot of people in the world. In this research, by using
Apriori Algorithm, we compared amino acid strain of Hemagglutinin and
Neuraminidase, which are glycoprotein of H1N1, H5N1, H5N2, and H7N9 to
figure out their similarity in amino acid strain. Furthermore, in the case of H7N9,
we also compared the amino acid data from 1988, 2009 (bird), and 2013
(human) and proposed the significance of biological research about the site
which differs in terms of amino acids.

Keywords: Spanish flu � Influenza A Virus Subtype H1N1, H5N1, H5N2,
H7N9 � Hemagglutinin � Neuraminidase � Apriori algorithm

1 Introduction

In March 1918, as Albert Gitchell, a company cook, got infected with influenza virus,
the number of new infections increased at an alarming rate. Within a year, 500 million
people were infected and at least 50 million people died. They are all victims of the
Spanish Flu.

The autopsy result revealed that the victims had Cytokine Storm in common which
had caused excessive immune response that damaged pulmo and therefore had shown
Acute Respiratory Syndrome [1].

According to the report made by Robert B. Belshe in 2005, we can infer that the
virus which caused the Spanish flu is H1N1. References [2, 3] Highly pathogenic
Influenza A subtype H1N1 has continuously mutated and caused the 1957 Asian Flu
(H2N2) epidemic and the 1968 Hong Kong Flu (H3N2) epidemic. Also, the outbreak
of Avian Influenza H5N1 which crossed the barrier between species (humans-birds)
was reported in 15 countries.
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It is important to note that although H5N1 is not contagious thorough air compared
to H1N1, the symptom that follows, Cytokine Storm, is identical to Spanish Flu [4]. As
shown above, H5N1 which was previously predicted to be non-contagious regarding
humans is showing a tendency to make humans as hosts over the course of time. Also,
H5N2 which is less contagious than H1N1 was reported to have infected a human in
Japan on January 2006. Furthermore, on March 2013, 3 people who live Shanghai and
Anhui were infected by the virus H7N9 and 2 of them died. Actually, the infection of
H7N9 among the human species has never occurred before [5, 6]. Only two weeks after
the outbreak (April 13, 2013), 49 people were infected and 11 of them died.

Therefore, in order to compare the similarities among the amino acid structure of
the respective Hemagglutinin and Neuraminidase of H1N1, H5N1, H5N2, and H7N9
we used Apriori Algorithm. The FASTA form data of the amino acid structure used in
the analysis was from NCBI (National Center for Biotechnology Information). In
addition, to propose a research subject about the mutation tendency of H7N9, which
was occurred recently, we also compared the H7N9 fowl samples of 1988, 2009, and
human’s of 2013 using the Apriori Algorithm.

2 Influenza Virus

2.1 Type A, B, and C

Influenza can be classified into 3 types; type A, B, and C [9]. Type A Influenza virus is
infectious to some mammals, including fowl, human and swine, and 19 kinds of them
were discovered at present. Since it has variety of hosts, their possibility of global
pandemic is relatively high. Furthermore, since some mammals, such as swine, has
more than one virus acceptors on their respiratory epithelial cells, the virus can be
carried through these mammals which acts as a medium to human and be combined
with human’s acceptor. In other words, type A virus can surpass the barrier between
species. On the other hand, only one kind of virus exists in Type B and Type C so they
are not highly transmissible. In addition, it is currently known that Type B virus only
infects human and seal, and Type C virus only infects human and swine. However, all 3
types of viruses’ overall structure are same.

2.2 Hemagglutinin and Neuraminidase

Influenza A viruses has major 11 genes on 8 RNA fragment. These genes encode 11
protein information (Hemagglutinin, Neuraminidase, NP, M1, M2, NS1, NS2 (NEP),
PA, PB1, PB1-F2, and PB2) and the dividing criteria for Influenza A virus is the type
of Hemagglutinin and Neuraminidase. For that reason, Influenza A virus subtypes are
named using H and N; H is numbered from 1 up to 16 and N is numbered from 1 up to
9 (ex. H1N1, H5N1 …). Hemagglutinin and Neuraminidase are both glycoprotein
which play a pivotal role in virus infection and replication. Hemagglutinin initiates
virus infection by combining with sialic acid from epithelial cell. Neuraminidase helps
separating the combination between the virus and the host cell made by Hemagglutinin,
so the replicated viruses can be released out of the cell.
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2.3 Cytokine Storm

Influenza A virus subtype H1N1 and H5N1 gave rise to cytokine storm to patients in
common. Cytokine is a generic name of proteins which act as hormonal signaling
molecules that stimulates the immune system. Cytokine Storm is a fatal immune
reaction caused by highly elevated levels of Cytokine leading to MODS (Multiple
Organ Dysfunction Syndrome) such as lung damage. In other words, positive feedback
loop between cytokines and immune cells arouses excessive immune response which
cause disorder in physical functions. As shown in Fig. 1, when a pathogen invades and
infects macrophages, the macrophage delivers its information that triggers hyper
secretion of cytokine by the immune reaction and pulmonary disorder occurs conse-
quently [11].

Because of the Cytokine Storm, the casualties of the youth with better immunity
were bigger than the aged with poor immunity. Avian flu (H5N1), 1957 Asian Flu
(H2N2), 1968 Hong Kong Flu (H3N2), 1918 Spanish Flu and 2009 Mexican Swine
Flu (H1N1) were caused by those different viruses but have one thing in common; all
of them provoked cytokine storm to victims with a certain degree.

3 Correlation Between Protein Structure and Its Functions

3.1 Protein Three-Dimensional Structure

Glycoprotein on the surface of Influenza A Virus is protein after all. Therefore, it has its
own peculiar three-dimensional structure which is also called as tertiary protein

Fig. 1. The mechanism of cytokine storm evoked by influenza virus (Source: Osterholm.
New England Journal of Medicine, 352 (18): 1839, Fig. 3. May 5, 2005.)
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structure. Tertiary protein structure is built as irregular structures in α-helix, β-sheet,
and coil structure, the secondary protein structure, are folded. Studies have shown that
Tertiary protein structure determines its functional properties of proteins. Thus com-
prehending three dimensional structure of glycoprotein in Influenza A virus whose
attributes are under control of the types of surface glycoprotein is significant [14–16].

3.2 Secondary Structure and Three-Dimensional Structure

There are various methods in predicting 3D structure of protein and the most popular
method among them is template based modeling. This modeling is done by finding
certain proteins from the template whose functions are similar to the target protein (the
protein we want to know) using amino acid sequence. The key point of this method is
that the proteins with similar amino acid sequence have similar 3D structure. In fact,
protein structure is generally called similar if the index of similarity of amino acid
sequence is over 20–30 %. To model a protein whose index of similarity of amino acid
is lower than 20 %, ab initio modeling has to be done. It uses energy function about
protein structure but its precision is relatively lower than template based modeling.

4 Experiment

4.1 Data

FASTA form of Hemagglutinin and Neuraminidase of H1N1, H5N1, H5N2, and H7N9
was used to analyze on the basis of the number of amino acid frequency. Those FASTA
data of H5N1 and H5N2 viruses were found in fowls and the data of H1N1 virus was
found in humans.

Furthermore, to investigate the mutation trend of H7N9 with time, amino acid data
of Hemagglutinin and Neuraminidase from turkey in 1988, goose in 2009 and Chinese
in 2013 were used. All of these experimental data was obtained from National Center
for Biotechnology Information (NCBI) [7].

4.2 Algorithm

The algorithm used in the comparison of the amino acids is Apriori. This Algorithm is
more efficient than Artificial Neural Network or Support Vector Machine in that
Apriori can estimate the correlation among data frequency. Apriori is an association
rule discovery algorithm used to systematically control the geometrical growth of
candidate item set by using support-based pruning. The basic principle of Apriori starts
from the supposition that if one set of the data frequently occurs, its subset also fre-
quently occurs. The process of creating frequent-data-set, creating subset, pruning
subset, calculating support level is repeated in this order (see Fig. 2).

Since Apriori algorithm searches for frequency of the dataset and calculate its
support level, it allows us to assess the dispersion of the given dataset easily and
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quickly. Thus, we decided that the Apriori algorithm is the optimized algorithm for
analyzing amino acid sequences and used it for this research.

Window size is a point to be considered so the experiments were divided into
environments of window 5, 7 and 9. Particularly, to compare H7N9 on a year-on-year
basis, we used WEKA program.

5 Results

5.1 H1N1, H5N1, and H5N2

For better interpretation, we neglected data whose accuracy (≤1) was smaller than 0.8.
Figures 3, 4, and 5 is the result of the experiments done in Window 5, 7, and 9,
respectively. The x-axis of each graph is the type of amino acid and the y-axis is the
appearance frequency for each amino acids. The more appearance frequencies among
the viruses are alike, the better we can estimate that their structure resembles each
other.

Fig. 2. The process of Apriori Algorithm

Fig. 3. The graph of H1N1, H5N1, and H5N2 amino acid frequency in window size 5
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Particularly, in the experiment done in window 5 and 7 (Figs. 3 and 4), the simi-
larity among the appearance frequency of Hemagglutinin and Neuraminidase in H1N1,
H5N1 and H5N2 was exceedingly high.

5.2 H7N9

Similar to previous experiment, we neglected data whose accuracy (≤1) was smaller
than 0.8. Figures 6, 7, and 8 are the results of the experiments done in Window 5, 7,
and 9, respectively.

Figures 6, 7, and 8 show that the amino acid strain of H7N9 virus’s glycoprotein
from 2009 goose and 2013 Chinese are very similar even if they are from different host
species. The overall distribution of amino acid data is quite similar regardless of years
and window size but in the perspective of the specific frequency numbers of each
amino acid, the data from 1988 turkey are relatively different.

Fig. 4. The graph of H1N1, H5N1, and H5N2 amino acid frequency in window size 7

Fig. 5. The graph of H1N1, H5N1, and H5N2 amino acid frequency in window size 9

82 D.Y. Kim et al.



Fig. 6. The graph of H7N9 amino acid frequency in window size = 5

Fig. 7. The graph of H7N9 amino acid frequency in window size = 7

Fig. 8. The graph of H7N9 amino acid frequency in window size = 9
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5.3 H1N1, H5N1, H5N2, and H7N9

We conducted the experiment in same condition with previous experiment. Figures 9, 10,
and 11 are the results of experiments done in Window 5, 7, and 9, respectively.

Fig. 9. The graph of H1N1, H5N1, H5N2, and H7N9 amino acid frequency in window size 5

Fig. 10. The graph of H1N1, H5N1, H5N2, and H7N9 amino acid frequency in window size 7

Fig. 11. The graph of H1N1, H5N1, H5N2, and H7N9 amino acid frequency in window size 9
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6 Discussion

6.1 The Similarity of H1N1, H5N1, and H5N2

From the results of 4.1 H1N1, H5N1, and H5N2, the similarity between those three
viruses’ glycoprotein amino acid strain is measured high. The similar structure of
amino acid means that the proteins will do similar biological function. Especially, in
the case of Influenza virus, the proteins located outer surface of lipid envelope such as
Hemagglutinin or Neuraminidase conduct crucial function of viruses’ infection and
replication process. H1N1 in 1918 Spanish Flu was spread extremely fast and caused
deadly disease with cytokine storm. H5N1 and H5N2 are avian flu and although the
latter is not highly pathogenic, H5N1 is could be dangerous to humans; it is relatively
easy to mutate into “H1N1-like” virus since their features of causing cytokine storm to
victims are same and their amino acid structure of glycoprotein are similar. In other
words, if it mutates and becomes ideal to spread fast through the air and being well
transmitted between humans, the possibility of outbreak of catastrophe would increase.
Therefore, yet there is no suitable ways to delay or stop the Influenza viruses’ mutation,
we should struggle to find the prevention of disaster and to predict the viruses’
mutation more exactly.

6.2 The Mutation of H7N9

From the result of 4.2 H7N9, we can infer that even if it shows high similarities as time
pasts, Influenza A virus subtype H7N9 has been mutated to “a certain slowly” since
1988. Finally, it has changed its features nowadays and became deadly to humans.
Also, there are some amino acids which do not have similar number of frequency
through three kinds of years, especially in 1988. For example, in Fig. 7, which is the
result of experiment with window size 9, the amino acid “V” shows relatively big
difference between 1988 data and the others, either in Hemagglutinin or Neuramini-
dase. This suggests the structure that amino acid V (Valine) is contained has changed
which affected the feature of 1988 H7N9.

6.3 Overall Comparison

The result of 4.1 H1N1, H5N1, and H5N2 shows some similarities between viruses
that cause serious cytokine storm (H1N1, and H5N1) or those which are avian influ-
enza (H5N1, and H5N2). The result of 4.2 H7N9 suggests some mutational tendency
of H7N9. To consider the result in wide perspective, we compared all four viruses (4.3
H1N1, H5N1, H5N2, and H7N9). They are in common that they are Influenza A virus
subtypes which infect human beings and threat our lives. As Figs. 8, 9, and 10 show,
four viruses’ glycoprotein amino acid structure are similar in abstract shape. By
interpreting those results by more elaborate experiment, we can infer some mutational
tendency of Influenza A viruses more exactly.
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Abstract. When people utilize data mining techniques to discover useful
knowledge behind a large database; they also have the requirement to preserve
some information so as not to be mined out, such as sensitive or private asso-
ciation rules, classification tree and the like. A feasible way to address this
problem is to sanitize the database to conceal sensitive information. In this
paper, we focus on privacy preserving in association rule mining. In light of the
tradeoff within the side effects accompanying the hiding process, we tackle this
problem from a point view of multi-objective optimization. A novel association
rule hiding approach was proposed based on evolutionary multi-objective
optimization (EMO) algorithm. The binary encoding scheme was adopted in the
EMO algorithm. Three side effects, including sensitive rules not hidden, non-
sensitive lost rules and spurious rules were formulated as objectives to be
minimized. The NSGA II algorithm, a well established EMO algorithm, was
utilized to find a suitable subset of transactions to modify by removing items so
that the three side effects are minimized. Experiment results were reported to
show the effectiveness of the proposed approach.

Keywords: Privacy preserving data mining � Association rule mining �
Evolutionary multi-objective optimization � EMO

1 Introduction

Nowadays, data often need to be shared among different organizations during business
collaboration. People can utilize data mining techniques to extract useful knowledge
from a large data collection. However, this also brings the risk of disclosing sensitive
knowledge to other parties. Verykios et al. in [1] introduced an example to illustrate the
need to share data and hide sensitive rules. In order to balance the confidentiality of the
disclosed data with the legitimate mining needs, the original database can be modified
in some way so that the sensitive knowledge can be hidden when data is shared or
published. However, such modification could lead to conceal non-sensitive knowledge
or to generate new ghost rules. So the challenge is how to minimize the side effect
along with the modification.

Here we specially focus on privacy preserving on association rules mining.
Association rule mining is a commonly used technique in the data mining field.
Association rules hiding refer to modification on original database in some ways so that
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certain sensitive rules existent in the original database can’t be mined out in the
modified database. It belongs to the field of data sanitization. Since the database is
changed, when applying the same association rule mining algorithm with the same
parameters setting on the modified database, the obtained rules set could be different.
After sanitization, some rules might be lost and some new rules might be added. Three
criteria can be used to assess the side effects the hiding process brings. They are
sensitive rules not be hidden, non-sensitive rules lost and new ghost rules generated
after sanitization.

Some algorithms were proposed to solve the problem of association rules hiding
[7]. Most are exact or deterministic. Atallah et al. [2] proved the optimal solution to this
problem is NP-hard and first proposed a protection algorithm for it. Dasseni et al. [1, 3]
extended the itemset hiding to association rules and proposed heuristic hiding
approaches, i.e., algorithm 1.a, 1.b, 2.a, 2.b and 2.c. These approaches hide sensitive
rules by deleting or inserting items in a database to decrease the supports or confi-
dences of sensitive rules below the specified thresholds. One of the assumptions of their
approaches is that sensitive rules are disjoint. Amiri [6] proposed heuristic algorithms
to hide itemset (not rules) by removing transactions or items, in terms of the number of
sensitive and non-sensitive itemsets related. Wu et al. [4] designed a method aimed at
avoiding all the side effects in rule hiding process instead of hiding all sensitive rules.
Sun [8] proposed a border-based approach, which focused on preserving the border of
non-sensitive frequent itemsets rather than considering all during the sanitization
process. Based on this concept, Divanis et al. [9] proposed an exact approach which
hides rules by extending the database. Borrowing the concept of TF-IDF (Term Fre-
quency-Inverse Document Frequency) in the field of text mining, Hong et al. [10]
devised a greedy-based hiding approach which assigns each transaction a SIF-IDF
value to evaluate the correlation degree of the transaction with the sensitive itemset.
The supporting transactions are sorted by SIF-IDF values and the candidates with
highest values are selected to modify by removing items.

In this paper, we solved the rules hiding problem using binary encoding based
evolutionary multi-objective optimization (EMO) algorithm and three side effects were
formulated as optimization goals to be minimized. The model we adopted to modify
database and hide rules is to delete some items in identified transactions in such a way
that sensitive rules escape the mining in the modified database at some predefined
thresholds, while the three side effects are minimized as much as possible. The EMO
algorithm is used to find suitable transaction candidates to modify. Through a set of
experiments, we demonstrated the effectiveness of this approach.

2 Problem Formulations

We first introduce the basic notions about association rules mining and hiding. Table 1
summarizes the notations used in this paper.

A rule X → Y is strong if it satisfies the following condition: (1) Supp
(X ∪ Y) ≥ MST and (2) Conf(X → Y) ≥ MCT. With given MST and MCT, the task of
association rule mining is to find all frequent itemsets and strong rules from database D.
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RS is the set of sensitive rules that need to be hidden. RN is the set of non-sensitive
rules. RN ∪ RS = R. The hiding problem is to transform D into a sanitized database D’
such that only the rules set RN can be mined from D’. R’ denote the strong rules mined
from sanitized database D’ with the same MST and MCT. There are three possible side
effects after transforming D into D’. They are S-N-H (Sensitive rules Not Hidden),
N-S-L (Non-Sensitive rules Lost) and S-F-G (Spurious rules Falsely Generated), as
indicated in Table 1.

We can formulate the sensitive rules hiding task as a multi-objective optimization
problem as following:

Objective function:

Minimize~f ¼ ½f1; f2; f3� ¼ ½jS-N-Hj; jN-S-Lj; jS-F-Gj�

Table 1. Notations and definitions

Notation Definition

I I = {I1, I2, …, Im} is a set of items available
Itemset An itemset is a subset of I
t The transaction t is denoted as t = <ID, X>, where ID is a unique transaction

identifier number and X represents a list of items making up the transaction
rule The association rule X → Y means that the antecedent X infers to the

consequent Y. Here both X and Y are itemsets. X ∩ Y = Ø

Supp(X) The relative support of X. It is the fraction (or percentage) of the transactions in
database which contain itemset X

Conf
(X → Y)

The confidence of the rule X → Y is computed as Supp(X ∪ Y)/Supp(X).
It indicates a rule’s reliability

MST The minimum relative support threshold specified by user
MCT The minimum confidence threshold specified by user
D The original transactional database. D = {t1, t2,.., tn}
D’ The sanitized/modified/released database, which is transformed from D
R The strong rules that can be mined from D with given MST and MCT
RS RS denote a set of sensitive rules that need to be hidden, and RS ⊂ R
RN RN is the set of non-sensitive rules, and RN ⊂ R. R = RN ∪ RS

R’ R’ denotes the strong rules mined from the sanitized database D’ with the same
MST and MCT

S-N-H The sensitive rules which still can be mined out in D’
S-N-H ¼ fr 2 Rsjr 2 R0g

N-S-L The non-sensitive rules which are falsely hidden and lost in D’
N-SL ¼ fr 2 RNjr 62 R0g

S-F-G The spurious rules falsely generated in D’
S-F-G ¼ fr 2 R0jr 62 Rg
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If the integer encoding is adopted in the EMO algorithm, the search/decision space
is {1, 2, …, n}k. Where n is database size and the list 1, 2, …, n are the IDs of
transactions in database. n = |D|. Parameter k is the number of transactions to be
modified. We need to select k ones from n transactions to modify. However, if the
binary encoding is used, the search space will be 2|D|. It is less than search space based
on the integer encoding. Actually, only the transactions which support sensitive rules
need to handled, so the search space can be reduced further.

In theory, the objective space is {0, 1, …, |RS|} × {0, 1, …, |RN|} × {0, 1, …, |R’|}.
In practice, compared with the tremendous decision space, the objective space is very
sparse because the number of lost non-sensitive rules or spurious rules is far less than
the theoretical maximum, i.e., |N-S-L| << |RN| and |S-F-G| << |R’|.

3 Sensitive Rules Hiding Method Based on EMO

In this section, we describe in detail the rule hiding approach based on binary encoded
evolutionary multi-objective optimization algorithm. The model we adopted to hide
sensitive rules is to modify a subset of transactions by removing items. An improved
version of Apriori algorithm [12–15] is used to find all frequent itemsets and associ-
ation rules under given MST and MCT.

We make the following assumptions for the rule hiding problem.

(1) We only consider the knowledge in the form of association rules which can be
mined form the database. The knowledge of other kinds is not considered here.

(2) The proposed method operates on the binary or categorical dataset. In a binary
dataset, the association rules contained in it do not indicate the number of items;
they simply show the presence.

(3) When the rule’s support is less than MST or the rule’s confidence is less than
MCT, we think this rule to be hidden. In other word, if a strong rule becomes not
strong after sanitization, we think it as hidden.

(4) The sensitive rules are specified according to user’s preference, organization
enactments or policies, business interest conflicts between different units and etc.

3.1 Hiding Rules by Deleting Items

The supports or confidences of a sensitive rule can be reduced by removing some items
from the transactions which support the sensitive rule. The removed item is the one
with highest support/frequency corresponding to the consequent part of the sensitive
rule. However, the modification of transaction may affect other rules’ support or
confidence when these rules are supported by the same transaction and share the
removed item with the sensitive rule. The challenge behind this model is how to find
subset of transactions to modify which can hide sensitive rules while incur minimal
side effects. This is the place where the EMO algorithm can exhibit its strength.
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3.2 The Architectural of the Proposed Method

The proposed algorithm architecture is based on the PISA platform [11]. In the PISA
frame, the components of an EMO algorithm are divided into two parts: the variation
part and the selector part. The variation part includes problem representation (chro-
mosome encoding and objective function calculation) together with the variation
operators and population initialization. Whereas, the fitness assignment, density esti-
mation or diversity maintenance, environmental selection, parent selection and archive
mechanism are combined as the selector part. The two parts communicate via file
system. The architecture diagram is showed in Fig. 1. In the proposed method, the
selector part is realized with the NSGA II algorithm [5]. The NSGA II uses the non-
dominated environmental selection and the “crowding distance” density estimation
strategy to rank the population and select the candidates for the next generation.

3.3 The Binary Encoded Scheme for EMO

The chromosome encoding used in EMO algorithm is binary encoding. Every bit in the
chromosome corresponds to a transaction. The bit with value 1 denotes that the cor-
responding transaction is selected to modify. The bit with value 0 indicates the cor-
responding transaction is not selected. If all the transactions in database are encoded
based on this binary mechanism, the length of the chromosome will be very long and it
may bring the problem of huge search space. Thus the transactions which support any
sensitive rules are retrieved and filtered in advance. The bits in the chromosome only
correspond to the supporting transactions. By this way, the size of search space is cut
down greatly. We only need to find suitable candidates within supporting transactions.

Two different strategies can be used to map the transaction to binary bit in the
chromosome. One way is to combine all the supporting transactions and map each one

Variation 
Operator

Encoding

Objective function calculation

Population

Fitness assignment

Diversity 
maintenance

Parent selection

Environmental selection

Population

Initialization

Rule mining with Apriori 

Variation part Selector part (NSGA-II)

Fig. 1. The architectural diagram of the proposed method
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to a binary bit in the chromosome. The other way is slightly more complex but it can
improve the search efficiency. Assuming that there are n sensitive rules, the chromo-
some is divided into n segments. Each segment in the chromosome corresponds to a
sensitive rule. The length of the ith segment is the number of transactions which support
the ith sensitive rule. The jth bit in the ith segment corresponds to the jth supporting
transaction for the ith sensitive rule. Here, 1 ≤ i ≤ |RS| and 1 ≤ j ≤ Supp_Ni. Supp_Ni is
the number of transactions which support the ith sensitive rule. In the second encoding
way, a transaction can map to two or more bits in different chromosome segments since
it might support several sensitive rules simultaneously. We adopted the second way in
the proposed method.

3.4 How Many Transactions We Need Modify to Hide
All Sensitive Rules?

One aim of data sanitization is to hide rules by causing side effects as less as possible.
Fewer transactions to be modified mean fewer possible side effects. Therefore, it is an
important issue to decide how many transactions at least need to be modified to hide all
sensitive rules. For binary encoding, it is relevant to how many bits to be set as 1 to
hide all rules. A fixed number cannot meet the variety of data source, sensitive rules
and parameter settings. The better choice is to determine it dynamically. One sensitive
rule can be hidden by reducing its support below MST or its confidence below MCT.
Thus, the following properties can be deduced.

Property 1. Let ΣX∪Y be the set of all transactions which support the sensitive rule
X→ Y. In order to decrease the confidence of the rule belowMCT, the minimal number
of transactions which need to be modified in ΣX∪Y is:

NUM1 ¼ ðSuppðX [ YÞ � SuppðXÞ�MCTÞ�jDjd e þ 1 ð1Þ

Proof. Removing one item from the transaction in ΣX∪Y which corresponds to the
consequent part will decrease the support of the rule X → Y by 1. Assume θ is the
minimal number of transactions which need to be removed in ΣX∪Y in order to reduce
the confidence of the rule below MCT. Then we have:

ðSuppðX [ YÞ�jDj�hÞ= SuppðXÞ�jDjð Þ\MCT

! SuppðX [ YÞ�jDj�SuppðXÞ�jDj�MCT\h

Because θ is an integer and θ is the minimum number which is greater than Supp
(X∪Y) *|D| – Supp(X)*|D|*MCT, we can get:

h[ SuppðX [ YÞ�jDj�SuppðXÞ�jDj�MCT

! h ¼ ðSuppðX [ YÞ � SuppðXÞ�MCTÞ�jDjd e þ 1 □
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Property 2. Let ΣX∪Y be the set of all transactions which support the sensitive rule
X → Y. In order to decrease the support of the generating itemset for X → Y below
MST, the minimal number of transactions which need to be modified in ΣX∪Y is:

NUM2 ¼ ðSuppðX [ YÞ �MSTÞ�jDjd e þ 1 ð2Þ

Proof. Removing one item in a transaction belonging to ΣX∪Y will decrease the
support of the rule X → Y by 1. Assume θ is the minimal number of transactions which
need to be removed in ΣX∪Y in order to reduce the support of the rule belowMST. Then
we have:

ðSuppðX [ YÞ�jDj�hÞ=jDj\MST ! SuppðX [ YÞ�jDj�MST�jDj\h

Because θ is an integer and θ is the minimum number which is greater than Supp
(X∪Y) *|D| – MST*|D|, we can get:

h[ SuppðX [ YÞ�jDj�MST�jDj ! h ¼ ðSuppðX [ YÞ �MSTÞ�jDjd e þ 1: □

Based on Property 1 and Property 2, we can infer the minimum number of trans-
actions to be modified to hide the sensitive rule is:

Min NUM1;NUM2f g
¼ Minf ðSuppðX [ YÞ � SuppðXÞ�MCTÞ�jDjd e þ 1; ðSuppðX [ YÞ �MSTÞ�jDjd e þ 1g

ð3Þ

The formula (3) gives the minimal number of transactions which need to be
modified by removing items to hide the sensitive rule X → Y.

3.5 Variation Operators and Initialization Strategy

Uniform crossover and independent bit mutation are utilized in the evolution process.
Since the binary bits in the chromosome only correspond to the transactions which
support sensitive rules, the offspring chromosome still holds the same length and its
binary bits are also only relevant to supporting transactions.

In order to improve the quality of solutions and accelerate convergence, we may
specify the minimal number of bits with value 1 for each segment of the chromosomes
to hide sensitive rules in the initial population. We denote the minimal number of bits
with value 1 in the ith segment as NUMi, corresponding to the ith sensitive rule. Here
1 ≤ i ≤ |RS|. This minimal number is determined according to the formula (3). For each
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solution in the initial generation, the ith chromosome segment contains the NUMi bits
with value 1 and other bits hold the value 0. These bits with value 1 are spread
randomly in each segment but the total number of 1-bits should be NUMi for the ith

segment. The initialization strategy can ensure that each individual in the first gener-
ation is a feasible solution to hide all sensitive rules. The difference within these
individuals lies in their choice of bit locations with value 1 and accordingly may bring
different side effects. The heuristic information on transaction length is added into one
solution. For the ith segment of this solution, the corresponding supporting transactions
are sorted by their lengths and the shortest NUMi transactions are selected to set as 1 in
the relative bits.

However, the uniform crossover or independent mutation operators will break the
rule in following generations and bring more or less bits with value 1 in the each
segment of the offspring chromosome. In other word, the newly generated offspring
individual can’t ensure all sensitive rules to be hidden, but it might hide some (not all)
sensitive rules with fewer side effects on non-sensitive lost rule or ghost rules. Thus the
diversity is maintained and in the final outcome user may have more choices to modify
the database.

3.6 The Procedure of Sensitive Rules Hiding

Algorithm 1 indicates the general procedure for hiding sensitive rules based on EMO.
First, an improved Apriori algorithm is used to mine out frequent itemset and relevant
strong association rules. When the association rules are obtained and the user has
specified the sensitive ones from them, the hiding process begins. Transactions which
support sensitive rules are filtered out so that the search is restricted to the subset of
database which is relevant to sensitive rules. Then the initial population with μ indi-
viduals is generated and their objective values are evaluated. Then, the algorithm enters
into the evolution process.

In each generation of evolution, λ new individuals are generated by variation
operators. Then these offsprings are merged with μ archive individuals. The “fast non-
dominated sort” algorithm in NSGA II [5] is applied in order to select out Pareto
optimal ones from (μ + λ) solutions. Since different transactions subset selection may
bring different side effects, the NSGA II algorithm is used to find candidates to modify
which can hide sensitive rules with minimal side effects. Thus it is critical how to
evaluate solutions to guide the search.
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3.7 How to Evaluate Each Solution?

One of the challenging issues to use evolutionary algorithm to perform association rule
hiding is how to evaluate the solution’s objective functions efficiently. This is the most
time-consuming part in the algorithm. The optimization goals/objective functions are
three side effects, i.e., |S-N-H|, |N-S-L| and |S-F-G|. There are the following two options
to calculate these three side effects:

(1) Modify corresponding transactions in database according to the solution’s
genotype, and mine out new rules from the modified database. Then compare the
original rule sets with new rules sets in order to determine the three side effects.
This way is very time consuming and it is infeasible in time since we need to do it
for each solution in each generation.

(2) Copy rules set R mined from the original database to R’. According to the
solution’s genotype, determined the transaction to be modified and the item to be
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removed, then update the rules set copy. For each rule in R, compare the original
support and confidence with new ones to determine the side effects (objective
functions).

The details for the second method in indicated in Algorithm 2.

3.8 Implemental Discussion

(1) In order to find out the spurious rules, we adopted a smaller confidence threshold
to mine association rules than MCT. Because the proposed method hides sensitive
rules by removing items, it is impossible to increase the support of any rule.
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However, it may reduce the support of the antecedent part of pre-strong rules. The
pre-strong rule represent the rules with support not less than MST but with con-
fidence less than MCT. When the support of the antecedent of a pre-strong rule
decreases but the union support of the whole rule remain same, the confidence of
the rule will rise. The pre-strong rules may become strong when its confidence is
equal or greater than MCT.

(2) In order to save memory space and improve the running efficiency, the original
database was transformed into the so-called “thin” database. The algorithm only
operated on the “thin” database. In the “thin” database, each transaction only
contains frequent items whose support is greater than MST. The non-frequent
items are ruled out since they are useless to the algorithm. It utilized the
“downward closeness” property of frequent itemsets.

(3) The special data structures were adopted to improve the performance of objective
function calculation. For the rules with two items, we used the two-dimensional array
to store the supports of the rules. The use of array brings the benefit that the data can
be accessed directly in a mapping way. The algorithm need not to retrieve the whole
rules set to find the one for updating its support, as indicated on the line 9 in
Algorithm 2. For rules which hold more than two items, the Trie-tree data structure
[14, 15] was used to store and retrieve the corresponding generating itemsets. It can
give a performance improvement for the “large” rules with many items.

4 Performance Evaluations

We tested the proposed algorithm on three well-known real databases: mushroom
BMS-WebView-1 and BMS-WebView-2. These datasets exhibit varying characteris-
tics with respect to the number of transactions and items that they contain, as well as
with respect to the average transaction length. The experiments were carried out on an
Intel Core(TM) i3 CPU with 2.53 GHz processor and with 2 GB of main memory. The
proposed algorithm was implemented in C++ based on the PISA platform [11]. The
experiment results were measured according to three side effects: (|S-N-H|, |N-S-L|, |S-
F-G|).

The algorithm ran with maximal evolution generation as 200 and the population
size as 20 (10 archive solutions and 10 offsprings). For the variation part, the crossover
probability was 0.95. The mutation probability was 0.1 and the bit turn probability is
0.2. For NSGA II, the tournament size was 2. The Algorithms 1.a, 1.b, 2.a and 2.b
proposed in [1] were used for comparison. Note that the Algorithm 1.a hides rules by
adding items. All other algorithms hide rules by removing items.

Table 2 shows the experiment results. Five sensitive rules were selected randomly
for each dataset to perform hiding task. For each dataset, the same sensitive rules set
were used. As the Table 2 show, the values of |S-N-H| are zero in all experiments. It
demonstrates all algorithms can effectively hide sensitive rules completely. Lowered
MCT values generate more numbers of rules and it also increase the possibility of non-
sensitive rules to be affected by the hiding process. This is demonstrated by the fact that
there were more non-sensitive rules missing when theMCT was decreased. We also can
notice that in most cases the proposed method can hide rules with fewer side effects.
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The evolutionary multi-objective optimization algorithm can produce multiple
Pareto optimal solutions on a single run, and we need make further selection from them
using preference information. However, on the association rule hiding problem, the
experiment outcome only consisted of few different solutions in the final result. This
special phenomenon is mainly caused by the sparseness of the objective space.
Compared with the tremendous decision search space, the objective space is very
sparse and discrete. Few different solutions exist in the objective space for the above
three datasets. In addition, the ideal Pareto front for the problem of rule hiding is the
single vector (0, 0, 0). Although it often cannot be achieved, the EMO algorithm
endeavored to approximate this ideal solution. Thus it is not surprise that the outcome
often included one or several few different solutions.

5 Conclusions

In this paper, we devised a new association rule hiding approach based on binary
encoded evolutionary multi-objective optimization. Taking the rules hiding as a multi-
objective combination optimization problem, the goal is to find optimal solutions which
can minimize the number of sensitive rules not hidden, the number of missing non-
sensitive rules and the number of spurious rules simultaneously. The algorithm mod-
ifies the database by deleting some items so as to decrease the support or confidence of
sensitive rules below specified thresholds. The non-dominated ranking mechanism of
NSGA-II is utilized to drive the evolution forward. The particularity of the adopted
multi-objective model is the objective space is very sparse, and the challenge lies in the
very huge decision search space.

Experiment results on three real data sets showed that the proposed approach can
effectively hide all sensitive rules with few side effects. We can notice that the side
effects mainly occur on the non-sensitive rules lost. It is an important topic to devise the
variation part to efficiently cope with the tremendous decision search space. In addition,
the data distortion/accuracy degree is not considered here, the optimization model will
be improved to consider it in the future work.

Table 2. Side effects with different MCTs on three datasets

Dataset MCT |R| Side effects: (|S-N-H|, |N-S-L|, |S-F-G|)

EMO-based
(binary encoded)

1.a 1.b 2.a 2.b

Mushroom
(MST = 0.05)

0.6 849 (0,7,1)(1,7,0) (0,7,0) (0,16,1) (0,9,1) (0,9,1)
0.7 678 (0,10,0)(3,9,0) (0,10,0) (0,13,0) (0,12,0) (0,12,0)
0.8 560 (0,5,0) (1,4,0) (0,10,0) (0,5,0) (0,5,0) (0,6,0)
0.9 461 (0,3,0) (0,12,0) (0,4,0) (0,4,0) (0,10,0)

BMS-1
(MST = 0.001)

0.3 325 (0,4,0) (0,7,0) (0,4,0) (0,4,0) (0,11,0)
0.4 131 (0,1,0) (0,4,0) (0,1,0) (0,1,0) (0,5,0)
0.5 34 (0,0,0) (0,0,0) (0,0,0) (0,0,0) (0,5,0)
0.6 11 (0,0,0) (0,0,0) (0,0,0) (0,0,0) (0,1,0)

BMS-2
(MST = 0.002)

0.3 482 (3,9,0) (2,10,0) (1,11,0)
(0,12,0)

(0,9,0) (0,18,0) (0,12,0) (0,13,0)

0.4 283 (2,7,0)(1,8,0) (0,9,0) (0,8,0) (0,13,0) (0,9,0) (0,10,0)
0.5 112 (0,6,0) (0,8,0) (0,6,1) (0,6,1) (0,7,1)
0.6 29 (0,2,0) (0,2,0) (0,2,0) (0,2,0) (0,3,0)
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Abstract. Disguised missing data, an emerging data quality problem coined by
Pearson in 2006, is a special kind of missing data that refers to values not
exactly missing in the data entries, but cannot reflect the fact and so may lead to
severe bias on analysis results. In this paper, we present a novel problem of
detecting disguised missing data, i.e., finding out the data group most prone to a
specific disguise value. We show that this problem can be formalized as an
optimization problem and so a genetic-algorithms-based method is proposed to
handle this problem. According to preliminary experimental results conducted
on real datasets, our method can discover the same optimal data groups obtained
by exhaustive method. A further evaluation on the FDA adverse drug event
reporting dataset shows that our method yields similar results concluded by
manual examinations performed by experienced analyzers.

Keywords: Data cleansing � Disguised missing data � Genetic algorithms �
Missing at random � Unbiased sampling

1 Introduction

Disguised missing data, just as the name implies, is a kind of missing data but they
usually disguise themselves as fake values which cannot reflect the true data in real
world. For example, in many online applications that require customers filling their
information, some customers usually decline to disclose their private information so
that they fill the field with wrong values. Namely, the missing values are not explicitly
represented as such, but become potential factors that severely reduce the data quality
of data analysis. In general, the problem of detecting disguised missing data is difficult
because the disguised data appear as valid values for specific attributes and normally
incur no data integrity problem.

Since that missing data can be classified into three types according to how missing
entries were distributed in the whole dataset [6], it is reasonable that disguised missing
data can also be classified accordingly, i.e., missing completely at random (MCAR),
missing at random (MAR), and not missing at random (NMAR). MCAR refers to the
case that the missing data is randomly distributed on the whole dataset, MAR names
the situation that missing observations are dependent on other non-missing values,
while NMAR means that the missing observations are dependent on the missing values
themselves.
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Contemporary approaches for detecting disguised missing data fall into two
categories. The first one refers to semi-manual approaches relied on some domain
knowledge [9]; the second one refers to heuristic ways to detect disguised missing data
automatically [1, 4]. The first category uses some statistic techniques and requires
domain knowledge to assist the analysis. While the second category can automatically
detect the most suspected values being used as a disguise, they only can handle the first
type of disguised missing data, that is, the disguise value is randomly distributed in the
whole dataset. To the best of our knowledge, no study has been conducted to devise
automatic methods to detect the other two types of disguised missing data.

In this paper, we present a novel problem belonging to the second type of disguised
missing data, that is, given a suspect or known disguised value, figure out which data
group is most likely to raise the disguised missing value. We formalize this problem as
an optimization problem by adapting the concept of previously developed embedded
unbiased sample heuristic and propose a genetic-algorithms (GA) based algorithm for
detecting the data group which is most prone to a specific disguised missing value.
According to our experimental results, our method can generate the same solutions as
found by the exhaustive method. A further evaluation on the FDA adverse drug event
reporting dataset shows that our method yield similar results concluded in [9], which is
relied on manual examinations performed by experienced analyzers.

2 Related Work

Disguised missing data was coined by Pearson in 2006 [9]. In the study, Pearson
described the source of disguised missing data, and illustrated the influence of dis-
guised missing data on simple statistics, hypothesis tests, correlations and regression
models, and classification trees, then discussed if the record should be ignored or not.
The disguise value is manually identified by finding unusual values or patterns in the
dataset, utilizing some domain knowledge or through statistics-based univariate outlier
or distributional anomalies detection methods, such as quantile-quantile (Q-Q) plot.

The study conducted by Hua and Pei [4] was the first work that proposed an
automatic method for detecting disguised missing data, called EUS heuristic, which is
based on the concept of embedded unbiased sampling. This method finds the unbiased
sample based on the correlation-based sample quality score (CBSQS), and outputs the
k most suspect disguised missing values on a given attribute. The method is based on
the assumption that missing values are distributed randomly through the dataset and so
it aims at detecting the disguised missing data of the first type. Although the authors
claim their method can also be applied to detecting the second type of disguise missing
value, no mechanism has been developed to locate the most data group.

In [1, 2], Belen modified the EUS heuristic method, replacing the evaluation of
unbiased sample by a chi-square two sample test. The chi-square two sample test can
check whether two samples come from the same distribution without the need to
specify what the common distribution is. Motivation of this approach is to relieve the
deficiency caused by data dependency of attributes values. Experimental results show
the proposed measure can alleviate the dominating effect caused by attribute depen-
dency but it improves not too much for datasets having no attribute dependency.
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Natarajan et al. [8] suggested using an association rule based framework for
detecting disguised missing data in large dataset. Their method requires a training set
without disguised missing data to generate association rules of attribute values with
100 % confidence, and then use this knowledge to determine disguise missing values.
Unfortunately, the training set is not available in most real applications. Furthermore,
the effectiveness of the suggested framework is questionable since no experiments were
conducted.

3 Problem Description

3.1 Preliminary

Since our approach adapts some concept of the EUS heuristic proposed by Hua and Pei
[4], in this subsection we first introduce the main idea behind this heuristic.

The EUS heuristic is based on two basic assumptions. Firstly, for an attribute, there
often exist only a small number of disguises that are frequently used by the disguised
missing data. Those values are called the frequently used disguises. Secondly, the
disguised tuples are randomly distributed in the whole dataset.

Let T be the truth table and ~T be the recorded table. TA = v is call the projected
database of v that all the tuples in TA = v contain value v on attribute A. For simplicity,
we denote TA = v as Tv.

Definition 1 (EUS heuristic [4]). If v is frequently used as a disguise value on
attribute A, then there exists a large subset Sv � ~Tv such that Sv is an unbiased sample
of ~T except for attribute A.

According to the EUS heuristic, Sv is an unbiased sample of ~Tv. The larger Sv, the
more frequently v is used as a disguise. So a value with the largest unbiased sample is
the most possible disguise value. To measure whether a subset Sv is an unbiased sample
of ~Tv, Hua and Pei proposed the correlation-based sample quality score /ð~Tv; SvÞ,
CBSQS in short, which is defined as follows:

/ð~Tv; SvÞ ¼
X

PSv ðvi;vjÞ[ 0

P~Tvðvi; vjÞ
1þ Corr~Tvðvi; vjÞ � CorrSvðvi; vjÞ

�� ��q0 ; ð1Þ

where Corr~Tvðvi; vjÞ and CorrSvðvi; vjÞ denote correlations of vi and vj on ~Tv and Sv,

respectively, P~Tvðvi; vjÞ represents the probability of value pair (vi, vj) on ~Tv, and q′
imitates the Minkowski distances. The score obtained by CBSQS is a non-negative
number; the higher the score of subset Sv, the better Sv is an unbiased sample of ~Tv.

3.2 Formal Definition

In this study, we focus on the disguised missing data that is missing at random. That is,
a disguise value is randomly distributed in a specific subset of the whole database. For
example, when customers are filling an application form on the internet, they may not
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want to reveal their private information such as birth date, age, country, etc. A man, for
example, whose “Birth date” is “February 29th”, after entering “February” to
“Month”, intends not to disclose his true information on “Birth date”. So he chooses the
default value, says “1” for “Day”. Similarly, there may also be some other customers
born on “February” choosing “February 1st” as a disguise. As a result, “February 1st”
becomes a disguise value in the subset containing “February” on attribute “Month”
though it is usually not a disguise value on the whole dataset, which is a typical
scenario of disguised data missing at random. In this subsection, we show this problem
can be formalized as an optimization problem.

Following the notation used in [4], we use ~T to denote the recorded table of a truth
table T with attributes A = {A1, A2, …, An}, and Dom(Ai) the set of values for attribute
Ai, 1 ≤ i ≤ n. Given a suspected disguise value v, for v ∈ Dom(D) and D ∈ A, we like to
discover if v is indeed a disguise value, the data group of ~T that is most prone to using
v as a disguise value. To facilitate the discussion, we first formalize the term data
group.

Definition 2. A data group (G1 = g1, G2 = g2, …, Gp = gp) defined on a attribute
subset {G1, G2, …, Gp} ⊆ A, identifies the projection of ~T on G1 = g1,
G2 = g2, …, Gp = gp. That is, the set of tuples in group (G1 = g1, G2 = g2, …, Gp = gp)
all have the same values on attributes G1, G2, …, Gp. Hereafter, as it is clear from the
context, we use (g1, g2, …, gp) instead of (G1 = g1, G2 = g2, …, Gp = gp).

Now let denote the set of all data groups induced by the attribute set A − {D}.
Note that we need at least one attribute other than the grouping attributes as well as the
disguise attribute D to perform the EUS procedure. It is noteworthy that the empty
group means no projection is performed on the original table ~T . So this case corre-
sponds to the discovery of the maximal embedded unbiased sample on ~Tv. In this
context, the problem discussed in [4] can be regarded as a special case of our problem.

Based on the concept of maximal embedded unbiased sample, we can formalize the
problem of detecting the data group most prone to the specific disguise value v as
finding the best data group g* in that maximizes Eq. (1). Since the searching of the
maximal embedded unbiased sample is performed on the projection of ~T on v associ-
ated with group g, i.e., ~Tv;g, instead of ~Tv, the problem is now formalized as

ð2Þ

Recalling the formula of CBSQS in Eq. (1), the maximal value occurs when ~T 0 is
the same as ~T , making Corr~Tðvi; vjÞ ¼ Corr~T 0 ðvi; vjÞ and so the denominator equals
to 1. The maximal value is

P
P~T 0 ðvi;vjÞ[ 0 P~Tðvi; vjÞ; which is proportional to the car-

dinality of the table of concern. The larger the cardinality (number of value pairs) of
table ~T , the larger this value is. In order to not favor larger projections of ~T on smaller
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groups and so bias the results of detection, we normalize the CBSQS score by its
maximal value, called normalized CBSQS, denoted as �/ð~T ; ~T 0Þ.

�/ð~T ; ~T 0Þ ¼
X

P~T 0 ðvi;vjÞ[ 0

P~Tðvi; vjÞ
1þ Corr~Tðvi; vjÞ � Corr~T 0 ðvi; vjÞ

�� ��q0
0
@

1
A
, X

P~T 0 ðvi;vjÞ[ 0

P~Tðvi; vjÞ

ð3Þ

Similarly, we introduce the normalize DV-score of v in ~T , denoted as ndvðv; ~TÞ.

ndvðv; ~TÞ ¼ max
U�~Tv

Uj j
~Tv
�� �� �/ð~T ;UÞ

( )
ð4Þ

Therefore, the problem is to find the best group g* that maximizes the normalized DV-
score ndvðv; ~TgÞ, i.e.,

ð5Þ

The complexity of finding g* is immense. Let mi be the cardinality of attribute Ai in
~T , 1 ≤ i ≤ n. Without loss of generality, we choose A1 as the suspected attribute
D. Each attribute Aj, 2 ≤ j ≤ n, can take either one of mj different values if being
involved in forming the data group or take the empty value if not being involved,
leading to at most (m2 + 1) × (m3 + 1) × … × (mn + 1) different data groups. Since at
least one attribute has to be excluded in forming the data group, we have to discount all
the cases that all attributes are involved in forming the data group. Then, the number of
all possible data groups induced by the set {A2, A3, …, An} is

Yn
j¼2

ðmj þ 1Þ �
Yn
j¼2

mj; ð6Þ

which is at least the order of mn−2, for m = min{m1, m2, …, mn}.

Example 1. Let us consider Table 1. Suppose we choose “male” on “Gender” as the
suspected disguise value v. Then the number of data groups induced by attributes
“Martial Status”, “Literacy”, and “Education” is (|Dom(Martial Status)| + 1) × (|Dom
(Literacy)| + 1) × (|Dom(Education)| + 1) − (|Dom(Martial Status)| × |Dom(Liter-
acy)| × |Dom(Education)|) = 33 − 23 = 19. Specifically, let us consider the group
defined on Martial Status = “married”. Table 2 shows the resulting projection ~Tmarried

on this group, wherein the shaded part corresponds to further projection on “Male”, say
~Tmale;married . According to Eq. (4), we have to find the maximal subset of ~Tmale;married
that resembles (an unbiased sample of) ~Tmarried . This process continues for the pro-
jections defined on all other groups to determine the best data group g*.
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4 The Proposed GA-Based Detection Method

Our proposed GA-based method follows the framework of simple genetic algorithms
(SGAs) [7]. Beginning with an initial population (group) of randomly generated
chromosomes (solutions), SGAs choose parents and generate offspring using opera-
tions analogous to biological processes, i.e., crossover and mutation. All chromosomes
are evaluated according to a fitness function; the higher fitness chromosomes are kept
and the less ones are discarded in generating a new population to replace the old one.
The whole process continues until a specific termination criterion is satisfied. In the
end, the chromosome with the highest fitness value gives the solution.

Table 1. An example dataset.

Gender Marital Status Literacy Education 
Male Married Literate High school
Male Single Literate High school
Male Married Illiterate High school
Male Single Illiterate High school
Male Married Literate College 
Male Single Literate College 
Male Married Illiterate College 
Male Single Illiterate College 
Male Married Literate High school
Male Single Literate High school
Female Married Illiterate High school
Female Single Illiterate High school
Female Married Literate College 
Female Single Literate College 
Female Married Illiterate College 
Female Single Illiterate College 
Male Married Literate High school
Female Single Literate College 
Female Married Illiterate College 
Female Single Illiterate High school

Table 2. The resulting projection of Table 1 on “Married”.

Gender Marital Status Literacy Education 
Male Married Literate High school 
Male Married Illiterate High school 
Male Married Literate College
Male Married Illiterate College
Male Married Literate High school 
Male Married Literate High school 
Female Married Illiterate High school 
Female Married Literate College 
Female Married Illiterate College 
Female Married Illiterate College 
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4.1 Chromosome Representation

A chromosome representation is an encoding of a possible solution of the problem.
Rather than adopting binary encoding used by SGAs, we encode each solution into a
vector of non-repeated decimal integers. A non-zero integer indicates the corre-
sponding attribute values used for forming the data group, while a zero value represents
the attribute not included in forming the group but used for evaluating the degree of
fitness using the EUS heuristic.

For example, consider a four attribute table T, whose attribute A1 contains two
values, A2 three values, A3 two values, and A4 two values. So in total we have 9
different attribute values, which are mapped into integers of 1 to 9. If we choose v11 on
A1 and v32 on A3 for grouping and leave A2 and A4 as fitness evaluation attributes, then
the chromosome can be represented as a vector “1 0 7 0”.

4.2 Evolutionary Operations

It is necessary to choose the parent chromosomes from the population before evolu-
tionary operation, which is called a selection. According to the evolution principle,
choosing the chromosomes with higher degree of fitness can generate better population.
However, this approach may lose population diversity because of restricting the pos-
sible solutions. The population will converge too quickly and may not be able to find
the optimal solution. In this work, we adopted the tournament selection method [7],
which randomly chooses parent chromosomes from the current population and a ran-
dom number r between 0 and 1 is generated and compared with a predefined value,
usually set as 0.75. If r is less than the value, we choose the chromosome with higher
fitness value; otherwise, we choose the chromosome with lower fitness. We also
adopted the elitism principle [7], preserving the best chromosome into the new
population.

The crossover operation is used to generate the offspring by exchanging the
chromosome in two parents chosen from population. Our method adopts one-point
crossover, which is one of the most common crossover operations. This operation
works by first selecting a crossover point randomly, dividing the pair of parents by this
point, and then exchanging the gene sequence to form the offspring.

Mutation operation is used to increase genetic diversity. In our method, the position
for mutation is selected randomly. The value of the selected gene mutates in the
following way. If the gene is zero, it is changed to a random non-zero integer. On the
other hand, if the gene is non-zero, it changes to another integer including zero.

4.3 Fitness Function

Intuitively, we can adopt the normalized DV-score ndvðv; ~TgÞ described in Eq. (3) as
the fitness function to measure the possibility that v is used as a disguise in the
projection ~Tg induced by the data group g represented by the chromosome. Note that
ndvðv; ~TgÞ requires computing the normalized CBSQSs for each subset U of ~Tv;g, which
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consumes lots of computations proportional to the number of different attribute value
pairs in U. Although it is not easy to reduce the complexity of the normalized CBSQS,
we can simplify the denominator term to C(k, 2), where k denotes the number of
attributes in ~T not serving as the disguise and grouping attributes.

Lemma 1. Consider a subset U of the projected table ~Tv;g. We have

X
PU ðvi;vjÞ[ 0

P~Tgðvi; vjÞ�Cðk; 2Þ: ð7Þ

Proof. Since U � ~Tv;g, U has the same set of attributes as that in ~Tv;g. That is, the
attribute cardinality of U is k. Without loss of generality, let us consider any two
attributes of U, say Ap and Aq. Intuitively, the total probability of value pairs from any
two attributes should be equal to 1. Therefore, we have

X
8ðvi2Ap;vj2AqÞ

P~Tgðvi; vjÞ ¼ 1: ð8Þ

Since U consists of k attributes, if we select two attributes from these k attributes
once a time, then we obtain in total C(k, 2) combinations. It follows that in ~Tg the total
probability of all value pairs from these k attributes is C(k, 2). Note that not every value
pair appearing in ~Tg also appears in U, which completes the proof.

Let g be the corresponding data group encoded by a given chromosome χ. The
fitness function for evaluating χ is defined using the following simplified normalized
DV-score.

fitnessðvÞ ¼ max
U�~Tv;g

Uj j
~Tv;g
�� �� �/ð~Tg;UÞ
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4.4 Candidate Pruning

As shown in Sect. 3.2, the search space of candidate data groups is in the order of O
(mn − 2), an exponential function of m and n. In order to avoid unnecessary exploration
of the search space, we developed several optimization techniques to prune unqualified
candidates. These optimizations include attribute-based pruning, value-based pruning,
record-based pruning, and hierarchy-based pruning.

Optimization 1 (attribute-based pruning): Any data group with cardinality larger than
n − 2 should be pruned, where n is the number of attributes in ~T . This is because EUS-
based fitness function requires at least two nongrouping and disguise attributes to
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calculate the correlation between value pairs illustrated in Eq. (2). Our approach
ensures all chromosomes generated in the initial population are qualified, and enforces
this rule to the operation of crossover and mutation. Specifically, if any offspring
generated by a crossover contains less than two zero genes, then the crossover is a
failure mating, and so we discard the offspring and instead keep the parents to the next
generation. Similarly, if there are exactly two zero genes in the chromosome undergone
mutation, then the mutation operation will select a nonzero gene to change its value.

Optimization 2 (value-based pruning): Any data group resulting a projection ~Tg con-
taining only one value on the disguise attribute D should be excluded, no matter the
value equals to the disguise value v or not. This is because in this case ~Tv;g will be
empty (if the value is not v) or equal to ~Tg (if the value is v), both making the
correlation computation meaningless. Our approach ensures the initial population
excluding such kind of candidates and punishes any chromosomes generated after
crossover or mutation operation that resulting only one value on attribute D by
assigning these chromosomes an extremely small fitness.

Optimization 3 (record-based pruning): Any data group resulting in a projection ~Tg
containing a relatively small amount of records will be pruned. This is because a
smaller subset tends to lose good representation of the original dataset. Therefore, we
avoid creating candidates with this problem during generating the initial population,
and also assign an extremely small fitness to any chromosome with this problem after
the processes of crossover and mutation.

Optimization 4 (hierarchy-based pruning): This optimization prunes candidates by
exploiting the hierarchy information existing between attribute values. Consider a
group g = (g1, g2, … gp). If there exist two values gi and gj, and gi is a descendant of gj
in the value hierarchy, then g can be pruned and replaced by g′ = g − {gj}, i.e., g′ = (g1,
g2,…, gj − 1, gj + 1, gp). This is because the resulting projections ~Tg and ~T 0

g have exactly
the same tuple values in every nongrouping attribute.

5 Experiments

We conducted experiments to evaluate the proposed GA-based method. Our experi-
ments consist of two parts: The first part focuses on the performance of our method.
The second part shows the correctness of the solution. To evaluate the efficiency and
the correctness of our GA-based method, we compared it with the exhaustive method,
simply evaluating all possible candidates in set to find the best solution. We used the
same two datasets considered in [4, 9], including the Pima Indians Diabetes dataset [10]
and FDA Adverse Event Reporting System (FAERS) dataset [3].

All experiments were performed on a personal computer running the Microsoft
Window 7, with Intel Core i7-2600 3.4 Ghz CPU, 8 GB main memory, and a 500 GB
hard disk. All programs were coded in C#. The order q′ in Eq. (3) was set to 1. The
other parameter settings used in our method are max generation = 100, population
size = 30, crossover probability = 0.75, and mutation probability = 0.033.
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5.1 Evaluation on Execution Time

In this experiment we used the Pima Indians Diabetes dataset to evaluate our method
with respect to the size of the dataset and compared it with the exhaustive method. This
dataset consists of 768 records for females from the Pima Indian tribe, each composed
of eight clinical predictor attributes, e.g., NPG (Number of times pregnant) BMI (Body
mass index), along with the patient’s diagnosis as diabetic or nondiabetic. In order to
obtain a larger dataset, we duplicate the Pima Indians Diabetes dataset up to five times.
The experimental result is shown in Fig. 1.

Not surprisingly, our GA-based method outperforms the exhaustive method. The
performance gap becomes more significant when the dataset grows larger. Note that the
main factor on execution time is the process of evaluating the chromosomes (data
group), i.e., computing normalized CBSQS. Our method can significantly prune the
number of candidate data groups, leading to fewer times of fitness evaluations.

5.2 Evaluation on Solution Correctness

In the second part of our experiments, we tested the solution correctness of our method.
We refer to the study by Pearson [9], the only work known to us that provides
convincing results on disguised missing data related to data group. The dataset of
concern is the FDA Adverse Event Reporting System dataset [3] from January 1 to
March 31 in 2004. Because the dataset suffers from high fraction of missing values in
several attributes, we chose 4 attributes with the fewest missing data, including
EVENT_DT, GNDR_COD, AGE, and WT and divided the attribute EVENT_DT into
three attributes, say Year, Month, and Day, obtaining totally six attributes in the
dataset.
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Fig. 1. Comparision of execution time between exhaustive method and GA-based method.
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According to [9], “January 1” is a common disguise value used as a surrogate for
“data unknown” in entering Event Date data into the FAERS system. Similarly, the first
day of other months, such as “February”, “March”, “April”, is also very likely used as a
disguise. We intended to inspect, when selecting “January 1” and “February 1” as
disguise values, whether the best data groups discovered by our GA-based algorithm
will consist of attributes “January” and “February”, respectively. Table 3 shows the
experimental results, where zero values correspond to attributes used for evaluating the
degree of fitness.

In this experiment, we performed two different exhaustive approaches, with or
without executing record-based pruning. The solutions generated by these two different
exhaustive methods were different for “January 1” and “February 1”. Specifically, the
exhaustive method without record-based pruning exhibits significant better solutions
than that with pruning. A further inspection showed that the projection tables ~Tg
corresponding to data groups found by exhaustive method without pruning for dis-
guised values “January 1” and “February 1” only contain 18 and 20 records, respec-
tively. Since a small ~Tg loses good representation of the original dataset and leads to
biased results, we chose to use the exhaustive method with pruning.

Our GA-based approach yielded the same solutions generated by the exhaustive
method. For disguise value “January 1”, both methods returned g* composed of
“January” on “Month” and “male” on “Gender”, and returned “February” on “Month”
and “male” on “Gender” for “February 1”. However, the results do not exactly match
the analysis conducted by Pearson. This is because the statistical analysis in [9] only
considered a day of month, not the whole data set including other attributes, such as
attribute “Gender”.

6 Conclusions

The problem of detecting the data group most prone to a specific disguise value is a
novel issue of detecting disguise missing data, which has not yet been addressed
before. In this paper, we presented this problem and formalized it as an optimization
problem by adapting the CBSQS-based heuristic [4]. We devised a GA-based approach

Table 3. Solution comparison between GA-based approach and exhaustive method.

v Gender Year Month Age WT fitness

GA-based method Jan.
1

male 2003 January 0 0 0.8863
Exhaustive method
(pruning)

male 2003 January 0 0 0.8863

Exhaustive method male 1998 January 0 0 0.9595
GA-based method Feb.

1
male 0 February 0 0 0.2915

Exhaustive method
(pruning)

male 0 February 0 0 0.2915

Exhaustive method male 2000 February 0 0 0.6358
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that relies on our proposed CBSQS-derived fitness function. We also developed some
effective optimization techniques to avoid unnecessary exploration of the candidate
space. Experimental results showed that our method can discover the same optimal
results generated by exhaustive method, and the discovered data group is analogous to
previous work [9] that relied on tedious statistics based manual examinations by
analyzers.

A recent work by Belen [1] has shown the benefit of replacing the CBSQS function
by chi-square test based function to measure the similarity of two tables. We will
investigate the effect of replacing the chi-square test based function as the fitness
function.

Our developed GA-based method though can effectively discover the optimal
solutions to the problem, requires lots of computations. In the future, we will pursue
more efficient methods to speed up the performance.
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Abstract. The computer technology has advanced profoundly that the
application seems to have no limit. Equipped with programming, our research
team has created programs that could be used practically in the field of chem-
istry. The purpose of this paper is not on the making useful tools for science, but
on using analytic tools based on computer programming to find additional
evidence that supports a theory. The Suport Vector Machine (also known as its
acronym, SVM) is used frequently in genetic analysis to find certain patterns in
DNA sequence. This paper deals with pattern similarity between rRNA of
mitochondria and that of alphaproteobacteria, which is believed to be the
ancestor of the mitochondria. This theory, also known as “endosymbiotic the-
ory” has a variety of evidences and has accepted as authentic. The pattern
similarity between the two organisms’ DNA sequence, which is the result of the
paper would consolidate the evolutionary endosymbiosis.

Keywords: Alphaproteobacteria rickettsiales � Ribosomal RNA � Apriori �
SVM � Mitochondria

1 Introduction

1.1 Endosymbiotic Theory

The advent of prokaryote cells is considered as the inception of the life on the planet,
and the gathering of these prokaryote cells is presumed to form eukaryotic cell.
At present, the representative prokaryotic organisms include E.coli (Escherichia coli)
bacteria. The endosymbiotic theory, suggests that the aerobacteria were brought inside
cells and through the long process of evolution, they settled down [1] (Fig. 1).

1.2 Supporting Evidences

1.2.1 Distinct DNA
Mitochondria has its own unique DNA, which is totally different from the cell’s DNA.
The shape of the DNA inside the mitochondria is circular. The prokaryote cells have
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circular DNA while eukaryotic cells have strongly coiled DNA. The DNA of mito-
chondria, so to speak, resembles that of prokaryote cells even more than the cell where
the tiny organism lives in.

1.2.2 Double Membranes
Mitochondria has double membranes. This could be understood by the explanation that
when aerobacteria entered the cell, the cell membrane covered the organism (Fig. 2).

1.2.3 Genome Resemblance
As mentioned, mitochondria has its own distinct DNA. Also, according to erstwhile
studies, the genomes of mitochondria have basically resemble that of the Rickettsial
bacteria [4, 5].

1.3 Apriori Algorithm

Apriori algorithm is the first developed algorithm to find association between the data.
Apriori algorithm approaches the data mathematically to find based on the frequency.

Fig. 1. Description of endosymbiotic theory [2]

Fig. 2. Mitochondria structural features [3]
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The basic rule used in Apriori algorithm is that all subsets of the frequency set have
high frequency. The algorithm follows next four steps. First step is identifying the
frequency set of data. Second step is finding the minimum support. Third is generating
the candidate set. Final step is repeating second step and third step.

Apriori uses Using breadth-first search and a Hash tree structure. The algorithm
counts candidate item sets efficiently. The process is as in the following. First, it
generates candidate item sets of length k from item sets of length k-1. Then it prunes
the candidates that contain an infrequent sub pattern. According to the downward
closure lemma, the candidate set contains all frequent k-length item sets. Finally, it
scans the transaction database so that we can determine frequent item sets among the
candidates [6]. Also Apriori uses a “bottom up” approach. In the approach, frequent
subsets are extends one item at a time (a step known as candidate generation), and
groups of candidates are tested against the data. The algorithm operates until no further
successful extensions are found. We used 5, 7, and 9 window to find out periodicity of
comparing sequences. Each of 5 window, 7 window and 9 window are data divided at
every five, seven and nine amino acid. Therefore, it shows more accurate similarity by
using periodicity.

1.4 Support Vector Machine (SVM)

Our research to compare DNA similarity between Rickettsia and various bacteria
follows multiple steps below. First, extract DNA string bit information of various
bacteria which are mostly estimated to have similar DNA information of mitochondria.
Next, make algorithm to learn standard judgment, hyperplane, by using Support Vector
Machine. Finally confirm similarity of optional DNA information of mitochondria
based on the classifier, the learned standard judgment. Normally DNA string bit
information of various bacteria from first step above is more likely to have insepara-
bility problem which cannot separate data linearly. The approach to the inseparability
problem of Support Vector Machine applies Soft Margin SVM to lower the general-
ization errors of the classifier. It remaps the formal non-linear data to high infinite
dimensional spaces, presumably making the separation easier in the high dimensional
spaces. Support Vector Machine defines this method by using a kernel function to keep
the computational logics reasonable. In our paper, SVM is used to classify linear or
non-linear data into predictable class, and unpredictable class. If data is spread widely
so that it is uncertain to separate, SVM automatically deletes this vagueness to carry out
perfect classification. Through SVM, we are able to finitely distinguish exact DNA
codes of bacteria, and carry out our research [7, 8, 9].

1.5 Differences Between Apriori and Support Vector Machine (SVM)

Both Apriori and Support Vector Machine are the most representative algorithms that is
used in data mining. Data mining is a process of automatically and systematically
finding statistical rules or patterns in a big pile of data. However, each algorithm has its
own unique characteristics as it is described above. To put it short, Apriori’s role is to
find a correlation between multiple item sets. In contrary, the Support Vector Machine
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has artificial intelligence; this relatively modern algorithm could be educated. If given
certain illustrations, the algorithm learns the qualities of certain data. Subsequently,
SVM operates and differentiate data based on the characteristics that it learned from the
previous step [10, 11].

2 Experiment Object

2.1 Rickettsia

Table 1 explains the classification of rickettsia. Endosymbiotic theory has its evidences.
Among some evidences, we’ve focused on genome resemblance which suggests that

Table 1. Biological classification of Rickettsia [12]

Kingdom Bacteria
Phylum Proteobacteria
Class Alphaproteobacteria
Order Rickettsiales
Family Rickettsiaceae
Genus Rickettsia
Species -Rickettsia aeschlimannii Beati et al. 1997

-Rickettsia africae Kelly et al. 1996
-Rickettsia akari Huebner et al. 1946 (Approved Lists 1980)
-Rickettsia australis Philip 1950 (Approved Lists 1980)
-Rickettsia bellii Philip et al. 1983
-Rickettsia canadensis corrig. McKiel et al. 1967 (Approved Lists 1980)
-Rickettsia conorii Brumpt 1932 (Approved Lists 1980)
-Rickettsia felis Bouyer et al. 2001
-Rickettsia heilongjiangensis Fournier et al. 2006
-Rickettsia helvetica Beati et al. 1993
-Rickettsia honei Stenos et al. 1998
-Rickettsia japonica Uchida et al. 1992
-Rickettsia massiliae Beati and Raoult 1993
-Rickettsia montanensis corrig. (ex Lackman et al. 1965) Weiss
and Moulder, 1984

-Rickettsia parkeri Lackman et al. 1965 (Approved Lists 1980)
-Rickettsia peacockii Niebylski et al. 1997
-Rickettsia prowazekii da Rocha-Lima 1916 (Approved Lists 1980)
-Rickettsia rhipicephali (ex Burgdorfer et al. 1978) Weiss and Moulder, 1988
-Rickettsia rickettsii (Wolbach 1919) Brumpt 1922 (Approved Lists 1980)
-Rickettsia sibirica Zdrodovskii 1948 (Approved Lists 1980)
-Rickettsia slovaca Sekeyová et al. 1998
-Rickettsia tamurae Fournier et al. 2006
-Rickettsia typhi (Wolbach and Todd 1920) Philip 1943 (Approved
Lists 1980)
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mitochondria and bacteria have similar genomes. Formal studies of comparing basic
sequences (DNA) between mitochondria and rickettsia revealed that there exists great
resemblance between them. Specifically, the genome sequence of Rickettsia prowazekii
and that of mitochondria presented similarities [13]. Therefore, we assumed that other
species included in rickettsia would have something in common with mitochondria.
Also, recognizing patterns of rickettsia and comparing results with mitochondrial DNA
(mtDNA) would reveal whether resemblance among them exists or not. Plus, we’ve
focused on ribosomal RNA which takes charge of organisms’ protein (DNA, mRNA,
tRNA, rRNA etc.) production. Furthermore, one of the evidence of endosymbiotic
theory is that mitochondrial ribosome and bacterial ribosome have resemblances with
patterns and basic sequences. Thus, we’ve aspired to recognize 16s ribosomal RNA
(rRNA) pattern of rickettsia and mitochondria employing SVM (Support Vector
Machine). Among many species of rickettsia, four of them whose 16s rRNA sequences
are available were downloaded from the Genbank (The National Center for Biotech-
nology Information, http://www.ncbi.nlm.nih.gov) [14]. They are rickettsia canaden-
sis, rickettsia prowazekii, rickettsia rickettsii, rickettsia typhi.

2.2 Mitochondrial DNA

Mitochondrial DNA (mtDNA or mDNA) is the DNA of mitochondria. Normally,
mitochondria convert chemical energy from food into adenosine triphosphate (ATP).
Mitochondria have their own DNA and the chloroplast as well. Most of species,
including humans, mtDNA is inherited from the mother. Also, mtDNA has been

Fig. 3. Mitochondrial DNA [15]
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influenced from a lot of organisms and individual. According to Fig. 4, 16S rRNA and
12S rRNA exists. rRNA, which is ribosomal ribonucleic acid, is inevitable for protein
synthesis in organisms (Fig. 3).

3 Experiments

3.1 Comparing RRNA of Mitochondria and Rickettsia

As mentioned, rRNA of selected samples (Rickettsia canadensis, Rickettsia prowazekii,
Rickettsia rickettsii, Rickettsia typhi) was compared with that of Homo sapiens (Homo
sapiens isolate S1 mitochondrion rRNA (12S&16S)) employing apriori. The first
experiment was conducted using Apriori algorithm. The rRNA sequence was input in
the algorithm. Then, Apriori counts the number of certain amino acid which includes
amino acid G from M. The number of certain amino acid could be interpreted as a
pattern, thus could be an appropriate measure that could be used to compare its rele-
vance with another rRNA sequence. The experiments will be progressed under
5-window, 7-window and 9-window.

3.2 Classification of Mitochondria and Rickettsia Using Multiclass SVM

We will use multi-class support vector machine (SVMmulticlass) which uses the multi-
class formulation All of experiments will employ 10-fold cross-validation to gain
higher accuracy. The algorithm learned unique qualities of certain rRNA at the first
place. Then, the supposedly similar rRNA sequence is input in the algorithm and the
SVM starts differentiating the data based on the learned qualities. The harder the
separating process, the more similar the two rRNA are. Data will be divided into 10
different sets, and when 9 data sets are used as a training data which means teaching
proccess, 1 data set is considered as test data sets. Thus, 10 data sets are all used as test
data for one time respectively, which means that 10 experiments were made.

4 Conclusion

4.1 Results

4.1.1 Apriori
According to Fig. 4, rickettsia (Rickettsia canadensis, Rickettsia prowazekii, Rickettsia
rickettsii, Rickettsia typhi) show consistency in 12S ribosomal RNA. Rickettsia rick-
ettsii appeared to be different among some amino acids, but overall inclination is about
the same in 5-window, 7-window and 9-window. Also, homo sapiens isolate S1
mitochondrion 12S rRNA shown more resemblance when it comes to bigger window.
7-window and 9-window shown almost same tendency of amino acid. Sapiens mito-
chondrion 12S rRNA shown high common ground when amino acids are A, S, T, D, I,
Q, N, F, Y and M. The rest amino acid revealed differences. However, majority of
amino acids shown similar patterns (Fig. 5).
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Compared with the result of rickettsia and sapiens 12S rRNA comparison, that of
16S rRNA showed less similarities. According to Figs. 7, 8 and 9, especially, among
amino acids such as G, A, P, I and K revealed huge differences in all window.
However, majority of amino acids shown similar tendency. Synthetically, considering

Fig. 4. Rickettsia & Sapiens 12S rRNA comparison, 5, 7, 9-window (numerically ordered)

Fig. 5. Rickettsia & Sapiens 16S rRNA comparison, 5, 7, 9-window (numerically ordered)
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all of the result using apriori algorithm, there exists resemblance between bacteria
rRNA and that of mitochondria, Also, according to result, typhi and canadensis
appeared to shown the most similar patterns of mitochondria.

4.1.2 Support Vector Machine
Figure 6 is the result of SVM on each 5-window, 7-window and 9-window. It’s
noticeable that three functions’ (Polynomial, Sigmoid, Normal) average loss on test set
turned out to be high, approximately 80 % on average, except RBF (Gaussian) marked
low, approximately 20 %. It raises doubts why RBF shows different tendency. There
can be 2 reasons. First, it’s the indicator of the fact that sequence wasn’t classified well.
From this it could be said that similarity between rRNA of mitochondria and that of
rickettsia is high. Secondly, due to RBF’s feature of discontinuity, it has tendency of
revealing adversity on classifying some specific classes and non-classified data would
be abandoned. Considering these facts, RBF has tendency of showing high rates when
it comes to similar sequences. In conclusion, classification result using multiclass SVM
supports endosymbiotic theory showing that rRNA of mitochondria and bacteria have
noticeable similarities. The result of multiclass SVM shows that mitochondria and
rickettsia have noticeable similarities. However, since the multiclass SVM has its
original feature to have inseparable results, we’ve decided to make additive one-on-one
experiments with SVM (Figs. 10, 11, 12).

The apriori experiment suggested that the Typhi and Candadensis showed
noticeably similar patterns with mitochondria. According to the result of SVM
experiment, Rickettsia typhi and Rickettsia canadensis rRNA showed the best accor-
dance with mitochondria rRNA. We assumed that typhi, canadensis and mitochondria
are whole different organisms. We’ve done experiments of classifying typhi and
Canadensis rRNA with mitochondria 12S rRNA and 16S rRNA using SVM with
various functions. Test and training were same as formal multiclass SVM experiment.

Fig. 6. Classification result using multiclass SVM
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Fig. 7. Typhi & Mitochondria rRNA classification using SVM, 5-window

Fig. 8. Canadensis & Mitochondria rRNA classification using SVM, 5-window

Fig. 9. Typhi & Mitochondria rRNA classification using SVM, 7-window

Fig. 10. Canadensis & Mitochondria rRNA classification using SVM, 7-window
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Unlike the hypothesis we made, the two bacteria showed a notable resemblance
with mitochondrial DNA, according to a set of experiments. In a few RBF tests, it even
showed a 100 % match. Other functions also showed an approximate resemblance as
the amount of information increases (the window number). In conclusion, it’s valid to
say that the protein structure of mitochondria has a lot in common with bacteria, which
is the key evidence that supports endosymbiotic theory. Plus, it can also designate that
there exist resemblance between bacteria and mitochondria, while there exist differ-
ences among them. To be specific, according to the result of apriori and support vector
machine, bacteria and mitochondria showed significant resemblance of amino acidic
patterns, however, there are unique features of each bacteria which could be interpreted
as they evolved different amino acidic features after endosymbiosis.

4.2 Expectations

We had studied deeply into similarity between rRNA of mitochondria, and that of
alphaproteobacteria(which is strongly assumed to be the aerobic bacteria). Using
bioinformatical methods (apriori algorithm, and support vector machine) we found
supporting evidences for endosymbiotic theory. The result shows that rRNA of
mitochondria, and alphaproteobacteria have comparatively high similarity. This fact
strongly supports endosymbiotic theory as another indisputable evidence explaining
biological characteristic of mitochondria in the domain of genetics. This paper is

Fig. 11. Typhi & Mitochondria rRNA classification using SVM, 9-window

Fig. 12. Canadensis & Mitochondria rRNA classification using SVM, 9-window
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valuable for its role as finding genetic evidence of endosymbiotic theory with infor-
matics. It is expected that we can achieve similar bioinformatic results from the
chloroplast which is widely known as another representative example of endosymbiotic
theory.
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Abstract. Given a project requiring a set of skills, the team formation
problem in social networks aims to find a team that can cover all the
required skills and has the minimal communication cost. Previous stud-
ies considered the team formation problem with a leader and proposed
efficient algorithms to address the problem. However, for large projects,
a single leader is not capable of managing a team with a large number
of team members. Thus, a number of leaders would be formed and orga-
nized into a hierarchy where each leader is responsible for only a limited
number of team members. In this paper, we propose the team formation
problem with the communication load constraint in social networks. The
communication load constraint limits the number of team members a
leader communicates with. To solve the problem, we design a two-phase
framework. Based on the proposed framework, we first propose algorithm
Opt to find an optimal team, under the communication load constraint,
with minimal communication cost. For large social networks, we also
propose algorithm Approx to find a nearly-optimal team. Experimental
results show that algorithm Opt is able to find optimal teams and is
more efficient than the brute-force algorithm. In addition, when nearly-
optimal teams are acceptable, algorithm Approx is much more scalable
than algorithm Opt for large social networks.

Keywords: Team formation · Degree-constrained minimum spanning
tree · Social network

1 Introduction

To carry out a project with various required skills, it is usually necessary to
form a team of experts that are able to cover the skill set. The fulfilment of the
required skills for a project is fundamental to accomplish the project. However,
a more important key to the success of the project is whether the experts in the
team can effectively communicate and collaborate with each other. Thus, given
a project, it is desirable to organize a team of experts possessing all the skills
required for the project and with minimal communication cost.

Lappas et al. [9] were the first to consider the communication factor of team
formation in social networks. They presented two communication cost metrics,
c© Springer International Publishing Switzerland 2014
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namely diameter communication cost and minimum spanning tree cost, to eval-
uate communication effectiveness of a team. Kargar and An [8] proposed to use
the sum of distances, a more stable cost metrics, to define the communication
cost of a team. They also considered the team formation problem with a leader
where the leader is responsible for coordinating all team members and each team
member directly communicates with the leader. To measure the communication
cost of a team with a leader, they introduced leader distance which is the sum
of the shortest distances between the leader and the corresponding team mem-
ber for each required skill. A brute-force algorithm was developed to identify
the best leader and the corresponding team. Juang et al. [7] proposed two algo-
rithms, called algorithm BCPruning and algorithm SSPruning, to accelerate the
discovery of the best leader and team. These two algorithms were shown to be
more efficient and scalable than the algorithm proposed in [8].

Although employing a good leader managing and coordinating team mem-
bers is beneficial, a single leader is not sufficiently capable of administering
a large project requiring a number of experts since the leader may not have
enough time to communicate with all team members. For a large project in the
real world, the experts usually would be divided into different groups based on
the tasks of the project and the skills of the experts. As such, instead of a
single leader, a number of leaders are employed to co-work for a large project
where (1) these leaders would be organized into a hierarchical structure (i.e., a
tree with height larger than two) and (2) any leader communicates with no more
than d leaders at the next low level or team members. d is referred to as the
communication load constraint. In other words, finding the team and hierarchy
with minimal communication cost under the communication load constraint is
crucial for a large project in practice. Such characteristic distinguishes our paper
from others.

In view of this, we propose in this paper the team formation problem with
the communication load constraint in social networks. Specifically, the proposed
problem is to discover the team and hierarchy that covers the required skills,
has the minimal communication cost and guarantees each leader to have the
predefined, acceptable load. To facilitate the process of identifying the desired
team and hierarchy, we present a two-phase framework consisting of the team
generation phase and the hierarchy establishment phase. The team generation
phase is to find all the teams qualified for a given project (i.e., the team members
possess all the required skills). In the hierarchy establishment, the hierarchy with
the minimal communication cost of each team is created and the team and hier-
archy having the minimal communication cost is then determined. Note that the
hierarchy of a team meeting the load constraint and incurring the minimal com-
munication cost is recognized as the degree-constrained minimum spanning tree,
a well-known NP-complete problem. To solve the team formation problem with
the communication load constraint, we first develop a naive algorithm, called
algorithm Brute-Force, to find the best team and hierarchy by enumerating all
the eligible teams and hierarchies. By analysing the breakdown of the execu-
tion time of algorithm Brute-Force, we observe that the hierarchy establishment
phase accounts for the execution time since finding the minimal spanning trees
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with the load constraint of all the qualified teams is very time-consuming. Thus,
we design algorithm Opt to employ the lower bounds of the communication cost
to prune some qualified teams in the first phase, thereby reducing the number of
teams evaluated in the second phase. Although algorithm Opt is more efficient
than algorithm Brute-Force, algorithm Opt suffers from heavy computation in
large social networks. Since nearly-optimal solutions have been widely accept-
able in many situations, we devise algorithm Approx to find nearly-optimal teams
by applying the 2-opt change approximation [10] to construct nearly-minimum
spanning trees with degree constraint. Experimental results show that algorithm
Opt outperforms algorithm Brute-Force in terms of the execution time. More-
over, algorithm Approx is much more scalable than algorithm Opt at a cost of
small communication cost increase (less than 10 % in our experiments).

The remainder of this paper is organized as follows. Section 2 presents a
survey of related work in the literature of team formation problem, followed
by the formulation of the team formation problem under the communication
load constraint. We then describe algorithm Brute-Force, algorithm Opt and
algorithm Approx in Sect. 3 in detail. The experimental results are reported in
Sect. 4. Finally, Sect. 5 concludes this paper.

2 Preliminaries

2.1 Related Work

Team Formation Problem in Operation Theory. The formation of the
multi-functional teams, which are the teams required a set of skills to be han-
dled, is crucial and has gained attention in recent years. Zakarian and Kusiak
combined the different factors of the team selection problem into a hierarchical
structure [11]. They also provided the quality functional development method
and used the integer linear program (ILP) to model the problem. Fitzpatrick
and Askin developed and tested mathematical models for formation of effective
human teams based on the Kolbe Conative Index and presented a programming
formulation for the problem [4]. Chen and Lin proposed a working relation model
with respect to the multi-functional knowledge and the capability of each indi-
vidual, and the co-work relation between members [3]. Different from the work
in [3], Baykasoglu et al. used the fuzzy optimization model and the problem is
solved by the annealing algorithm [2]. Gaston et al. considered about not only
the impact of the network structures on the team performance but the network
structure between individual [6].

Team Formation Problem in Social Networks. Lappas et al. [9] first
addressed the problem with considering the individuals of social networks. They
defined each node in a social network to represent an expert having a set of
skills and the communication cost between two experts is the weight of the edge
connecting them in the social network. If no such edge exists, the distance of
the shortest path between these two experts is used to measure the commu-
nication cost between them. The communication cost indicates how effectively
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the two experts collaborate. Thus, the smaller the communication cost is, the
easier they can co-work. They proposed to use the minimal spanning tree and
the diameter to measure the communication cost of a team. They also proved
the NP-hardness of the two communication cost metrics for the team forma-
tion problem and proposed the approximation algorithms. In [8] Kargar and
An argued that the communication cost metrics proposed in [9] were insensitive
thus introduced a new communication cost metric: sum of distance to reveal all
the skills needed to be communicated between any two experts. Furthermore,
they also introduced the team formation problem with a leader. The leader is
responsible for the team and is always coordinating with other team members.
Kargar and An also proposed in [8] the leader distance to measure the commu-
nication cost of a team with a leader. In [7] Juang et al. proposed two efficient
algorithms, algorithm BCPruning and algorithm SSPruning, for the team for-
mation problem with a leader and these two algorithms outperform the previous
work proposed in [8]. However, the team organizations in previous works, includ-
ing [7,8], are trees with height two, and the communication cost of a team lies
on the communication responsibility of the leader. In practices, a leader can only
directly communicated with limited team members, and thus, organizing a team
into a hierarchy (a tree being able to with height larger than two) satisfying the
communication cost constraint is necessary for large projects.

Team Formation Problem with Load Balance. In light of the fair work
load for each member in the team, Anagnostopoulos et al. [1] considered the
multi-project situation in team formation problem. The scenario in the work is
to dispatch projects to people that can deal with more than one project at same
time. But the load balance is considered and every expert has the upper bound
of the number of projects involved. In addition to the fairest workload, they
also find the team that has the minimal communication cost and thus making
the problem more applicable in the real world. Nevertheless, the problem only
probed into the multi-project allocation in on-line team formation and focused on
minimizing the communication cost while having a fair work for every expert. In
a real world, the communication between experts is as important as the technical
expertise of each individual and thus the communication load of experts should
not be neglected.

2.2 Problem Formulation

Given a group of experts X = {x1, x2, . . . , xn}, the skill set composed of the
skills which all the experts in X have is denoted by S = {s1, s2, . . . , sm}. Let
skill(x) be the set of the skills that expert x possesses. We model an expert
social network as an undirected graph G(X,E) where each edge in E, say (xi,
xj), indicates that xi and xj had co-worked with each other before. In addition,
the weight of (xi, xj) is the communication cost of xi and xj .

Definition 1. Given a project P ⊆ S, a team T ⊆ X is qualified for P if for
each skill, say s in P , there exists one expert in T , say x, so that s ∈ skill(x).



Team Formation with the Communication Load Constraint 129

Given a team T and an expert social network G, the communication graph is
defined as below.

Definition 2. The communication graph of T on G, denoted as GT (T,ET ), is
a weighted and undirect complete graph, where the weight of each edge, say (xi,
xj), in ET indicates the communication cost between experts xi and xj.

If xi and xj had co-worked in the past, the edge (xi, xj) should exist in E and
the weight of the edge (xi, xj) in GT is set to the weight of the edge (xi, xj) in
G. Otherwise, when the edge (xi, xj) is not in E, similar as the prior work [7,8],
the weight of the edge (xi, xj) in GT is defined as the distance of the shortest
path between xi and xj in G.

Definition 3. Given a communication graph GT (T,ET ), the hierarchy of T
under the communication load constraint d is a spanning tree where the degree
of each node is at most d. In addition, the communication cost of the hierarchy
is defined as the sum of the weights of the edges in the hierarchy.

Definition 4. Given an expert social graph G(X,E) and a project P , the team
formation problem with the communication load constraint d is to find a team
T and the corresponding hierarchy with the minimal communication cost under
the communication cost constraint.

3 Proposed Algorithms

3.1 Algorithm Brute-Force

To solve the team formation problem with the communication load constraint,
we propose a two-phase framework that comprises the team generation and
hierarchy establishment phases below.

1. Team generation phase: Find all teams qualified for the given project.
2. Hierarchy establishment phase: Determine the team and hierarchy with the

minimal communication cost under the communication load constraint by
establishing the hierarchy with minimal communication cost for each team
discovered in the team generation phase.

Based on the proposed two-phased framework, we develop a naive algorithm,
called algorithm Brute-Force, to solve the team formation problem with the com-
munication load constraint. Algorithm Brute-Force first use the method used
in [7] to generate all the qualified teams in the team generation phase. Then,
for each qualified team, algorithm Brute-Force generates the degree-constrained
minimum spanning tree by enumeration. Note that the hierarchy establishment
is the well-known NP-complete problem, the degree constrained minimum span-
ning tree problem on GT (T,ET ). Finally, algorithm Brute-Force takes the team
and the spanning tree with minimum communication cost (hierarchy) as the
answer to the team formation problem.
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Fig. 2. The communication graph of team (A, B, C, D)

We use Fig. 1 and Table 1 as an example to illustrate the process of algorithm
Brute-Force. Figure 1 shows an expert social network where a circle represents
an expert and the letter(s) next to a circle indicate(s) the skills the expert
possesses. The letter s, w, d and j mean the skills “software engineering,” “web
programming,” “data mining” and “java,” respectively. The weight of an edge
represents the communication cost between the two experts connected by the
edge. Consider a project P = {j, s, d, w} that requires four skills, namely java,
software engineering, data mining and web programming. The communication
load constraint is set to 2.

Table 1 shows the process of algorithm Brute-Force. In the team generation
phase, five qualified teams ((A, B, C, D), (A, B, C, E), (A, B, F, D), (A, B,
F, E) and (A, B, G)) are found. In team (A, B, C, D), A, B, C and D are
responsible for java, software engineering, data mining and web programming,
respectively. To calculate the minimum cost of team (A, B, C, D), algorithm
Brute-Force first generates the communication graph of team (A, B, C, D), as
shown in Fig. 2. Then, all hierarchies (i.e., degree-constrained spanning trees),
under the communication load constraint, of the team are enumerated. After
calculating the communication cost of each generated hierarchy, we can find the
degree-constrained minimum spanning tree of the minimal communication cost
0.15 + 0.15 + 0.1 = 0.4. The communication costs of other qualified teams are
also calculated in a similar manner. Finally, algorithm Brute-Force reports that
the best team is (A, B, C, D) of communication cost 0.4.

3.2 Algorithm Opt

Since enumerating all the hierarchies of each qualified team, algorithm Brute-
Force obviously performs poorly in large social networks. In order to improve the
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Table 1. The process of algorithm Brute-Force

Skills Minimum

Java Software engineering Data mining Web programming communication cost

A B C D 0.4

A B C E 0.75

A B F D 0.75

A B F E 1.05

A B G G 0.6

Table 2. Breakdown of execution time of algorithm Brute-Force (unit (ms))

Number of required skills

3 4 5 6 7

Team generation 41594 57045 87750 102258 122345

Hierarchy establishment 5209834 7175670 10758594 12701720 3160379

performance, we conduct a preliminary experiment to observe the distributions
of the execution time of algorithm Brute-Force. The social network consists of
30 nodes and 58 edges. The communication load constraint is set to 2 while the
number of required skills ranges from 3 to 7. The experimental result is shown
in Table 2. We can see that hierarchy establishment phase accounts for more
than 99% of the total execution time. As the number of nodes in the social
network increases, more teams will be generated in the team generation phase.
More importantly, the execution time of the hierarchy establishment phase will
increase significantly since the problem (i.e., degree-constrained minimum span-
ning tree problem) addressed in the hierarchy establishment is NP-complete [5].
Such an observation motivates us to proposed algorithm Opt to reduce the num-
ber of teams evaluated in the hierarchy establishment phase. Specifically, algo-
rithm Opt takes advantage of the currently best communication cost to prune
those qualified teams that cannot be of the minimal communication cost, thereby
substantially saving the execution time of hierarchy establishment.

To avoid the high cost of finding the minimal-cost hierarchy (a degree-
constrained minimum spanning tree) of a qualified team, we exploit the property
of spanning trees that each node, except the root, contributes one edge to the
spanning tree. In other words, there are k − 1 edges in a spanning tree formed
by a team consisting of k experts. With the property, we introduce the following
definitions.

Definition 5. Given a team T and the corresponding communication graph
GT (T,ET ), the lower bound of the communication cost contributed by an expert
xi, denoted as LB(xi), is defined as

LB(xi) = min
∀(xi,xj)∈ET

weight of (xi, xj).
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Table 3. The process of algorithm Opt

Skills LB(T) Minimum

Java Software engineering Data mining Web programming communication cost

A B C D 0.4

A B C E 0.35 0.75

A B F D 0.5 -

A B F E 0.5 -

A B G 0.3 0.6

Based on Definition 5, we can derive the low bound of a team T on GT (T,ET )
below.

Definition 6. Given a team T and the corresponding communication graph
GT (T,ET ), the low bound of the communication cost of T , denoted as LB(T ),
can be formulated as

LB(T ) =
∑

∀xi∈T

LB(xi) − max
∀xi∈T

LB(xi).

We use Fig. 2 and Table 3 to illustrate the process of algorithm Opt. Similar
to algorithm Brute-Force, algorithm Opt first generates all qualified teams and
the qualified teams are listed in Table 3. In the hierarchy establishment phase,
algorithm Opt first calculates the communication cost of team (A, B, C, D) by
the method used in algorithm Brute-Force and obtains the communication cost
of (A, B, C, D) to be 0.4. Algorithm Opt marks (A, B, C, D) as the candidate of
the best team. Before proceeding to calculate the communication cost of team
(A, B, C, E), algorithm Opt calculates the lower bound of the communication
cost of team (A, B, C, E). Since the lower bound of the communication cost of
team (A, B, C, E) is less than the communication cost of the candidate (A, B,
C, D), algorithm Opt finds the hierarchy of the minimum communication and
calculates the actual minimum communication cost of (A, B, C, E). Algorithm
Opt continues to evaluate (A, B, C, E). Since the low bound of the communica-
tion cost of (A, B, C, E) is larger than the communication cost of the candidate
best team (A, B, C, D), (A, B, C, E) can be pruned without identifying the
hierarchies. Algorithm Opt processes the remaining teams following the above
process and finally determines the best team to be (A, B, C, D).

3.3 Algorithm Approx

As mentioned earlier, the hierarchy establishment problem is recognized as the
degree-constrained spanning tree problem, a well-known NP-complete problem [5].
Thus, it is computationally expensive to discover the hierarchy of the minimum
communication cost for a team. Although algorithm Opt is able to reduce the time
of the hierarchy discovery by pruning those qualified teams that cannot be of min-
imum communication cost, algorithm Opt still suffers from heavy computation on
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Table 4. The conferences selected from the DBLP dataset

Category Conferences

Database SIGMOD, VLDB, ICDE, ICDT, EDBT, PODS

Data mining KDD, WWW, SDM, PKDD, ICDM

Artificial intelligence ICML, ECML, COLT, UAI

Theory SODA, FOCS, STOC, STACS

hierarchy establishment for the other teams. In a real world, approximate answers
are acceptable for those NP-complete problems in many situations. As such, we
devise algorithm Approx to obtain nearly-optimal teams and hierarchies. To find
nearly-optimal hierarchies of qualified teams, we adopt the 2-opt algorithm pro-
posed in [10] to find a nearly-optimal the degree-constrained minimum spanning
tree for each qualified team. To be specific, the main difference between algorithm
Approx and algorithm Opt is that algorithm Approx utilizes an approximate algo-
rithm, 2-opt algorithm, for hierarchy establishment of each qualified team rather
than the enumeration method used in algorithm Opt to achieve faster problem
resolving.

4 Performance Evaluation

4.1 Experimental Setup

To reveal the real social network information, we extract the expert social net-
work from the DBLP bibliography on November 7, 2011. Referring to [7,8], the
DBLP dataset is composed of only the papers published in the prestigious con-
ferences in the areas of database, data mining, artificial intelligent and theory.
The selected conferences of the four areas are listed in Fig. 4. To generate the
expert social network, we select only the authors publishing at least three papers.
Two experts (authors) are connected together if they have worked together with
at least two papers. Let pxi

be the set of papers published by expert xi. Same
as [7], for each pair of two connected experts xi and xj , the communication cost
between xi and xj is defined as 1 − pxi

∩pxj

pxi
∪pxj

.
The proposed three algorithms are implemented in Java and are executed on

a PC with an Intel i7 2.93 GHz CPU and 4GB memory. For each experiment, 30
projects are randomly generated by the same method used in [7]. Because the
problem addressed in the hierarchy establishment phase is NP-complete, algo-
rithm Brute-Force and algorithm Opt are expected to of much higher execution
time. To speed up algorithm Brute-Force and algorithm Opt, we pre-build all
degree-constrained spanning trees for small scenarios (i.e., skill number smaller
than or equal to 7 and degree constraint smaller than or equal to 6). Besides,
the communication cost between any two experts is pre-computed as the prior
works [7,8]. We employ the following three performance metrics to evaluate the
performance of the proposed algorithms.
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(a) Execution time I (b) Execution time II

(c) Pruning ratio (d) Cost difference ratio

Fig. 3. Impact of the communication load constraint

– Query execution time: The query execution time is defined as the CPU time
of each algorithm.

– Pruning ratio: Pruning ratio is used to measure the performance of the pruning
strategy used in algorithm Opt. Let n and np be the number of teams which
can handle the project and the number of teams that are pruned without sent
to the hierarchy establishment phase. The pruning ratio is defined as np

n .
– Cost difference ratio: The cost difference ratio is used to measure the quality

of the solutions found by algorithm Approx, and is defined as cApprox−cOpt

cOpt

where cOpt and cApprox are the communication costs of the teams found by
algorithm Opt and algorithm Approx, respectively.

We use ‘BF’, ‘Opt’ and ‘Approx’ to represent algorithm Brute-Force, algorithm
Opt and algorithm Approx, respectively, in the following subsections.

4.2 Impact of the Communication Load Constraint

In this experiment, we measure the impact of the communication load con-
straints on the proposed algorithms by varying the constraint from 2 to 5. The
number of the required skills for a project is set to 6. The experimental result
is shown in Fig. 3. As observed in Fig. 3(a), algorithm Opt is more efficient than
algorithm Brute-Force due to the effect of pruning. In addition, the speedup of
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(a) Execution time (b) Cost difference ratio

Fig. 4. Impact of the size of the social networks of experts

algorithm Opt over algorithm Brute-Force increases as the increase of the com-
munication load constraint. As shown in Fig. 3(c), it is interesting that the prun-
ing ratio is around 70 %–90 % as the communication load constraint increases
from 2 to 5. The reason is that although the pruning ratio seems not of explicit
relationship to the communication load constraint, the execution time of hierar-
chy establishment phase increases with the increase of the communication load
constraint. On the other hand, with an approximation algorithm in the hierarchy
establishment phase, it is obvious that algorithm Approx is much more scalable
than algorithm Opt. The result depicted in Fig. 3(b) agrees with the intuition.
Figure 3(d) reveals that the cost difference ratio is smaller than 6 %, showing
that the trade-off of algorithm Approx in the quality of solutions is acceptable.

4.3 Impact of the Size of Social Networks

We investigate in this experiment the scalability of these three algorithms by
increasing the number of nodes in the social network from 30 to 300. The precise
numbers of nodes are 30, 43, 68, 106, 186 and 300. The number of required skills
for each project is fixed at 6; the communication load constraint is set to 3.
We can see in Fig. 4(a) that algorithm Brute-Force needs over 10 min to solve
the team formation problem in the social network with 43 nodes, and has an
explosive increase in execution time when the number of nodes is larger than
50. Although being able to deal with the team formation problem in the social
network with 150 nodes within 10 min, algorithm Opt is still not scalable enough
to handle social networks with more nodes. Due to employing approximation in
the hierarchy establishment phase, algorithm Approx is able to handle the team
formation problem on the social network with 300 nodes within 60 seconds.
Although algorithm Approx cannot find the best team, as shown in Fig. 4(b),
the cost difference ratio is smaller than 10 % when the number of nodes is smaller
than or equal to 106. Experimental result shows that algorithm Approx is suit-
able for large social network with small trade-off in the quality of solutions.
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5 Conclusion

In this paper, we proposed the team formation problem with the communication
load constraint in expert social networks. To solve this problem, we presented a
two-phase framework and developed three algorithms, namely algorithm Brute-
Force, algorithm Opt and algorithm Approx. The experimental results showed
that algorithm Opt is able to obtain optimal solutions efficiently by avoiding
some teams being sent to the hierarchy establishment phase. Moreover, in the
cases that nearly-optimal solutions are acceptable, algorithm Approx is much
more scalable than algorithm Opt in large social networks at a cost of small
increase in communication cost.
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Abstract. With the rapid development of Web 2.0 technology, online social
media have become increasingly popular and influential. In online social media,
such as Reddit, Digg, Twitter and Weibo, users can post, vote and comment
posted stories and other users’ comments. Users, together with story and cor-
responding feedbacks, form a heterogeneous information diffusion network.
To analyze how information diffuses among different users, we need to better
understand a few key factors, including (1) frequent appearing sub-structures,
called motifs, in the network and (2) evolution of a motif. In this paper, we
explore the MOtif-based Sequential Pattern (MOSP) to facilitate the under-
standing of motif evolution along the time. Furthermore, we propose Topo-
logical MOSP (T-MOSP) and Propagative MOSP (P-MOSP) to observe
frequent sequence of motifs in different angles. Facing a large volume of graph
data, Motif mining is time-consuming. Therefore, we devise efficient mining
algorithms, namely, Motif-Mine and Lattice-based Temporal Sequential Pattern
Mine (LTSP-Mine), to discover motifs and sequences of motifs, respectively.
Extensive experimental evaluation on Digg demonstrates that T-MOSP and
P-MOSP discovered by the proposed algorithms can efficiently and effectively
capture and summarize the information diffusion patterns in online social media.

Keywords: Information diffusion pattern � Online social media � Heteroge-
neous network � Motif-based Sequential Pattern

1 Introduction

In this work, we propose to study the patterns of information propagation over online
social media, such as Reddit, Digg and Twitter. In previous studies, we’ve known that
patterns of interconnections occurring in complex network are not random. The
structure of design principles among those interconnections in complex network have
been studied in cell phone [15], instant message [7], blog [9, 17], Flickr [2], email [14],
and protein interaction [1] networks. Nevertheless, it is still unknown that how people
interact with each other and how information flows among users in online social media.
To understand the patterns of information flow in online social media is not only
interesting as a scientific finding, but also beneficial for other applications or research
fields. For example, as we known, social network data is not always available and it is
challenging to obtain and release a real large scale social network dataset. Therefore, it
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is very useful if there is a network generator which helps generate synthetic data for
research purpose. Thus, our research can facilitate to develop network/graph generator
which can well synthesize the complex network such as online social media. In addi-
tion, there are a lot of efforts in performing popularity prediction for a given story in
online social media [3, 4]. This technique helps website to strategically launch
advertisements and maximize profits. Our research not only can help people to
understand how information propagate over online social network, but can be poten-
tially beneficial for popularity prediction and useful for the viral marking strategy
design.

In those online social media, users post interesting stories/news; other users may
vote/comment/retweet those stories. So the information is flowed among users in
this way. For a story, the information propagation can be represented as a heteroge-
neous network. Without loss of generality, let us consider Digg as an example. Digg
contains 3 types of objects, namely user, story and comment. Links between users and
stories are generated by actions such as submit, digg and comment; and the edges
between comments/stories shows the relationship of “reply”. Every link is associated
with an action time. As there are multi-type of objects (nodes) and the actions linking
objects may have different semantic meaning and is also directional, we represent the
data collected from Digg as a (directed) heterogeneous network as shown in Fig. 1.

To understand the pattern of information propagation over online social media, we
turn to the tools of frequent pattern mining over a graph database. Given a collection of
information propagation graphs, and each graph corresponds to one story information,
we aim to discover the frequent information propagating patterns which are called
frequent motifs. Frequent motifs reflect the frequent structures of social information
propagations. Though frequent motifs have been investigated in other type of complex
networks, relationship among motifs in the temporal dimension has never been
explored. Exploring the temporal relationships among motifs is interesting and worthy
to study. Such pattern is called as MOtif-based Sequential Pattern (MOSP). We
observe that two kinds of MOSPs are interesting and insightful as follows:

1. Topological MOSP (T-MOSP): T-MOSP is designed to observe that how the social
group enlarges according to the time. For two consecutive motifs of T-MOSP, the
latter one contains the former one. Hence, T-MOSP reflects the frequent pattern
enlarging situations of social group including social users and social actions.

2. Propagative MOSP (P-MOSP): P-MOSP is designed as to observe that how the
information propagates according to the time. For two consecutive motifs of
P-MOSP, there must be at least one directed link and one overlapped node between
them. Hence, P-MOSP reflects the information propagations of social network.

Fig. 1. Schema for digg social network.
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In this paper, we propose new algorithms named Motif-Mine and Lattice-based
Temporal Sequential Pattern Mine (LTSP-Mine) to discover frequent motifs and both
of T-MOSP and P-MOSP, respectively. As introduced before, the graph consists of
heterogeneous types of nodes, thus it is even challenging to devise an efficient motif
mining algorithm, as we need to handle the isomorphism checking for heterogeneous
graph, which has not been studied before. Furthermore, to find the evolution of motif,
we need to transform a heterogeneous graph to a frequent motif sequence. The length
of sequence may be very large. For a frequent motif, all its sub-structures are all
frequent motifs. Hence, a lattice structure is used to maintain numerous motif rela-
tionships and to reduce the computational cost for discovering the evolution of motif.
The major contributions of this paper are list as follows.

1. This is a first attempt to investigate patterns of information flow over online social
media. This study not only provides interesting scientific findings, but also is
beneficial viral marketing, popularity prediction and graph generation.

2. In addition of mining frequent motif, we also investigate how motif evolves over
the online social media, and define temporal information propagation patterns,
namely MOtif-based Sequential Pattern (MOSP).

3. We devise an efficient algorithms Motif-Mine and Lattice-based Temporal
Sequential Pattern Mine (LTSP-Mine) to discover frequent motifs and both T-
MOSP and P-MOSP, respectively. The main concept is to reduce the number of
candidate motif generations and maintain the relationship of motifs for improving
the efficiency.

4. Finally, we conduct comprehensive experiments using a real social media dataset
Digg to evaluate the performance of our work. The results show insightful motif
evolution over the time and interesting findings.

The remainder of this paper is organized as follows. We briefly review the related
work in Sect. 2. In Sect. 3, we formulate the problem. In Sect. 4, we first introduce the
proposed algorithms Motif-Mine and LTSP-Mine. In Sect. 5, we perform an empirical
performance evaluation. Finally, in Sect. 6, we summarize our conclusions and future
work.

2 Related Work

To our best knowledge, this is the first comprehensive study to make use of the
temporal annotations of the information propagation in online social media to inves-
tigate the patterns of information propagation in online social media. Specifically, a
novel type of substructure is proposed – motif-based sequential pattern – that char-
acterized how information is propagated in the online social media from temporal
perspectives. The recent availability of large amount of data from a variety of networks
(e.g., people/animals, user generated content, proteins and so on) has enabled the
analysis of the structural or topological properties of different types of the networks.
Research work has been done to analyze cell phone [15], instant message [7], blog
[9, 17], Flickr [2], email [14], and protein interaction [1] networks. Those studies help
understand the frequent building blocks/models of the networks, by analyzing the
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structural/topological properties of the networks. Nevertheless, those previous
approaches have typically ignored the temporal attributes, thus cannot discover the
local structural behavior patterns and their evolution, which are important for under-
standing the core principles of collective structural pattern over all the networks.
In addition, instead of interested in the conventional network dataset, we propose to
study information diffusion patterns over online social media such as Digg, Twitter and
Reddit, which are emerging and popular social media.

The dynamics properties of large scale social networks have been studied exten-
sively [5, 6, 13, 19, 20]. Yang and Counts discuss the information diffusion on Twitter.
They study three major properties including speed, scale and range. However, there is
no work discusses that how information propagates and shows the evolution pattern
about the information diffusion. Along these lines, research has been carried out on
studying information cascading triggered by specific events [8]. Note that our work is a
general approach that characterizes different types of events/stories and the discovered
information diffusion patterns capture how information is propagated over the online
social media from the temporal perspective.

Information diffusion pattern discovery can be considered as frequent pattern
mining in graph database. Many algorithms have been proposed to find the frequent
patterns or motifs from a set of graphs which is called graph-transactions. In [11],
Inokuchi et al., first propose an Apriori-based algorithm named AGM to discover the
frequent appearing sub-structures in a given graph data set. Kuramochi and Karypis
propose FSG [12] for finding all frequent sub-graphs in large graph databases. In [18],
Yan and Han propose gSpan to discover frequent sub-structures without candidate
generation. Each graph is mapped to a unique DFS code based on its canonical label.
Based on the lexicographic order of DFS code, gSpan can efficiently mine frequent
sub-graphs by the DFS search strategy. In [10], Huan et al., propose FFSM to reduce
the number of redundant candidates while mining frequent sub-graphs. However,
mining complete frequent patterns from graph databases is challenging since the
operations, such as candidate-joining and sub-graph checking, generally are compu-
tational costly. SPIN [16] and MARGIN [17] are proposed to apply the concept of
maximal patterns in sub-graph mining. However, in online social media context, the
information diffusion pattern mining imposes new research challenges.

3 Problem Statement

In this section, we provide the formal definitions regarding the frequent motif and
topological/propagative MOSP in heterogeneous graphs. Given a heterogeneous graph
database D = {G1, G2, …, G|D|} containing a set of heterogeneous graphs, each graph
G can be represented as a series of social actions R = {r1, r2, …, r|G|} which is called
actionset corresponding to some specific stories. To help better understanding of those
definitions, we also introduce auxiliary definitions such as social action, valid graph,
graph isomorphism, and sub-graph.

Definition 1. Social Action: A social action is represented as a 5-tuple ri = <idi, ti, ui,
ai, oi>, where idi denotes the action id; ti, denotes the delay time between the time of
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action ri and the time when the story was submitted; ui denotes the user who executes
the action; ai represents the action type which includes submit, digg and comment; and
oi represents the action object which may be empty or target action id.

Definition 2. Valid Graph: A heterogeneous graph G is called a valid graph if the
corresponding actionset R = {r1, r2, …, r|G|} satisfies the condition: For each r ∈ R,
except the first r, there always can find an r’ ∈ R such that r.o = r’.id. In other words, a
valid graph must be connected.

Definition 3. Graph Isomorphism: Given two valid graphs Gi and Gj, Gi and Gj are
graph isomorphism, denoted as Gi = Gj, if their corresponding actionsets Ri and Rj

satisfy the conditions: there exists a one-to-one mapping between Ri and Rj, g: Ri → Rj,
such that (1) rx.a = g(rx).a, (2) ry.a = g(ry).a, and (3) g(rx).id = g(ry).o, where g(rx), g(ry)
∈ Rj, for any pairs of actions rx = <idx, tx, ux, ax, ox>, ry = <idy, ty, uy, ay, oy> ∈ Ri and
idx = oy.

Definition 4. Sub-Graph: Given two valid graphs Gi and Gj, Gi is called Gj’s sub-
graph, denoted as Gi ⊆ Gj, if there exists at least one subgraph Gj’ of Gj such that Gi =
Gj’. In addition, Gj is called Gi’s super-graph, denoted as Gj ⊇ Gi.

Definition 5. Motif: Given a heterogeneous graph database D = {G1, G2, …, G|D|}.
A valid graph m can be represented as a motif if there is at least one heterogeneous
graph G in D such that G ⊇ m. Note that motifs only represent the structures of
information flows but who submitted the story/comment. Furthermore, the support of
m, denoted as sup(m), is defined as the number of graphs in D that are m’s super-
graphs; and the length (size) of m, denoted as len(m), is defined as the number of
submission (submit or comment) actions. m is also called a k-motif if len(m) = k.

Definition 6. Frequent Motif: Given a heterogeneous graph database D = {G1, G2,
…, G|D|} and a minimal support threshold θ. A k-motif m is called a frequent motif if
sup(m) ≥ θ.

Definition 7. MOtif-based Sequential Pattern (MOSP): Given a heterogeneous
graph database D = {G1, G2, …, G|D|} and the corresponding frequent motifs M = {m1,
m2,…, m|M|} from D. For each G in D, a maximal subset M′ ofM can be extracted such
that G ⊇ m′, ∀m′ ∈ M′. Hence, all of the graph Gi in D can be transformed to a set of
frequent motifs M′i, i.e., D = {M′1, M′2, …, M′|D|}. A permutation P of subset of M is
called a MOSP if there exists at least one M′ in D such that M′ ⊇ P. Furthermore, the
support of P, denoted as sup(P), is defined as the number of graphs in D that contain P.

Definition 8. Topological MOSP (T-MOSP): A MOSP P = <m1, m2, …, m|P|> is
called a T-MOSP if any consecutive pair of motifs in P exists containing relationship,
i.e., mk+1 ⊇ mk, ∀ 1 ≤ k ≤ |P|-1.

Definition 9. Propagative MOSP (P-MOSP): A MOSP P = <m1, m2, …, m|P|> is
called a P-MOSP if any consecutive pair of motifs in P exists contacting relationship,
i.e., mk+1 and mk have at least one directed social action link, ∀ 1 ≤ k ≤ |P|-1.

Problem Definition: Given a heterogeneous graph database D and a minimal support
threshold θ. The problem is to find all frequent motifs, T-MOSP and P-MOSP in D.
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4 Proposed Method

To understand the patterns of information propagation over online social media, there
are two problems need to be solved:

1. How to obtain the frequent motifs in a heterogeneous graph database? Although
the concept of frequent motif mining from graphs has been proposed in previous
literatures, most of them focus on the problem of frequent motif mining in homo-
geneous graphs. According to the previous studies related to frequent motif finding
[20], there are four common motif structures including Chain, Star, Loop and
PingPong have been defined. An intuitive solution is that the motifs are directly
used based on the previous observations. However, nobody can guarantee that there
is no other motif structure in our graph database, especially in a heterogeneous one.
Therefore, an automatic heterogeneous frequent motif finding algorithm is highly
desired. In this section, we describe the proposed algorithm Motif-Mine to effi-
ciently discover all the frequent motifs from the heterogeneous graphs.

2. How to obtain T-MOSP and P-MOSP after obtaining the frequent motifs? An
intuitive solution is that we first find all the MOSPs and then extract the T-MOSP
and P-MOSP based on their constraints. However, a lot of MOSPs discovered by
existed sequential pattern mining approaches are not T-MOSPs neither P-MOSPs.
Hence, the computation performance is very inefficient. More specifically, based on
our definitions of T-MOSP and P-MOSP, motifs become a pattern must satisfy some
constraints. For example, two motifs can become a T-MOSP or a P-MOSP if the
later one contains the former one or the later one connected to the former one,
respectively. Therefore, how to reduce the unnecessary computations is a key point
to improve the efficiency. In this section, we describe the proposed algorithm
Lattice-based Temporal Sequential Pattern Mine (LTSP-Mine) to efficiently dis-
cover all T-MOSPs and P-MOSPs from the frequent motifs mined by Motif-Mine.

4.1 Motif-Mine

To obtain heterogeneous frequent motifs, we propose an Apriori-like algorithm Motif-
Mine here. The concept of Motif-Mine is to generate the entire candidate (k+1)-motifs
from all the frequent k-motifs and check which candidate motifs are frequent motifs by
counting their frequencies. By adopting Motif-Mine, we can obtain all the frequent
motifs in the graph database. Motif-Mine can be divided into three steps.

1. Frequent 2-Motifs Finding. We enumerate all possible 2-motifs and check which
2-motifs are frequent. As shown in Fig. 2, the number of possible 2-motifs is only 2,
i.e., m1 and m2. Hence, we can directly check whether m1 and m2 are frequent
without generating frequent 1-motifs.

2. Candidate Motif Generation. The traditional approach for candidate motif gener-
ation may miss some potential motifs. Take Fig. 2 as an example, m1 and m2 are
2-motifs and m3, m4 and m5 are 3-motifs. m3 is generated from m1 and m2. How-
ever, m4 is generated from two m1. It is very different from the traditional candidate
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join process. Therefore, Motif-Mine uses a “bottom up” approach, where candidate
frequent motif is generated by extending one more social action based on existing
frequent motif. In other words, we extend all possible candidate k-motifs from a
frequent (k-1)-motif by adding one possible social action. In Fig. 2, all possible
candidate 3-motifs generated from m1 are shown in Fig. 3. There are 6 kinds of
possible candidate 3-motifs generated from m1. The candidate generation process
terminates when no further frequent motifs can be extended.

3. Frequent Motif Determination. To determine whether a candidate motif is frequent,
we need to count the number of stories contain the candidate motif. It is inefficient if
we directly scan all stories to determine which candidate motifs are frequent, since
the computation complexity of sub-graph isomorphism checking is extremely high.
To reduce the number of graph isomorphism checks, before scanning through all
stories to obtain the support of a candidate k-motif, we will first check whether all of
the (k-1)-sub-motifs of the candidate k-motif are frequent according to downward
closure lemma. Motif-Mine can save the computation cost for scanning all stories if
a candidate motif contains any infrequent sub-motif. Besides, those (k-1)-sub-
motifs, which are invalid graphs, are ignorable as well. Take m13 in Fig. 3 as an
example, there are 3 2-sub-motifs as shown in Fig. 4. However, we only need to
check whether m133 is frequent since both of m131 and m132 are invalid. Further-
more, m13 can be ignored if m133 is not frequent. Actually, the frequency checking
procedure of a candidate k-motif cannot be avoided if there is only one valid (k-1)-
sub-motif, because any candidate k-motif must be extended from a frequent (k-1)-
motif. Hence, the (k-1)-sub-motif must be frequent when a candidate k-motif only
has one valid (k-1)-sub-motif. For example, we can count the support of m13

by scanning all stories in the database directly, since it only has one valid (k-1)-sub-
motif, i.e., m133.

Fig. 2. Five motifs.

Fig. 3. All possible candidate 3-motifs generated from m1.

Fig. 4. All 2-sub-motifs of m13.

Information Diffusion Pattern Mining over Online Social Media 143



4.2 LTSP-Mine

After obtaining the frequent motifs, the next task is to mine the T-MOSPs and P-
MOSPs. We first transform the story database to the motif sequence database. Table 1
shows three motif sequences based on the frequent motifs. Each element in the motif
sequences consists of a motif id and a set of corresponding social actions. For example,
“2C: (S1, C11)” in S1 represents there is a 2-Chain motif in S1 and this motif consists of
two social actions S1 and C11. To discover the patterns, an intuitive solution is that we
first find all MOSPs based on the existed sequential pattern mining algorithm and filter
out some of MOSPs, which are not T-MOSPs or P-MOSPs. However, it is very
inefficient since too many redundant MOSPs are found. For example, a story data may
contain several 2-Chain motifs if many users comment each other. A lot of MOSPs
“2-Chain → 2-Chain” are discovered. How to reduce the number of redundant MOSP
generations in the pattern mining phase is a key point to improve the mining efficiency.

Based on the definitions of T-MOSP and P-MOSP, two motifs can be combined as
a pattern if there exists the containing and contacting relationships between the motifs,
respectively. Therefore, we need to check the containing and contacting relationships
among the motifs in the pattern mining phase. However, the computation cost of motif
relationship checking is high. It is not efficient if we check the motif relationships in
every candidate generations. Hence, we propose a lattice structure to retain the con-
taining and contacting relationships among those motifs. More specifically, before
mining the patterns, all the frequent motifs are built as a lattice structure. Actually, the
lattice structure is also established while Motif-Mine is finished. Two frequent motifs
will be connected if one of them is generated from another. The reason is that a
frequent k-motif must be generated from a frequent (k-1)-motif in our design.

After building the lattice structure, we can mine all the patterns. Any T-MOSP or
P-MOSP consists of at least two motifs. For a T-MOSP, two motifs can be formed as a
pattern if the later one contains the former one. Take S1 in Table 1 as an example, the
patterns “2C → 3C” and “2C → 3S” are T-MOSPs since 3C and 3S contain 2C
according to the lattice structure, and the social actions of 3C and 3S, i.e.,{S1, C12, C13}
and {S1, C11, C12}, also contain the social actions of 2C, i.e., {S1, C12}. For a P-MOSP,
two motifs can be joined as a pattern if the later one contacts the former one. For
example, the pattern “2C → 2C” is a P-MOSP in S1 since the social actions of the later
“2C”, i.e., {C12, C13}, contact the social actions of the former “2C”, i.e., {S1, C12}.
They can be connected by the social action “C12”. Finally, we can obtain all the
T-MOSPs and P-MOSPs according to the lattice structure and social actions.

Table 1. Motif sequences

Sid Motif sequence

S1 2C: (S1, C11), 2C: (S1, C12), 2C: (C12, C13), 3C: (S1, C12, C13), 3S: (S1, C11, C12), 4CS:
(S1, C11, C12, C13)

S2 2C: (S2, C21), 2C: (S2, C22), 2C: (C21, C23), 3C: (S2, C21, C23), 3S: (S2, C21, C22), 4CS:
(S2, C21, C22, C23)

S3 2C: (S3, C31), 2C: (S3, C32), 2C: (C32, C33), 3S: (S3, C31, C32)
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5 Experimental Evaluations

In order to conduct empirical study on the characteristics of the frequent motifs,
T-MOSPs and P-MOSPs in online social media, we collect data from Digg. Experi-
ments can be divided into two parts, (1) findings regarding the frequent motifs and (2)
findings of T-MOSP and P-MOSP. All of the experiments were implemented in Visual
Studio 2010 on an Intel Xeon CPU E7-4870 2.40 GHz (4 processors) machine with
128 GB of memory running Microsoft Windows Server Enterprise.

5.1 Experimental Dataset

We collect data from a real social media, which was collected in the Digg social
website. The Digg social media provides a web API service that allows users to collect
Digg data. We collect 21,004 stories among 60,415 unique users during the period of
August 13, 2010 and January 26, 2012. All of the digg stories can be categorized into
10 topics including Business, Entertainment, Gaming, Lifestyle, Offbeat, Politics,
Science, Sports, Technology, and World News. A story can be digged or commented
by any user, and a comment can be commented by another user as well. The average
numbers of diggs and comments of a story are 40 and 6, respectively.

5.2 Discussion of Frequent Motifs

In this sub-section, we show and discuss the motifs mined from 10 various topic of
Digg dataset when the minimal support threshold is set as 2 %. Note that in the
experiment, we confirm that there exist motifs (namely, common motifs) which were
discovered in previous studies [20]; we also discover new motifs, which are not pre-
sented in previous works.

Common Motifs. Previous works [20] have proposed four kinds of common frequent
motifs including n-Chain, n-Star, PingPong and n-Loop, where n indicates the length of
motif. Figure 5 shows the support percentage results, which is calculated as the support
count of motif divided by the number of graphs, of n-Chain, PingPong and n-Loop
under various topics of datasets. Here, we do not put the support percentage results of
n-Star since such motif type occurs almost in every story. Such phenomenon is easy to
understand because the n-Star is easy to occur when several users reply the same story
or comment. For the remaining motif types, we observe that the support percentages of
n-Chain, PingPong and n-Loop for the topic “Politics” are significantly higher than
those of any other topics. The main reason is that the average number of comments of a
politics story is significantly more than that of other topical stories. Hence, it is more
likely that those motifs are generated from political story data. We observe that besides
of politics, world news in general has more number of comments than other topics.
Therefore, similar to the political topic, we discover relative more Chain motifs in
stories of world news comparing to other topics as well.
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New Motifs. In addition of those motifs, we also discover new motifs, which are not
presented in previous works. Figure 6 shows the 5 most frequent new motifs from 10
various topics of datasets. The support is converted into a percentage, based on the ratio
of frequency to the total number of stories in the dataset. Hence, the results across
datasets are comparable. We can clearly observe that most of top-1 new motif struc-
tures across different topics are always similar to Star structures. The reason is that Star
structure is the most common motif existing in complex network, those new motifs can
be considered as variants of Start structure, by incorporating heterogeneous nodes into
consideration. Besides, we observe that the Politics, Science and World News datasets
contains more large motifs and PingPong-like structures than other topics of datasets.
This phenomenon may be explained by these topics are news-based stories. The
conversation or discussion behaviors may be easier to form large and PingPong-like
motif structures in such topics of stories.

5.3 Discussion of T-MOSP and P-MOSP

In this sub-section, we examine the T-MOSPs and P-MOSPs we discovered through
our proposed algorithms. Figure 7 shows the top 4 T-MOSPs and P-MOSPs. We can
observe that the probability of Star motif evolution is significantly higher than that of
Chain motif evolution in every topic. This indicates that the users are usually only

Fig. 5. Support percentages of n-Chain, PingPong and n-Loop.

Business Entertainment Gaming Lifestyle Offbeat

8.6% 5.4% 8.3% 5.5% 7.2%

6.4% 4.1% 7.6% 4.9% 6.2%

4.8% 3.4% 7.2% 2.9% 5.5%

4.7% 2.8% 5.8% 2.6%

3.7% 2.5% 2.5% 2.3%

Politics Science Sports Technology World News

9.6% 9.3% 6.4% 5.6% 10.7%

8.6% 7% 4.6% 4.5% 9.4%

7.5% 6.7% 3.8% 3.3% 8.5%

4.8% 5.6% 3.8% 3% 8.2%

4.1% 2.3% 3.6% 2.7% 5.2%

Fig. 6. New motifs.
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interested in the submitted story. Hence, they have a higher probability to comment the
story then comment another user’s comment. However, we still find some interesting
phenomena in this experiment: (1) The Politics, Science and World News datasets
contain more Chain-like motif evolution than other topic of datasets. This indicates
news-based stories have higher probabilities to form a series of talks. (2) The Gaming
dataset has high percentage in the Star-like motif evolution. We also observe that the
special P-MOSPs under various topic datasets. For example, the Politics, Science,
Technology and World News dataset have higher probabilities to generate long motif
evolutions such as “2C→2S→2S”.

6 Conclusions and Future Work

In this paper, we have proposed a novel framework and two kinds of MOtif-based
Sequential Patterns (MOSP) including Temporal MOSP (T-MOSP) and Propagative
MOSP (P-MOSP) to understand the patterns of information propagation over online
social media. Furthermore, we have proposed not only an efficient algorithm, namely
Motif-Mine, to find all the frequent motifs in a heterogeneous social network, but also
an algorithm, namely Lattice-based Temporal Sequential Pattern Mine (LTSP-Mine),
to discover all the MOSPs among motifs. To the best of our knowledge, this is the first
work on efficiently mining heterogeneous frequent motifs and revealing the motif
evolution in heterogeneous networks.

A comprehensive experimental study has been conducted based on the data col-
lected from a representative online social media - Digg. In the experiment, we not only
discover those common existed motifs, but also uncover the new motifs, which are
unique over online social media due to the heterogeneity of the graph. In addition, we
also observe that information flow patterns for different topics of stories exhibit dif-
ferent behaviors, e.g., “Politics” stories show significantly higher probability to have n-
Chain motif for information flow. Although this study is experimented over the dataset
collected from Digg, the research problem and developed research methodologies are
general enough and can be applied to other online social media. Therefore, we plan to

T-MOSPs

Business 21.5% 6.4% 13% 1.5%
Entertainment 30.1% 8.7% 17.6% 1.2%

Gaming 55% 21.6% 37.7% 3.4%
Lifestyle 18% 1.6% 8.8% 2.8%
Offbeat 49.3% 19% 33.9% 3%
Politics 22.4% 11.7% 13.7% 3.7%
Science 50.5% 20.2% 29.8% 4.7%
Sports 44.5% 15% 27.7% 1.7%

Technology 29% 9.9% 17% 2.2%
World News 21.9% 8.2% 12% 1.3%

P-MOSPs

Business 2.6% 1.7% 1.3% 1.5%
Entertainment 3.7% 1.3% 1% 1.2%

Gaming 1.2% 0.7% 4.2% 3.4%
Lifestyle 1.3% 0.9% 3.3% 2.8%
Offbeat 1.2% 0.8% 3.8% 3%
Politics 5.9% 1.6% 3.7% 3.7%
Science 5.3% 1.8% 4.7% 4.7%
Sports 3.6% 1.8% 1.4% 1.7%

Technology 3.9% 1.5% 1.4% 2.2%
World News 4.5% 1.5% 3.4% 1.3%

Fig. 7. Top T-MOSPs and P-MOSPs with their appearing probability in different categories.
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further our study by collecting data from other online social media such as Twitter and
Reddit to investigate the patterns of information flow.
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Abstract. Sequential pattern mining is to find frequent data sequences
with time. When sequential patterns are generated, the newly arriving
patterns may not be identified as frequent sequential patterns due to the
existence of old data and sequences. Progressive sequential pattern min-
ing aims to find most up-to-date sequential patterns given that obsolete
items will be deleted from the sequences. When sequences come with
multiple data streams, it is difficult to maintain and update the cur-
rent sequential patterns. Even worse, when we consider the sequences
across multiple streams, previous methods could not efficiently compute
the frequent sequential patterns. In this work, we propose an efficient
algorithm PAMS to address this problem. PAMS uses a PSM-tree to
insert new items, update current items, and delete obsolete items. The
experimental results show that PAMS significantly outperforms previ-
ous algorithms for mining progressive sequential patterns across multiple
streams.

Keywords: Progressive mining · Sequential pattern · Multiple data
streams

1 Introduction

Mobile broadcasting channels broadcast some contents while many users can
watch those contents from different broadcasting channels as per their interests.
Figure 1(a) shows an example of multiple mobile broadcasting channels. S1,
S2, and S3 represent three mobile broadcasting channels. Contents from these
channels are watched at each time point ti. C1, C2, C3, and C4 are different
mobile users. A, B, C, D, and E represent different contents. The contents
watched by users at different time become a sequence according to their time
orders. At time t1, user C1 watched (C) from S1, user C3 watched (B) from S2,
and user C4 watched (D) from S3. At any point of time a user can watch only
one content and from one channel. In this example, if the frequency of usage
pattern is no less than a user defined minimum support, that usage pattern is
called as frequent usage pattern. Period of Interest (POI) is a sliding window,
whose length is a user-specified time interval. We use POI as 3 and minimum
support as 0.5 for running example. In the period t1 to t3, both C1 and C3 have

c© Springer International Publishing Switzerland 2014
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Stream 
ID

t1 t2 t3 t4

S1 C1: (C) C3: (C)
C2: (E)

C4: (E)
C1: (A)

C2: (B)

S2 C3: (B) C4: (A) C2: (A) C1: (C)
C4: (A)

S3 C4: (D) C1: (B) C3: (B) C3: (A)

Item Id
Stream Id
Sequence List
Timestamp

A
S1

C1 C2
1 2

(a) (b)

Db1,3

Db2,4

Fig. 1. (a) Example database (b) Internal node structure

the following usage pattern across multiple broadcast channels: 〈C−S1〉〈B−S3〉,
where element is in the form 〈Content−Channel〉. When the time moves to t4,
the POI contains t2 to t4. C2 and C4 have the usage pattern 〈E − S1〉〈A− S2〉
across multiple broadcasting channels.

If we think channels as streams and usage patterns as sequential patterns,
the problem of finding frequent progressive usage patterns can be expressed as
progressive sequential patterns mining across multiple data streams. It would be
also applicable to mobile user’s temporal behavior patterns where location can
be treated as streams and requested services as items by mobile users.

Many research have been done on sequential pattern mining in static data-
bases and incremental databases. Recently, sequential pattern mining on pro-
gressive database has been started by [6], which deals with the addition of newly
arriving data and the deletion of obsolete data in the database at the same time
based on a user defined POI. Note that, in the progressive sequential pattern
mining problem, the length of POI can be adjusted at any time.

Another challenging field is the data stream mining where algorithms must
get the information or compute the summary in one pass. Due to the increas-
ing need of real-time knowledge and the limitation of data streams, the newer
data has more importance. In multiple data streams, the sequential pattern of
a sequence can be obtained from same stream as well as across streams. Mining
sequential pattern across multiple data streams has been addressed in [10].

To address the progressive mining of sequential pattern across multiple streams
problem, we propose an algorithm PAMS. PAMS stands for Progressive sequential
pattern mining Across Multiple Streams. PAMS maintains a PSM-tree to keep the
information of the progressive database and up-to-date across streams sequential
patterns in each POI.

The rest of this paper is organized as follows. Section 2 describes related
works. The details of PAMS and PSM-tree are described in Sect. 3. The perfor-
mance evaluation and comparisons with previous algorithm are given in Sect. 4.
Finally, we conclude the paper in Sect. 5.

2 Related Works

Many research have been done to find frequent sequential pattern in static data-
bases [1,2,7] and in incremental databases [4].
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Later, the sequential pattern mining in data streams emerged. Many research
have been done in sequential pattern mining in data streams [5,9] but very less
research have been done in mining multiple data streams. In [8], authors have
discussed about research issues in mining multiple data streams. MILE [3] finds
sequential patterns in multiple streams but the problem definition of sequential
pattern across streams is different than in [10].

Another interesting research area related to sequential pattern mining is
started by [6] called sequential pattern mining in progressive database. Pisa in
[6] dealt with the sequential pattern mining problem in a progressive database
where new data are added and old data are removed over time.

The problem of mining sequential pattern across multiple data streams has
been discussed in IAspam [10]. IAspam uses the sliding window, bitmap repre-
sentation of current sliding window, and lexicographic tree for mining purpose.

3 Progressive Mining of Sequential Pattern Across
Multiple Streams

3.1 PSM-tree

PAMS maintains and uses PSM-tree for mining purpose. PSM-tree contains all
the information and helps PAMS to generate frequent sequential patterns in each
POI. There are two types of nodes in PSM-tree: root node and internal nodes.
The root node contains a hash table in which the entries contain references
to children nodes directly under root. Each internal node stores the ItemID,
StreamID, sequence list, and timestamp as shown in Fig. 1(b). The Sequence list
is a list containing sequence IDs (in our example mobile user) accompanied by
timestamp. Only the nodes in the first and the second levels have to maintain
the corresponding timestamps. From third level, the timestamps for the sequence
IDs are the same as the timestamps for the same sequence IDs in the second level.
The path from root node to any other node represents the candidate sequential
pattern appearing in that sequence across multiple streams.

In the PSM-tree, too many children nodes appear under the root node. Rea-
sons are: different types of items in transactions, different streams generate dif-
ferent nodes for the same type of item. Too many children under root node slow
down the search for existing node under root. To solve this issue, we have used
hash table implementation in root node, which contains ItemID and StreamID
as key, and the reference of the child node as value.

3.2 Algorithm PAMS

PAMS maintains the information of each sequence and each candidate sequential
pattern progressively. PAMS uses PSM-tree to store all sequences from one POI
to another. While processing at timestamp t+ 1, PAMS traverses the PSM-tree
of timestamp t in post order (children first, then the node itself) and updates
the PSM-tree of timestamp t for timestamp t+1. In the procedure of traversing
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PSM-tree, PAMS does the following tasks: deletes the obsolete sequence IDs
and nodes from the PSM-tree, updates current sequence list of nodes in the
PSM-tree, and inserts newly arriving elements into the PSM-tree.

Fig. 2. (a) Hash function (b) Algorithm PAMS

The detailed algorithm is shown in Fig. 2(b). PAMS gets the incoming data
of all streams at current timestamp and traverses the PSM-tree. Then, PAMS
moves forward to the next timestamp.

Fig. 3. Procedure traverse

The procedure traverse is shown in Fig. 3 which traverses PSM-tree in post
order. The basic idea of the procedure traverse is to append each newly arriv-
ing element of all sequences into PSM-tree. For root node, PAMS examines all
sequences which have new data. PAMS processes the root node in lines 2 to 13.
If the node is root, PAMS checks every newly arriving data in the dataSet. Then
the ItemID and StreamID are combined to be used as key to search in the hash
table. If the element is found, PAMS uses the node reference to directly access
the node. Then, PAMS checks for the sequence ID in the sequence list of that
child node in lines 7 to 10. If the sequence ID is found, PAMS simply updates
the timestamp of that sequence to the new timestamp. Otherwise, PAMS cre-
ates a new sequence and inserts into the sequence list of that child. But, If the
element is not found in hash table, PAMS creates a new child node with the
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corresponding ItemID, StreamID, sequence ID, and timestamp in line 12. Also,
PAMS adds an entry in the hash table for this new child in line 13.

For internal nodes, PAMS examines the sequence list of that node to find any
newly arriving data of the sequences in the list. The details are shown from line
15 to line 33. PAMS first deletes the obsolete sequence IDs from the sequence
list in lines 16 to 17. If there is no sequence ID left in the sequence list, PAMS
prunes this node away from its parent and goes to next node as shown in lines
27 to 31. On the other hand, if there are still some sequence IDs left in the list,
PAMS checks them in lines 18 to 26. If there is a newly arriving data of the same
sequence in dataSet, PAMS examines the existence of ItemID and StreamID on
the path from root to the current node in line 19. If the ItemID and StreamID is
not on the path, PAMS follows the procedure from line 20 to line 26. In line 20, it
checks for child node with same ItemID and StreamID. If not found, then PAMS
adds a new child with the ItemID, StreamID and timestamp of corresponding
sequence of node in line 26. But if found, and if the sequence ID is already in the
list, the timestamp is updated as the new timestamp, otherwise new sequence is
added in the list. In lines 27 to 28, if the sequence list is empty, this node along
with its children can be deleted immediately. But if the node is child of root, the
hash entry for this node from the hash table is also removed in lines 29 to 31.
Then, if the support of the node satisfies the minimum support, combination of
ItemID and streamID of the path from root to this node is listed in output as a
frequent sequential pattern across multiple streams in lines 34 to 35.

4 Performance Evaluation

We used IBM synthetic data generator to generate the dataset and transformed
for multiple streams. Dataset S5T50I1C1D0.1 represents the dataset with 5
streams, 50 time points, average items per transaction 1, 1000 sequences, and
100 different items. We used C++ to write IAspam and PAMS, and executed
the experiments on a computer with core i7 3.4 GHz processor and 12 GB RAM.

The total execution time and memory usage of both algorithms which we
executed on S5T50I1C1D0.1 dataset with different minimum support are shown
in Fig. 4 whereas with different POI and minimum support 1 % are shown in
Fig. 5. Since PAMS generates the same number of candidate sequential patterns
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POI 10 on dataset S5T50I1C1D0.1
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Fig. 5. Total execution time and memory usage with different POI and min. support
1 % on dataset S5T50I1C1D0.1

and PSM-tree irrespective of minimum support, total execution time and mem-
ory usage of PAMS remains same in different minimum support. Since IAspam
stores bitmap representation and needs to generate more and more candidates
in I-step and S-step extension when minimum support decreases, total execution
time and memory usage of IAspam increases as minimum support decreases.

5 Conclusion

In multiple data streams, sequential patterns can be found across streams. For
mining such sequential patterns in multiple data streams, we have proposed
PAMS algorithm. PAMS needs single scan of the database to maintain the PSM-
tree for progressive sequential pattern mining across multiple data streams. The
experimental results show that PAMS outperforms previous algorithm IAspam.
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Abstract. We in this paper explore a new data dissemination frame-
work in Mobile P2P networks based on neighborhood detection. Pre-
vious works in the literature usually elaborated upon the reduction of
amount of messages disseminated in the network. However, an impor-
tant and practical issue remains unresolved. The success of the system
design usually relies on the support of other internal sensors such as GPS
and accelerator, causing the extra power consumption. In this paper,
we propose the NCS framework (standing for Neighborhood Conscious
Scheme), which observes user’s neighborhood situation for estimating
the surrounding environment without using any internal sensor. In our
method, NCS not only achieves the low power consumption but also
reduces unnecessary redundant messages as compared to the state-of-
the-art solution.

1 Introduction

Recently, owing to the rapid advent of mobile wireless communication tech-
nologies and the increasing number of mobile users, mobile devices, such as
smart phones, wireless Personal Digital Assistants (PDAs), and Tablet PC,
have become indispensable in the daily life. On the other hand, the significant
advancements in manufacturing low-cost, affordable mobile devices equipped
with powerful computing capabilities and a variety of communication radios
(e.g. 3G, WiFi, Bluetooth), the way of communications, such as the phone talk
and email, has changed from wired to wireless nowadays. It also becomes possible
to disseminate of location-aware information in real time via the online media
such as social networks or popular location-based services. How to efficiently and
effectively deliver various events to users is deemed as the key to the success of
the applications.

Recently, the growing market of location-aware advertisements on mobile
devices calls for the development of new information sharing medium, called
c© Springer International Publishing Switzerland 2014
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Fig. 1. Application scenario in the Mobile P2P network.

Mobile Peer-to-Peer Networks [6]. The MP2P network is composed of mobile
nodes. Specifically, all nodes can make the wireless link with nearby devices in
a multicast manner. As such, devices can share and exchange events of interests
in time, achieving cost-effective dissemination of instant advertisements in the
local area.

An example application scenario shows in Fig. 1. On the campus, user A ini-
tiates the data transmission and sends the broadcasting message. Other devices
located within its communication range will receive the push request. In this case,
users B, C, D and E will receive the message. As time advances, the message will
be rebroadcasted by all users who ever received the message. The message will
be iteratively rebroadcasted until its expiration. Eventually, the message will be
delivered to all users in the network as expected.

Due to the potential profitability of data sharing in Mobile P2P, recent
researches elaborated upon the improvement on the effectiveness of data dissem-
ination [2,5,6,8,12–14]. Most previous works focus on how to reduce the amount
of data transmissions in the whole network and also keep the high delivery rate
(the percentage of mobile users that receive the data successfully). However, the
current solution of data dissemination in the mobile P2P network did not con-
sider an important and practical constraint from the hardware support. Previous
works usually require the support of additional information, such as the afore-
mentioned location and movement information, which must be acquired by extra
hardware components of Global Position System (GPS), Gyroscope, accelerom-
eter sensors, and so on. Despite these internal sensors are available in mobile
phones nowadays, enabling these sensors will drain the battery of the phone in
a few hours. It inevitably increases the power consumption [6,12]. Such results
are undesired but are generally ignored in previous works.

We consider a framework to achieve energy-saving dissemination in mobile
peer to peer networks. The proposed framework, called the NCS framework
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(abbreviated from Neighborhood Conscious Scheme), is designed without the
need of supports from extra hardware components. NCS can not only reduce
the total amount of transmissions in the network, but also guarantee the high
delivery rate. The contributions of our approach include: (1) Since the battery
of cell phones will be ran out within a few hours when users turn on the internal
sensors (GPS, Gyroscope, accelerometer sensors and so on) [15], we are the
first work attempting to achieve effective data dissemination without the need
of enabling extra sensors. (2) In NCS, we devise an effective method to avoid
unnecessary dissemination by observing user’s neighborhood situation. (3) While
previous works usually assume the MANET configuration must be accomplished
in the broadcast manner, the multicast way is applied in NCS instead, enabling
data dissemination both in the Bluetooth or the WiFi environment.

The rest of this paper is organized as follows. Section 2 gives preliminaries
including related works. In Sect. 3, we describe the design of our method. The
Sect. 4 shows experimental results. Finally, we give conclusions and future works
in Sect. 5.

2 Preliminaries

2.1 Related Works

In recent year, many efforts have been devoted to improve efficiency of data dis-
semination in the Mobile Peer-to-Peer network. In [6], the authors proposed a
method aiming at utilizing distance, velocity, and moving direction information
for reducing redundant advertising messages in the wireless environment. How-
ever, in order to precisely estimate the re-transmission at the right moment, it
needs information provided from extra hardware sensors (e.g. GPS, Accelerome-
ter). Clearly, the solution incurs the penalty of considerable power consumption.
In addition, another problem about fairness arises in this model. Some users will
need to re-transmit messages more frequently as compared to others, resulting
in the impracticable concern.

Furthermore, the work of Opportunistic Resource Exchange [14] focuses on
disseminating real-time location specific information in inter-vehicle Ad-hoc net-
works. The spatial and temporal criteria are taken into consideration. These two
characteristics help the vehicle to decide whether the data should be stored in
a cache and/or broadcasted. Same as the work in [6], the solution in [14] also
requires the spatial information about mobile devices, which inevitably needs
some sensors such as GPS being turned on. Note that these models assume that
the MANET configuration is realized in 3G or WiFi due to the need of broad-
casting. Such a requirement of accessing 3G or WiFi everywhere will limit the
practicability of the proposed model.

In [12], a Rank-Based Broadcast (RBB) method was proposed, in which a
mobile peer dynamically adjusts the P2P transmission size depending on channel
utilization and bandwidth utilization. The objective is to maximize the through-
put. A transmission is triggered when users received enough new queries or there
are a sufficient number of reports. And the ranking strategy (i.e., priority of
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Fig. 2. The scenario that users are stable.

broadcast) is determined for user’s queries and information of data. The popu-
lar report is most frequently requested by users, and so that the most popular
report is always of high priority. In such a way that the user will always broad-
cast it to other nodes. However, some reports which are not so popular will be
disseminated rarely, incurring the low delivery rate of such messages.

In [9], a temporal-spatial data ranking strategy is proposed to determine
whether the data should be stored in the database and transmitted to other
users who encounter in the future. This method aims at reducing the possibil-
ity that users get the identical data. The issue addressed and resolved in [9]
merely focuses on the memory and bandwidth/energy constraints. It is related
but orthogonal to our work.

2.2 Environmental Description

In this section, we describe the various scenarios of the environment that will
happen in our model. Note that in related figures, the square symbol is denoted
as the previous position and the circle symbol is denoted as the current position.

Figure 2 shows that there are many users within the source node A’s transmis-
sion range and the behavior of user movement is relatively slow. Since neighbors
of node A may not change awhile, its neighbor will have a higher opportunity
to occur again in the next gossip round. The environment is called “stable”. In
this environment, user A should not retransmit message frequently, because its
neighbors will always receive the same messages.

Figure 3 shows the scenario that the source node A moves quickly, and the
behavior of other devices movement is relatively slow. Note that in cases of Fig. 3,
information is not easy to be disseminated effectively. Many re-transmissions
may incur unnecessary transmissions (e.g. user B, C, D, E, and F). In this
environment, user A should retransmit message frequently than other users,
because user A will meet new neighbors easily in the future.

Figure 4 shows that all devices move quickly. It can be efficiently disseminated
outside and it is easy to achieve high delivery rate in such cases.
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Fig. 3. The source node A moves quickly but the rest of nodes are relatively stable.

Fig. 4. Cases of the quick movement in the environment.

Finally, Fig. 5 shows that users A, B, C, D, and E have received the same
data. During the next gossiping round, user A will receive many duplicate data
from B, C, D and E. While user gets many duplicate messages during a period
of time, it means that most people already have the same information in this
region, we could defer the next gossiping time.

We also give some essential definitions below, and meanings of notations used
in this paper are also summarized in Table 1.

Definition 1 (Message): A message mi is a string content associated with a
timestamp, denoted by Mt(mi). And the age of the message mi is denoted by
ttl(mi).

Definition 2 (New Arrival Neighbors): Let ΔN t+1
t (ok) denote the set of

object ok’s new neighbors who arrive in ok’s transmission range during t and
t+1 moment. And the number of ΔN t+1

t (ok) is denoted by
∣∣ΔN t+1

t (ok)
∣∣.

3 The NCS Framework

In this paper, we propose the NCS framework (abbreviated from Neighborhood
Conscious Scheme). We modified Opportunistic Gossiping scheme [3,7,11] to
disseminate the instant advertisements. Our method is a neighborhood conscious
solution for data dissemination in mobile peer-to-peer environment. We will not
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Fig. 5. All users have received data.

Table 1. A list of notations.

Notation Description

mi The ith content distinct message in the system

Mt(mi) The timestamp of message mi

ttl(mi) Time to live of mi

ok The kth moving object in the system

O O = {o1,o2,..oh}
Nt(ok) The set of neighbors of ok in time t

|Nt(ok)| The number of neighbors of ok in time t, i.e., the density value

ΔN t+1
t (ok) ΔN t+1

t (ok) = Nt+1(ok) − Nt(ok)∣∣ΔN t+1
t (ok)

∣∣ The number of new arrival users between t and t + 1 for ok

duplkt (mi) The number of receiving duplicate messages mi in object ok at time t

Δt Gossiping round time

require the support from any internal sensors in phones. In order to detect the
environment which we describe in Sect. 2.2, we will record the information about
its neighbors. Once a user estimates the possible scenario of the environment
which it may belong to, it will automatically adjust the broadcast period to
reduce redundant messages. Figure 6 below depicts our system flowchart.

As shown in Fig. 6, when users receive the message, it will record the infor-
mation about the object which sent this message and the times of receiving this
message. The objective of this step is for reducing redundant messages, therefore
we must avoid unnecessary transmissions. Users will send the message until the
next gossiping time.

The previous work such as the Optimized Gossiping approach has encoun-
tered some challenges. We take the following figure as the example. People tend
to move in group today (e.g. student walking on the campus or people shopping
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Fig. 6. Flowchart of NCS.

Fig. 7. The scenario of the unfair power consumption issue.

in malls). As shown in Fig. 7, while user A broadcasts a message to neighbors,
at T = 1, users B, C, D and E receive the new message. When T = 5, user A
broadcasts the same message again, using the traditional method, it will post-
pone the scheduled time for the next message transmission. Because B, C, D and
E receive the duplicate data, they should delay for a while to avoid unnecessary
transmissions. At T = 10, they act similar as that at T = 5. Therefore, user A will
broadcast more frequently than others, but users B, C, D and E will do noth-
ing and do not take the appropriate responsibility for message dissemination. In
addition, in this scenario, users F, G, and H will not get new data since user
B will continuously postpone the scheduled gossiping time. It is not a desired
property in data dissemination in the P2P environment.

As mentioned above, there are some side-effects of these approaches. First, it
may cause the fairness issue in this scenario, some users (e.g. user A) will always
disseminate messages to neighbors, but other users (e.g. users B, C, D and E)
postpone the scheduled gossiping time. Second, while some users pace near the
group (e.g. users H and G), they may lose chance to get new messages.

In order to tackle these issues, our method will observe user’s neighborhood
variation to determine the scheduled time for next gossiping. The user will post-
pone scheduled time for a short period when he/she finds that his/her neighbors
have changed dramatically. In such a way that user can propagate new messages
to new neighbor quickly. Conversely, while his/her neighbors have not changed or
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merely changed slightly, users will postpone scheduled time for a long period. It
can avoid unnecessary transmission and also reduce redundant messages. There-
fore, we develop formula to describe how to determine the next gossiping time
Tnext. Here Tnow is the current scheduled time for gossiping, and Rna denotes
the percentage of number of new arrival neighbors to total number of neighbors.
Rd denotes the count of duplicate messages received by a user during a certain
period time.

Tnext =

⎧
⎨

⎩

Tnow + Δt × ( 1+Rd

Rna
), if Rna > 0

Tnow + Δt × ( 1+Rd

0.1 ), otherwise

,

where

Rna =

∣∣ΔN t+1
t (ok)

∣∣
Nt+1(ok)

,

and

Rd =
duplkt (mi)

(Tnow − Tbefore)
.

As a result, if there are few new neighbors come into the transmission range,
the value of Rna will be smaller. We estimate that the user may locate in the
stable environment. So that he/she will not easily meet the new neighbors dur-
ing the upcoming period. The user must wait for a longer period of time and
retransmit the message. Thus, it reduces the probability that the user’s neigh-
bors receive the same messages. It is helpful for us to reduce redundant messages
in the system. Note that when the user receives duplicate messages frequently,
the value of Rd will be high. It means that most users have received this message
in this region. In such cases, user should not disseminate this message frequently.

To sum up, because of our method will record the neighbors information
to determine the scheduled time for next gossiping. In this way, while users
with an unstable environment, he/she will retransmit the information to his/her
neighbors at the right time. It can help user to reduce the number of times of
unnecessary retransmission and also save energy in the same time. In opposition
to the Optimized Gossiping approach, they will encounter the unfairness prob-
lem. When the users in certain region, he/she will always need to retransmit
data to his/her neighbors. Some of user must be consuming more energy than
others. And the retransmission may not bring any benefits to his/her neighbors,
because the neighbors will not receive any new information.

4 Experimental Results

In this section, we firstly analyze and compare the performance of our proposed
NCS algorithm and Optimized Gossiping approach and Opportunistic Gossiping
[6]. Then we further discuss our model performance in different parameters.
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These three approaches, i.e., Opportunistic Gossiping, Optimized Gossiping
and Neighborhood Conscious Scheme, are all implemented as the broadcasting
protocol in Network simulator NS-3, which is a discrete event network simulator
and is completely designed in the C++ programming language. Note that NS-3
is one of the most widely used simulator in networking research area [1,9,10]. We
evaluate the performance of these methods in a region of 3000 m× 3000 m mobile
scenario according to the Random Waypoint mobility model [4]. This model is
also the most commonly used mobility model in networking research area. In
this model, each moving node uniformly distributed of the initial state in the
simulation area. And each node is moving at a constant speed along a straight
line from its current position to its randomly selected destination. When a mobile
node reaches his destination, it pauses for a fixed amount of time and then
moves again to a new random destination. All mobile users communicate with
the 802.11 protocol in the multicast manner. The values of parameter settings
are listed in Table II, and there are three metrics to measure the performance
of our approach:

– Delivery Rate: The percentage of mobile users that receive the message suc-
cessfully when passing through the advertising area. The ideal value of Deliv-
ery rate should be close to 100 %. The value of delivery is determined as

Delivery rate =
Ug

Up
,

where Ug denotes number of users got the message and Upthe number of user
passed through the advertising area.

– Delivery Time: It is estimated by the time that users receives the message. The
shorter delivery time means that the message is delivered more efficiently to
new users. Note that the shorter delivery time leads to the better performance.

– Number of messages: It denotes the total number of messages generated by
the all users in the advertising area. Reducing the number of messages will
not only save wireless bandwidth but also relieve network congestions. The
number of messages should be reduced as much as possible.

4.1 Performance Comparison

In this section, we discuss the performance of our approach in different network
sizes and different transmission ranges. We issue only one message at the center
(1500, 1500) of the simulation area.

We first compare Delivery Rate of Flooding, Gossiping, Optimized Gossiping
and NCS with different network sizes (100 peers to 1000 peers). And the trans-
mission range is 250 m. As illustrated in Fig. 8(a), the delivery rate is high no
matter the network is sparse or dense. Because all users behave with the wide
range of communication (250 m), it is easy to cover the whole advertising area as
time advances. While users pass through the advertising area, he/she will easily
receive the data. Hence, the delivery rate of these approaches could keep good
delivery rate (Table 2).
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Table 2. Parameter setting.

Parameter name Value

Simulation time 2000 sec

Number of peers 100,200,300,400,500,600,700,800,900,1000

Radius of advertising area 100 m

Duration of message 1800 sec

Gossiping round time 5 sec

Transmission range 250 m (802.11)

Number of multicast members 7

Fig. 8. Delivery rate and average delivery time in different network sizes.

As presented in Fig. 8(b), Flooding outperforms the other approaches in aver-
age delivery time in the sparse network. It is because messages must be imme-
diately retransmitted in the Flooding algorithm when user receives a message.
It will disseminate information quickly in the whole network. In Gossiping, users
will disseminate data at a fixed period. Users also need to transmit frequently
in the advertising area. When the network size is larger than 200 peers, the
performance results of these approaches are similar.

As shown in Fig. 9, we can see that number of messages generated by NCS
is only 17 % and 79 % of that generated by Gossiping and Optimized Gossiping
when the network contains 1000 peers. Obviously, our approach significantly
improves the performance of reducing messages as compared to Flooding and
Gossiping. And NCS also generates the fewer number of messages than the
Optimized Gossiping.

As illustrated in Fig. 10, each red column represents the percentage of mes-
sages reduced comparing with Gossiping. It is clear that NCS apparently outper-
forms the Gossiping algorithm. And each blue column represents the percentage
of messages reduced from Optimized Gossiping. Except when the network size is
100, the percentage of the amount of messages is reduced more than 10–30 % in
general when the NCS algorithm is applied, thus showing its high practicability.
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Fig. 9. Number of messages in different network sizes.

Fig. 10. Percentage of messages reduced by NCS.

5 Conclusions

To conclude, the proposed work is a new research direction on how to disseminate
data efficiently without the hardware support from internal sensors (e.g. GPS,
Gyroscope and accelerometer) in the MP2P network. By detecting the scenario
of the user environment, all of the advertisements would be disseminated in a
simple way. Our experimental results show that the proposed algorithm, called
NCS, provides the high delivery rate of messages while keeping the low delivery
time and the low count of messages transmitted in the system. In addition,
for the sparse and the dense network, NCS can generate a lower number of
advertisements than Flooding and Gossiping. In the un-sparse network, NCS
also achieves the high delivery rate as good as other state-of-the-art algorithms
in the literature while also reducing the number of messages as possible. It is
worth mentioning that the energy consumption of mobile devices can be reduced
obviously in the NCS algorithm.

The future enhancement should be focused on the update issue and multi-
source applications. Such a scenario usually appears in the real world, and the
advertisements are generated by any user with updated content, e.g., Soccer
scores or the remaining number of parking lots. Current solutions all assume the
static content, and cannot easily to be extended to such applications.
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Abstract. Predicting movements of mobile users has become increasingly
popular because of the ease of trajectory data collecting nowadays. However, as
most of these prediction techniques need geographic pattern matching of users’
trajectory data, it is possible that the techniques cannot work in a place where
the user has never been before. In this paper, we propose an approach based on
transportation mode and behavior semantic features to predict the next location
of the users’ movement. First, we identify the users’ transportation mode to get
sequential data of the users’ motion mode. Then, we get the semantic meaning
as behavior semantic features from the places where users have stopped and
visited for a while. We determine the relationship between the transportation
mode and behavior semantic features to predict the next location based on the
Hidden Markov model. We use real world data for our experiment to demon-
strate the effectiveness of our approach.

Keywords: GPS � Data mining � Transportation mode � Behavior semantic
labels � Hidden Markov model � Movement prediction

1 Introduction

When mobile networks and mobile phones are combined with the ever-increasing
availability of location-acquisition technologies, we have better access to collections of
large spatio-temporal datasets. Personal services have become popular and one rapidly
growing example in recent years is location based service (LBS). To provide precise
service, it is important for LBS to be able to predict the activities that the users want to
do at the next location. For this reason, effective activity and location prediction
techniques for LBS are necessary.

Many studies use pattern-based prediction methods to predict the next location
from the mobile users’ GPS trajectories, but these prediction methods usually require
the anticipated movement to be a full match with the pattern to make the prediction.
Other studies analyze the frequent patterns of mobile users, but most of these only
consider the geographic features [16]. When the prediction is only based on the geo-
graphic trajectory, consisting of a sequence of geographic points and timestamps, it is
possible to be misled by the geographic distance and trajectory shape. For example, as
Fig. 1 shows, some prediction techniques would predict the destination of trajectory1
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based on its geographical similarity to trajectory2. Yet, as we can see from Fig. 1, the
next movement of trajectory1 is more like the destination of trajectory3. A solution to
this problem involves the notion of semantic trajectory [4, 5], which consists of a
sequence of locations labeled with semantic tags, from which we can infer the users’
activities. From Fig. 1, we can tag trajectory1 as <school, bank, hospital>. Although
previous research has used semantic labels for supporting, geographic feature data are
still required to be matched with the history training data.

In this paper, we propose a novel location prediction framework that makes three
major contributions: (i) we propose a location prediction strategy to predict the next
location of the users based on the users’ transportation mode and behavior semantic
labels; (ii) we use the Hidden Markov Model to find the relationship between the users’
transportation mode and behavior semantic labels; (iii) we do not require history trip
data for geographic mining. We can make a prediction even if the mobile users have
never been to this place before and no other training data exist.

The remainder of this paper is organized as follows. We discuss several prediction
strategies and some algorithms related to our work in Sect. 2. In Sect. 3, we introduce
the proposed approach called TransemanPredict, for which Experimental evaluations
are presented in Sect. 4. Finally, conclusions are made in Sect. 5.

2 Related Works

In this section, we will introduce the related works to our prediction method.

2.1 Movement Prediction

In order to predict the next location of mobile users, data mining techniques are
the appropriate method to be employed. The personal-based prediction [17] and the
general-based prediction [3–5, 16, 25] are often adopted in this problem.

Fig. 1. An example of semantic trajectory.

Predicting Locations of Mobile Users 169



The personal-based prediction approach uses only the movements of an individual
user to anticipate the next location because it considers the movement of each indi-
vidual user as independent. In [17] proposes the Individual Life Pattern which models
the users’ periodic behaviors by mining from the individual trajectory data.

On the other hand, the general-based approach makes a prediction based on every
movement behavior of the general mobile users. In [3] proposes a method to extract
the user’s behavior pattern by classifying frequent-stay locations and moving locations
and by using precalculated Destination Reference Data to determine the next desti-
nation. In [4] suggests a novel approach based on both the geographic and semantic
features of the user’s trajectory to predict the next location. They use a cluster-based
prediction strategy to evaluate the destination based on the frequent behaviors of
similar users in the same cluster. In [5] presents approaches to discovering personal
mobility and characteristics based on location and semantic information. In [16]
introduces a method to predict the next location of a moving object with a certain level
of the accuracy. In [25], both the intended destination and the future route of a person
are predicted.

In our approach, we choose the general-based prediction techniques.

2.2 Transportation Mode Detection

Transportation mode detection techniques have been developed to recognize and
understand human behavior in recent years [9, 10, 15]. In [9] proposes an approach
based on supervised learning to infer people’s motion modes from their GPS logs.
In [10] introduces an algorithm based on real world observations and knowledge
extracted from collected GPS sensor data to automatically identify mobility transfer
points. In [15] puts forward an approach that constructs the users’ mobility profiles and
calculates the mobility similarities between users.

2.3 Hidden Markov Model

The Hidden Markov Model (HMM) is a powerful statistical tool for modeling gen-
erative sequences that can be characterized by an underlying process generating an
observable sequence [18, 19]. In this way, it has already been used to predict the future
location of mobile users [6–8]. In [6] proposes a novel approach named Trajectory
Pattern Models to explain the relationship between the frequent regions and the par-
titioned cells in order to predict the next location. In [7] presents a hybrid method for
predicting human mobility on the basis of HMMs. In [8] puts forward an application of
the shared structure Hierarchical Hidden Markov Model (HHMM), which is the
simultaneous estimation of the model’s parameters at all levels, and a construction of a
Rao-Blackwellised particle filter (RBPF) approximate inference scheme. However,
insofar as these prediction techniques do not consider the semantic features to make the
prediction, it is possible that those techniques cannot work for the places where users
have never been before.
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3 Location Prediction Model

To support the LBS of mobile user, we propose a novel location prediction framework
named TransemanPredict, based on the mobile users’ transportation mode and behavior
semantic features extracted from trajectories. We want to make the prediction based
solely on the user’s mobility behaviors. In this section, we will introduce our approach
in five parts. The architecture of our framework can be seen in Fig. 2.

The first step, called Data Preprocessing, extracts the user’s stay location and
transfers the trajectory into Stay Location Sequences. The second step, called Trans-
portation Mode Detection, identifies the mobile user’s transportation mode. We tag the
moving segment trajectory into Transportation Mode Sequence, e.g., <walking, bus,
MRT, walking>. The third step, called Behavior Semantic Label Tagging, uses the
Google map API to search for the most popular location near the staying location of the
user as its behavior semantic label, generates the user’s own semantic label such as
Home, Work office, etc., and then transforms the Stay Location Sequences into a
Behavior Semantic Label Sequence, e.g., <home, school, restaurant, park>. In the fourth
step, called Semantic Mining Model, the relationship between the transportation mode
and behavior semantic features is found in order to predict the next location based on the
Hidden Markov Model. After the fourth step, the user’s next most probable behavior
semantic location is obtained. To predict the real trajectory point, we use the Google API
in average transportation distance to find several probable semantic trajectory locations.
Then we use the Heading Change Rate and the user’s average travel time in certain
transportation mode situations to evaluate the most probable location as our prediction.

3.1 Data Preprocessing

Given that users usually do activities depending on where they are, we first have to
transfer the trajectory logs into a stay location sequence. By doing this, we can separate

Fig. 2. The TransemanPredict framework for location prediction.
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the moving part and the staying part of the trajectories. The benefit of doing this is that
we can focus on the segment of the trajectory that we want to handle while simulta-
neously decreasing the amount of our data. Since we have to define the stay location,
we set a time threshold and a distance threshold. The time threshold defines a place
with a minimum of time stayed, whereas the distance threshold defines the maximum
distance the user stayed over the time threshold. As such, if the user stays in a place
where the distance between a trajectory log and another trajectory log is the distance
threshold and for a duration which is over the time threshold, we define this place as a
stay location. We follow [21] to discover stay points from the user’s GPS trajectories
and set 30 min as the time threshold and 200 m as the distance threshold.

3.2 Transportation Mode Detection

To predict the next location of the users, understanding the users’ behavior is essential.
As a kind of user behavior, the transportation modes, such as walking, driving, etc., can
enrich the user’s mobility with informative knowledge and provide pervasive com-
puting systems with more context information. Since transportation mode is one kind
of human behavior, [9] proposes several sophisticated features based on human
experience. The features are listed as follows:

1. Dist: Distance of a segment.
2. V: Velocity of trajectory log.
3. A: Acceleration of trajectory log.
4. MaxV: The maximum velocity of segment.
5. MaxA: The maximum acceleration of segment.
6. AV: Average velocity of a segment.
7. SR: Stop Rate. In our experience and observation, people in different transportation

modes will stop at different times. For example, people who take the bus will stop
more times than those who drive because the bus needs to stop for passengers at
bus stops. We set a velocity threshold Vs for detecting the stop points.

8. VCR: Velocity Change Rate. We set Vr as the velocity change threshold.
9. H: Heading Change.

10. HCR: Heading Change Rate. Regardless of whether they are by car or bus, these
transportation modes are still constrained by the road. People cannot change the
direction in which they are heading as easily as if they were walking or riding a
bicycle. These observations thus motivated us to use HCR to identify the trans-
portation modes. We define a complete heading change as the collection of GPS
points from which users change their heading direction exceeding a certain
threshold (Hc).

11. TM: Transfer Mode

We use above features to identify the transportation modes. The processing steps
are shown in Fig. 3 and explained below:

Step 1: We use a threshold of velocity (Vw) and acceleration (Aw) to identify the non-
Walk segment. If a segment contains a velocity or acceleration beyond what a human is
capable of, it is obvious that this segment is definitely a non-Walk segment.
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Step 2: In our datasets of GEOLIFE [1], we have training data with each segment
already being tagged by people. For this reason, we use several classification algo-
rithms such as the Naïve Bayes classifier [26], J48 classification algorithm [24] based
on a decision tree and Support Vector Machine (SVM) [27]. Training our model based
on supervised learning, the threshold we set is after [9]. Here, Hc is set to 19 degrees for
HCR, Vs is set to 3.4 m/s for SR, and Vr is set to 0.26 for VCR.

We choose the J48 classification algorithm to classify the transportation mode
because each feature we chose has the capability of classifying a transportation mode.
We still use Naïve Bayes classifier and SVM as comparisons for verification.

There is a connection between the transportation mode and the destination because
the same type of places usually has more or less the same traffic conditions and
geographical locations. For example, people usually will not walk or take a bus to a
shopping mall because they probably need to carry many things when they leave the
mall. As such, we select this feature to make our strategy more precise in our approach,
which stands in contrast to all of the other approaches that ignore it.

3.3 Behavior Semantic Label Tagging

Some research suggests approaches to the understanding or discovering of human
semantic places [11, 14]. However, in our approach, we use a service of the Google
Maps API [22], called Nearby Search Requests, to tag the semantic label of the stay
point location. We can refine our search request by supplying keywords or specifying
the type of places we want to find. There are some of the possible search parameters:

• Location: latitude/longitude. Enter the GPS log of the stay point location.
• Radius: distTh. We set disThres (200 m) as the radius.
• Rankby: Prominence, Distance. We choose Prominence, which means sorting

results based on their importance. Prominence can be affected by the ranking of the
place in Google’s index, the number of check-ins from our application, global
popularity or other factors.

Fig. 3. The framework of transportation mode detection.
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• Types: Restricts the results to place matching at least one of the specified types. We
select 10 types of places as our semantic labels: school, restaurant, movie theater,
hospital, park, department store, bank, museum, library and gym.

We can use the history of the user’s trajectory datasets to generate the user’s own
personal semantic labels. We follow Xie et al.’s approach to find out the user’s Region
of Interests (ROI) and then apply the ROIs to the user, considering the time of day, the
day of the week, and public holidays, to generate personal semantic label such as
Home, Work office. Semantic labels have been used to predict the next location [4], but
unknown labels are sometimes produced, which is not helpful.

3.4 Semantic Mining Model

In this model, we try to mine the relationship between the transportation mode and
behavior semantic label. We also follow [24] to mine behavior semantic patterns by
using transportation mode and behavior semantic label.

We chose Hidden Markov Model (HMM), a well-known approach for the analysis
of sequential data, to predict the next location because there are meaningful transition
probabilities between each behavior semantic label and transportation mode. In order to
construct a trajectory pattern model like that depicted in Fig. 4, we must define the
elements of an HMM, which are (i) a hidden state, (ii) observable symbols, (iii) an
initial state, (iv) a set of state transition probabilities, and (v) output probabilities.

We define behavior semantic labels as hidden state S = {si, si, si, …, si}. And then
we define the transportation mode before each stayed location as observable symbols
sequence O = {oi, oi, oi, …, oi}. The state transition probabilities can be expressed as a
matrix A = {aij}, where aij = P[st+1 = Sj | st = Si], 1 ≤ i, j ≤ (Number of Semantic Label
types). The output observation transition probabilities can be expressed as a matrix
B = {bij}, where bij = P[ot | st = Si], 1 ≤ i ≤ (Number of state), 1 ≤ j ≤ (Number of
Transportation Modes). The initial state is defined as π = {πi} 1 ≤ i ≤ (Number of
Semantic Label types). By HMM, we can get a possible behavior semantic label as the
possible movement location of the mobile user.

Fig. 4. Probabilistic parameter of hidden Markov model. x - hidden state, y - observable
symbols, a - state transition probabilities, b - output probabilities.
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3.5 Possible Location Evaluation

Since we get a behavior semantic label as our prediction result, we need to change it
into a real GPS trajectory log to find the next destination of the mobile user. The
behavior semantic label has the same semantic meaning as using the Google Maps API
to search for a location, with the search radius being dependent on the average transfer
time based on the transportation mode. After the search, some candidate locations are
created and evaluated by the heading change rate. We choose the best candidate
locations as our prediction. Figure 5 illustrates this framework.

4 Experiment Study

In this section, we describe the experiment results of our prediction technique using the
GEOLIFE dataset.

4.1 Datasets

We use the Microsoft Research Asia Geolife project [1] datasets version 1.3. Sixty-nine
users’ trajectory datasets tagged with transportation mode labels are used, covering a
total length of 140304 km and a total duration of 12953 h.

4.2 Transportation Mode Detection

We use 5-fold cross validation to verify each classification model. Table 1 presents the
results of the J48 classification algorithm, Table 2 the results of the Naïve Bayes
classification algorithm, and Table 3 the results of the SVM classification algorithm.
The accuracy of the approach of [9] is 0.762.

In Tables 1 and 3, we can observe that the accuracy of the classification of the bus
mode is the highest. This is because the bus has the most regular transportation pattern
and the largest amount of data. Our method seems confused on classifying the mode of

Fig. 5. The framework of possible location evaluation.
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walking and biking, which is because of their high similarities on SR, VCR and HCR.
The car has higher velocity, and thus is seldom classified as either walking or biking
modes. In Table 2, we can observe that the accuracy of transportation mode detection
by using Naïve Bayes is the lowest.

4.3 Comparison of Prediction Strategies

Here is the precision analysis between SemanPredict [4] and the use of the semantic
mining strategy of SemanPredict on features as selected from transportation mode
labels, behavior semantic labels and time semantic labels (where the time semantic
label is based on the time the trajectory happened). Table 4 lists the results. By this
comparison with SemanPredict, we can see that using semantic mining is inadequate
for finding the relationship between the features we selected, and the accuracy of

Table 1. Confusion matrix of transportation mode detection.

Actual class
Walk Bike Car Bus

Predicted class Walk 7104 2318 1 23
Bike 1785 5320 23 783
Car 3 24 631 1632
Bus 67 412 146 17643
Accuracy 0.793 0.659 0.788 0.878 0.779

Table 2. Confusion matrix of transportation mode detection by using Naïve Bayes.

Actual class
Walk Bike Car Bus

Predicted class Walk 6307 2359 13 228
Bike 2148 5229 21 1475
Car 24 56 649 3874
Bus 480 430 118 14504
Accuracy 0.704 0.648 0.810 0.722 0.721

Table 3. Confusion matrix of transportation mode detection by using SVM.

Actual class
Walk Bike Car Bus

Predicted class Walk 7267 2233 2 169
Bike 1643 5186 14 632
Car 19 121 646 1445
Bus 30 534 139 17835
Accuracy 0.811 0.642 0.806 0.888 0.787
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SemanPredict methods is affected by minimum support. This is the reason why we use
the HMM to try to obtain better results. Table 5 presents the results showing that HMM
can be used according to our strategy with results better than those of SemanPredict.

Table 4. Comparison between different features.

Method Features Accuracy

SemanPredict Semantic mining 53 % * 68 % (Affected by minimum
support)Geographic mining

Behavior semantic
patterns mining of
SemanPredict

Behavior semantic 63.1 %
Transfer mode
semantic

Behavior semantic 61.3 %
Time semantic
Time semantic 40.1 %
Transfer mode
semantic

Behavior semantic 41.5 %
Transfer mode
semantic

Time semantic

Table 5. Comparison between SemanPredict and TransemanPredict based on HMM.

Method Accuracy

SemanPredict 53 % * 68 % (Affected by minimum support)
TransemanPredict based on HMM 68.3 %

Fig. 6. Comparison between SDFRPTM and TransemanPredict based on HMM.
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We conducted another comparative experiment for the prediction system com-
paring the accuracy between our prediction method and [25]. Figure 6 describes the
results of the experiment in which we chose 20 users to demonstrate the performance of
our prediction method. Our prediction method has a better accuracy than that of
SDFRPTM for most of the mobile users.

4.4 Personal Semantic Label Generations

This section discusses the difference between using and not using the personal semantic
labels. As can be seen in Table 6 describing the results, personal semantic label
generation is proven capable of helping improve the precision of predicting the next
location of the users.

5 Conclusion and Future Works

In this paper, we proposed an approach based on transportation mode and behavior
semantic features to predict the next location of a user’s movement. Our techniques
predicted the next location in accordance with our common observation and experience
in life, because humans often decide their destination by predictable desires and
motivation. Through a serious of experiments, we demonstrated our location prediction
strategy exhibits excellent performance.

Looking to the future, we plan to apply more features such as time, weather, traffic
conditions and holidays etc. in order to increase the accuracy rate of our approach.
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Abstract. This paper reveals the relation between a previously-browsed
webpage and a query. First, we display that there are queries triggered by its
previously-browsed webpage using real examples from the log. A query is
triggered by a webpage means that the issued query is related to the webpage
that the user had browsed before. Then an analysis is provided to show that
almost 30 % of queries following a webpage are triggered. A predictor is pro-
posed to detect the triggered queries. We also demonstrate that the predictor can
be enhanced by giving previous queries as context. Finally, we show that the
prediction can be applied on a query recommendation system to suggest queries
for the currently-browsed web page.

Keywords: Trigger � Webpage � Prediction � Query recommendation �
Context-aware

1 Introduction

Nowadays, searching on the web becomes more and more challenging due to the
unprecedented amount of data and small length of queries. Thus, understanding users’
real intent below the query plays a key role in improving the quality of web search.
Many commercial search engines provide query suggestion to predict users’ intent
based on previous issued queries. However, not only the previous query can be adopted
as the materiel of query prediction, the previous viewed web page might also give users
innovation to issue a related query. Few researches have paid attention to it.

A previous-viewed webpage may make a user to think of something, but the topic
of what users might think of is very diverse. For example, suppose there is a user who
has viewed the homepage of SIGIR’2011 (see Fig. 1) now [1]. After viewing the web
page, the user might want to know more about the conference. Moreover, he or she
might want to know more about the city where the conference was held, like the
weather, the scenic spots, or the history of the city, etc. Another possibility for the user
is seeking for the information of the building in the image. In addition, he or she might
think of a SIGIR paper that he or she read before, or think of some other conferences
like WWW or CIKM. There are many possibilities.
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However, not every notion leads to a query. We wonder whether there is any
viewed web page that trigger user to issue a query. Unfortunately, only the original user
who issued the query knows whether the query is triggered by the web page or not.
Therefore we reasonably assume that a query is triggered if a user issues a related query
after viewing a webpage. With this assumption, we observed that this phenomenon
really exists in the log. For instance, a user viewed the Wikipedia page of Andy Carroll,
an English footballer, and issued the query “Andy Carroll” right after viewing the page.
Another example is that a user who viewed the Wikipedia page of American Crafts-
man, described as a style of domestic architectural design, and then issues the query
“mayo furniture”, which is a furniture company in America.

Since the topics of notions from a webpage are diverse, the topics of triggered
queries are diverse, too. Even an image or a short sentence might interest users to issue
a corresponding query. Therefore, it is extremely hard to list out all the possible queries
that will be triggered. In our work, we adopt a classifier trained by SVM to predict
whether a specific web page will trigger a specific query. Then we show how the
classifier could be applied to suggest queries when a user is browsing a web page.

2 Related Works

Many works have been done for understanding users’ intent below the query [2–4].
White et al. [2] paid attention to the website recommendation given the currently-
browsed web page and five different types of contextual information—social, historic,
task, collection and user interaction. More specifically, social combines the interests of
other users that have browsed the currently-browsed webpage; historic is the interests
of the current user; task contains the web pages which shares the same queries with
currently-browsed webpage in search engines; collection contains the web pages which
link to the currently-browsed webpage by hyperlinks; user interaction contains the
current users’ recent interaction before browsing the currently-browsed webpage. Shen
et al. [3] understood users’ intent from sequential search data using their model, Sparse
Hidden-Dynamic Conditional Random Fields. Given a session of a server-side search
log, which is composed of several search and click events, the model predicted which
label the user’s intent in this session belongs to. In addition, eight different labels was
defined and labeled in this work. Cheng et al. [4] displayed a prediction of real intent
below users’ query. Then the prediction was used to rank queries following a given

Fig. 1. Screenshot of the SIGIR 2011 web site (www.sigir2011.org)
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webpage for recommendation queries from the webpage. In addition, in their analysis,
there are 23.8 % “browsing → search” patterns.

The contextual information has been widely used in information retrieval field. As
mentioned, five kinds of contextual were adopted in [2]. Cao et al. [5] took the
immediately preceding queries into account as context. There are two stages in the
system. At the offline stage, queries in log were summarized into concepts and a
concept sequence suffix tree was built by aggregating the sessions in log. At the online
stage, the concept sequence suffix tree was adopted to suggest queries. He et al. [6]
proposed a query recommendation method which predicts the next query by giving a
sequence of preceding queries.

For recommendation, it is also possible way to retrieve important terms from the
webpage. Therefore some woks [7–9] of summarization and key word identification are
reviewed in the following. Sun et al. adopted both plain text and click through data to
improve summarizing [7]. Grineva et al. [8] proposed a novel way to extract key terms
by modeling a document (webpage) into a graph. In the graph, nodes represent terms,
and edges represent the semantic relation between terms. Since the authors claimed that
important terms tends to cluster with other terms densely. A graph community
detection algorithm was adopted to partition the graph into sub-groups, and a criterion
function is employed to select the group that contains key terms.

3 Problem and Methods

In this section, we describe each step in detail. Figure 2 shows the whole structure of
our work. First, Trend Micro log is cleaned by removing those events with a URL
directing users to a destination that is not a web page. Then we retrieve P→ Q patterns,
which P denote a webpage, and Q denote a query. Those P → Q patterns are labeled
and cleaned by human judges to further remove illegal webpage and query and classify
the patterns. Cleaned and labeled P → Q patterns are used to train the predictor with
our features and get the result.

3.1 Problem Specification

Given a pair of a web page U and a query Q, representing that a user had viewed the
web page and then issued the query subsequently, identify whether the query Q is
triggered by the webpage U. It is a binary classification problem which classifies an
U → Q pair into triggered type or non-triggered type (refer Table 2).

3.2 Data Set

The client-side log we used to retrieve users’ intent was crawled by Trend Micro. User
actions observed at client side would be sent and recorded in the Trend Micro server.
In this work, only those records of web browsing and searching histories were
extracted. The log is recorded originally for security issues. That is, for each URL-
viewing event, the URL would be sent to the server by anti-virus software to check
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whether the URL is safe or not. For a URL which has be checked and claimed to be
safe in recent time, the anti-virus software may not send it to the server again. Thus the
URL would be not recorded in the log.

However, The Trend Micro log recorded most actions in client computers which
had installed the anti-virus software of Trend Micro. A one-hour log is collected from
0 A.M. to 1 AM., October 8, 2010. The languages used in this log are mainly English,
Chinese, and Japanese.

Each entry in the log contains a unique user ID, timestamp, and the URL of a
viewed web page. Those entries with a URL directing users to a Google search engine
result page (SERP) are defined as query entries, denoted as Q, otherwise page-viewing
entries, denoted as U. With the definition, a search section may look like

U ! U ! Q ! U ! Q ! Q ! U ! U. . .

Note that a session ends if the user idles for more than thirty minutes. Moreover, we
only collected those sessions with at least one search entry.

All sessions can be categorized into either query sessions or URL sessions.
A Query session is a session that started with a query entry, and A URL session is a
session starting with a page-viewing entry.

Table 1 shows the statistics of the one-hour log we use. In the table, the average
number of terms in a query is 1.08298. Here the terms in a query are split by the
original user using spaces or plus signs. No further word segmentation method is
adopted.

As in Sect. 3.1, we focus on whether a query is triggered by its previously-viewed
webpage. Thus, only URL sessions are adopted to train the predictor. The major reason
is that URL sessions may capture users’ behavior better when users are surfing on the
Internet. Compared with URL sessions, the user behavior revealed in query sessions is
more likely to attempt satisfying a pre-existing information need.

Trend 
Micro Log

Data Cleaning:
Illegal URL

Pattern 
Retrieving

Cleaned &
Labeled

P→Q Patterns
Training 

Labeling & Data 
Cleaning: Illegal
Web Pages/Queries

P→Q 
Patterns

Predictor

Results

Testing 
data

Problem

Fig. 2. Workflow
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3.3 Cleaning

Since the log recorded by Trend Micro contains almost every URLs that users
accessed, there are many URLs that is not a real web page in the log, including
document files (“.doc”, “.txt”), image files (“.jpg”, “.gif”), executable files, ad, frame,
java script… etc. The major goal of cleaning is to remove URLs that are not linked to a
web page.

There are two stages of cleaning in our work, cleaning illegal URLs and cleaning
illegal web pages/queries. While in the stage of cleaning-illegal URLs, we removed the
entries with URL that is impossible to be a web page. More precisely, we removed a
URL that ended with a filename extension which is neither “.html” nor “.htm”.

However, the rule is not effective enough to remove all entries in which the URL is
not a webpage. Therefore, we adopted a further cleaning by human judge, called
cleaning illegal web pages/queries. In this stage, we combine the labeling and advanced
cleaning together. Firstly, a query and its previous web pages were retrieved until
another query or the head of this session is reached. If there are more than five previous
web pages, only the last five web pages are kept. After that, we got a pair composed of
at most five URLs and a query. The judges were asked to select the latest valid URL.
If there was no valid URL, the pair would be labeled as broken. In addition, a pair
would be labeled as broken if its query contains nothing or can’t be decoded into
readable characters sequence.

3.4 Labeling

In this subsection we describe our labeling system. At the top, the ID and result of this
pair is showed. Next, the five URLs, the query and the choice of relation are displayed.
The judges are requested to select the latest valid URL, and then identify the rela-
tionship between the selected URL and the query. Each pair is classified by a judge.
In this work, there are 5 judges aged between 22 and 26. Judges can easily view any
content of a URL by simply clicking the link. In addition, since the query of a pair is
retrieved from the URL of a Google search engine result page and there are not only

Table 1. Statistics of our dataset

Entity Value

Number of sessions 1293
Number of query sessions 471
Number of URL sessions 822
Number of query events 6158
Number of URL events 37691
Number of unique queries 3365
Number of unique URLs 25043
Average number of query terms in a query 1.08298
Number of U → Q patterns in URL sessions 1907
Number of U → Q patterns in query sessions 353
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English queries in our dataset, some of queries are encoded by RFC 1738 [10], we also
provide the query after decoding in the system to make judge easily.

For an unlabeled pair, both the selected URL and relationship is “have not been
labeled”. After being labeled, the selected URL must be one of URL1, URL2, URL3,
URL4, or URL5. For a broken pair, the selected URL is labeled as one of URL1–URL5,
and the relationship is still “have not been labeled”. Unlabeled and broken pairs are
excluded from the training and testing of our predictor. In our dataset, there are 1907
pairs from URL sessions. We labeled 1416 pairs from URL sessions, and 325 of them
are broken.

Pairs that are neither unlabeled nor broken can be classified into three categories—
triggered, non-triggered, and unknown. The labeling categories and instructions are
showed in Table 2. Moreover, a triggered pair can be categorized into main topic or
non-main topic; we will discuss the difference between them in Sect. 5.2.

Most unknown pairs are labeled because the webpage that user had read require
logging in to access more information. Another common reason is the query cannot be
understood by judges. Some of queries contain just one letter of the English alphabet or
a single number.

3.5 Basic Feature Engineering Method

After being labeled, a labeled pair contains a selected webpage U, a query Q, and the
relation between them. In this section, 18 features are introduced and explained.
In addition, since there are frequency features, we propose and compare three different
ways to compute the “frequency” while there are multiple terms in a query in Sect. 0.
Then, these features are employed to train and test by LIBSVM [11].

Features. First, the features used are listed in the following:

• F1: Rank (exist: 0–100, not exist:101)
• F2: Top 10? (yes: 1, no: 0)
• F3: Top 20? (yes: 1, no: 0)
• F4: Top 30? (yes: 1, no: 0)
• F5: Top 50? (yes: 1, no: 0)
• F6: Top 100? (yes: 1, no: 0)
• F7: Percentage of noun terms in query
• F8: Log of web page length in byte

Table 2. Labeling categories of a valid pair

Category Instruction

Triggered Q was issued because user had read U and felt interested in something in U
Non-triggered Q was issued and U was read are independent events to each other
Unknown This category include those pairs that cannot be classified into any of

previous categories, usually because (1) Q cannot be understood by judges
(2) the relation between P and Q is not clear
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• F9: Query frequency in the URL of web page
• F10: Query frequency in the webpage
• F11: Query frequency in the title of the webpage
• F12: Query frequency in the body the webpage
• F13: Query frequency in the first paragraph of the webpage
• F14: Query frequency in the last paragraph of the webpage
• F15: Query frequency in the first sentence of any paragraph of the webpage
• F16: Query frequency in the last sentence of any paragraph of the webpage
• F17: Percentage of the query terms that exists in the title of any Wikipedia articles
• F18: cosine similarity between the web page and the query

Among those features, F1 – F6 are ranking features, designed for capturing the
similarity and relations strength between U and Q. When the user issues Q, the value of
F1 is the rank of U if U is at the top 100 results, otherwise 101. F2 – F6 asked whether
U is at the top 10/20/30/50/100 results when Q is issued. F7 reports the percentage of
noun terms in Q. F8 is the logarithms of the length of U to base 2, which the length is
measured by number of bytes.

F9 – F16 is frequency features. F9 reports the frequency of Q in the URL of U. F10
is the frequency of the U, including in the title. F11 is query frequency in title of
webpage. F12 is the query frequency in the body of the webpage, and the HTML tag
<body> stands as the borderline of HTML body part. F13 – F16 are the frequency of
Q in first paragraph/last paragraph/first sentence in any paragraph/last sentence in any
paragraph of U. These four features are proposed since descriptions that appear in
above locations might be more important than in other locations. The html tag <p> is
employed to separate different paragraphs, and the period (.) is adopted to separate
sentences. F17 reports the percentages of terms in Q that exists in the title of any
Wikipedia article. F17 is reported because the terms appeared in Wikipedia might be
more difficult to understand or interesting, and make users tend to query it. F18 is the
cosine similarity between term frequency (TF) 12 vectors of Q and U. Since most
queries are short and sparse, the Google search result page of top 100 results is crawled
for representing the query. Thus, F18 computes the cosine similarity between U and
snippets of Q.

Handling Multiple Query Terms. Usually, a query contains several terms. It is hard
to match the whole query in the document. Three different ways are presented to aim at
this problem.

Consider a query Q = {t1, t2, t3… tn} and a document D,

• Maximum
maximum ¼ max

t2Q
ðfrequencytðDÞÞ

• Average frequency

average frequery ¼
P

t2Q frequencytðDÞ
n
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• Average appearing possibility

average apperaing possibility ¼
P

t2Q It Dð Þ
n

Where

It Dð Þ ¼ 1; frequencyqðDÞ[ 0
0; frequencyqðDÞ ¼ 0

�

These three methods for computing the frequency have been evaluated on the
dataset. However, the accuracies of them are almost the same. Among them, the
maximum method performs slightly better than others. Therefore, the maximum
method is adopted in the following experiment.

3.6 Context-Aware Method

In this method, previous queries are considered. For the query of each pair, the last
previous query within the same session is detected, called Q’. Pairs without Q’ (i.e. the
query is first query entry in the session) are discarded. Subsequently, one new feature is
added.

• F19: cosine similarity (Q, Q’)

Aiming at the sparseness of queries, similarly as mentioned in Sect. 0, the Google
search result page of top 100 results are crawled. The term frequency vector of the page
is adopted as the vector of the query.

3.7 Evaluation

To evaluate the performance of the predictor, the accuracy measurement is employed.
Moreover, 5-fold cross validation is performed to validate the accuracy.

The accuracy is defined in the following:

accuracy ¼ #tpþ#tn
#tpþ#fpþ#tnþ#fn

Where

Gold standard (Labeling result)
Triggered Non-triggered

Predicting result Triggered tp fp
Non-triggered fn tn
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4 Experimental Results

4.1 Experiment Setting

The statistic of labeled results is shown in Table 3. Labeled result distribution

For balancing the number of pairs from triggered and non-triggered, we sampled
100 triggered pairs and 100 non-triggered pairs as our data set.

4.2 Results of Basic Feature Engineering Method

Baseline. The baseline adopted is described as follows: If the percentage of appearing
query terms is larger than a threshold T, the pair belongs to triggered type, otherwise it
belongs to non-triggered type. Table 4 provides the baseline accuracy in different
threshold.

With T is equal of 20 %, the accuracy has a peak at 67.5 %. Thus T is set to 20 %
and the accuracy of the baseline is 67.5 %.

Accuracy. Table 5 displays the accuracy of the basic feature engineering method
compared with the baseline.

Therefore, we get 17.78 % improvement from baseline using following formula.

Table 3. Labeled result distribution

Category # of patterns Percentage Percentage(exclude 
“Broken”)

Trigger 296 20.90 27.13

Non-Trigger 694 49.01 63.61

Unknown 101 7.13 9.26

Broken 325 22.96

All 1416

Table 4. Baseline result of selected data set at different threshold

T 0 0.1 0.2 0.3 0.4 0.5

Accuracy 67.5 67.5 67.5 67 66.5 67
T 0.6 0.7 0.8 0.9 1 (%)
Accuracy 66.5 66.5 63 62.5 0.5
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improvement ¼ method accuracy� baseline accuracy
baseline accuracy

Feature Effectiveness. For testing the effectiveness of each feature, we remove every
feature one by one, and use the accuracy change (AC) to measure the effectiveness.

Accuracy Change ðFÞ ¼ feature accuracy� overall accuracy
overall accuracy

Feature accuracy change denotes the new accuracy after removing the exactly one
feature F that we want to test. Overall accuracy denotes the accuracy with all features
(Table 6).

4.3 The Context-Aware Method

Baseline. The rules of baseline are described here. If the percentage of appearing query
terms is larger than the threshold T, the pair belongs to triggered type, otherwise it
belongs to non-triggered type. With T is equal of 20 %, the best baseline accuracy is
reached at 62.86 %. Thus T = 20 % is selected (Table 7).

Table 5. Accuracy of basic feature engineering method

Method Basic feature engineering method Baseline

Accuracy (%) 79.5 67.5

Table 6. Feature effectiveness

Feature AC Feature AC

cosine similarity(U,Q) −6.92 % Top 20 −0.63 %
Q freq. in URL of U −6.29 % Top 100 −0.63 %
log2 (web page length) −3.77 % Rank 0.00 %
Q freq. in U −3.77 % Top 10 0.00 %
Q freq. in last sentence of U −3.14 % Top 30 0.00 %
Q freq. in first paragraph of U −2.52 % Top 50 0.00 %
Q freq. in <body> of U −1.26 % Q freq. in <title> of U 0.00 %
Q freq. in last paragraph of U −1.26 % % of noun terms 0.63 %

Table 7. Baseline result of context-aware method at different threshold

T 0 0.1 0.2 0.3 0.4 0.5

Accuracy 62.86 62.86 62.86 61.90 59.05 58.10
T 0.6 0.7 0.8 0.9 1 (%)
Accuracy 58.10 59.05 55.24 54.29 54.29
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Accuracy. A 33.33 % improvement from baseline is reached, and a 5.42 %
improvement from basic feature engineering method is reached (Table 8).

5 Discussions

5.1 Feature Effectiveness in Basic Feature Engineering Method

The aim of this research is to study the relation between a query and its previous
webpage, and to predict the relation between a query and a webpage in an unknown
pair. Firstly, the statistics of labeling result indicate that almost 30 % of U → Q pairs
are triggered, which is large enough to be focused on. Secondly, with the 18 features in
basic feature engineering method, there is a significant 17.78 % improvement in
accuracy from 67.5 % to 79.5 % comparing to the baseline.

Most frequency features contribute to the predictor except F11. Recalled the
assumption of triggered U → Q in this work is that a user viewed U and issued a
related Q. Therefore if Q appeared in U, the judges can easily find the relationships in
most cases. Thus F8, the query frequency in the webpage, performs well in the pre-
dictor. However, among these frequency features, F9, the query frequency in URL of
the web page, performs the best. The reason might be that there are some pairs in which
the user issued the domain name as the query when browsing a web page. One possible
explanation is the user would like to access the homepage but the hyperlink is difficult
to find. In addition, there are some location features (F9, F11, and F13–F16) that focus
on where the query term appears in the content of the webpage. F13–F16, designed to
capture the frequency in specific location, performs worse than matching the whole
webpage (F10), but F13 and F16 performs better than matching the content of the
webpage (F12). Unexpectedly, F11, the query frequency in the title of the webpage,
does not work well. Because the title of a webpage may be usually short, it is hard to
match terms in the title.

Ranking features, originally designed for capturing the strength of relationship
between the query and the webpage, are too sparse to be adopted since only top 100
were checked. Other web pages are treated as non-relevant web pages even if the rank
is very close to 100.

Percentage of noun terms in the query is not effective since most of query terms are
noun no matter whether the query is triggered or not. Moreover, whether a query is
triggered is decided by not only the query, but also the webpage. Two pairs with the
same query may also be in different types.

Percentage of wiki terms in the query is unfortunately not effective, too. Since no
advanced word segmentation were applied, it is possible that a query term is not in title
of any Wikipedia articles but its substring is, like “NTUCSIE”. (That is also the reason
that whether the whole query is the title of any Wikipedia articles is not adopted as the

Table 8. Accuracy of context-aware method

Method Context-aware method Baseline

Accuracy (%) 83.81 62.86
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feature.) Even worse, it is also possible that every term appeared in some Wikipedia
articles but the appearing is not related to the topic of the query. For example, there is a
real query “Dr. Randolph Capri” in the log, who is a doctor working in California.
In fact, there is no Wikipedia article written about him. However, “Randolph” and
“Capri” both appear in some titles of Wikipedia articles; therefore the percentage is
66.67 %. This feature introduced too many noises.

5.2 Main Topic and Non-main Topic

The triggered category can be divided into two sub-categories – main topic and non-
main topic. If the triggered query is the main topic of the web page, this pair belongs to
main topic; otherwise it belongs to non-main topic.

Non-main topics are harder to detect since the frequency may be very low, and the
fields of triggered queries may be diverse. Sometimes the query does not appear in the
webpage but the query is stilled triggered.

In our dataset, the 100 triggered patterns are composed of 90 main topic patterns
and 10 non-main topic patterns.

5.3 Context-Aware Method

Given the last previous query Q’ information, we assume the webpage U is the search
result of Q’. The order that user viewed is Q’ → U → Q. With Q’, we could predict
those patterns whose similarity between U and Q are small but they are possibly trig-
gered. Therefore, the accuracy is improved by giving the information of previous query.

6 Conclusions

In this paper, we proposed a prediction of triggered queries based on a real client side
log. The predictor combines the frequency, the similarity, the webpage length and the
rank as features. Among the above features, the frequency and similarity features
outperform from others. The locations features also contribute to the accuracy of
prediction. Then, the prediction is enhanced by giving the previous queries as context.
Moreover, many application may be done by our prediction, such like query sugges-
tions on mobile devices, AD generation for blogs, and implicit hyperlink construction
for web structure.
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Abstract. Mobile value-added services for smart phones enable users to enrich
their daily lives. Recently, emergency rescue systems have been becoming
imperative. However, the user interface of the traditional emergency rescue
system is too, and many essential functions are not designed. This paper pro-
poses an emergency rescue system on mobile devices. Mobile users can be fast
rescued by sending SOS messages in SMS (Short Message Service) to their
friends or family. Additionally, the SOS messages can also be posted on Social
network such as Facebook. Specifically, the users can shake their mobile devices
to send the SOS messages. Moreover, GPS information is contained in the SOS
message such that the rescuers can fast and precisely find the location of the
users. Therefore, the proposed framework is practical and necessary for the users
to confront the future disasters.

Keywords: Emergency rescue system � Mobile device

1 Introduction

In recent years, smart phones have become popular, due to the advantages of user-
friendly interface and diversified functions. The user population spans across all ages,
even the elderly who are normally unfamiliar with technological products are willing to
use smart phones. The market share of smart phones has increased continuously due to
diversified and convenient value-added functions. The network platforms of mobile
service providers offer thousands of apps for users to download, making smart phones
to be more than just a tool for phone calls.

In recent years, natural disasters have occurred frequently around the world; hence,
timely rescue has become important. If the locations of the disaster and persons in
distress can be known instantly when a disaster occurs, the rescue search for victims
can be accelerated. A device that that can send SOS signal instantly in accidents could
save numerous lives. This study intends to utilize the acceleration sensor and satellite
positioning of smart phone to develop such a real-time emergency system, in order to
enhance the safety of people during disasters.

2 Related Works

The application of acceleration sensor creates an interactive mode for users and elec-
tronic products. Many interactions can be implemented by hand gestures. However,
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it is a technical challenge for electronic products and mobile devices to recognize all
hand gestures [3]. As the mobile devices are portable, each movement that the user
makes generates a feedback of acceleration sensing, such as each action of walk and
run [1]. However, the developers must design the conventional gestures of users in
daily life correctly when designing the gestures related to mobile devices [2]. Ruiz
proposed 14 habitual gestures of users in life.

3 Proposed Methods

3.1 System Architecture

The emergency system architecture of this study is shown in Fig. 1. The proposed
system uses the acceleration sensor of smart phones to detect the acceleration, and the
GPS positioning is detected when an acceleration threshold is reached. The latitude and
longitude are converted into address message via network, and the address is sent out
via Facebook and short message.

3.2 System Flow

Before use, the user is required to set related data, such as Facebook login and
emergency contact numbers, and decide whether to start up background execution.
When the system is turned on, it begins to detect acceleration; as long as the user does
not stop background execution, the system keeps detecting acceleration; even the
phone enters the sleep mode. If the acceleration exceeds the threshold, the system
determines that the user has shaken the smart phone to ask for help, and then the GPS
positioning is detected. When the latitude and longitude are obtained, the information is
converted via network into a location address, which is posted on the user’s Facebook,
and the short message is sent to the emergency number.

Fig. 1. System architecture
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3.3 User Interface Design

Figure 2 shows the system operation icons. The clearly explained steps allow the users
to learn the operation quickly. Step 1 is the learning mode, where the users learn to
shake the smart phone; Step 2 asks the users to enter emergency contact number, while
the same button is provided for Save or Clear, so that the users are aware of whether the
contact number is saved successfully, and know how to clear the contact number; Step
3 shows the on-off button, and explains the purpose of background execution and
operation, so that users do not have to learn the terminology; Step 4 provides the
second SOS mode, besides the shaking SOS, the user can touch the button to send SOS
signal if possible. This system provides Facebook and short message buttons, so that
the users can select the sending mode as required.

Figure 3 shows the SOS message content. When a user sends out the SOS message
to Facebook, the system releases the SOS message containing the address of the user to
the Facebook friends in the extent of disclosure set by the user.

4 Experiments

In order to avoid the false triggering of SOS in normal actions, this study conducted
tests using common actions in daily life, which were divided into three types based on
the terrains: flat ground, stepping upstairs and downstairs. There are two behavior

Fig. 2. System user interface
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actions, walk and run. According to pretest questionnaire result, most users place their
smart phones in the pocket or bag, so the smart phone was also placed in those
positions during test. Based on the principle of acceleration sensing, the placement of
smart phone was divided into on upright, on lateral side, and lay flat (as shown in
Fig. 4). The peak accelerations in X, Y and Z axes were obtained to simulate the phone
placements in daily life. However, as the phone cannot be laid flat in the pocket, it is
held in hand to simulate the situation that the user uses the phone when walking.
Moreover, there is certain degree of vibration when the user is riding a motorcycle or
when the phone is dropped, those two situations were also included in the test. The test
results are shown as follows.

The stepping upstairs test was conducted at Changming Building, Taichung Uni-
versity of Science and Technology. The user walked four stories, and ran four stories.
The maximum acceleration occurred in the running state during the test, and the smart
phone was laid flat in the bag. The test results are shown in Table 1.

Fig. 3. SOS message content

Fig. 4. Schematic diagram of placement of the smart phone
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5 Conclusion

The user demand for mobile emergency system and the use of smart phone shaking
function were explored in the pretest. The acceleration was tested and the system was
designed according to the preset result. The GPS latitude and longitude were converted
into addresses as the SOS content by of the smart mobile phone background execution,
and short messages were sent to the emergency contact number and the sender’s
Facebook. The post-test on user satisfaction found that the averages mean of ques-
tionnaire items is higher than 3, proving that the system is accepted by most users.
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Table 1. Stepping upstairs acceleration test

State Position Placement
mode

X maximum
value

Y maximum
value

Z maximum
value

Walking Pocket Upright 11.372 18.836 12.707
On lateral
side

13.552 7.382 13.211

Hand Lay flat 4.167 3.282 17.311
Bag Upright 4.508 16.998 12.748

On lateral
side

12.669 7.504 11.863

Lay flat 12.285 5.516 16.698
Running Pocket Upright 7.886 15.050 14.287

On lateral
side

12.871 10.800 14.818

Hand Lay flat 5.162 5.734 19.613
Bag Upright 5.625 11.481 10.950

On lateral
side

13.742 6.088 15.009

Lay flat 20.144 19.449 19.613
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Abstract. The research which combined Augmented Reality with technique of
Assisted Global Positioning System (AGPS) constructed a guiding system of
Augmented Reality and designed guiding graphs metaphorically; thus, the
system interface operation was used more intuitively. The research further
investigated the availability of the system, and an empirical study statistically
showed that a guiding system of Augmented Reality significantly outperformed
that of plane map in terms of finishing time of mission and correctness. Finally,
according to the results of questionnaire of the system availability, the study
inducted six essential factors influencing the guiding system availability of
augmented reality, including guiding service usability factor, user aesthetics of
design factor, guiding service technique factor, guiding service creativity factor,
guiding service entertainment factor, and guiding service practicality factor. The
results of the study could be referred to other related studies.

Keywords: Augmented reality � Mobile device

1 Introduction

Based on the above discussion, this study attempts to use a human-machine interface
design to overcome the abovementioned defects in traditional navigation application.
AR is used to provide an interactive interface for users, and improve the effect of urban
navigation or other navigation services. Metaphorical elements are added by icon
design, so as to make the interface operation more intuitive. In addition, this study
adopts assisted global positioning system (AGPS) to enhance the timely effectiveness
of positioning. The difference between AGPS and GPS is that the AGPS can use both
the signals of mobile phone bases and GPS satellite signals to accelerate the positioning
process. These modes enable the system to guide the users to the destinations
accurately.

This study uses an iPhone for experiment. Based on the built-in digital compass and
AGPS, this study adds the AR navigation system, which allows users to find out the
important landmarks and tourist attractions in the cities, and displays relevant infor-
mation about the destination. The navigation icons guide the users to reach the des-
tination correctly. The metaphorical icons change in sizes and angles to allow the users
to know the distance and direction to the destination.
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2 Related Works

AR refers to “the user wears a transparent display equipment on head which can fuse
the scene of real world with the computer generated image directly; it is still a special
VR in essence” [2]. However, VR differs from AR according to the degree of fusion.
AR provides a composite landscape; the scene seen by the users contains both reality
and virtuality. VR is a totally immersive environment, where the users’ vision, hearing
and perception must be completely under the control of VR system. On the other hand,
AR enables users to see the virtual objects overlapped in real environment, and
enhances the reality instead of replacing the reality [1]. Azuma et al. proposed three
necessary attributes of AR.

3 Proposed Methods

3.1 Mobile Navigation Type – AR

This mobile navigation system provides the navigation system suitable for mobile
devices, and it integrates AR, metaphorically designed icons, and APGS, allowing the
users to reach the destination easily by using the system. The proposed mobile navi-
gation system is built by Objective-C, and is operated on iPhone. The users need to
connect wireless network or 3G network to operate the system. The flow chart of AR
navigation is shown in Fig. 1.

3.2 Description of Interface Planning for AR Navigation

In order to ensure user-friendliness, the design of the system interface considers the
following features: designed for mobile users, consistency, providing feedback, using
metaphor, using icons to clarify concepts, proximity, similarity and providing appro-
priate text.

Fig. 1. Flow chart of AR navigation
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3.3 Site Information Display Interface Planning

The characteristics and implementation mode of interface for geo information of this
system are observed. The site information is displayed in the content area, and the
lower buttons are pressed by touching.

3.4 Context Display of AR Navigation

Figure 2 shows the context of AR navigation for NTCUST. A user is heading for the
destination, guided by iPhone. First, this system is started, the screen displays camera
mode, and the user uses the phone to observe the environment to look for the direction
and location of destination. The picture combines real scene with virtual icons, and the
virtual icons guide the user to the destination. The user presses the department infor-
mation button to view the target information. The picture is switched to the department
information page, and the information of the site is displayed. The user can select the
information page of nearby sites.

4 Experimental Design

4.1 Statistical Analysis

This study randomly invited 50 subjects to participate in the experiment, and 45 valid
samples were collected. Most of the participants were not students of NTCUST, and
were unfamiliar with the campus environment. In the experimental process, the par-
ticipants were required to complete the navigation tasks of this experiment by using the
navigation service function of the proposed system. The participants were required to
fill out an evaluation questionnaire after the experiment.

Fig. 2. Context of AR navigation
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4.2 System Performance Analysis

Reliability Analysis. In order to confirm the stability and effectiveness of the ques-
tionnaire, all the items and results were collected for reliability analysis. As shown in
Table 1, the reliability coefficient is 0.944, indicating a high consistency as it is very
close to 1. The Cronbach a value of the overall questionnaire items and dimensions are
0.7 to 1, indicating a high reliability.

Validity Analysis. As the research variables in this study were based on previous
literature, the content was reviewed by ANOVA, and the dimensions were extracted by
factor analysis. The results confirmed good content validity.

5 Conclusions

This study metaphorically designed an AR navigation system, and tested whether the
navigation mode has a positive effect on the users. The experimental groups included
the AR navigation group, the plane map (plain text) navigation group, and the plan map
(text and icon) group. The results indicated in the plane map navigation mode, the
participants needed to compare the surrounding with the images or text, so as to
identify the location and direction. This process is time-consuming and has a high error
rate. On the contrary, in the AR navigation mode, the users can know the correct
direction and location immediately under the guide of virtual icons without the need to
identify the surrounding. The process is efficient and the error rate is low. Therefore,
the AR combined with reality and virtuality can accelerate the users’ identification, and
the real-time interaction enables the users to identify the current location immediately.

Acknowledgment. The work was supported in part by the National Science Council of Taiwan,
R.O.C., under Contracts NSC102-2221-E-025-005.

Table 1. Reliability statistics of questionnaire items

Dimension Cronbach’s Alpha value Number of items

Technicality .798 4
Usability .858 4
Innovation .802 3
Applicability .861 4
Design aesthetics .821 3
Entertainment .841 3
Intention to use .849 2
Total .946 23
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Abstract. Sequence pattern mining is the mining of special and
representative features hidden in sequence data. Recently, it has been
attracting a lot of attention, especially in the fields of bioinformatics
and spatio-temporal trajectory mining. Observing that many sequence
data are born with uncertainties and huge sequence data are increas-
ingly generated and accumulated, this paper aims to discover the hidden
features from a large amount of uncertain sequence data. Specifically,
Probabilistic Suffix Tree (PST) is an implementation of Variable-length
Markov Chain (VMM) that has been widely applied in sequence data
mining. However, the conventional PST construction algorithm is not
for the mining of uncertain data and cannot bear the computing of huge
data. Thus, to mine a large amount of sequence data with uncertainties,
this paper proposes the uPST+

MR algorithm on the Hadoop platform to
fully utilize the computing power and storage capacity of cloud comput-
ing. The proposed uPST+

MR algorithm constructs a PST in a progressive,
multi-layered, and iterative manner so as to avoid excessive learning pat-
terns and balance the overhead of distributed computing. In addition, to
prevent the drag on overall performance owing to multiple scanning of
the entire sequence data, we trade space for time by using a NodeAr-
ray data structure to store the intermediate statistical results to reduce
disk I/O. To verify the performance of uPST+

MR, we conduct several
experiments. The experimental results show that uPST+

MR outperforms
the naive approach significantly and show good scalability and stability.
Also, although using NodeArray costs a little extra memory, the execu-
tion time is significantly lowered.

1 Introduction

Recent advances in wireless network, positioning technologies and mobile devices
have driven the development of many mobile applications, e.g., wild animal and
vehicle tracking, military surveillance, secure care of the elderly and children,
mobile social network, etc. These applications quickly produce large amounts of
data with the location coordinates and time field, which are thus called spatio-
temporal data. These spatio-temporal data contain a lot of important knowledge
and are very worthy of further research and exploration. The analysis of such
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spatio-temporal data is also one of the most popular research directions in the
field of data mining [3,4].

Many phenomena in nature suggest that the biological behaviour often has
a certain degree of regularity, e.g., the route from home to office is of high reg-
ularity for many workers. Also, animals like elephants and whales have seasonal
migratory behaviors along a particular trajectory, moving in a fairly regular type
[1,2]. To analyse the movement behaviors, the first step is to obtain the loca-
tion sequences of moving objects, which can done by tracking and continuously
recording the position of moving objects over time. Observing that the sequence
data inherently have some uncertainties, which may be caused by limitations of
measurement techniques, sampling error, and privacy preserving [5–9]. Without
considering the uncertainties and applying existing mining approaches on the
uncertain data, the mining results may lose many details and features. There-
fore, it is urgent to define new movement patterns according to the characteristics
of uncertain sequence data to enhance the accuracy and precision of the discov-
ered knowledge. Regarding uncertain trajectory sequence data, some researches
have been recently published, focusing on uncertain trajectory data modelling
and uncertain data management, or the exploration of popular trajectories of
uncertainty [10,11]. However, studies on the mining of movement patterns with
the consideration of the location uncertainty are rare. Only Leung et al. concern
the uncertainty in mining sequential patterns [12]. However, due to the lack of
continuity limitation of sequential patterns, the mining results cannot be used
in predicting the location of near future directly.

Probabilistic Suffix Trees (PST) [13] is an implementation of VMM that has
powerful capability of automatically capturing the data structural relationships.
It is wildly used and has been proven to be useful in the patterns mining with
high efficiency and good predictive ability. However, the conventional PST con-
struction algorithm does not apply to the uncertain data. Moreover, since it is a
centralized algorithm, it cannot bear the computing of huge data. Thus, to han-
dle massive data computation and storage, a distributed approach is demanded.
Recently, cloud computing has emerged to bring about new opportunities for
information storage, processing and mining issues. It is a distributed computing
technology and can be regarded as a realization of distributed computing. With a
high degree of scalability and fault tolerance, it provides great computing power
and huge storage capacity. The open source Hadoop by Apache is currently the
most widely adopted cloud computing platform. Hadoop adopts MapReduce dis-
tributed programming framework, making the conventional algorithms no longer
applicable.

For efficient mining of a large amount of sequence data with uncertainties,
in this paper, we redefine the movement patterns and propose the uPSTMR

and uPST+
MR algorithms in line with MapReduce programming model to uti-

lize the massive computing resources of the cloud computing. The uPSTMR

and uPST+
MR algorithms construct PST in a progressive, multi-layered, and

iterative way. Thus, it can avoid excessive mining of patterns while balancing
the distributed computing overhead. Moreover, to avoid the drag on the overall
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performance by multiple scanning of the entire sequence data, the uPST+
MR algo-

rithm further uses a newly designed data structure for the temporary storage
of intermediate statistical results. Therefore, the uPST+

MR algorithm only needs
to scan the entire sequence data once in each MapReduce iteration to construct
the specified PST layers. In order to verify the performance, this study carried
out a number of experiments. The test results show uPST+

MR is better than
uPSTMR in all aspects. uPSTMR can considerably reduce time consumption by
the progressive, multi-layered and iterative way, and thus reducing the overall
computing time substantially. uPST+

MR adopts the strategy of trading appropri-
ate space for time. Therefore, when there are a lot of patterns in the data, the
overall computing time will slowly increase, presenting a good scalability and
stability.

The paper is organized as follows: Sect. 2 gives the preliminary about PST/
VMM and definitions. Section 3 elaborates on the proposed algorithms. The
experimental results are illustrated in the Sect. 4. Finally, Sect. 5 concludes the
paper.

2 Preliminary

2.1 VMM/PST

VMM is a variation of Markov Model. Under the assumption of Variable Length
Markov Model (VMM), the features such as the movement regularity in trajec-
tory sequences are expressed by the conditional probability distribution. Specif-
ically, for a given sequence dataset over an alphabet Σ, a subsequence s over Σ,
and a symbol σ ∈ Σ, p(σ|s) is the conditional probability that σ will follow s.
The conditional probability distribution of s is expressed by p(σ|s),∀σ ∈ Σ. The
length of s is floating that provides flexibility to adapt to the variable length of
patterns.

Let S[i : j] denote the substring of S starting from i and ending at j. An
occurrence of s at i of S is denoted by I(Si, s) = 1; otherwise I(Si, s) = 0.
The number of times a subsequence s is observed in the sequence dataset S

is
∑|S|−|s|

i=0 I(Si, s); the total number of overlapping sub-sequences of length |s|
in the dataset is |S| − |s| + 1; then, the empirical probability of a subsequence

s over the given dataset S is p(s) =
∑|S|−|s|

i=0 I(Si,s)

|S|−|s|+1 . Moreover, the conditional
empirical probability p(σ|s) that a symbol σ will be observed immediately after
s is determined by the number of times σ has occurred right after s divided
by the total number of times that s has occurred followed by any symbol, i.e.,
the empirical conditional probability of the occurrence of σ right after s in S is

p(σ|s) =
∑|S|−|s|

i=0 I(Si,sσ)
∑|S|−|s|

i=0 I(Si,s)
.

PST is an implementation of VMM to learn significant sequence patterns. It
is of compact suffix tree-structure, efficient to build, and widely used in many
fields, such as gene clustering [14], musical style learning [17], outlier detection
[15], text mining [16], moving object clustering [21]. The root node of the PST
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Fig. 1. Example of a trajectory sequence and the associated PST.

carries the empirical probabilities p(σ),∀σ ∈ Σ while the other nodes each carries
conditional empirical probability of a significant pattern, i.e., node with label s
carries the conditional empirical probability p(σ|s),∀σ ∈ Σ. Each node has at
most |Σ| branches; the parent node of a node s is associated the significant
pattern suffix(s). The maximal depth of a PST to build is specified by Lmax,
which also determines the longest length of learned patterns. Note that every
node of the PST corresponds to a significant pattern defined as below:

Definition 1 (Significant Pattern). A subsequence s = σ0σ1...σn−1 is a sig-
nificant pattern if

(1) p(s) > Pmin

(2) ∃σ ∈ Σ such that
(a) p(σ|s) ≥ γmin

(b) p(σ|s)
p(σ|suffix(s)) ≥ r or p(σ|s)

p(σ|suffix(s)) ≤ 1
r .

The first condition with the threshold Pmin is specified to limit the occurrence
probability to find relatively important patterns. The second condition con-
strains the uniqueness of a pattern; it first uses γmin and r to constrain that
at least a relatively significant conditional probability of a pattern must be dif-
ferent from that of its suffix. Figure 1 shows an example of trajectory sequence
and the associated PST.

2.2 Uncertain Trajectory Sequence and Redefinition of Significant
Pattern

While uncertainties are considered, an uncertain trajectory sequence with length
L is represented by

S = S0S1...SL−1 = e

⎡

⎢⎢⎣

p(σ0)
p(σ1)

...
p(σ|Σ|−1

⎤

⎥⎥⎦

0

⎡

⎢⎢⎣

p(σ0)
p(σ1)

...
p(σ|Σ|−1

⎤

⎥⎥⎦

1

...

⎡

⎢⎢⎣

p(σ0)
p(σ1)

...
p(σ|Σ|−1

⎤

⎥⎥⎦

L−1

,
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Fig. 2. Example of (a) an uncertain location and (b) an uncertain trajectory sequence.

where p(σi) denotes the probability of location σi. For example, assuming the
accuracy of GPS is with error about 5 m to 15m, an position is translated into
an uncertain location, as shown in Fig. 2(a). Then, tracking an object for three
time slots can get an uncertain trajectory sequence as shown in Fig. 2(b).

To mine significant patterns in uncertain trajectory sequences, we redefine

p(s) and p(σ|s) of Definition 1 as pu(s) =
∑L−|s|

i=0 Π
|s|−1
j=0 pi(sj)

L−|s|+1 and pu(σ|s) =
pu(sσ)∑

x∈Σ pu(sx) . Moreover, assume existing K, l, and r such that a length L uncer-
tain trajectory sequence can be partitioned into K segments, where the first
K −1 partitions are with length l and the remaining one partition is with length
r. Then, we prove that the computing of pu(s) can be done distributedly as
below.

pu(s) =

∑L−|s|
i=0 Π

|s|−1
j=0 pi(sj)

L − |s|+ 1
=

∑K−2
k=0

∑l−|s|
i=0 Π

|s|−1
j=0 pi(sj) +

∑r−|s|
i=0

∑|s|−1
j=0 Π

|s|−1
j=0 pi(sj)

L − |s|+ 1

Since p(σ|s) is defined on p(s), it is intuitive that the computing of p(σ|s) can
be done distributedly. Accordingly, based on the re-definition of p(s) and p(σ|s)
and the above proof, we propose the uPSTMR and uPST+

MR algorithms in next
section.

3 The Proposed Algorithms

Under the MapReduce architecture, the functions realized by the programmer
include Map and Reduce, which are automatically assigned to multiple machines
by the engine of MapReduce. When the user inputs a group of Key/Value,
mappers will generate a group of intermediate Key/Value while reducers will
combine all related intermediate values to produce the final results.
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Fig. 3. Example of the naive method.

Note that the construction of a PST is mainly to calculate the conditional
probability distribution of each node and exam whether it’s qualified. The dif-
ficulty of constructing a PST in a distributed manner is caused by Condition 2
of Definition 1, i.e., we need to compare a child node with its parent to confirm
whether it is qualified. A naive approach is to consign the mission of probability
computation to MapReduce and then examine nodes’ qualification at the master
node. As shown in Fig. 3, the naive approach divides the input data into a few
sequence sections, each of which is assigned to a mapper as input. To construct
a PST with maximal depth Lmax, each mapper computes the probabilities of
subsequences with length ≤ Lmax +1 and does local aggregation and the proba-
bilities are sent to the reducer for global aggregation. Also, the reducer performs
the first stage screening, i.e., pruning unqualified subsequences according to the
Condition 1 of Definition 1. Then, the outputs of reducers are sent back to the
master node for stage 2 screening, i.e., γ-Pruning according to Condition 2 of
Definition 1. Finally, qualified subsequences together with their conditional prob-
abilities are generated as the final results. Note that in the naive algorithm, each
mapper generates a (key=subsequence, value=occurrence prob.) pair for a sub-
sequence that ever occurs in its assigned data block. For a specified maximal tree
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depth (or maximal pattern length) Lmax and Σ, the maximal number of (key,
value) pairs generated is K × |Σ|(i+1), where K denote the number of mappers.

The problems of the naive method include two folds. First, due to the distrib-
uted computing, before combining the occurrence counts of a candidate pattern
from one or multiple mappers, each mapper or reducer cannot confirm whether
an individual candidate pattern is qualified or not. Thus, it at most has to cal-
culate the probabilities of all candidate patterns of a complete tree with depth
Lmax. Unfortunately, CPU resource is wasted for unqualified nodes which are
in general the majority. Second, all mappers have to send a (key,value) pair for
every candidate pattern to the reducers for further combination, Pmin-Pruning
and γ-Pruning. In other words, mappers cannot prune any unqualified nodes and
thus the intermediate (key,value) pairs sent by the mappers could be huge. More-
over, before a reducer starts to function, all (key,value) pairs have to be sorted
and merged according to their keys, which is every time consuming. Thus, when
the amount of (key,value) pairs is huge, the shuffling time cost is significant.
Therefore, to overcome the weaknesses of the naive approach, we propose the
uPSTMR algorithm as shown in Fig. 6 to construct the PST in a progressive,
multi-layered and iterative way. Specifically, by specifying the number of lay-
ers to construct in each MapReduce iteration, we can avoid excessive mining
of unqualified patterns and balance distributed computing overhead. Figure 4
shows our idea and at most �Lmax/d� iterations are required for constructing
the whole PST. Specifically, the design has the following two main advantages:
First, it decreases the number of (key, value) pairs output by mappers. Since
each iteration will develop a sub-tree of d layers for each qualified leaf node that
is generated in last iteration, there will be a limit amount of candidates depen-
dent on the subtree size as well as the number of subtrees. Due to the definition
of significant patterns, the number of qualified leaf nodes is generally very small.
As there is an upper limit on the candidates to construct in an iteration, the
shuffling time is reduced and can be tuned by varying the parameter d. Second, it
accelerates γ-pruning. As the number of candidate patterns generated by a single
iteration is smaller, the size of the file output by the reducer will become smaller

Fig. 4. The progressive, multi-layered and iterative concept of uPSTMR.
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Fig. 5. Data structures of (a) (key,value) pairs and (b) NodeArray.

Fig. 6. The uPSTMR algorithm.

and thus conducive to γ-prunning (condition 2) at the mater node. In view of
the large amount of (key, value) pairs generated by the example of WordCount,
we redesign the data structure of (key, value) pairs, as Fig. 5(a), for accumulat-
ing the statistic information for individual nodes to further lessen the number
of (key, value) pairs. Figures 7 and 8 show the algorithm of the map and reduce
functions of the uPSTMR subroutine (Line 5 and Line 7 of Fig. 6) respectively.
Furthermore, we propose the uPST+

MR algorithm which extend uPSTMR with
a newly designed data structure, as shown Fig. 5(b), for the temporary storage
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Fig. 7. Algorithm of the map function of the uPSTMR subroutine.

Fig. 8. Algorithm of the reduce function of the uPSTMR subroutine.

of the intermediate statistical results. Therefore, each iteration only needs the
scanning of entire sequence for once in each iteration.
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Fig. 9. Impact of data size.

4 Performance Study

For performance study, we build a small cloud environment with two PC (Intel(R)
Core2 Quad CPUQ9500 @ 2.83 GHz 4 cores, 4 GB Memory) and three servers
(Intel(R) Xeon CPU x3440 @ 2.53 GHz 8 cores, 8 GB Memory) with Linux
Fedora14 and Hadoop-0.20.2 installed. The uncertain trajectory sequences are
generated from a read dataset containing about 600 GPS trajectories and we ran-
domly sample the generated uncertain sequences to produce the input data with
required size. Figure 9(a) shows that the execution time of the naive approach
dramatically augments as data size is getting larger and uPST+

MR outperform
uPSTMR and the naive approach. In Fig. 9(b), it can be seen that the mapping
time of uPST+

MR is shorter than uPSTMR. In addition, not only mapping time
but also shuffling time is shorten by using the OneScan approach. This is because
uPSTMR outputs a (key,value) pair for a significant pattern, or say a PST node,
after a scan so that it recurrently scans and outputs (key,value) pair, which
also prolongs the overall shuffling time. Figure 9(c) shows the impact of mapper
number. The execution times of both algorithms first decrease inversely with the
number of mappers and then they reversely increase. This is because as more
mappers join in the computing, each mapper has to compute the (key,value)
pairs for a complete subtree so that the overall (key,value) pairs increase; con-
sequently, the benefit of adding more mappers is nullified and the execution
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time reversely increases. Finally, we study the impact of the PST size, in terms
of Pmin. Note that a small Pmin is prone to have more patterns and a deeper
tree. Figure 9(d) shows that with one-scan design, uPST+

MR is more capable of
handling a large tree.

5 Conclusion

To address the problems of the ever increasing trajectory data and the min-
ing of uncertain sequence data, this paper proposes two MapReduce algorithms,
uPSTMR, and uPST+

MR, to discover the patterns from a large amount of uncer-
tain sequence data. To overcome the overhead of distributed computing, we
consider both the properties of a PST and the Hadoop platform in our design.
First, since longer patterns are rarely qualified, our algorithms construct a PST
in a progressive, multi-layered, and iterative manner so that we can construct
a fixed length of sub-trees in each iteration and delete the unqualified nodes as
well as their child nodes earlier. Second, since we learn a few layers in an itera-
tion, the number of a mapper’s output (key, value) pairs is limited so that the
shuffling cost is reduced. In addition, the newly designed (key, value) data struc-
ture helps reduce the shuffling cost. Third, the uPST+

MR further incorporates a
two dimensional data structure, named NodeArray, to store temporary statistics
data so that it can compute the probabilities of the subtrees by scanning the
input data only once. To study the performance of our algorithms, we conduct
several experiments. The experimental results show that uPST+

MR outperforms
the naive approach significantly and show good scalability and stability. Also,
although using NodeArray costs a little extra memory, the execution time is
significantly lowered.
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2006. LNCS, vol. 3896, pp. 664–681. Springer, Heidelberg (2006)

12. Leung, C.K.-S., Brajczuk, D.A.: Efficient algorithms for mining constrained fre-
quent patterns from uncertain data. In: ACM SIGKDD Workshop on knowledge,
Discovery from Uncertain Data (2009)

13. Ron, D., Singer, Y., Tishby, N.: Learning probabilistic automata with variable
memory length. In: 7th Annual Conference on Computational Learning Theory,
pp. 35–46 (1994)

14. Bejerano, G., Yona, G.: Variations on probabilistic suffix trees: statistical modeling
and prediction of protein families. Bioinformatics 17(1), 23–43 (2001)

15. Sun, P., Chawla, S., Arunasalam, B.: Mining for outliers in sequential databases.
In: SDM (2006)

16. Pampapathi, R.M.: Annotated suffix trees for text modelling and classification.
Dissertation, University of London (2008)

17. Dubnov, S., Assayag, G., Lartillot, O., Bejerano, G.: Using machine-learning meth-
ods for musical style modeling. J. Comput. 36(10), 73–80 (2003)

18. Ghoting, A., Makarychev, K.: I/O efficient algorithms for serial and parallel suffix
tree construction. ACM TODS 35(4), 1–37 (2010)

19. Gao, F., Zaki, M.J.: Psist: a scalable approach to indexing protein structures using
suffix trees. J. Parallel Distrib. Comput. 68(1), 54–63 (2008)

20. Pellicer, S., Chen, G., Chan, K.C.C., Pan, Y.: Distributed sequence alignment
applications for the public computing architecture. IEEE T-NB 7(1), 35–43 (2008)

21. Tsai, H.-P., Yang, D.-N., Chen, M.-S.: Mining group movement patterns for track-
ing moving objects efficiently. IEEE TKDE 23(2), 266–281 (2011)



Big Data Science and Engineering
on E-Commerce



Two Algorithms Under Stochastic Gradient
Descent Framework for Recommender Systems

Tian-Hsiang Huang1(B) and Vladimir Nikulin2

1 Wireless Broadband Communication Protocol Cross-Campus Research Center,
National Sun Yat-sen University, Kaohsiung, Taiwan

{huangtx,vnikulin.uq}@gmail.com
2 Department of Mathematical Methods in Economy,

Vyatka State University, Kirov, Russia

Abstract. The Recommender System (RS) is a subfield of machine
learning that aims in creating algorithms to predict user preferences
based on known user ratings or user behavior in selecting or purchas-
ing items. Such a system has great importance in applications to sport,
marketing and education. In the last case, we are interested to improve
state of the art in student evaluation by predicting whether a student
will answer the next question correctly. This prediction will help student
to get right orientation which learning area should to be given greater
attention. Note that the available data are given in the form of list,
but not in the traditional form of matrix. Consequently, standard fac-
torization technique is not applicable here. However, stochastic gradient
methods work well with the lists of data, where the most of relations
are missing, and maybe required to be predicted. In this paper we con-
sider optimization of the most important regulation parameters, such as
numbers of factors, learning and regularization rates, numbers of global
iterations. Our study is based on the Grockit and Chess data, which were
used online during popular data mining contests on the platform Kaggle.

Keywords: Matrix factorization · Collaborative filtering · Recommen-
der system · Online education · Chess ratings · Pairwise coupling ·
Unsupervised learning

1 Introduction

The Recommender system attempts to profile user preferences over items, and
models the relation between users and items. The task of recommender systems
(RSs) is to recommend items that fit users tastes, in order to help the user in
selecting/purchasing items from an overwhelming set of choices [1]. Such sys-
tems have great importance in applications such as e-commerce, subscription
based services, information filtering, etc. Recommender systems providing per-
sonalized suggestions greatly increase the likelihood of a customer making a
purchase compared to unpersonalized ones. Personalized recommendations are
especially important in markets where the variety of choices is large, the taste
c© Springer International Publishing Switzerland 2014
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of the customer is important, and last but not least the price of the items is
modest. Typical areas of such services are mostly related to art (esp. books, lec-
tures, movies, music), education, sport, fashion, food and restaurants, gaming
and humor.

The recommender system plays an important role in such highly rated Inter-
net sites as Amazon.com, YouTube, Netflix, Yahoo, Grockit and Yelp. Moreover
many media companies are now developing and deploying RSs as part of the
services they provide to their subscribers. There are dedicated conferences and
workshops related to the field. We refer specifically to ACM Recommender Sys-
tems (RecSys), established in 2007 and now the premier annual event in rec-
ommender technology research and applications [2,3]. At institutions of higher
education around the world, undergraduate and graduate courses are now ded-
icated entirely to recommender systems; tutorials on RSs are very popular at
computer science conferences; and recently a book introducing RSs techniques
was published [4].

Matrix factorization, as a primary tool in the field of RSs, have become
popular research topics due to their obvious usefulness [5]. Examples of successful
matrix factorization methods are singular value decomposition and nonnegative
matrix factorization (NMF) [6].

However, large applications [7], which aim at discovering and capturing the
interactions between two entities, involve matrices with millions of rows (rep-
resenting customers, for example, players or students) and millions of columns
(representing items, for example, goods, services, opponent players or tasks), and
billions of entries (relations between customers and items). In practice, most of
the observations or entries are not available or missing. Accordingly, it appears
to be natural to consider available data not in the form of matrix but as a list.
Further, in the most of cases it is logical to employ for quality measurement loss
function as a sum of terms corresponding to the particular observations. Gen-
erally, minimization of the sum with millions of terms and tens of thousands of
regulation parameters is hardly possible, and the key idea of the stochastic gradi-
ent descent is to minimize particular terms sequentially one after another, where
the involved parameters will be updated according to the corresponding (local)
gradients. It is very essential to note that any particular observation (measure-
ment) doesn’t represent the whole list of data, and any local update should be
conducted carefully with learning rates, which must be small enough to ensure
stability of the learning process. Consequently, and in order to achieve high
quality of approximation it will be necessary to conduct not less than 20 global
iterations. During those iterations some particular parameters may experience
thousands of updates, and regularization restricting growth of the parameters
(according to the absolute value) is a very essential.

As an alternative to the popular factorization methods, we developed a novel
and very fast algorithm for gradient-based matrix factorization (GMF), which
was introduced in our previous studies [8,9], where bioinformatics was considered
as an area of application. One of the subjects of this paper is a more advanced
version of the GMF. We call this algorithm as GMF with two regularised learning
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Fig. 1. Convergence of the LF + SGD algorithm: L(A,B, 0, 0) as a function of the
global iteration - horizontal axis.

rates or, simply, List Factorization under Stochastic Gradient Descent framework
(LF + SGD). Details about this algorithm are given in Sect. 2. The main features
of the LF + SGD are two learning rates in accordance to the number of factor
matrices. By the definition, the learning process includes regularization as a very
essential component.

In Sect. 3 we consider problem related to the educational area: prediction how
student will complete new task based on the available historical data. As another
example, where SGD is applicable, we consider historical sequence of chess games
for the period of more than 10 years. In Sect. 4.1 we present an algorithm under
stochastic gradient descent framework CR + SGD for calculation of the Chess
Ratings (or ratings of the Chess players). We note that the main ideas behind
this algorithm were motivated by [10].

2 List Factorization Under Stochastic Gradient Descent
Framework (LF+SGD)

Following [11], we use the following notations in this paper. The rating matrix is
denoted by X ∈ {0, 1}I×J , where the element xij = 1 indicates that ith student
completed jth task correctly, and incorrectly, otherwise. I and J denote the total
number of students and tasks, respectively. We refer to the set of all known (i, j)
pairs (test results) in X as R. Superscript “hat” denotes the prediction of the
given quantity: x̂ is a prediction of x.

For recommender studies, the number I of students is typically in the hun-
dreds of thousands, and the number J of tasks is typically in thousands. The
data are represented by a rating matrix X of size I ×J , which is sparse, because
the most of the elements are missing or not available. Our goal is to find a small
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Fig. 2. Selection of the number of factors K (horizontal axis), see Sect. 3.2: (a) and (c)
resubstitution (training) errors in the cases of the original and random labels; (b) the
difference between (c) and (a); (d) validation error, corresponding to (a) with optimal
selection: K = 5.

number K � min (I, J) of meta-students or factors. After that, we can approx-
imate the matrix of scores as a linear combinations of those meta-students and
meta-tasks. Mathematically, this corresponds to factoring matrix X into two
matrices

X ∼ AB, (1)

where weight matrix A has size I × K, and the factor matrix B has size K ×
J , with each of K rows representing the meta-student rating pattern of the
corresponding meta-task.

The main feature of the stochastic gradient descent: it doesn’t require that
the input data of X is presented in the form of matrix. In fact, the following
below Algorithm 1 works not with matrix, but with list of data.

The Eq. (1) represents not an exact relation, but an approximation, where
consecutive prediction for any pair (i, j) of the matrix of ratings X is to be
computed as follows

x̂ij =
1

1 + exp (−sij)
, (2)

where sij =
∑K

k=1 aikbkj .
The task is to maximize the following loss function (binomial deviance)

L(A,B, μ1, μ2) =
1

#R
∑

(i,j)∈R
Hij , (3)

Hij =
1

log (10)
Eij + μ1

K∑

k=1

a2
ik + μ2

K∑

k=1

b2kj , (4)
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Fig. 3. Selection of the learning rates λd ≥ 0 and regularization parameters μd ≥ 0, d =
1, 2, see Sect. 3.2.

Algorithm 1. LF + SGD with squared regularization.

1. Input: X - matrix (organised technically as a list) of scores, where most of the
elements maybe missing or not available.

2. Select N - number of global iterations; K ≥ 1 - number of factors; λd > 0, μd >
0, d = 1, 2, - learning and regularization rates (used squared regularization).

3. Initial factor matrices A and B are generated randomly.

4. Global cycle: repeat N times the following steps 5 - 16:
5. external-cycle: for (i, j) ∈ R repeat steps 6 - 16:

6. compute prediction S =
∑K

k=1 aikbkj , pr = 1/(1 + exp (−S));
7. compute error of prediction: Δ = xij − pr;
8. internal factors-cycle: for k = 1 to K repeat steps 10 - 16:
9. compute α = aikbkj ;

10. update aik ⇐ aik − λ1 · (Δ · bkj + μ1aik) (see (4) and (7a));
11. S ⇐ S − α + aikbkj , pr = 1/(1 + exp (−S));
12. Δ = xij − pr;
13. compute α = aikbkj ;
14. update bkj ⇐ bkj − λ2 · (Δ · aik + μ2bkj) (see (4) and (7b));
15. S ⇐ S − α + aikbkj , pr = 1/(1 + exp (−S));
16. Δ = xij − pr;

17. Output: A and B - matrices of latent factors.
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where μd ≥ 0, d = 1, 2 are ridge (regularization) parameters:

Eij = −xij log (x̂ij) − (1 − xij) log (1 − x̂ij), (5)

log (·) is a function of natural logarithm.

Remark 1. The regularization terms in (4) are very essential. The target of reg-
ularization is to make elements of the factor matrices as small as possible or not
to increase elements of the factor matrices (by absolute value) if not necessary.

The above target function (3) includes in total K(I + J) regulation parameters
and may be unstable if we minimize it without taking into account the mutual
dependence between elements of the matrices A and B.

In accordance with (2), we can re-write (5) in the following form

Eij = −xij (sij − log (1 + exp (sij))) + (1 − xij) log (1 + exp (sij)). (6)

Derivatives of the function Eij are given below:

∂Eij

∂aik
= (−xij + x̂ij) bkj , (7a)

∂Eij

∂bkj
= (−xij + x̂ij) aik. (7b)

Remark 2. Steps 10 and 14 of Algorithm 1 represent the most important update
formulas. Their structures follow directly from (4), (7a) and (7b), where regu-
larization parameters μ may differ by a constant.

3 Grockit Data Mining Competition

The International Contest Grockit was conducted on the Kaggle platform1 from
18th November 2011 to 29th February 2012 (103 days totally). Our result was
15th out of 241 active participants. The description of the winning method is
presented in [12].

Grockit2 is the social learning company that makes products that help people
learn from other people. The main objective of Grockit is to provide students
with an ideal and flexible environment for learning. Grockit’s success directly
dependent on the student’s success. Grockit is the world’s fastest growing online
test preparation service for students seeking to get their best potential score on a
variety of standard tests, and other tests required for college admissions. Grockit
is an adaptive, personalized learning program distinguished by its unique social
learning features that are proven to help people learn quickly and answer more
questions correctly. Study online any time of the day, from anywhere you have
Internet access. Grockit is a very convenient - no boring classrooms and lectures.
1 http://www.kaggle.com
2 https://grockit.com/

http://www.kaggle.com
https://grockit.com/
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Grockit predicts student’s score based on the answers and tracks, performances
and improvements, projecting accurate score improvements. Personalized and
independent study is important. So is tutoring. Grockit study plans provide
practice tests, personalized insight into your weak subject areas, review of your
work, and the right tutor to help students to learn quickly. Grockit.TV features
award-winning teachers demonstrating problem solving techniques that can be
applied to develop study plan. There are hundreds of hours of Grockit.TV con-
tent. It is like Facebook, but for learning. Combining social networking with
studying, Grockit encourages academic success through peer interaction.

3.1 Grockit Data

The Grockit data includes 4851475 records for training and 93100 results were
requested to be predicted. The number of students I = 179106, and the number
of tasks J = 6046. Therefore, the given number of records was about 0.45% out
of the theoretically full information, which will make the rating matrix complete.
The data structure is very simple and includes three columns: 1) index of student,
2) index of task and 3) result (1 - correct and 0 - incorrect).

3.2 Experiments

Figure 1 illustrates convergence of Algorithm 1 as a function of the global iter-
ation (horizontal axis). The vertical axis represents cross-validation (CV) error
with L(A,B, 0, 0), where 500000 observations were randomly excluded from
training and were used for validation (30 random trials were conducted). The
following parameters were used in this experiment: K = 5, λ1 = 0.022, μ1 =
0.006, λ2 = 0.016, μ2 = 0.0085.

Remark 3. The given values of the regulation parameters μd, d = 1, 2, were
used for training only. CV was conducted against (3) with no regularization:
μd = 0, d = 1, 2.

There are 54.74% correct answers, and we generated secondary random vector
of labels with the same proportion of correct answers.

Figures 2(a) and (c) illustrate convergence of Algorithm 1 in the cases of
original and random labels. We can see that the error decline in the case of orig-
inal labels is very fast initially and smoothed afterwards. Apparently, behaviour
during an initial period should be explained by some hidden dependencies in the
data. The algorithm is discovering those dependencies very quickly. In differ-
ence, error decline in the case of random labels is rather smoothed, and may be
explained by overfitting: at any step we are adding to the model I +J new para-
meters. Figure 2(b) is the most interesting and illustrates the difference between
graphs of Figs. 2(c) and (a). We can see that the difference is growing to the top
point. Then, it is declining. One can expect that the top point maybe used as a
criterion for the selection of the number of the factors K in Algorithm 1. This
hypothesis is confirmed clearly by the last graph of Fig. 2(d), which illustrates
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CV error (with no regularization). Based on Figs. 2(b) and (d), we can conclude
that the optimal number of factors is K = 5.

Further, hotmaps on Fig. 3 illustrate behavior of the CV error depending on
the parameter setting, where (a) λ1 - vertical, μ1 - horizontal; (b) λ1, λ2; (c) μ1,
μ2; (d) λ2, μ2. Figure 3(c) illustrates clearly importance of the regularization in
order to overcome overfitting. In all experiments here we used k = 5 and N = 24.

Remark 4. Figure 3 demonstrates CV-result of below 0.249 in the case if regula-
tion parameters were selected properly. This result appears to be very competi-
tive taking into account results of other contestants.

4 Chess 2010 and 2011 Data Mining Contests

The Elo rating system was developed by the Hungarian physicist Arpad Elo in the
1950’s and adopted by the world chess federation3 (FIDE) in 1970. For more than
four decades the FIDE Elo system has served as the primary yardstick in the
world for measuring the strength of chess players. FIDE ratings are used for
determining invitations to chess tournaments including the world championship
cycle, calculating specific pairings in the most chess tournaments, and granting
titles such as International Master or Grandmaster.

There are several alternatives to the Elo approach. Professor Mark Glickman
[13] developed the Glicko and Glicko-2 systems, which extend the Elo system
by introducing additional parameters to represent the reliability and volatility
of player ratings. Jeff Sonas (the Organiser of the both competitions) developed
Chessmetrics4 to maximize predictive power.

The primary target of two Chess contests on the Kaggle platform in 2010
and 2011 was to discover better methodology to evaluate ratings r of the chess
players. We participated and were awarded prizes in both contests: 10th out of
252 in 2010 and 4th out of 181 in 2011. The winning approach for the Chess
2010 contest, which is based on the stochastic gradient descent, is described in
[10]. The duration of the Chess 2010 contest was 106 days (from 3rd August to
17th November), and the duration of the Chess 2011 contest was 86 days (from
7th February to 4th May).

The datasets for the Chess 2011 contest include real historical data provided
by the FIDE. The participants train their rating systems using a dataset of
over 2327683 game results with 85250 Chess players across a recent eleven year
period. After that, participants use their method to predict the outcome of a
further 437361 games played among those same players during the following
three months.

4.1 An Algorithm to Evaluate Chess Ratings Under Stochastic
Gradient Descent Framework (CR+SGD)

The algorithm presented below has several differences compared to the corre-
sponding version of [10]. First of all, we are considering binomial deviance (but
3 http://www.fide.com/
4 http://www.chessmetrics.com/cm/

http://www.fide.com/
http://www.chessmetrics.com/cm/
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Fig. 4. Convergence of CR + SGD algorithm (see Sect. 4.1) as a function of global
iteration: (a) training - is declining; (b) testing - is declining to the point K = 21, and
growing after that.

not a squared loss), secondly, we are providing all the details regarding very
essential updates of the neighbour averages (see (11)). Besides, all our constants
and parameters were re-computed: optimized using special software developed
in C.

According to the Bradley-Terry Model [14], the predicted probability that
white player i will win against black player j is

p̂ij =
1

1 + β1 exp (rj − ri)
, (8)

where a global parameter 0 < γ < 1 reflects disadvantage of the black player
(all parameters β maybe found in Table 1).

Table 1. Regulation parameters β for the CR + SGD algorithm.

β1 β2 β3 β4 β5 β6 β7

0.8848 0.7626 0.1488 90.0 4.0438 1.5663 2.0317

The task is to minimize binomial deviance with squared regularization

L = F + R, F = − α

#T
∑

(i,j)∈T
Sij , (9)

where
Sij = pij log (p̂ij) + (1 − pij) log (1 − p̂ij), (10)
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R = μ
∑

i∈I
(ri − qi)

2
, qi =

∑
j∈Ni

wijrj∑
j∈Ni

wij
, (11)

wij =
(

1 + tij − tmin

1 + tmax − tmin

)β2

, (12)

where α > 0 and μ > 0 are regulation parameters, Ni is the list of neighbours or
list of players who played with player i in the past. This list includes 1) result,
2) color, 3) month. We note the possibility of several games corresponding to the
same two players in the past. Accordingly, and in order to simplify notations,
we shall understand under tij (month of the game) not unique value: 1 = tmin ≤
tij ≤ tmax = 132.

Remark 5. We note that actual values of the parameters α and μ are not impor-
tant in (9), (10) and (11), which define the structure of the update formulas
(14a) and (14b), where all the necessary parameters β are given in Table 1.

As a consequence of (8) and (10), the following relations are valid

∂Sij

∂ri
= p̂ij − pij , (13a)

∂Sij

∂rj
= pij − p̂ij . (13b)

Using (13a) and (13b), we shall derive the main update formulas

ri ⇐ ri − β3λk

(
wij(p̂ij − pij) + β6

ri − qi

si + β7

)
, (14a)

rj ⇐ rj − β3λk

(
−wij(p̂ij − pij) + β6

rj − qj

sj + β7

)
, (14b)

where si is the number of games, corresponding to the player i during the whole
period of 132 months,

λn =
(

1 + β4

n + β4

)β5

,

and n is the index of global iteration.
Figure 4 illustrates convergence of the algorithm CR + SGD. The resubstitu-

tion error (a) is steady declining (as expected). In difference, the test error (b) is
declining to some point n = 21. After that, it is slowly growing. Therefore, the
algorithm must be stopped after 21 global iterations. There is a clear similarity
between Figs. 1 and 4(b).

Remark 6. The neighbour centroids qi (11) represent a very important element
of the algorithm CR + SGD, and they must be recomputed with updated ratings
after any global iteration.
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Remark 7. Using algorithm CR + SGD, we can compute ratings of the Chess
players according to the past 130, 131 and 132 previous months. Obviously, those
ratings will be different, and we can use them for generation of the secondary
features, such as derivatives and second derivatives. Combined with some other
secondary features, we can create a database for R, where we can apply such
functions as GBM and randomForest to compute the required probabilities of
the outcomes of the games.

5 Concluding Remarks

In fact, the proposed algorithms LF + SGD and CR + SGD represent a flexible
and simple structures, where we can apply and test any regulation parameters.
The algorithms were written in C-code and are very fast. As a consequence, we
conducted many tests (using Grockit and Chess data as examples) in order to
optimize regulation parameters. In the case of LF + SGD, we have found that
it is better to separate learning rates, corresponding to different factor matri-
ces. Initially, learning rates must be big enough. Then, they should decline (see
Sect. 4.1), and it is a subject of further investigation. Regularization represents
an essential and a very important part of the SGD system. The number of factors
must not be too big in order to prevent overfitting. In general terms, stochastic
gradient descent appears to be an ideal approach applied to very large lists of
data (case of sparse matrices, where only a few percents of data are available).

Finally, our method had been proven to be efficient online during popu-
lar data mining Contests on the platform Kaggle. Further improvement maybe
achieved with homogeneous ensembling as discussed in [15].
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NSC 102-2410-H-110-083- project from National Science Council, Taiwan, and 102-EC-
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Abstract. This work presents an index partitioning technique for large-scale
text-based search engines. Large e-commerce sites contain millions of products
visited by millions of users. Textual similarity search has many uses in
e-commerce sites, for instance in building recommendation engines. However,
the size of the corpus makes it prohibitive to use naive approaches for real-time
search. In order to reduce response times, the search is executed within a small
subset of most related documents. To achieve this goal, documents are clustered
using k-means. However, vectors used for k-means clustering are very high
dimensional. Random indexing is applied to reduce dimensionality. We boosted
these steps with GPUs to reduce preprocessing overheads. Once clusters are
built, text queries are executed within the closest clusters. Our experiments on a
large document collection for a recommendation scenario reveal that only 1.7 %
loss in recommendation precision is possible by realizing only 28 % of search
operations in the inverted index.

Keywords: Textual similarity search � Vector-space model � Inverted index �
Random indexing � K-means

1 Introduction

Textual similarity search is one of the key components of the e-commerce sites. It is not
only used in the product search engine, but used in many different components, such as
in analytics engines or content-based recommendation systems. Today’s large
e-commerce sites need to be capable of handling thousands of queries per second
amongst millions of products. For example, there are around 89 million registered users
and more than 150 million products are being listed in Rakuten Ichiba1 which is the
largest e-commerce site in Japan. Millions of these products are updated, added or
removed every day.

In this work, we propose a scalable solution for textual similarity search in large
document collections. We store the data in inverted index structure to be able to make
similarity searches efficiently. Partitioning of the inverted index is required to scale for
larger datasets. For distributed frameworks, larger number of processors is employed
for larger index sizes and the index is partitioned and/or replicated through processors.

1 http://www.rakuten.co.jp/
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It is also possible to improve scalability without increasing processing power. To be
able to do so, similarity searches are executed only within the closest partition(s), at the
risk of possible loss of precision. The inverted index is partitioned through clustering of
documents, so that related documents are gathered in partitions. In the vector-space
model [1] for textual search, each document is represented as a high-dimensional sparse
vector. It is time-consuming to cluster high dimensional vectors with conventional
clustering algorithms for vector quantization. We utilize random indexing [2] for
dimensionality reduction for vectors representing documents. K-means is employed to
cluster vectors with reduced dimensions. Documents in each cluster are mapped to the
same partition for building distributed inverted index.

We have tested our technique on a dataset containing 11.5 million product names to
observe top n recalls and reductions in number of search operations, for different
parameters. We also provide precision results for a content-based recommendation
scenario, where textual search is the core component of the recommendation engine.
Experimental results validate that it is possible to reduce number of search operations
by 3.5 times with only 1.7 % reduction in recommendation precision.

2 Background

Each document and text query is represented as a sparse vector in the vector-space model
for textual similarity search [1]. Accordingly, the document collection can be repre-
sented as a sparse matrixM which contains one row for each document and one column
for each individual term. Mij is nonzero if document i contains the term j. Otherwise,
Mij = 0. Nonzero values represent the weights of the terms in their documents.
Term frequency – inverted document frequency is one of the most widely used measures
for weighting. Textual similarity search is therefore achieved by finding the closest rows
of the document matrix to the query vector.

Inverted index is a well-known data structure used for retrieving similar documents
efficiently. It is a collection of lists, where each list is a mapping from a term to the
documents containing that term. State of the art search engines are built based on the
inverted index data structure. It is worth noting that the nature of queries for similar
document search is different than typical queries made by users to full-text search
engines for keyword search. Queries submitted to full-text search engines are usually
“and” queries and consist of a few keywords. On the other hand, queries for document
similarity search are “or” queries and may contain more keywords than that of keyword
search. “Or” queries are slower than “and” queries. Therefore, efforts on scalable
implementations become more significant for document similarity search.

Inverted index partitioning is studied in the context of Web search engines in [3].
Term-based partitioning and document-based partitioning are two main types of
inverted index partitioning. In term-based partitioning, each partition contains disjoint
subsets of terms and their associated lists of documents. In document-based parti-
tioning, documents are distributed among partitions, and inverted index is built for each
partition.

In a more related work by Bhagwat et al. [4], an inverted index partitioning method
based on hash functions for similarity searches is explained. Although both works [3, 4]
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discuss index partitioning, their goals and target applications are completely different. In
[3], authors focus on improving query retrieval times in parallel systems without
changing query results. On the other hand, the goal in [4] is to partition the index
cleverly so that queries return most of the similar documents when searches are executed
only inside a small portion of the partitions. They report 73 % recall in top-20 similar
documents when the overall recall is 24 %.

Matrix factorization is studied extensively to reduce matrix dimensions for rec-
ommender systems research. There are studies based on techniques like SVD [5], PCA
[6] and maximum margin matrix factorization [7]. However, these techniques are
computationally expensive, hence not feasible to be adopted for dimensionality
reduction of large document matrices in text-based search engines. Also, the matrix
needs to be recomputed whenever it is updated if factorization techniques are used,
which is not suitable for dynamic document collections such as e-commerce data.

On the other hand, random indexing [2] is a simple yet efficient method dimen-
sionality reduction which is based on a probabilistic model [8]. High dimensional
vectors are projected to lower dimensional space by this technique while keeping the
distance between vectors with high probability. It is also appropriate to be utilized in
dynamic databases. Only the concerning vector is recomputed when a document is
updated.

3 Inverted Index Partitioning and Search

Using the random indexing method, d × t dimensional document matrix M is mapped
into d × k dimensional matrix, where d is the number of documents, t is the number of
individual terms and k < < t is the dimension of the projected space. This is realized by
multiplying M with random index matrix R as follows:

M0
d�k ¼ Md�t � Rt�k ð1Þ

The random index matrix R contains equal number of randomly assigned 1 s and -1 s
in their rows. This corresponds to having an index vector for each term. Index vectors
are nearly orthogonal to each other. Context vectorM′i* for each document i is computed
by adding index vectors of its terms multiplied by the terms score in i. We use tf-idf
scores for weighting terms in documents.

It is shown that it is possible to have accurate projections with sparse random
indexing with R containing a few nonzero entries. Achlioptas [9] proves that having
only 1/3 of the entries in R set to 1 or -1 achieves the same accuracy as dense random
indexing. In [10], it is shown that very sparse random indexing by having only a few
nonzeros for index vectors yields very little loss in accuracy.

Once context vectors are computed for each document as explained above, they are
clustered using k-means. Document-based partitioning of the inverted index is realized
by assigning documents whose context vectors are in the same cluster to the same
partition. A search for a query document containing a set of terms is executed in the
closest partition(s) of the distributed index, instead of the full search in the unparti-
tioned index. The closest partitions are found by comparing context vector computed
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for the query with the centers of the corresponding clusters for the partitions. Similar
documents are retrieved by iterating lists of the partitioned index, instead of a vector
search amongst context vectors of the concerning documents.

E-commerce data is dynamic. For some online stores, like auction sites, the change
in the product database can be drastic. The proposed system in this paper handles
updates quickly, without need for re-clustering for each update. New products are
added to the partitions with the closest corresponding cluster centers. Inverted index
entries are immediately removed for deleted items. Updating already existed item
requires one deletion and on addition operation. However, as the data change con-
siderably much, cluster centers are moved and partitioning is distorted. Re-clustering
for regular intervals might be required in this case.

4 Experimental Results

In the experiments, we used a product dataset with 11,540,956 items and their titles
taken from Rakuten online shops which sell books, CD-DVD and PC games. There are
860,219 words extracted from titles. Stop words were discarded. As a result, the
document matrix has a size of 11,5 M × 860 K. Average title length is 6.4.

We test a content-based recommendation scenario, in which products with similar
titles to the product in the active user’s profile are recommended. Similar products are
retrieved by searching the title of the item in the active user’s profile from the closest
distributed inverted indexes, as explained in the previous section.

We used 3-month purchase history as a reference for recommendation accuracy.
359,875 users who had at least 4 purchases from the related shops were selected for
tests. One item from each test user was selected as the active item.

We present average recall results for top n similar documents as well as relative
recommendation precisions for our technique with respect to the original unpartitioned
search results. Results are presented for varying parameters of k = {128, 1024}, n = {5,
10, 20}, C = {64, 128, 1024} and m = {1, 2, 3, 4, 5}; where k is the dimension of the
context vector, n is the number of the most similar documents retrieved, C is the
number of partitions (clusters) and m is the number of closest partitions to be searched.
Index vectors contain ten 1 s and ten -1 s. The recall for a top n search from m indexes
of the C-way partitioned index by clustering of k dimensional context vector is defined
as

Recall ¼ jTn \Tk;m;C
n j

jTnj ; ð2Þ

where Tn is the set of top n result in unpartitioned index, and Tn
k,m,C is the set of top

n results from the test instance with parameters k, m and C. Hence, |Tn ∩ Tn
k,m,C|

formulates the number of retrieved items from partitioned index that also exist in the
search from unpartitioned index. |Tn| = n, if n similar items are found by the similarity
search in the unpartitioned index. Average recall values are presented in Fig. 1.

Figure 2 depicts the scaled average recommendation precisions for the same
parameters with Fig. 1 for n, k, m and C. Precision of a recommendation is calculated
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by comparing purchase history of the test user with recommended n items. It can be
written as

Precision ¼ jR\Hj
jRj ; ð3Þ

where R is the set of n recommendations as a result of similarity search and H is the
history of the test user. In Fig. 2, results are scaled with the recommendation precision
of the unpartitioned index (precision values are divided by the unpartitioned index
search precisions) to better observe the relative change in precisions.

From the above figures, it can be seen that there is a considerable accuracy loss
when k is chosen as 128, instead of 1024. It is not always correct that accuracy drops as

Fig. 1. Average recalls for top 5, 10 and 20 documents for varying m, k and C values

Fig. 2. Scaled average precisions for content-based recommendation for 5, 10 and 20
recommendations and varying m, k and C values
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the clustering factor C increases. 1024-way clustering with k = 1024 is the clear winner
for recall values. This finding suggests that higher clustering factors can sometimes
help eliminating noise occurring with lower clustering factors. It is also interesting to
observe that better recalls for top n items does not necessarily mean that recommen-
dation precisions are also better. Although top 5 recalls is the best with k = 1024 and
C = 1024, precisions for 5 recommendations is better for k = 1024 and C = 64.

Number of the closest partitions searched m is another factor affecting retrieval
accuracy. However, recall and precision values does not change much for m > 2.
Accuracy drops when number of retrieved items n increase, as less-related items are
distributed into different partitions.

Although there are N/C items, where N is the total number of items, on average in a
partition as a result of C-way clustering, the reduction in the processing times is
expected to be less than C times for search executed in one partition. It is because the
search time in the inverted index is proportional to the number of entries traversed in
related lists, not the number of items in the partition. We do not expect the number of
traversed list entries is reduced C times for the index to be searched, as the related items
to the query are gathered in the closest partition. Another reason for lower speedups is
the imbalance between clusters. Nevertheless, we still observe maximum 18 times
reductions in number of search operations. See Fig. 3 for average reductions in the
number of traversed list entries of the inverted indexes for varying C, k and m values.
As can be seen from the figure, reductions are higher for k = 128. This is because
clusters generated by k-means are balanced better for k = 128, although recalls and
precisions are lower in this case. From Figs. 2 and 3, we can conclude that recom-
mendation precision drops only by 1.7 %, while only 28 % of the search operations are
executed (n = 5, C = 64, k = 1024, m = 2).

Distance metric to compare vectors is another factor for imbalance between clus-
ters. Using L1 distance to compare vectors during k-means clustering results with
highly-imbalanced clusters. Therefore, we have used L2 distance to cluster context
vectors in this paper.

Fig. 3. Reductions in average number of traversed inverted index entries
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In order to find the closest partition to be searched, vector comparisons are required,
which is a drawback of the proposed technique. Vector operations might ruin speedups
gained by reduction of search space for high number of partitions and relatively less
number of documents to be searched. In such cases, we suggest using hardware
accelerators, such as GPUs for vector comparisons. GPUs are excellent devices for
vector operations. We use GPUs for the vector operations in the preprocessing step,
too. For instance, k-means is very expensive for high-dimensional vectors with large
number of vectors. But we achieve more than two order of magnitude speedups for
k-means using GPUs, which enables us processing higher dimensional context vectors
for better accuracy. Refer to [11] for implementation details of k-means on GPUs for
large number of high-dimensional vectors.

5 Conclusion

In this work, we proposed a method for faster textual similarity search based on random
indexing and k-means. The proposed method gathers similar documents in partitions,
so that the loss in retrieval accuracy is reduced. We targeted particularly to large-scale
problems requiring real-time recommendations in a dynamic environment, where the
items are constantly added, removed or updated. We experimented the proposed
method on a large document collection with different parameters to observe retrieval
quality and speedups.

Search engine optimization is very sensitive in e-commerce websites. We do not
expect this method to replace the text search engines of e-commerce sites, as it returns
approximate search results. But it might be utilized for developing different compo-
nents of the search engine. Similarly, lower recommendation precision might not
always be tolerable. However, the method explained in the paper can be useful in many
components of the e-commerce sites, such as in the analytics engines.

Computational imbalance of the inverted index partitions due to the imbalanced
k-means output is a serious problem for achieving further reductions in computational
cost. We leave this problem as a future work.
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Abstract. Item recommendation is considered as an important feature
for e-commerce sites. Item recommendation can be categorized into
alternative recommendation and complementary recommendation. Alter-
native item recommendation technologies are quite mature and widely
adopted. However, complementary item recommendation is rarely
explored although most people consider this type of recommendation very
important. To the best of our knowledge, this work is the pioneer in the
area of complementary recommendation. Our prototype yields very high
item coverage so we can generate recommendations for most of our prod-
ucts. Further, our system also yields fairly good precision, i.e. items rec-
ommended are deemed relevent by editors.

1 Introduction

Providing personalized and highly relevant product recommendations is often
considered as a major approach to increase the quality of the customer experi-
ence and associated customer loyalty. Product recommendations come in at least
two flavors in general [1], namely, alternative and complementary. Recommen-
dations for alternative products offer suggestions for products that are similar
to the customer’s choice and could be bought as an alternative or replacement.
Recommendations for complementary products offer suggestions for products
that would enhance, complement, complete, or go well with the selection of the
users.

Alternative item recommendation technologies are quite mature and is widely
used in major e-commerce sites nowadays. By offering alternative items to the
users, users can either buy the item they originally searched for, buy its alter-
native, or buy similar items in a batch. Intuitively, people don’t buy items in
batches under most circumstances. Hence, the benefit of offering alternative rec-
ommendation is to increase the probability that a user buys at least one item,
either the one they originally interested or one alternative from our site. In other
words, we utilize alternative recommendations to improve the likelihood of at
least one successful transaction, hence securing the base revenue.

Given that a user already has the intention to buy items from our site,
complementary recommendation is an approach to maximize the amount of
transaction. For most items, people tend to buy products in bundles as human
c© Springer International Publishing Switzerland 2014
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nature. For example, it is likely that a person will by a cellphone protective case
while make a cellphone purchase. It is also common that a person buys apparel
accessories, e.g. ties, brooches, or neckless, when making a suit/dress purchase.
Complementary recommendation satisfies this need and try to encourage people
making one-stop shopping hence maximize the total amount of each transac-
tion. We can maximize the revenue of our site by combining the benefits of both
alternative and complementary recommendations.

Although complementary recommendation is important, the related tech-
nologies are relatively less mature. There are literatures discussing the impor-
tance of complementary recommendations [2,3]. The actual implementation and
deployment of such technologies are few and far between [4]. To the best of
knowledge, this is a pioneer work in the recommendation area. This paper is
organized as follows: We present two algorithms generating complementary item
relationships is presented in details in Sect. 2. We present our experiment setup
and demonstrate the performance of our algorithms in Sect. 3. We conclude our
work and identify future direction in Sects. 4 and 5.

2 Algorithms

In our research, we propose two methods to find complementary products with
high relevancy. The former is a popularity/co-occurance based filtering technique
provided that we have hand-selected possible complementary product categories.
We provide more details of this algorithm in Sect. 2.1. On the other hand, An
algorithm involving mining complementary groups automatically using product
descriptions is presented in Sect. 2.2.

2.1 Popularity/Co-occurance Filtering

Product catalog tree is a hierarchical structure that describes the relationship
between different items groups. Items belonging to the same node in the product
catalog tree often are listed together on the E-Commerce site. The characteristic
of this tree is the most products belonging to the same node will be similar in
terms of their functionalities and the style. But, on the other hand, there could
be multiple nodes containing similar products.

Editors can leverage this tree to specify pairs of nodes in which the prod-
ucts are complementary. For example, we have the catalog tree nodes A and B
representing dresses and shoes, respectively. Node A and B could be considered
as complementary nodes. Items under the complementary nodes are candidates
of the complementary products. Note that it is not sufficient to enumerate all
items in node A along with node B as complementary product since their styles
could not match well. To solve this problem, we build a model, view-also-view
(VV), to help us filter those candidate with matching styles. Based on our obser-
vation, view-also-view product pairs are very consistent in terms of their styles,
since they are generated by the users and the users preferences of styles may not
change abruptly in short time.
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VV Pairs. Given a product A, we find the products {B, C} are viewed by
certain fraction of people who viewed also A. By doing so, we can generate
pairs of items {A, B}, {A, C} being viewed together. We denote those pairs
of products VV pairs hereafter. Similarly, we can find product pairs bought
together and denote them as BB pairs.

The algorithm of finding VV pairs can be briefly described as follows. First,
for a pair of product A and B, we derive P(A),P(B), and P(A,B), which stand for
the probabilities of A being viewed, B being viewed, and A and B being viewed
together, respectively. Afterwards, we use a function F which takes P(A),P(B)
and P(A,B) as arguments to derive a value W represents the correlation between
A and B. The higher W is, the more likely people viewed A also would like to
view item B [5].

2.2 Topic Mining

The previous method is not scalable since the editors of the e-commerce sites
have to manually specify complementary product catalog tree nodes. And since
similar items could be contained in different sub trees, this task could be tedious.
Another approach is to find complementary catalog tree nodes automatically.
Our proposed method is to utilize the buy also buy product pairs to discover
complementary nodes, since items bought together are very likely to be com-
plementary with each other. However, buying events occur must less often than
viewing events, using item bought together to find complementary items directly
could lead to low coverage in our recommender system. We leverage buying infor-
mation to find the complementary nodes instead.

Despite complementary items, buy also buy product pairs also could be con-
stituted by two similar items if the products are consumptive. To find comple-
mentary product nodes, we first have to eliminate the buy also buy product
pairs with high product similarity and those pairs constituted by items having
seldom relations.

2.3 Product Similarity

To filter out similar products, we have to calculate inter-similarity between prod-
ucts. The similarity between a pair of items can be derived from their product
information. In this research, we treat each product information as a short doc-
ument. PLSI is applied to project products into a topic.

PLSI. Probabilistic Latent Semantic Indexing (PLSI) was first proposed by
T. Hofmann in 1999 [6]. It is a statistical topic model for the analysis of co-
occurrence data. It can be adopted to construct low dimensional latent space
from observed document-word pairs. Let the pair (w, d) denotes the co-occurrence
of a word, w, and a document d, PLSI models the joint probability as P(w, d) =
P(d)

∑
P(z|d)P(w|z), where z is a latent topic variable. Since PLSI has been

extensively used in data mining for topic clustering and representation of latent
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space, we analyze commodity description using PLSI model. We consider each
item description as a document which consists of a number of words. After
PLSI modeling, both item and word can be represented using a latent vector
z = {zi|i ∈ I} under the constraint that 0 ≤ zi ≤ |I| and

∑
zi = 1, where I is

the set of latent topics.
We use the vectors in the topic space to calculate the product similarity.

Similarity is derived from Euclidian distance. The vectors are first normalized to
length 1 and Euclidian distances between any two points are derived. Given dis-
tance d, the similarity is formulated as 1

1+d . Conventional information retrieval
methods often use cosine similarity (or cosine angle distance) to represent how
similar two points are [reference]. Qian et al. found that cosine angle distance
and Euclidean distance perform similarly while dimension is high (larger than
128). Moreover, Euclidean distance exhibits triangle inequality; thus ease the
design of pruning strategy of calculating inter-similarity between products.

Pruning Strategy. The time and space complexity of calculating the inter-
similarity among N product is O(N2). Since our E-Commerce site has more than
50,0000 products. Calculating inter similarity could be a tedious work without
pruning strategy. To make this problem tractable, we use k-means to divide those
items into m clusters, where m � N . Given any product p and its belonging
cluster, we can obtain the distance between p and center of the cluster while con-
ducting k-means clustering. Furthermore, we calculate the pairwise-similarity of
those m cluster centers. Given those distances and a user specified minimum
threshold of similarity. We can leverage triangle inequality to decrease the com-
putational cost. In a metric space, given any three points x, y, z, we have triangle
inequality:

d(x, z) ≤ d(x, y) + d(y, z) (1)

where d(x, y) denotes the distance between two points x and y. We can derive
the following relation from (1):

d(x, y) ≥ |d(x, z) − d(y, z)| (2)

Given any two products p1 and p2 belongs to cluster c1 and c2 respectively.
The distances from c1 to c2, p1 to c1, and p1 to c2 are d(c1, c2), d(p1, c1),
and d(p2, c2), respectively. Based on triangle inequality, d(p1, p2) > |d(p1, c2) −
d(p2, c2)|, d(p1, c2) < |d(c1, c2) − d(c1, p1)|; therefore

d(p1, p2) > ||d(c1, c2) − d(c1, p1)| − d(p2, c2)| (3)

In our system, we want to find product pairs with high similarities. So it
is reasonable use a user specified minimum similarity threshold s. Given s, the
maximum distance d allowed between two points can be derived. In (3), we can
obtain the lower bound of distance dl from p1 to p2. If dl > d, that means the
similarity between p1 and p2 definitely smaller than s, we can safely ignore this
pair. We built our pruing strategy by utilizing a common open source machine
learning library: Mahout [7], while using its built-in functions to calculate iter-
item to calculate similarities.
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2.4 Filtering Candidates with High Similarity

In our proposed method, we use algorithms similar to find VV and BB pairs to
find the candidates of complementary product catalog tree nodes. For each pair
of tree nodes NA and NB , we derive P(NA),P(NB) and P(NA, NB), and use F
to obtain the value W represents the correlation between NA and NB . It is just
like what we have done while finding VV or BB pairs. We use a threshold T
for W to filter the nodes with high correlation as candidate pairs. Given each
candidate nodes pair NA and NB , if products contained in NA and NB are very
similar, NA and NB are not complementary. To eliminate those nodes, for all
pairs of products where one product belongs to NA and the other belongs to
NB , we calculate the average similarity. Nodes are regarded as complementary
if the average similarity smaller than a specified threshold s.

3 Experiments

In this section, we present experiment result demonstrating the performance of
our algorithms.

3.1 Filter Based Algorithm

Our first filter based algorithm requires editors to hand pick complementary
nodes. From root to leaves, there are 5 levels in our product catalog tree. We list
the manually specified nodes complementary to node clothes and underwear.
To avoid tedious manual work, the complementary nodes are all nodes in 1st
level (1 degree from root) of product catalog tree. In our experiment, we choose
clothes as our major node. Editors identified the following categories which are
complements to the clothes node:

1. Watch, Jewellery & Accessories I
2. Watch, Jewellery & Accessories II
3. Shoes & Bags
4. Accessories

The item coverage is about 11.3 %, meaning that we derive complementary
products for 11.3 % products on our e-commerce site. We also integrate this
model into an online recommender module, which recommend complementary
and bought together items in the shopping cart as shown in Fig. 1. The previous
two recommended items (shoes) are complementary with the item (dress) in the
shopping cart. The average CTR of this module is 7.7 % and the average GMS
of the module is 0.46 %.

A sample of our experiment results is listed in Table 1. The first column
denotes the node that are complementary to clothes. In the column denoted by
“Complementary Items Examples”, the first item is the sample clothing and the
second items is the complementary item for the sample clothing.
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Fig. 1. Complementary recommendation on a typical page

3.2 Find Complementary Nodes Automatically

Since the second method can find complementary nodes without manual work,
we use nodes in 2nd level (2 degree from root) in the product catalog tree. Since
the products in 2nd level nodes are more homogeneous than the 1st level, we can
explore complementary products more precisely. We first use the buying event
during May, June, and July 2012, to find the candidates of complementary nodes.
Afterwards, we eliminate pairs of nodes with high similarities. The table below
illustrates the candidate complementary nodes of the node “COACH”, which
containing the bags and accessories of brand COACH. We use 0.8 as a threshold
and eliminate the nodes with similarities greater than 0.8 will be eliminated. By
doing so, we eliminated the nodes containing luxury brands bags.

We also have the editor to verify the precision of complementary nodes pre-
dicted by our topic mining model. We list the verification results in Table 3. The
first column lists the product clusters we used as the seed for prediction. The
second column is the precision, which is the proportion of nodes regarded as
complementary by the editor over the total numbers of nodes that are generated
by our algorithm. The proportion of predicted complementary nodes that are
actually deemed by the editors as similar nodes are listed in the third column.
The proportion of predicted complementary nodes that are actually irrelevant is
listed in column four.

4 Discussion

In our proposed method, we first specify the complementary nodes manually, and
find complementary items consistent in style by using collaborative filtering base
method. This strategy can achieve high precision but requires tedious manual
work. Therefore it is not scalable. The second proposed method is to derive the
complementary nodes from products bought together. Considering besides com-
plementary products, there’re some similar products bought together, we have
to eliminate nodes containing similar products. Therefore, a pruning strategy is
developed for calculating inter-similarity among large amount of products. And
successfully eliminates similar nodes. In our experiment, we found except similar
and complementary products, there are also some products seems irrelevant are
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Table 1. Example of items with complementary relation

Node Name Complementary Items Examples

Watch, Jewery &
Accessories I

casual style dress silver necklace

Watch, Jewery &
Accessories II

casual style dress silver necklace

Shoes & Bags
dress high heels

Accessories
dress high heels

Table 2. complementary product clusters with respect to the cluster Coach

Node name Similarity Eliminated

Trendy accessory 0.75

European luxury brands bags 0.81 Y

Casual style shoes Below 0.75

Perfume Below 0.75

Clothes and underwear Below 0.75

GUCCI 0.81 Y

LV 0.80 Y

USA and Japan luxury brands bags 0.80 Y

Luxury brands accessories 0.76

Watches Below 0.75
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Table 3. Precision of complementary node prediction from our topic mining model
with error types.

Node name Complement Similar irrelevant

nodes nodes nodes

Computer 56% 5% 39%

Trendy lady’s clothes 43% 16% 31%

Trendy lady’s shoes 68% 6% 26%

European luxury brands bags and
accessories

50% 12% 38%

bought together, which makes some derived complementary nodes not precise.
Currently we have not find a good strategy to eliminate those node pairs. The
editors have to remove those nodes manually (Table 2).

5 Future Work

The future work of complementary product finding could be can be divided into
2 aspect. The first one is extending the characteristic of complementary products
such as the similarity between two complementary products, the penalty obtain
from popularity index to finding complementary media contents. The second
aspect is we can leverage complementary products to facilitate the recommender
system in small business, product search or Ad targeting.
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Abstract. During the shopping process, users typically narrow down
their search to a small collection of products before making a final
purchase. These data, consisting of products that users are consider-
ing purchasing, correlate strongly with user search intent and product
desirability. By allowing users to bookmark products between browsing
and purchasing, we collect user-interest information. We then propose a
product recommendation algorithm based on these data. By considering
both popular and long-tail queries, we shed light on the potential usage
of the data.

Keywords: User interface · Recommendation system · Collaborative
filtering

1 Introduction

Product recommendation have been a popular feature of e-commerce sites for
helping buyers find what they want. A common practice is to recommend prod-
ucts based on user behavior, such as “people viewing/buying this are also view-
ing/buying that.” Developing such a recommendation system is very challenging
for a site such as eBay. Applying “buy-together” is not feasible because many
products are unique with respect to either price or condition (or both). On the
other hand, “view-together” often requires further offline processes, for instance,
to break down user sessions into meaningful segments of intent, or to parse logs
for finding similar products (belonging to the same cluster [6]). Furthermore,
data collected from user activity logs often contain a certain degree of noise.

One simple solution is to collect information directly from the users, that is,
asking each user about his shopping intent and the products he is considering.
However, mandating users to provide feedback is often very inconvenient for the
user, and may cause negative impact in user shopping experience. In this work,
we propose a roundabout — we collect “user-interest data” by providing a short-
term bookmarking mechanism. Our approach gives buyers a better shopping
experience by helping them minimize the inconvenience of switching between
search result pages and product viewing pages. At the same time, the proposed
prototype helps us in collecting the aforementioned data.

c© Springer International Publishing Switzerland 2014
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Note that data collected by our proposed system are very different from data
acquired from wishlists or collections.1 Of course, products that are collected
together usually share some similar characteristics, for example consider the
collections entitled baby stuff and new home. Often the intent of creating these
lists are quite broad. For instance, a cradle could be assigned to baby stuff or
new home. Although further processes such as topic modeling techniques [3]
could be applied in providing better recommendations by clustering, we would
still face the well-known “cold start” problem, that is, to infer a right decision,
one needs to wait until sufficient data has been gathered and analyzed. Since
creating a wishlist/collection is an optional behavior in the shopping process at
an e-commerce site, many popular or desirable deals might be gone by the time
we collect enough data and complete our offline analysis.

Under the hood, our proposed solution is based on crowd wisdom and fre-
quent itemset mining. We believe that, given search result pages of a query,
products being considered by many users are often active listings and “good
deals.” That is to say, overpriced, outdated, or suspicious listings are naturally
filtered out by users. Next, through applying association rule learning, we can
easily make timely recommendations based on these high quality data. Our work
collects data that fills the gap between view-action and buy-action. It empowers
c2c sites to provide in-session personalization — the user’s recommendations are
affected by the products bookmarked in real-time.

2 Collecting User-Interest Data

During the course of shopping, users often collect a small assortment of products
that they are considering purchasing. They deliberate over this pool of products,
and often choose to purchase one from among them. There are many ways that
users can accomplish this behavior on current e-commerce sites, such as opening
multiple tabs, saving links, or going back and forth between product pages and
search result pages. However, these methods can be tedious for many users,
and the logs from such activities are not always directly related to user-interest
levels. Clicks and impressions are sometimes used to infer user-interest data,
but it would be much more accurate to collect interest data explicitly from the
user. There is the additional challenge that any such system must also present
significant value to the user, so that he has some motivation to actively use the
system when shopping on an e-commerce site.

We have developed a short-term bookmarking system which serves as one
possible method to facilitate the collection of user-interest data. This acts as a
method for users to actively collect a small number of products on eBay. The
core part of the interface is comprised of an interactive portion at the bottom
of the screen. Whenever a user is interested in a certain product on the site, he
simply drags the image of that product into this interface, as shown in Fig. 1.
1 Collections enable users to bookmark products and organized in one place, for exam-
ple, http://www.ebay.com/cln, or http://www.pinterest.com.

http://www.ebay.com/cln
http://www.pinterest.com
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Fig. 1. Drag-and-drop bookmarking

Our interface allows him to easily bookmark such products, which are always
available for navigation from the strip of thumbnail images.

This system also features an intuitive user interface to ensure significant
usefulness while maintaining a minimal footprint. The container that houses
these products is fairly intelligent in responding to user behavior on the page.
When the user scrolls down, the container minimizes to get out of the user’s
viewing area (toward the bottom of the screen). If the user scrolls up, or attempts
to interact with the interface by dragging a product image, the container will
shift back into view. In this way, the system presents itself only when necessary.

Our system limits the maximum number of products a user can bookmark.
This limitation forces the user to keep a small pool of products for which he has
expressed interest, and it maintains data quality by ensuring that each product
selection is important in making purchasing decisions for a single session. This
system is also designed to be persistent across browsing sessions and devices. All
bookmarked products remain unless explicitly deleted by the user. This func-
tionality has two main advantages: (1) the user can work from multiple devices
or browsers while retaining the same bookmarks, and (2) we can observe dele-
tion behavior, which can coincide with intent, such as “making room” for better
product choices.

Basic interaction with our system allows us to accurately predict user-interest
data in real-time. The system allows for many combinations of user actions,
which we can interpret as varying levels of interest, especially in accordance
with other elements of the page and other actions on the site. For example,
if a user adds an product and then quickly removes it, we can infer a low or
superficial level of interest for that product. If a user removes the last product
A, and then quickly replaces it with another product B, we can infer that the
interest level in B supersedes that of A. By aggregating this type of data over
many users, and combining it with purchasing behavior, search queries, browsing
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patterns, etc., we can form very robust algorithms for product recommendations,
and even search relevance in general.

3 Product Recommendations

In this section, we discuss our product recommendation algorithm. The algo-
rithm consists of the following steps:

1. Convert the bookmarks into transactions
2. Cluster transactions by query intent
3. Use association rule mining techniques to derive recommendation candidates
4. Rank candidates based on support, confidence, and other measurements

3.1 Algorithm

We now discuss our recommendation algorithm. Theoretically, any association
rule mining techniques [2,12] could satisfy our need to generate recommenda-
tions. However, due to performance concerns for e-commerce sites like eBay, we
always choose algorithms [7] that could be implemented using the map-reduce
programming model.

Let tx = {i1, i2, ..., im} be an itemset where each item corresponds to one
product (bookmarked by drag-and-drop), and let Dk represent the collection of
all bookmarks that share the same intent k. One simple method is to consider
every t as a transaction and every query as an intent cluster Dk. For every
cluster, we run an association rule mining algorithm, and all rules are associated
with corresponding Support and Confidence [1] measurements.

Assuming a user bookmarks three items {A,B,C}, we seek association rules for
which all items exist in the antecedent (left-hand-side), for example, {A,B,C} ⇒
{D}. Then any item(s) in the consequent (right-hand-side) are considered legiti-
mate candidates. Intuitively, when the antecedent of an association rule matches
exactly the items in a bookmark, every item in the consequent becomes a member
of the candidate set. We rank those candidates by

− log
C

C + S − log
α ∗ S
C + S (1)

This formula refers to the Shannon entropy [10] except that we introduce α as
a tuning parameter of popularity (support, denoted by S) and accuracy (confi-
dence, denoted by C).

We have adopted two main strategies to control the size of the candidate set.
First, by adjusting the threshold of support and confidence, we can increase or
decrease the size of the candidate set. Sometimes, especially when a user book-
marks many products, it may be problematic to continue lowering the thresholds
of support and confidence in order to find candidates. In such a scenario, we
conduct soft-matching — the antecedent matches only a subset of bookmarked
products. Namely, if we have 7 products bookmarked, we seek association rules
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that contain at least, say, 6 products in their antecedents. The score of a candi-
date (for ranking) becomes

− n ∗ [log
C

C + S + log
α ∗ S
C + S ] (2)

where n represents the number of matched rules for the same candidate. For
example, if we have two association rules {A,B} ⇒ {E} and {B,C} ⇒ {E},
and a user bookmarks three items {A,B,C}, the score of the candidate item E
would be doubled (n = 2) in a soft-matching case. Note that in soft-matching
cases, if there are better matches, for instance the rule {A,B,C} ⇒ {D}, we
assign n to the number of possible combinations, i.e. it matches {A,B}, {A,C},
and {B,C}.

3.2 Extension

In this section, we discuss two extensions for increasing recommendation quality
— one targets popular queries, and the other targets long-tail queries.

In a short time windows, for a given query q, products returned by a search
ranking algorithms are very similar, partly because there is often a delay to
pass inventory data in transactional databases into inverted indices (a central
component of a typical search engine indexing algorithm). For popular queries
like “iPhone,” in a short time window, say 30 min, the system probably collects
hundreds or thousands of bookmarks to make recommendations. Therefore, con-
straining association rule minings to a time window for popular queries ensures
the products seen by users are mostly identical. It may also boost the chance
of bookmarking the same candidates, because according to the study conducted
by Granka et al. [5], often products with the highest rankings draw the most
attention. Therefore, products in the first page become an indicator to learn
user preferences.

For e-commerce sites, long-tail queries are often difficult to handle because
they require a long period of time in order to acquire enough data for complete
analysis. So far, we assume that a user intent (and its corresponding cluster
Dk) is constrained or represented by a user query, and this assumption becomes
problematic for long-tail queries.

We address long-tail queries by studying query transition (i.e. how users
reform their queries). Query transition has been studied extensively in the past
and has shown its success in helping query reformulation [4]. To address long-tail
queries, we rely on their preceding queries. For example, we enlarge the cluster
of the query “iPhone 5 Gold 64 GB” by considering both “iPhone 5 Gold” and
“iPhone 5 64 GB.”

We apply the notion of probability matching here for long-tail queries. Assum-
ing a query transition graph is provided where every vertex corresponds to a query,
and a directed link from query a to q is associated with a probability Paq, refer-
ring to the probability that a user reforms a into q. We identify a set of preceding
queries A where Paq ≥ θp, a ∈ A, and the query a contains an adequate number
of reliable recommendations, i.e. without applying soft-matching.
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θp is usually a parameter of controlling diversity — if θp is smaller, the
number of preceding queries A is larger. We then randomly select a preceding
query x in proportion to its probability Pxq, i.e. Pxq/

∑
a∈A Paq. The first time a

preceding query x is selected, we draw the first recommendation based on Eq. 2,
and the next time we draw the second one, and so on. This probability matching
ensures diversity in guessing user intention based on transition probability. A
screen shot of our recommendations is shown in Fig. 2.

Fig. 2. Displaying recommendations to the user

4 Related Work

Product recommendation has been studied extensively in the past. Linden et al.
[8] focused on long-living products based on co-purchasing behavior. Katukuri
et al. [6] used clustering algorithms in recommending similar products. Later
Xiao et al. [11] elicited the interests of individual customers, and Park et al. [9]
used individual/group profiling to generate personal recommendations. Most of
the work related to production recommendation or user preferences are based
on analyzing data in logs or inventory. Our work differs in the methodology
for both collection and analysis. We gather user-interest data through explicit
user actions. While other works infer user-interest from related data, we have
devised a system which naturally encourages the user to direclty produce these
data. Secondly, we emphasize the collection of these data in real-time and the
potential applications that arise from real-time feedback.
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5 Conclusion

In this work, we design an interactive bookmarking system that both improves
the e-commerce shopping experience and provides valuable user-interest data
for researchers. This system responds to a users natural inclination during shop-
ping to collect a small number of products in making a purchasing decision.
It facilitates the gathering of valuable data on user-interest levels in particular
products relative to other aspects of shopping behavior — which product users
are considering. These data, aggregated over many users, can be applied to many
important problems. Moreover, compared to logs that require post-processing,
the user-interest data are cleaner and can therefore be processed in real-time.
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Abstract. A MapReduce system gradually becomes an essential technology to
achieve the large scale computing on cloud computing. A MapReduce system
currently is designed to distribute tasks over nodes in a cloud according to manual
configurations of slot numbers in nodes. However, a MapReduce system may
have the performance degradation due to the inappropriate configuration of the
slot number, because the slot number can not exactly reflect the performance of
the node. A MapReduce system can utilize the Automatic Self-Suspended Task
(ASST) proposed in this paper to alleviate the performance degradation due to the
inappropriate configuration of the slot number in a node on cloud computing. In
experiments of this paper, a MapReduce system is proved to have a better per-
formance with the help of ASST for various applications on cloud computing.

Keywords: MapReduce � Cloud computing � ASST � Automatic Self-
Suspended Task

1 Introduction

A MapReduce system [1] gradually becomes an essential technology to achieve the
large scale computing on cloud computing [2, 3]. A MapReduce system attracts pro-
grammers by automatically handling issues about distributed and parallel programming
on behalf of the programmers, so they can focus on the development of applications.
A MapReduce system can work for applications easily as only as programmers develop
their applications with a Map function and a Reduce function. At run time, a Map
Reduce system automatically distributes tasks of an application over nodes in a cloud
across networks and relies on the tasks to execute Map and Reduce functions. Finally, a
MapReduce system collects partial results from nodes in a cloud and merges the results
as the application output.
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Proposed by Google and according to its open-source implementations such as
Hadoop [4], a MapReduce system currently defines the node computation capability
as manually configured slot numbers and distributes tasks over nodes according to the
slot numbers. When a task is required to create for executing a Map or Reduce function
(i.e. a Map or Reduce task), a MapReduce system generally finds the node that has the
maximum free slot number, besides considering data locality of input data intra or inter
racks for Map tasks. A MapReduce system assumes that the node having the maximum
free slot number should be the idlest node among all nodes in a cloud. However, a
MapReduce cannot work well according to the manual configuration of the slot number.

Basically, a slot number cannot be configured easily as a static value to get the best
performance for a MapReduce system, e.g., when a cloud simultaneously runs tasks of
multiple MapReduce applications or early pipelines [5] the movement of intermediate
data from Map tasks to Reduce tasks instead of doing the movement in a specific
shuffle phase. Moreover, a slot number cannot directly correspond to the node com-
putation capability, especially in a heterogeneous environment composed of multiple
nodes that have different hardware components. A slot number usually is configured
according to the number of CPU cores in a node. However, a slot number in a node
having a low speed CPU is not comparable to that in a node having a high speed CPU.
Even though all nodes in a cloud have the same CPU, a slot number still cannot be
directly used to evaluate the node computation capability because other hardware
components such as memory size, memory speed, and hard disk speed, may affect the
performance as well. Furthermore, a slot number cannot reflect the performance of a
node at run time because different tasks may compete with each other for resources to
affect the performance. A slot number may be inappropriately configured to have a
seriously negative impact on the performance of a MapReduce system, but not many
related works propose solutions against the performance degradation stemming from
the manual configuration of the slot number in a node on cloud computing.

In this paper, the Automatic Self-Suspended Task (ASST) for a MapReduce system
is proposed to alleviate the performance degradation stemming from the inappropriate
configuration of the slot number in a node on cloud computing. ASST can work for a
MapReduce system and maintains a good performance regardless of the configuration of
the slot number in a node on cloud computing. ASST turns each of Map and Reduce
tasks into a task capable of suspending the execution on demand without degrading the
performance when many computation-intensive tasks compete with each other for CPU
time. ASST uses the prediction model of CPU utilization trend to determine whether
running or suspending a task is good to performances at run time. ASST can be applied
to a cloud where Map and Reduce tasks are executed simultaneously to get the pipeline
MapReduce benefits [5] or tasks of multiple applications are executed simultaneously to
improve resource utilization. While today most MapReduce applications are compu-
tation-intensive, ASST in this paper brings contributions to cloud computing as follows.

• This paper is the first paper proposing a task self-suspension mechanism (i.e. ASST)
to improve the performance of a MapReduce system on cloud computing.

• This paper introduces a prediction algorithm in ASST to predict the CPU utilization
in a node in order to determine whether the task execution should be continued
or not.
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• This paper proposes the prediction model of CPU utilization trend to determine
whether running or suspending a task is good to performances at run time.

• This paper implements the proposal of ASST in a MapReduce system in Windows
2003 and makes it compatible to a task scheduler used by Hadoop [4].

• This paper conducts experiments with several popular applications on cloud com-
puting to verify its practicability.

• This paper proves that ASST indeed can improve performances of applications in
comparison to the applications that do not use ASST.

This paper is organized as follows. Section 2 reviews MapReduce. Section 3
presents Automatic Self-Suspended Task (ASST). Section 4 presets the ASST imple-
mentation and experiment results. Section 5 concludes this paper.

2 MapReduce

MapReduce is a programming model proposed by Google in order to process large
datasets in a cloud. MapReduce is composed of a Map function and a Reduce function.
MapReduce uses a Map function to process input data before a Reduce function can be
executed to process intermediate data produced by a Map function. MapReduce pro-
vides a Map function with input data but a Reduce function with intermediate data
composed a series of key and value pairs. Finally, MapReduce expects a Reduce
function to merge values associated with the same key. MapReduce is often explained
with Word Count [1], a typical application on cloud computing.

Word Count uses a Map function to scan input data for each word separated by
space characters. In a Map function, Word Count emits a key/vale pair as a record of
intermediate data. Take a word “apple” in input data, for example, Word Count emits a
string “apple” as the key and a value “1” as the value in intermediate data cached in an
intermediate file. During the execution of Map functions, Word Count relies on a
MapReduce system to both shuffle intermediate data among nodes and create tasks to
execute Reduce functions in nodes for processing the corresponding intermediate data.
In a Reduce function, Word Count merges values associated with the same key. Take
intermediate data having a series of “apple” and “1” as its keys and values for example,
Word Count sums up the numbers of value “1” as the count of word “apple” in input
data.

At run time, a MapReduce system finds the suitable node responsible for running a
Map task (i.e. a task executing a Map function) and provides the Map task with input
data loaded from a disk in a Master node or a distributed file system such as Hadoop
Distributed File System (HDFS) [6]. While finding a node to run a Map task, a
MapReduce system may choose the node close to the location of input data, e.g. nodes
in a rack having input data to avoid moving input data from a node to another node
across racks. While intermediate data is produced by Map tasks, a MapReduce system
finds a suitable node responsible for running a Reduce task and moves intermediate
data to the suitable node. After all Reduce tasks finish execution, a MapReduce collects
and merges their results as the application output.
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A MapReduce system such as Hadoop (an open-source implementation of Google
MapReduce) chooses a suitable node according to basic principles as follows.

• Finding a node that has the maximum free slot number and transferring input data
from nodes in the same rack to the node for running a Map task.

• Finding a node that has the maximum free slot number in other racks if a suitable
node coexisting with nodes having input data in the same rack can not be found.

• Finding a node that has intermediate data and a free slot number to run a Reduce
task in order to avoid consuming network bandwidth of intermediate data
movement.

Accordingly, a MapReduce system chooses a node for running a Map task or a
Reduce task strongly according to the configuration of the slot number in a node. If a
node is configured to have more slot numbers, a MapReduce system probably assigns
more tasks to the node and has a rick of overloading it to degrade the overall per-
formance. A MapReduce system can use ASST proposed in this paper to alleviate the
negative impact on the performance stemming from the inappropriate configuration of
the slot number in a node on cloud computing.

3 Automatic Self-Suspended Task (ASST)

3.1 Overview

Automatic Self-Suspended Task (ASST) is an enhanced Map or Reduce task capable of
being temporarily suspended by itself at run time in order to give other tasks more CPU
resources to finish their works. ASST separates tasks of a MapReduce application into
Map tasks and Reduce tasks, and works inside each of the tasks respectively. ASST
may determine that a Map task should be suspended but keeps a Reduce task running.
Because ASST resides in each task and just works for the task as shown in Fig. 1, so
not all tasks belonging to the same type will be run or suspended at the same time.
ASST uses a prediction model of CPU utilization trend in order to determine to keep a
task in the current status or not, i.e. switching to another status or keeping the status
intact. ASST defines a task to have either of the running status or the suspended status
(temporarily). According to the prediction model of CPU utilization trend, ASST
switches the status of a task between the running status and the suspended status at
checkpoints inserted inside Map functions and Reduce functions to not only efficiently
utilize resources but also avoid drawbacks due to resource competition among tasks.

For example, a MapReduce system may keep assigning Map tasks to a node until
reaching the limitation of the Map task slot number if Map tasks finish their works
quickly. When Map tasks produce intermediate data, a MapReduce system conse-
quently has much intermediate data waiting for being processed and creates more
Reduce tasks at nodes to consume intermediate data. Accordingly, a MapReduce
system may overload a node by many tasks, especially due to the inappropriate con-
figuration of the slot number in a node. Conversely, a MapReduce system may create
Reduce tasks much more than Map tasks and cannot fully utilize Reduce tasks, so
most Reduce tasks may be created just for processing very few intermediate data and
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then exit. According to the inappropriate configuration of the slot number in a node,
furthermore, a MapReduce system may make the application work always in a
workload unbalance condition by either producing intermediate data too fast or con-
suming it too slow. In brief, a MapReduce system can work with ASST to avoid
drawbacks of the inappropriate configuration of the slot number in a node on cloud
computing.

3.2 Working Principle

According to [7], CPU utilization will increase in proportional to the degree of process
number in an operating system. However, CPU utilization will decrease suddenly when
the process number reaches a certain degree. At that time, CPU utilization can come
back to the better level only if the degree of process number is decreased. Since Map
and Reduce tasks are created at a node by a Master node to work with each other in a
manner similar to the relation between producers and consumers, CPU utilization may
be kept high with a certain level of competition fallback between Map tasks and
Reduce tasks.

Master Slave

. .  .
Creating a Task

Creating a Task

Creating a Task

Timeline
A Map Task A Reduce Task

(The Running or Suspended Status) (The Running or Suspended Status)

The Map task is running. The Reduce task is running.

. . .
Checkpoint in the Map Task:
CPU utilization is predicted to decrease,
so the status is switched to the suspended status.

The Map task is suspended. The Reduce task is running.

Checkpoint in the Reduce Task:
CPU utilization is predicted to increase,
so the status is kept unchanged.

Checkpoint in the Map Task:
CPU utilization is predicted to increase,
so the status is kept unchanged.

. . .
The Reduce task exits.

Checkpoint in the Map Task:
CPU utilization is predicted to decrease,
so the status is switched to the running status.

Slave Slave

Fig. 1. ASST overview
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We propose to use ASST for determining whether Map or Reduce tasks should be
kept running or suspended according to the prediction model of CPU utilization trend.
If keeping Map tasks in the running status can get the positive result from the pre-
diction model of CPU utilization trend, we run Map tasks continuously. If keeping Map
tasks in the suspended status can get the positive result from the prediction model of
CPU utilization trend, we suspend Map tasks gradually. Similarly, we work on Reduce
tasks by gradually keeping them in the running status or the suspended status according
to the results from the prediction model of CPU utilization trend. We do not limit a
Map task or a Reduce task to which status, and we only change the status of a task once
predicting the trend of CPU utilization toward degradation.

Equation to Predict CPU Utilization

Cnþ1 ¼ Cn�1 � ð1� aÞ þ Cn � a ð1Þ

where Cn−1 is the last CPU utilization, Cn is the current CPU utilization, Cn+1 is the
predicted CPU utilization, and α is a configurable parameter between 0 and 1.

We use a simple history-based prediction model [8] widely used in literature as
Eq. 1 to get the predicted CPU utilization in a node. Next, we use Eq. 2 to compare the
current CPU utilization and the predicted CPU utilization in order to diagnose whether
CPU utilization of a node is growing up. We implement the prediction model of CPU
utilization trend in the runtime system for Map tasks and Reduce tasks respectively at
each Slave node in a cloud, so each task can know whether it should continue running
or temporarily yield the use of CPU resources for now.

Equation to Get CPU Utilization Trend

TðCn; Cnþ1Þ ¼ 1 if Cn\Cnþ1

0 otherwise

�
ð2Þ

where T() is the function of CPU utilization trend by returning 1 to indicate the
growing of CPU utilization.

We use the algorithm in Fig. 2 to determine whether a task should be run or
suspended. We make each Map task and Reduce task respectively execute the algo-
rithm in order to continue running or suspending itself. We are sure that not all Map or
Reduce tasks will be run or suspended simultaneously, because the algorithm will be
executed only at a checkpoint function in Map and Reduce functions and CPU utili-
zation in a node will be variant at run time.

function checkpoint():

if the current CPU utilization is differet to the last CPU utilization
then {

if the prediction model of CPU utilization trend is not positive,
then changing the status of the task
if the task should be suspended,
then suspending the task

}

Fig. 2. Algorithm in checkpoint function
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4 Experiments

4.1 Implementation

We prepare 9 identical computers and each of them has an AMD Athlon II X4 620
CPU, 4 GB DDR2 RAM, 1 TB HD, and 1 Gbit Ethernet adapter. We use Gigabit
Ethernet to connect the computers to each other and install Windows Server 2003 in all
of them. We construct a cluster composed of the computers where one computer is used
as a Master node and the other computers are used as Slave nodes.

We implement a tiny MapReduce system in order to observe the ASST perfor-
mance. We do not implement ASST in Hadoop because Hadoop has other built-in
components such as distributed file system (i.e. HDFS) [6] and distributed database
(i.e. HBase) [9] to prevent us from clearly observing the ASST performance and
because Hadoop currently cannot provide a task with CPU utilization information
required by ASST. We implement the MapReduce system in the C language and make
it support various essential functions, e.g., reading input files from a Master node,
finding a suitable node to run a Map task, providing the Map task with input data,
finding a suitable node to run a Reduce task, forwarding intermediate data from a node
to another one, and collecting results from all nodes. Besides, we implement the
MapReduce system to support the pipeline MapReduce enhancement [5] that moves
intermediate data from Map tasks to Reduce tasks early instead of doing the movement
in a specific shuffle phase. For suspending a task temporarily, we use API Switch-
ToThread to yield execution to another thread that is ready to run on the current
processor, so we do not need to bring it back to execution later with an explicit API.

In the MapReduce system, we follow the working principle of Hadoop to imple-
ment a similar scheduler for comparison and briefly refer to it as Hadoop in the
following experiments. In the following experiments, we observe the ASST perfor-
mance in GREP [1], Inverted Index [10], Radix Sort [11], and Word Count [1]. In the
prediction model of CPU utilization trend, we configure α in Eq. 1 to 0.5, so the last
CPU utilization and the current CPU utilization of a node both have 50 % influence on
the predicted CPU utilization. Meanwhile, we deploy input files in a Master node and
let it distribute them over Slave nodes in the cluster at run time for various applications.

4.2 GREP

We program GREP [1] to search input files for a specific string. We develop a Map
function to emit a file name as a key and a combination of a line number and the offset
in the line number in where the string appears as a value in intermediate data. In GREP,
we program a Map function to do most works but a Reduce function to merge outputs
produced by a Map function. We sophisticatedly design GREP to find a rare string in input
files, so a Map function will only produce very few intermediate data about 0.25 % input
data.We input GREPwith 128 files having 64MB in each of them and get results in Fig. 3.

According to Fig. 3, we can observe that GREP work well when maximal Map and
Reduce task numbers are less than 2. Because each of our computers has a quad-core
CPU, we observe that GREP degrades performances when each node totally has more
than 4 Map and Reduce tasks assigned by a Master node. Because a Map task does
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most works, we observe that ASST does not work better than Hadoop by suspending
certain tasks on demand when the node is overloaded by 4 Map tasks and 4 Reduce
tasks. However, we show that the inappropriate configuration of slot numbers indeed
has negative impacts on performances by speeding down the Hadoop performance to
3.19 (i.e. 3.19 = 554.91/174.12) and the ASST performance to 3.42 (i.e. 3.42 = 568.83/
166.23) in the worst case. Nevertheless, we observe that ASST still outperforms
Hadoop in most cases.

4.3 Inverted Index

We use Inverted Index [10] to get a summary of links appearing in input files. We
program a Map function to emit a file name as a key and a combination of a link name
and the offset related to the file as a value in intermediate data. In a Reduce function,
we merge intermediate data produced by Map tasks. Although we test Inverted Index
with 128 files having 64 MB in each of them, we can expect that intermediate data in
Inverted Index is much more than GREP. We get results in Fig. 4.

Fig. 3. GREP performance

Fig. 4. Inverted index performance
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In Fig. 4, we observe that the best configuration of the slot number in a node only
approves a node to have 2 maximal Map tasks and 2 maximal Reduce tasks. When a
node is only allowed to have 1 maximal Map task and 1 maximal Reduce task, we see
that most CPU cores in nodes are idled. When approving a node to have more tasks,
e.g. 4 maximal Map and Reduce tasks, we observe that the performance degrades
seriously. Even so, we observe that ASST still outperforms Hadoop about 4.12 %
(i.e. 4.12 % = (1204.79 − 1155.17)/1204.79). According to Fig. 4, we observe that
ASST outperforms Hadoop in all configurations of slot numbers.

4.4 Radix Sort

We use Radix Sort [11] to sort numbers in input files. We program a Map function to
scan input files for all numbers separated by space characters. However, we program the
Map function to emit each word as a key but an empty string a value as intermediate
data, so Radix Sort roughly has the quantity of intermediate data similar to that of input
files. In a Reduce function, we sort and merge intermediate data produced by a Map
function. Accordingly, we can expect that Radix Sort does most sorting works in Reduce
tasks and has intermediate data roughly identical to input data. We give Radix Sort 128
files having 16 MB in each of them because sorting works cost much CPU time.

In Fig. 5, we observe that Radix Sort still has the best performance when a node is
approved to have 1 maximal Map task and 1 maximal Reduce task. At that time, we see
that Radix Sort can use 636.42 s to finish the job in Hadoop but 625.84 s in ASST.
Because Radix Sort costs many CPU computations in Reduce tasks, we observe that
the performance suddenly degrades due to the inappropriate configuration of the slot
number in a node. According to Fig. 5, we witness that ASST still outperform Hadoop
in various configurations of slot numbers in nodes, because ASST can suspend certain
Map tasks to avoid both producing too much intermediate data and competing with
Reduce tasks for CPU resources. When the performance is degraded due to the

Fig. 5. Radix sort performance
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inappropriate configuration of the slot number in a node, we see that ASST still can get
a performance better than Hadoop.

4.5 Word Count

We use Word Count [1] to test ASST and compare it with Hadoop, because Word
Count is a typical application widely used to test a MapReduce system on cloud
computing. We program a Map function to scan input files for each word separated by
space characters, and emit a word as a key and a string “1” as a value in intermediate
data. In a Reduce function, we merge intermediate data produced by a Map function.
We give Word Count 128 input files having 64 MB in each of them and show per-
formances in Fig. 6.

According to Fig. 6, we observe that the best configuration of the slot number in a
node is 2 in the MapReduce system because Word Count can use 617.97 s in Hadoop
and 613.81 s in ASST to finish their works. When a node is allowed to have more tasks
by the inappropriate configuration of the slot number, we observe that the performance
of Word Count is degraded in proportional to the allowed maximal task numbers.
When a node is allowed to have 4 maximal Map tasks and 4 maximal Reduce tasks, for
example, we observe that ASST still can outperform Hadoop about 6.29 % (i.e.
6.29 % = (883.37 − 827.84)/883.37). Because ASST can keep running certain tasks but
suspend some tasks according to their types (i.e. Map tasks or Reduce tasks) on
demand at run time, we observe that ASST is better than Hadoop in various cases.

5 Conclusions

In this paper, the Automatic Self-Suspended Task (ASST) for a MapReduce system is
proposed to alleviate the performance degradation stemming from the inappropriate

Fig. 6. Word Count performance
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configuration of the slot number in a node on cloud computing. ASST can work for a
MapReduce system and maintains a good performance regardless of how the slot
number is configured in a node on cloud computing. ASST applies its working principle
to Map and Reduce tasks respectively by continuously running or suspending certain of
the tasks on demand. ASST uses the prediction model of CPU utilization trend to predict
whether the CPU utilization in a node will go up or down in the future, and then
respectively determines whether a Map task or a Reduce task should be run or sus-
pended. ASST switches the status of a task on demand according to the prediction model
of CPU utilization trend. ASST can be applied to a cloud where Map and Reduce tasks
are executed simultaneously to get the pipeline MapReduce benefits or tasks of multiple
applications are executed simultaneously to improve resource utilization. ASST is
implemented in a tiny MapReduce system that supports the pipeline MapReduce
enhancement, uses a task management scheduler similar to Hadoop, and has supports
various functions available in most of the existing MapReduce systems. Besides, ASST
is tested with GREP, Inverted Index, Radix Sort, and Word Count in experiments and
compared with the control group having a configuration similar to Hadoop.

In the GREP experiment, we observe that the best configuration of the slot number
is less than 2 because the performance begins to suddenly degrade in proportional to
the increase of the slot number. Except for the case of approving a node to have 4
maximal Map and Reduce tasks, we observe that ASST outperforms Hadoop in all
configurations of slot numbers in nodes. In the Inverted Index experiment, we observe
that Inverted Index can get the best performance when a node is allowed to have 2
maximal Map and Reduce tasks. In each case of Inverted Index, we see that ASST can
outperform Hadoop, even though the performance degrades due to the inappropriate
configuration of the slot number in a node. For example, we observe that ASST still
outperforms Hadoop about 4.12 %, when a node is allowed to have 4 maximal Map
and Reduce tasks. In the Radix Sort experiment, we observe that performances of
Hadoop and ASST both get the best performance with 2 maximal Map and Reduce
tasks. Because Radix Sort costs many CPU computations in Reduce tasks, we observe
that the performance suddenly degrades due to the inappropriate configuration of the
slot number in a node. However, we see that ASST still outperforms Hadoop in various
configurations of slot numbers in nodes. In the Word Count experiment, we observe
that 2 maximal Map and Reduce tasks in each node are still the best configuration to
performances. Nevertheless, we see that ASST still outperforms Hadoop. When a node
is approved to have 4 maximal Map tasks and 4 maximal Reduce tasks, for example,
we observe that ASST outperforms Hadoop about 6.29 %. Because ASST can keep
running certain tasks but suspend some tasks temporarily according to their types (i.e.
Map tasks or Reduce tasks) on demand at run time, we observe that ASST is better than
Hadoop in various cases. Accordingly, we are convinced that ASST indeed can make a
positive impact on the performance of a MapReduce system.
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Abstract. With the development of cloud computing, more and more web
services are deployed on the cloud platform. It provides more solutions to the
customers, but accompanies with a critical and fundamental problem, that is, how
to easily find the desired web services. Since tags provide meaningful descrip-
tions for web services function and non-function properties, some researchers
have employed tags to facilitate web service discovery. However, the existing
web service tags are often imprecise and incomplete. To complete the missing
tags and correct the noisy ones, an efficient web service Tag Completion and
Refinement based on Matrix Completion (TagCRMC) approach is proposed. The
TagCRMC approach not only models the low-rank property of service-tag
matrix, but also simultaneously integrates the content correlation consistency and
the tag correlation consistency to ensure the correct correspondence between web
services and tags. Experimental results on the real-world web services collection
show the encouraging performance of the TagCRMC approach.

Keywords: Cloud computing �Web service � Tag completion � Tag refinement �
Matrix completion

1 Introduction

In recent years, web service has become an important paradigm for developing web
applications. Especially the emergence of Cloud infrastructure offers a powerful and
economical platform to greatly facilitate the development and deployment of a large
number of web services. With more and more web services being published on the
cloud platform, a critical and fundamental problem is how to make web service easily
discoverable to customers. Although WSDL (Web Service Description Language)
documents can be utilized for web service discovery, limited information results in the
low discovery performance and so impedes the widespread usage of web services.
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Since tags provide meaningful descriptions of objects, and allow users to organize
and index their contents, tagging has become a popular mean to annotate various web
resources, e.g., web image, online document, multimedia, and so on [1–3]. In web
service domain, some real-world web service search engines, such as SeekDa!, have
allowed users to manually annotate web services using tags. Web service tags are being
treated as collective user knowledge to facilitate web service application, and attract a
lot of attention. Some research works have been conducted to employ tags for web
service discovery [4, 5]. For example, Ding et al. propose to improve the web service
discovery performance by introducing tag data [4]. Fernandez et al. propose a mixed
service discovery model based on service-tag relationships [5]. In Reference [5], users
are encourage to provide tags to each web service to form tag-cloud, which could be
matched using standard similarity measures against user requests. Then existing service
tag-clouds are hierarchically clustered to achieve lightweight, browsable service
ontologies, represented by discriminating tags per cluster.

A common premise of these works is that the annotated tags are known, accurate
and complete. However, this premise may not be true. In practice, many web service
tags provided by customers are imprecise and incomplete [6–8]. There are two main
reasons concerning this fact [8]: (1) users are not always willing to submit tags and so
the number of tags that they enter is usually small, in other words, the tags are usually
missing; (2) web service tags may also be annotated by attackers, or users may select
different words for expressing the same concept or the same word for different concept,
which creates some noisy tags. These inevitable noisy and missing tags make it harder
to find service tagged by other users.

To handle this problem, Chen et al. propose to recommend tags to web services
with few tags according to the tag co-occurrence [6, 7]. Katakis et al. propose to
automate tagging services by modeling this problem as a multi-label classification
problem [8]. Azmeh et al. propose to employ machine learning technology and
WordNet synsets to automatically annotate tags to web service [9]. Fang et al. also
propose a automatic web service tagging approach based on tag enriching and tag
extraction [10]. In Reference [10], web services are first clustered according to WSDL
documents, and the enriched tags for a service are the tags of other web service in the
same cluster, and then recommended tags are extracted from WSDL documents and
related descriptions. Despite these works have shown encouraging results in their
respective dataset, they requires a large clean tags as training set to train a reliable tag
recommendation model, and any noisy tags could potentially lead to a significant
prediction bias.

In this paper, in order to complete the missing tags, and simultaneously correct the
noisy ones, we propose a novel web service Tag Completion and Refinement based on
Matrix Completion (TagCRMC) approach. Firstly, we formulate web service tag
completion and refinement problem as a Modified Matrix Completion (MMC) prob-
lem. Secondly, in order to efficiently solve the MMC problem, we also present an
Operator Splitting based Iterative Threshold (OSIT) algorithm. The TagCRMC
approach is motivated by the following three main facts: (1) low-rank. The existing
work on text information processing [11] has demonstrated that the semantic space
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spanned by text keywords can be approximated by a smaller subset of salient words
derived from the original space. As one kind of text information, service tags are
consequently subject to such low-rank property; (2) Content correlation consistency.
By analyzing the large-scale WSDL documents and the corresponding service tags, we
can observe that those web services with the same or similar function are often
described by the similar WSDL documents and thus are typically annotated with
similar tags. Content correlation consistency describes the relationships between
WSDL document level and tag annotation level; (3) Tag correlation consistency. Tags
associated with web services do not appear in isolation, instead often appear correla-
tively and naturally interact with each other at the semantic level. As another important
prior knowledge, tag correlation characterizes the relationships within semantic level
and is often the preliminary assumption of multi-label and contextual learning algo-
rithms [12].

The main contributions of this paper are summarized as follows:

(1) We propose a TagCRMC approach to complete the missing tags and correct the
noisy ones by formulating web service tag completion and refinement problem as
a MMC problem, which derived from the conventional matrix completion prob-
lem, and naturally inherits the advantages of Matrix Completion on processing the
large-scale (approximately) low-rank data.

(2) The proposed TagCRMC approach not only models the low-rank property of
service-tag matrix, but also integrates the content correlation consistency and the
tag correlation consistency in a simultaneously and seamless manner, which
ensures the correct correspondences between web services and tags.

(3) We employ the Operator Splitting technique to design an efficient OSIT algorithm
to solve the proposed MMC problem, and the final experimental results demon-
strate its encouraging performance.

The rest of this paper is organized as follows. Section 2 describes the TagCRMC
approach in detail by formulating web service tag completion and refinement problem
as a MMC problem. Section 3 presents an efficient OSIT algorithm to solve the
proposed MMC problem. Section 4 demonstrates the feasibility of the proposed
TagCRMC approach using real-world web services collection. Finally, we draw con-
clusions and discuss future work in Sect. 5.

2 Web Service Tag Completion and Refinement Based
on Matrix Completion (TagCRMC)

In this Section, we propose the TagCRMC approach to complete the missing tags and
correct the noisy ones by formulating the web service tag completion and refinement
problem as a MMC problem.

Supposed m and n be the number of web services and tags, respectively. Then the
initial incomplete and noisy service-tag matrix MST 2 R

m�n can be derived from user-
provided tags, where MST(i, j) is set to 1 if tag tj is assigned to service wsi and 0
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otherwise. In addition, following Reference [13], the tag similarity matrix MTT 2 R
n�n

can be estimated by counting the tags occurrence frequency and co-occurrence fre-
quency, that is, we may define the tag similarity between two tags ti and tj as follows:

MTTði; jÞ ¼ nðti; tjÞ=ðnðtiÞ þ nðtjÞ � nðti; tjÞÞ ð1Þ

where n(ti) and n(tj) are the occurrence of tags ti and tj, and n(ti, tj) is the co-occurrence
of tags ti and tj. In addition, the service-feature matrix MSF 2 R

m�l can be naturally
obtained by processing web service information such as WSDL documents, service
name and service description (the detailed explanation about the feature extracting
process for web service can refer to our prior work [14]). Finally, we denote by
X 2 R

m�n the final service-tag matrix that needs to be computed, where each entry in
X(i, j) represents the confidence score for a tag tj associated with a web service wsi.
Therefore, when reconstructing the final service-tag matrix X based on the initial
service-tag matrix MST, the tag similarity matrix MTT and the service-feature matrix
MSF, we can formulate it as the following MMC problem:

min
X2Rm�n

rankðXÞ þ k
2
CcðXÞ þ CtðXÞ½ � s:t: PXðX �MSTÞk k2F � d

� �
ð2Þ

where Cc(X) and Ct(X) are used to measure the content correlation consistency and the
tag correlation consistency, and X ¼ ði; jÞ 1� i�m; 1� j� n;MSTði; jÞ ¼ 1jf g, PXð�Þ is
the projector operator defined as:

PXðXÞ½ �ij¼
Xði; jÞ if ði; jÞ 2 X;

0 otherwise:

(
ð3Þ

For the MMC problem, the content correlation consistency constraint Cc(X) and tag
correlation consistency constraint Ct(X) can be formulated as follows.

Firstly, the final service-tag matrix X should reflect the textual content of web
services represented by the service-feature matrix MSF, where each web service wsi is
represented as a row vector MSFði; :Þ. To satisfy the content correlation consistence, we
propose exploiting this constraint by comparing web service similarity based on textual
content with web service similarity based on the overlap in annotated tags. More
specifically, we compute the textual similarity between web services wsi and wsj as
MSFði; :ÞMSFðj; :ÞT. On the other hand, for the final service-tag matrix X, we can also
compute the service similarity between web services wsi and wsj based on the overlap
between their tags, i.e., Xði; :ÞXðj; :ÞT. If the final service-tag matrix X reflects the

textual content of web services, we expect Xði; :ÞXðj; :ÞT �MSFði; :ÞMSFðj; :ÞT
�� ��2 to be

small for any two web service wsi and wsj. As a result, in order to satisfy the content
correlation consistence constraint, we have that
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CcðXÞ ¼
X
i

X
j

Xði; :ÞXðj; :ÞT �MSFði; :ÞMSFðj; :ÞT
�� ��2¼ XXT �MSFM

T
SF

�� ��2
F ð4Þ

and expect a small value for Cc(X).
Secondly, similar to the content correlation consistency constraint, we also expect

the final service-tag matrix X to be consistent with the tag similarity matrix MTT.
Therefore, we have that

CtðXÞ ¼ XTX �MTT

�� ��2
F ð5Þ

and expect a small value for Ct(X).
Incorporating the Eqs. (4) and (5) into Eq. (2), we have the following MMC

problem for web service tag completion and refinement:

min
X2Rm�n

rankðXÞ þ k
2 XXT �MSFMT

SF

�� ��2
Fþ XTX �MTTk k2F

h i

s:t: PXðX �MSTÞk k2F � d

8<
:

9=
; ð6Þ

Unfortunately, rank(X) is a non-convex function and difficult to optimize. Fol-
lowing recent work in matrix completion [15, 16], we relax rank(X) with the convex
nuclear-norm Xk k�, then we can reformulate the MMC problem (6) as follows:

min
X2Rm�n

l Xk k�þ
1
2
lkð XXT �MSFM

T
SF

�� ��2
Fþ XTX �MTT

�� ��2
FÞþ

1
2

PXðX �MSTÞk k2F ð7Þ

3 Operator Splitting Based Iterative Threshold (OSIT)
Algorithm for the MMC Problem

In this Section, we propose an efficient Operator Splitting based Iterative Threshold
(OSIT) algorithm to solve the MMC problem in Eq. (7). Compared to the other
optimization approaches such as Newton’s method and interior point methods [17], the
OSIT algorithm is advantageous in that its computational complexity per iteration is
significantly lower, making it suitable for large-scale datasets.

Next, in order to better introduce the OSIT algorithm, we first present some defi-
nitions and theorems, and then describe the detailed steps for OSIT algorithm.

Definition 1. Singular value shrinkage operator. Suppose the Singular Value
Decomposition (SVD) of a matrix X 2 R

m�n with rank r:

X ¼ UKVT ð8Þ
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where U and V are respectively m × r and n × r matrices with orthonormal columns,
K ¼ diagð ri 1� i� rjf gÞ, and the singular values σi are positive. For each τ ≥ 0, we
define the singular shrinkage operator Dτ as follows:

DsðXÞ ¼ USsðKÞVT ð9Þ

where SsðKÞ ¼ diagðfri � sgþÞ, t+ = max (0, t).

Theorem 1. For any τ > 0 and Y 2 R
m�n, the singular value shrinkage operator obeys:

DsðYÞ ¼ arg min
X2Rm�n

s Xk k�þ
1
2

X � Yk k2F
� �

ð10Þ

Proof. The proof of Theorem 1 follows similar lines of the proof in Reference [15].

Theorem 2. Given the following unconstrained convex problem

min
X2@

FðXÞ ¼ F1ðXÞ þ F2ðXÞ ð11Þ

where @ is a Hilbert space, and F1(X) is a convex, smooth and lower semi-continuous
function, F2(X) is a convex, smooth and Lipschitz continuous function. Then, the
following iterative sequence (12) will converges to a minimizer of Eq. (11):

Xkþ1 ¼ argmin
X2@

sF1ðXÞ þ 1
2

X � ðXk � srF2ðXkÞÞk k2F ð12Þ

where τ is a non-negative real number.

Proof. The proof of Theorem 2 follows similar lines of the proof in Refence [18].

Our OSIT algorithm is inspired by the Operator Splitting technique in Theorem 2.
Observing the MMC problem in Eq. (7), we can have that l Xk k� and
1
2 PXðX �MSTÞk k2F is convex, and 1

2 lkð XXT �MSFMT
SF

�� ��2
F þ XTX �MTTk k2FÞ is also

convex. Consequently, the linear combination of convex terms, namely the MMC
problem (7) is convex and it has at least one minimizer. Based on the Eqs. (7) and (11),
we can have the function FðXÞ ¼ F1ðXÞ þ F2ðXÞ, whereF1ðXÞ ¼ l Xk k�
F2ðXÞ ¼ 1

2 ðlk XXT �MSFMT
SF

�� ��2
F þ lk XTX �MTTk k2F þ PXðX �MSTÞk k2FÞ. Further-

more, we have

rF2ðXÞ ¼ 2lkðXXT �MSFMT
SFÞX þ 2lkXðXTX �MTTÞ þ PXðX �MSTÞ ð13Þ

Based on the aforementioned analysis and deduction, we summarize the Operator
Splitting based Iterative Threshold (OSIT) algorithm in Algorithm 1.
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The convergence rate for the OSIT algorithm is Oð1� ffiffiffi
k

p Þ, where k is the number of
iterations, and which is guaranteed by the convergence property of the Operator
Splitting technique [18]. The space requirement for the OSIT algorithm is O(m × n),
where m is the number of web services and n is the number of tags.

4 Experimental Evaluations

In this Section, we first give a brief description of experimental dataset, and then
present the experimental results on web service tag completion and refinement.

4.1 Experimental Dataset

To verify the performance of web service tag completion and refinement, we select the
publicly published STag 1.0 dataset from http://www.zjujason.com/ as our experi-
mental dataset. This dataset contains 15,968 web services crawled from web service
search engine Seekda!, for each record of web service, it has service name, service
description, tags, and WSDL document. Note that the tags in this dataset are rather
noisy and some of them are misspelling or meaningless words. Hence, a pre-processing
was performed to filter out these tags. We matched each tag with entries in WordNet
(http://wordnet.princeton.edu/) and only the tags with coordinates in WordNet were
retained. Since the manual creation of ground truth is an expensive process, here we
only select 200 web services which contain 117 unique tags as the evaluation dataset,
and its ground truth is manually created by the volunteers with more than 3 years
experiences in developing web services.
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4.2 Performance Evaluation of Tag Completion and Refinement

To evaluate the performance of web service tag completion and refinement, the
F-score, which was widely used as evaluation metric of tag completion and refinement
[3, 19], was calculated to measure the completion and refinement results for each tag
and average them as the final evaluation. The F-score of tag ti and Ave-F-score are
defined as:

F-scoreðtiÞ ¼ 2� precisionðtiÞ � recallðtiÞ
precisionðtiÞ þ recallðtiÞ ð14Þ

Ave-F-score ¼
Xn

i¼1
F-scoreðtiÞ

.
n ð15Þ

where recall(ti) is defined as the number of web services correctly annotated with ti
divided by the number of web services that have ti in the ground truth. precision(ti) is
defined as the number of correctly annotated web services divided by the total number
of web services annotated with ti.

In order to compare the tag completion and refinement performance, the following
three algorithms as well as the original tagging information are employed as the
baselines:

• Original Tag Information (OTI): the original user-provided tags information.
• Tag RecomMendation (TRM): tag refinement algorithm based on tag co-occurrence

in Reference [7].
• Tag Annotating Automatically (TAA): tag refinement algorithm using machine

learning and WordNet synsets in Reference [9].
• Tag Enriching and Extraction (TEE): tag refinement algorithm based on tag

enriching and tag extraction in Reference [10].

In our experiments, we first employ our previous proposed Wordnet-powered
Supervised Web Service Representation algorithm [14] to extracted web services as a
200 × 300 service-feature matrix. At the same time, we set μ = 5, λ = 2, τ = 0.001 by
cross validation. In our OSIT algorithm, the low rank matrix XST is the final refined
result, where each entry produces the confidence score for a tag associated with a web
service. To identify the ultimate web service tags, we set a threshold θ = 0.45 by cross-
validation to generate the final tags associated with a given web service, that is, if
XSTði; jÞ� h, then tag tj is assigned to web service wsi. Table 1 shows the average
performance of different algorithm for all 117 tags. Form Table 1, we can observed that
our TagCRMC algorithm outperformed the four state-of-the-art algorithms.

In addition, we evaluate the computational efficiency by the running time for web
service tag completion and refinement. All the experiments are implemented with JDK

Table 1. Average performance of different algorithms for tag completion and refinement

Algorithm TagCRMC OTI TRM TAA TEE

Ave-F-score 0.719 0.468 0.707 0.659 0.676
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1.7.0-10, Eclipse 3.6.0. They are conducted on a computer with Intel(R) Core(TM)
i7-3520 M CPU @ 2.90 GHz with 4 GB of RAM, running Windows 7 OS. Note that
for the OTI method, the original user-provided tags information is directly adopted
without taking any running time, so we only report the running time for the other four
methods. Table 2 summarizes the running times of both the proposed TagCRMC and
the three baseline methods for tag completion and refinement. From Table 2, we can
observe that the proposed TagCRMC takes more running time, which mainly due to the
use of full SVD. However, from the Algorithm 1, we can see that computing the full
SVD for the OSIT is unnecessary: we only need those singular values that are larger
than a threshold ‘sl’ and their corresponding singular vectors. So a software package
PROPACK [20] can be employed to efficiently alleviate the TagCRMC’s running time
by computing the partial SVD.

5 Conclusion and Future Work

Motivated by the fact that the existing user-provided service tags in public search
engine are imprecise and incomplete, we proposed an efficient TagCRMC approach for
web service tag completion and refinement. Experimental results on real-world web
service collection well demonstrated the effectiveness of our proposed approach.

In the future, we will expand the scale of experimental dataset by inviting more
volunteers for further experimental evaluation. In addition, we plan to exploit more
efficient iterative optimization algorithm to solve the proposed MMC problem, so than
the proposed TagCRMC approach can work on even larger volume services corpus.
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Abstract. Effective design and improvement of dynamic feedback in
computer-based learning environments requires the ability to assess the
effectiveness of a variety of feedback options, not only in terms of overall
performance and learning, but also in terms of more subtle effects on stu-
dents’ learning behavior and understanding. In this paper, we present a
novel interestingness measure, and corresponding data mining and visu-
alization approach, which aids the investigation and understanding of
students’ learning behaviors. The presented approach identifies sequen-
tial patterns of activity that distinguish groups of students (e.g., groups
that received different feedback during extended, complex learning activ-
ities) by differences in both total behavior pattern usage and evolution
of pattern usage over time. We demonstrate the utility of this technique
through application to student learning activity data from a recent exper-
iment with the Betty’s Brain learning environment and four different
feedback and learning scaffolding conditions.

Keywords: Interestingness measure · Sequence mining · Learning
behaviors · Information gain

1 Introduction

In order to more effectively teach and promote skills required in the modern
world of near-ubiquitous computing and internet connectivity, computer-based
learning environments have become more complex and open-ended. This com-
plexity also drives a need for dynamic, adaptive feedback and learning scaffolding
that can support students in understanding how to employ and learn with these
environments and tools. However, in order to effectively design and improve such
feedback/scaffolding, we must first be able to assess the effectiveness of a variety
of scaffolding options, not only in terms of overall performance and learning, but
also in terms of more subtle effects on students’ behavior and understanding.
c© Springer International Publishing Switzerland 2014
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Identifying sequential patterns in learning activity data has provided a useful
tool for discovering and better understanding such student learning behaviors.
However, once these behavior patterns are mined, researchers must interpret
and analyze the resulting patterns to identify a relevant subset of important
patterns that provide a basis for generating actionable insights about how stu-
dents learn, solve problems, and interact with the environment. Algorithms for
mining sequential patterns generally associate a measure of pattern frequency
in the data with the relative importance or ranking of the pattern for investiga-
tion. However, when analyzing students’ learning behaviors, another important
aspect of these patterns is the evolution of their usage over the course of a stu-
dent’s learning or problem-solving activities. Further, in order to understand
how different feedback and scaffolding can affect learning behavior, the more
important patterns are those that differ across different experimental groups or
other categories of students.

To address this challenge, we present a data mining and visualization app-
roach, combining traditional sequence mining and a novel information-theoretic
interestingness measure for ranking behavior patterns that distinguish groups of
sequences (e.g., groups of students in different experimental conditions) by dif-
ferences in both total pattern usage and the evolution of pattern usage over time.
This approach builds on the Temporal Interestingness of Patterns in Sequences
(TIPS) analysis framework [1], but instead of basing interestingness on the extent
of changes in usage over time as in TIPS, this approach incorporates the dimen-
sion of student/sequence groups to identify and visualize patterns that are used
differentially across those groups (by either total frequency or relative usage pat-
terns over time). To demonstrate the utility of this approach, we present case
study results of mining student activity data from a recent experiment with
the Betty’s Brain learning environment. These results illustrate the effectiveness
of our approach and suggest further refinements for temporal and differential
analysis of sequential learning activity data.

2 Related Work

The canonical sequential pattern mining task is to discover sequential patterns
of items that are found in many of the sequences in a given dataset [2,3].
Researchers have applied variations of sequence mining techniques to a wide
range of educational data in order to better understand and improve learning. For
example, researchers have employed sequential pattern mining to better under-
stand specific aspects of student learning behavior, such as Nesbit et al. ([4]),
who mined the longest common subsequences in data from the gStudy learning
environment to research how students self-regulate as they learn. Others have
employed sequence mining techniques to more directly scaffold and improve stu-
dent learning. For example, Perera et al. ([5]) help student groups collaborating
on software development to improve their work by observing and emulating the
behaviors of the strong groups, which are determined through sequence mining.
Kinnebrew et al. [6,7] compared sequential patterns mined from student activ-
ity sequences to identify patterns for targeted feedback that differ in frequency
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between student groups and between productive and unproductive periods of
work. Other researchers have also employed sequential pattern mining to iden-
tify differences among student groups or generate student models to customize
learning to individual students [8–10].

Sequence mining algorithms commonly rank the discovered patterns by their
frequency in the dataset. Over time, researchers have developed additional mea-
sures to utilize properties other than just frequency to rank mined patterns [11].
These measures are often referred to as “interestingness measures” and have
been applied to a variety of data mining tasks, such as sequence mining and
association rule mining [12]. The measures can be simple calculations like accu-
racy, specificity, and recall, or more complicated ones like the Gini Index [13]
and information gain [14], which identify patterns that possess more complex
relationships to the data. In educational data mining applications, interesting-
ness measures have been used to rank mined association rules (e.g., [15]). More
generally, information gain has been employed with educational data to solve
problems like identifying attributes and producing rules for predicting student
performance [16].

In addition to an interestingness measure to identify potentially important
patterns, our approach also employs a visualization of pattern usage over time
with heat maps to more efficiently analyze identified patterns. Heat maps have
commonly been employed in biomedical fields for tasks including visualization
of gene expression [17] and identification of common gene locations. Heat maps
have also seen use in other fields to trace dynamic changes over time, such as
in the environment or in music habits, and often employ maps that contain
non-regular shapes, especially those of real-world geography [18].

3 Identifying Interesting Differences in Evolving
Pattern Usage

With long sequences of temporal data, such as student learning activities in
a computer-based learning environment, researchers and analysts are not only
interested in discovering frequent sequential patterns, but, in many cases, also
need to analyze their occurrence over time and identify patterns that differ
among groups of sequences. To address these needs, we present the Differen-
tial, Temporal Interestingness of Patterns in Sequences (D-TIPS) measure and
approach for identifying and visualizing patterns that are employed differentially
over time across groups of students (e.g., groups that receive different scaffolding
in a learning environment). The first step in analyzing learning activity sequences
is to define and extract the actions that make up those sequences from interaction
traces logged by the environment. The definition of actions in these sequences
for Betty’s Brain data is discussed further in Sect. 4. Given a set of sequences
corresponding to the series of actions performed by each student, the D-TIPS
technique consists of four primary steps that extend the corresponding steps in
TIPS [1] to identify and interpret differences among student/sequence groups
instead of simply over time:
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1. Generate candidate patterns that are common to many students in one or
more groups through sequential pattern mining.

2. Calculate a temporal footprint for each candidate pattern by mapping it back
to locations where it occurs in the activity sequences.

3. Provide a ranking of the candidate patterns using an information-theoretic
interestingness measure applied to the temporal footprint of each pattern
across sequence groups.

4. For the highly-ranked, differential patterns, visualize their temporal footprints
using heat maps to compare trends and spikes in usage across groups.

3.1 Identifying Common Patterns

In order to identify candidate behavior patterns for investigation, we employ
a sequential pattern mining algorithm to the set of student activity sequences.
Standard sequential pattern mining produces a set of sequential patterns that
meet a given support threshold (i.e., they occur in at least a given percentage of
the sequences). Certain types of additional constraints can be imposed with some
algorithms, but otherwise the choice of algorithm does not affect the resulting
set of patterns. In this case, because we are interested in behavior patterns where
the actions occur immediately or shortly following each other in the sequence,
we employ an algorithm (from Pex-SPAM [19]) that allows constraints on the
gaps between actions in the identified sequential patterns1. Further, to identify
patterns common to the majority of the students in any group, we apply sequen-
tial pattern mining to each group of student sequences separately with a support
threshold of 50 % and combine the resulting sets of patterns to identify the full
set of candidate patterns.

Once the common behavior patterns are mined, researchers must interpret
and analyze the resulting patterns to identify a relevant subset of important pat-
terns that provide a basis for generating actionable insights (e.g., how to scaffold
user interactions with the learning environment to encourage specific, produc-
tive behaviors). A pattern’s “frequency” in sequential pattern mining terms (i.e.,
the number of sequences in which the pattern occurs) is often used to rank the
importance of the identified patterns. Alternatively, the frequency of occurrence
within sequences is a different frequency measure that can be more appropriate
for long sequences [6]. For learning activity sequences, this occurrence frequency
(i.e., how often a pattern occurs within sequences) is generally of more inter-
est than simply the number of students who employed a pattern at least once.
D-TIPS relies on a consideration of pattern occurrence within sequences, but
rather than simply ranking patterns by their occurrence frequency (e.g., average
or median occurrence frequency among the students/sequences), it also incorpo-
rates information about how this frequency changes over time.
1 In the results presented in Sect. 5, we allowed a maximum gap of one action, allowing

up to one irrelevant or variable action between consecutive actions in the pattern.
However, in general, other sizes of gaps or no gap at all may be appropriate depending
on the data and goals of an analysis.
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3.2 Calculating the Temporal Footprint

Given a set of candidate patterns from the sequential pattern mining, the next
step is to map the patterns back to the activity sequences to define a temporal
footprint for each pattern. Each sequence is divided into n consecutive slices,
such that each contains 100

n % of the student’s actions in the full sequence. Cor-
responding slices (e.g., the first slice from each sequence, the second slice from
each, and so on) are then grouped into bins to define the temporal footprint of
the sequence. Although the slices for different student sequences can be of differ-
ent lengths (and there may be different numbers of students in each group), the
interestingness measure described in the next section is calculated with respect
to all of the actions in each bin and takes into account the proportion of total
actions falling into each bin.

The number of slices/bins chosen for the temporal footprint is a parameter
that determines the level of temporal granularity for the analysis. In addition
to the desired granularity, an important consideration for choosing the number
of bins is the quantity and variability of the data available. In particular, finer
granularities (i.e., more bins) increase the likelihood that the analysis will be
overwhelmed by random variation and noise. For example, spikes and other
differences in pattern frequency that are identified across bins with relatively
small quantities of actions are more likely to be the result of noise than with
larger bins. With Betty’s Brain data, initial qualitative analysis has suggested
that with relatively few activity sequences (e.g., 10 to 15 students), 3 to 5 bins
may be most effective, while with more sequences (e.g., 30 or more students),
anything from 5 to 10 bins tends to work well.

3.3 D-TIPS for Ranking Patterns by Interestingness

In order to identify more interesting patterns by their difference in temporal
usage across groups, the D-TIPS interestingness measure applies information
gain (IG) with respect to pattern occurrence across the groups in each of the n
corresponding bins of their temporal footprints. Information gain is defined as
the difference in expected information entropy [20] between one state and another
state where some additional information is known (e.g., the difference between a
set of data points considered as a homogeneous group versus one split into mul-
tiple groups based on the value of some other feature or attribute). Information
entropy, H, is the amount of expected uncertainty found in a random variable,
X, whose value we will refer to as the class of the data point. In D-TIPS, each
data point is an action performed by a student and its class is the corresponding
student group. IG when used in classifiers, such as decision trees [13], is applied
to a dataset where each data point has multiple features in addition to its class.
The IG of a given feature is then the reduction in expected uncertainty about
the correct class of a data point when its feature value is known. IG is calculated
as the difference between the information entropy of the data without knowledge
of the feature values, H(X), (i.e., based solely on the probability distribution
of classes over the full dataset) minus the conditional entropy of the data set
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when the value of the feature is known, H(X|F ). In D-TIPS, the features are
the patterns of actions to be ranked, and a particular action’s feature value is
the combination of whether the action begins an occurrence of the pattern, o,
and the order number of the bin in which the action occurred, b. Therefore, the
D-TIPS IG metric can be represented as:

IG(X|F ) = H(X) −
∑

v∈V als(F )

p(F = v)H(X|F = v)

where
V als(F ) = {(o, b)|o ∈ {true, false} , b ∈ {1 . . . n}}

Information gain is leveraged in classifiers to determine which features are
most discriminatory because they provide the least amount of uncertainty among
classes in the data. In a similar fashion, D-TIPS applies information gain to deter-
mine which patterns are the most interesting because knowledge of their occur-
rence and temporal location provides the least amount of uncertainty among the
student groups. This information-theoretic definition of the D-TIPS measure
provides two important properties: (1) given two patterns with the same total
occurrences for each corresponding group (e.g., group A has an occurrence of a
and group B has an occurrence of b for both patterns, although a and b may
be different values), the pattern with the greater discrimination of groups by
differences in temporal location/bin among groups will have a higher rank, and
(2) given two patterns with the same relative temporal behaviors (i.e., the same
proportion of a given group’s total pattern occurrence in each corresponding
bin) for each corresponding group, the pattern with the greater discrimination
of groups by differences in total occurrence among groups will have a higher
rank.

The D-TIPS measure provides a way of recognizing differences among groups
both by total pattern occurrence and by temporal behavior (e.g., decreasing
usage versus increasing usage, or spikes in different bins). Further, when the
same differences across groups (by both total pattern occurrence and temporal
behavior) occur for two patterns, the pattern with higher overall frequency will
have the higher rank. Thus, D-TIPS tends to emphasize patterns with large rel-
ative differences among groups (by total occurrence and/or temporal behavior)
even when they are not especially frequent in the overall dataset, while also
emphasizing patterns with more moderate differences among groups when the
frequency of the pattern in the overall dataset is high. Conversely, D-TIPS tends
to deemphasize patterns that are homogeneous across groups (by both relative
occurrence and temporal behavior) or that are especially rare in all groups.

3.4 Visualizing Temporal Evolution

Given a set of highly-ranked behavior patterns, researchers will need to analyze
them in further depth to understand their implications for student learning and
generate additional hypotheses or changes to scaffolding in a learning environ-
ment. An important aspect of this analysis is the consideration of how a pattern’s
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frequency changes over time in different groups. In order to more rapidly and
efficiently analyze this aspect of the patterns identified by D-TIPS, we employ
a heat map visualization.

Heat maps utilize the counts of data (pattern occurrence frequency in this
case) in discrete cells across one or more dimensions to determine the color of
the cell. Cell color is based on where the corresponding count falls between the
highest and lowest count in any of the cells. The nature of the coloring scheme
helps draw a user’s eye to areas of contrast and thus larger changes, as well as
general trends, in the data. For this analysis of D-TIPS patterns, we employ
a two-dimensional heat map where the x-axis is time/temporal-bin, while the
y-axis is student group. Further, rather than raw occurrence counts, each cell’s
count is the percentage of its group’s total pattern occurrence that falls within
that temporal bin. The use of percentages of pattern occurrence allows analy-
sis of temporal variation normalized by the total frequency of the pattern per
group. Therefore, different temporal trends in pattern usage across groups will
be highlighted, even when total pattern occurrence differs significantly among
groups, which would otherwise wash out any trends in the groups with lower
pattern occurrence.

4 Betty’s Brain Data

The data employed for the analysis in Sect. 5 consists of student interaction
traces from the Betty’s Brain [21,22] learning environment. In Betty’s Brain,
students read about a science process and teach a virtual agent about it by
building a causal map. They are supported in this process by a mentor agent,
who provides feedback and support for their learning activities. The data ana-
lyzed here was obtained in a recent study with 68 7th-grade students taught by
the same teacher in a middle Tennessee school. At the beginning of the study,
students were introduced to the science topic (global climate change) during reg-
ular classroom instruction, provided an overview of causal relations and concept
maps, and given hands-on training with the system. For the next four 60-minute
class periods, students taught their agent about climate change and received
feedback on content and learning strategies from the mentor agent.

The study tested the effectiveness of two support modules designed to scaf-
fold students’ understanding of cognitive and metacognitive processes important
for success in Betty’s Brain. The knowledge construction (KC) support module
scaffolded students’ understanding of, and suggested strategies for, constructing
knowledge by identifying causal relations in the resources. The monitoring (Mon)
support module scaffolded students’ understanding of, and suggested strategies
for, monitoring Betty’s progress by using the quiz results to identify correct and
incorrect causal links on Betty’s map. Participants were divided into a control
and three treatment groups. The knowledge construction (KC) group used a
version of Betty’s Brain that included the KC support module and a causal link
tutorial that they could access at any time and were prompted to enter when
the mentor determined they were having difficulty identifying causal links in
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the resources. The monitoring (Mon) group used a version of Betty’s Brain that
included the Mon support module and a tutorial about employing link anno-
tations to keep track of links shown to be correct by quizzes. The full (Full)
group used a version of Betty’s Brain that included both support modules and
tutorials. Finally, the control (Con) group used a version that included neither
the tutorials nor the support modules.

In Betty’s Brain, the students’ learning and teaching tasks were organized
around seven activities: (1) reading resource pages to gain information, (2)
adding or removing causal links in the map to organize and teach causal informa-
tion to Betty, (3) querying Betty to determine her understanding of the domain
based on the causal map, (4) having Betty take quizzes that are generated and
graded by the mentor to assess her current understanding and the correctness
of links in the map, (5) asking Betty for explanations of which links she used to
answer questions on the quiz or queries, (6) taking notes for later reference, and
(7) annotating links to keep track of their correctness determined by quizzes
and reading. Actions were further distinguished by context details, which for
this analysis were the correctness of a link being edited and whether an action
involved the same subtopic of the domain as at least one of the previous two
actions. The definition of actions in Betty’s Brain learning activity sequences
are discussed further in [6].

5 Results

To illustrate and characterize the performance of the D-TIPS technique, we
present selected results from its application to student learning activity data in
the Betty’s Brain classroom study described in Sect. 4. The first step of the D-
TIPS analysis identified 560 candidate patterns that occurred in at least half of
the students in one or more of the four experimental conditions. Given the limited
number of students in each condition, we chose to bin pattern occurrence values
into fifths of the activity sequences for a broad analysis of their usage evolution
over time. Table 1 presents 3 of the top 30 most differentially-interesting patterns
identified by D-TIPS across the four scaffolding conditions. For comparison, the
average occurrences per student and ranking by that value is also presented. Over
half (18) of the top 30 D-TIPS patterns had a rank past 50th by occurrence,
with 13 of them ranking beyond 100th, indicating that they would be unlikely
to have been considered and further analyzed without D-TIPS.

Table 1. Selected patterns with D-TIPS and occurrence rankings

Pattern D-TIPS rank Occurrence rank Avg occurrence

[Quiz] 3 2 21.8

[Read] → [Note] 18 100 1.7

[Read] → [Read] → [Remove Link−] 29 137 1.4
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Fig. 1. [Quiz]

The first pattern in Table 1 illustrates a single action pattern that was ranked
very high by both D-TIPS and overall occurrence. While individual student
actions are often less interesting than longer patterns, they are still important
to consider, especially when they also illustrate a tendency to be employed differ-
entially across groups and over time. Figure 1 shows that all groups tended to use
quizzes more frequently later in their work on the system. Since students’ causal
maps grew over time, monitoring and correction of the maps were more impor-
tant later in their learning activities. There were some differences in usage trends
over time among the different conditions, such as the steeper increasing trend
for the KC and Full groups than the Monitoring group and the somewhat earlier
peak in usage for the Full and Control groups. However, the overall occurrence
by conditions differed markedly, with the Control group performing far more
quiz actions than the others, and the Monitoring group performing more quiz
actions than the KC and Full groups. While the Monitoring group’s use of the
quiz was expected to be high due to the focused monitoring support that relied
heavily on the quiz, it is surprising that the Control group had the highest quiz
usage. In addition, the Control group illustrated less of an increasing trend in
usage compared to other groups, employing quizzes nearly as much in the first
two fifths of their activity as in the final fifth. These results may indicate that
without either KC or monitoring support, the Control group struggled more and
fell back on strategies of guessing and checking (with the quiz).

Figure 2 illustrates a knowledge construction behavior of reading and taking
notes that was ranked highly by D-TIPS. Another difference among the groups,
which added to the interestingness of this pattern under the D-TIPS analysis,
is that the Control group tended to perform reading followed by note-taking
primarily in the last fifth of their activities, as opposed to the first two fifths for
the other groups. Further analysis of the data attributed this primarily to two
of the Control group students, although the reason for this aberration is still
unclear.

The pattern illustrated in Fig. 3 involves a sequence of (two) reading actions
followed by removing an incorrect link. While there was no consistent temporal
trend in the usage of this pattern, the Monitoring and Control groups exhibited
this pattern less than once per student, while the KC group averaged 2.4 times
per student. Although ranked lower by D-TIPS at 45th, the sub-pattern of a
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Fig. 2. [Read] → [Note]

Fig. 3. [Read] → [Read] → [Remove Link−]

single read action followed by removing an incorrect link illustrates the same
differences. This suggests that students with the KC feedback generally relied
more heavily on reading to identify incorrect links than either the Control and
Monitoring groups, possibly because the Control group struggled more in general
and the support in the Monitoring group focused students more on the use of
quizzes to identify incorrect links.

6 Conclusion

While identification of high-frequency behavior patterns is undoubtedly useful,
finding patterns that have differing occurrence over time across a set of stu-
dent groups is also important for analyzing learning behaviors and the effects
of scaffolding. In this paper, we presented the D-TIPS interestingness measure
and mining approach, which identifies patterns that differ in their usage among
student groups by either total (group) occurrence or temporal behavior, even
when they are not especially frequent in the overall dataset. Results from the
use of this technique to mine Betty’s Brain data illustrated the potential benefits
and helped characterize differences between D-TIPS and a baseline occurrence
ranking. Moreover, D-TIPS identified patterns that illustrated potentially impor-
tant differences in learning behavior among different scaffolding conditions that
would have probably been overlooked by considering only pattern frequency.
Future work will include autonomous identification of an effective number of
bins for splitting a given set of activity sequences, as well as methods to individ-
ually characterize student groups by the patterns identified in D-TIPS. Further,
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we intend to apply the D-TIPS analysis to data in other domains to illustrate
its generality and utility in areas beyond education.
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Abstract. With increasingly prevalent mobile positioning devices, such
as GPS loggers, smart phones, and GPS navigation devices, a huge
amount of trajectories data is collected. Users are able to obtain the
various location-based services by uploading their trajectories. In this
paper, we address that a user’s movement behavior is able to discover by
their similar shape trajectories and resulted in some regions frequently
stay in common, called relevant stay regions. Once a set of stay regions
discovered, we can predict the next region where the user intends to
go and provide location-based information of the next stay in advance,
such as traffic status, targeted advertises, sightseeing recommendations,
and so on. Prior works have elaborated on discovering stay region from
the whole crowd trajectories and then exploring the relations between
the regions to describe the movement patterns for location prediction.
However, the trajectories pass the same region may not have the simi-
lar movement behavior. Thus, we propose a framework to discover stay
regions relevant to the specific movement behavior and then applied in
location prediction, called Region Modeling and Mobility Prediction. The
proposed framework includes two modules: region modeling and mobility
prediction. In the region modeling module, we develop shape clustering
method to group the similar trajectories from historical data and then
explore the stay region model from trajectory clusters. Based on the dis-
covered region model, the mobility prediction module provide a cluster
selection algorithm and several prediction strategies to generate the top-
k relevant stay regions. Experiments results on real datasets demonstrate
the effectiveness and accuracy of our proposed model on detecting next
stay region, comparing with other baseline methods.

1 Introduction

While the mobile positioning devices become prevalent, a tremendous amount
of trajectory data is generated. Users can upload their trajectories or check-in
data to location-aware web provider(e.g., @trip, Foursquare and Facebook) and
obtain the various location-based services such as tourism recommendations and
c© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 293–304, 2014.
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store advertising in their daily life. In general, trajectory data is a sequence of
GPS points and these sequential GPS points record the users’ true movement.
If some trajectories frequently and repeatedly appear in a user’s historical tra-
jectory data, we are able to suppose that the user may have a certain movement
behavior. However, due to the uncertainty of GPS position collected, it is diffi-
cult to discover that the trajectories are completely repeated. For example, in
Fig. 1, there are three historical trajectories of one user in different days with
different colors. These trajectories are not completely the same but pass through
some regions in common. More specifically, those trajectories have similar shape
and all of them have stayed in some specific regions together(Region R1, R2, and
R3). This observation shows that the user usually takes similar routes if they
have visited the similar set of stay regions. Thus, we claim that a user’s move-
ment behavior can be discovered by clustering the historical trajectories with
similar shape and then resulted in some stay regions where the user frequently
visited. The sets of stay regions which discovered from the similar trajectories are
relevant to a user’s movement behavior and called relevant stay regions. Once
a set of stay regions discovered, lots of location-aware information and appli-
cations could be provided to user, such as inferring regions for sightseeing and
tourism recommendations, distributing coupons of stores near by stay location,
estimating the traffic status on the way to destination, and even predicting the
possible next stay for navigation system to set the destination automatically.
In this paper, we focus on the problem of mining stay regions from historical
trajectories and applied in location prediction problem.

Fig. 1. An example of the similar-shape historical trajectories and passed some stay
regions in common.

Given a set of trajectories, prior works have studied the location prediction
problem in which given the users current location, the problem is to predict the
next location or the location at a specific time. In [7,10], the authors first map
the user’s historical trajectories into the regions by grid-cell system and estimate
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the transition probability between the mapped regions. Then, according to the
user’s current location to predict the future movement based on the probability
model. The authors in [5,9] construct a decision tree according to trajectories
and use tree structure to denote the stay locations for prediction. These existing
research works focus on discovering stay region from the whole crowd trajectories
and then exploring the relations between the regions to describe the movement
patterns for location prediction. However, the trajectories stay in the same region
may not have the similar movement behavior. For instance, a user usually stays
a restaurant for lunch in the daytime and then go back to work. In the night-
time, the user sometimes exercises at the gym in the same region and then go
back home. Both trajectories stay in the same region but those are two different
movement behaviors. In this paper, we first discover the user’s movement behav-
ior by trajectory clustering and then explore the stay regions from each group
of trajectories. Based on those sets of stay regions from the similar movement
behavior, the next stay region prediction is able to be improved. The advantage
of predicting the future location by the stay regions generated from the similar
movement behavior is that the regions where the user frequently stay are the
same even if the user detours his/her route for traffic or other instance.

In this paper, we propose a framework to discover stay regions relevant to
the specific movement behavior and then applied in location prediction, called
Region Modeling and Mobility Prediction. Specifically, the framework includes
two modules: region modeling module and mobility prediction module. In region
modeling module, given a use’s individual trajectory data, we develop the shape
clustering method to discover the user’s movement behavior by grouping the
trajectories with the similar movement shape. Based on the trajectory clusters,
a stay regions model is discovered for each trajectory cluster. In mobility pre-
diction, given the starting location and current time, top-k stay regions relevant
to the user’s movement behavior will be provided. We design an algorithm to
select trajectory cluster, i.e. the specific movement behavior, by considering the
user’s starting location and current time. Then, several prediction strategies
are proposed to generate top-k stay regions those relevant to the user’s specific
movement behavior. We evaluate the performance of our proposed framework
by real-world dataset generated by mobile users in Taiwan. In addition, we also
compare with the other existing approaches. The extensive experiments results
demonstrate the effectiveness of our framework and the accuracy of next stay
region prediction ia able to be improved.

The contributions of this paper are summarized as follows:

1. We address that a user’s movement behavior can be discovered by clustering
the historical trajectories with similar shape and then resulted in some regions
where the user frequently stayed. Such a set of stay regions is relevant to a
specific movement behavior, called relevant stay region.

2. We propose a framework, called Region Modeling and Mobility Prediction,
to discover movement behavior by proposed trajectory shape clustering and
predict top-k relevant stay regions where a user intends to go.
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3. Extensive experiments are conducted on real datasets to evaluate our pro-
posed framework. The results demonstrate that our framework is more effec-
tive and accuracy than existing works.

The rest of this paper is organized as follow: Sect. 2 introduces the current
research works of the location and destination prediction. Section 3 states the
problem and gives an overview of our proposed framework. Section 4 presents the
shape clustering and region modeling on historical trajectory. Section 5 describes
mobility prediction module for top-k stay regions generation. Performance stud-
ies are presented in Sect. 6. Finally, Sect. 7 concludes this paper.

2 Related Work

There are many research works discussing the problem of location prediction,
they only focus on discovering the frequent region from the whole crowd tra-
jectories and then exploring the relations between the regions to describe the
movement patterns for location prediction. However, the trajectories stay the
same region may not have the similar movement behavior. A stay region is sup-
posed to be relevant to a movement behavior, in other words, the stay regions
should be generated from similar trajectories. The route to next stay region
may be detoured due to traffic jams and other instances. Furthermore, the next
region where the user frequently move to may not be changed according to the
user’s movement behavior. Therefore, those relevant stay regions can be adopted
to improve the accuracy of location prediction. In this section, we first discuss
some research works on the location prediction and then introduce the research
works related to mining stay regions.

A number of location prediction techniques have been proposed in data min-
ing literature. Markov model has been widely applied in predicting destinations
for a specific individual as well [1,10]. In [10], the author uses a Markov model
to offline prepare the probabilities needed to efficiently compute the posterior
probability for any given query trajectory online. Some existing works use the
external information to predict destination [6,12], these external information
such as the distributions of different districts (ground cover), of traveling time,
of trajectories length, the accident reports, road condition, and driving habits
often enhance the prediction accuracy. Even context information such as time-of-
day, day-of-week, and velocity has been incorporated as the features in training
the Bayesian network model for prediction [4]. Chen et al. [2] used a tree struc-
ture to represent the historical movement patterns and then matched the current
partial trajectory by stepping down the tree. Trajectory pattern [5,9] are first
explored and apply on location prediction. There are some existing works focus
on extracting the stay regions for semantics mining. The authors in [11] proposed
the concept of stay point detection to discover the stay regions. Considering the
both spatial and temporal information, the authors in [8] propose a sequential
clustering method to extract the stay regions.
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3 Framework Overview

A user’s movement behavior can be discovered by clustering the historical trajec-
tories and then resulted in some regions where the user frequently stayed. Such
a set of stay regions relevant to the movement behavior, called relevant stay
region. We claim that the users’ stay regions will be relevant to their movement
behavior. Based on the discovered sets of relevant stay regions, the prediction
on next stay region can be improved. Thus, we propose a framework to dis-
cover movement behavior and generate relevant stay regions and then applied
in location prediction, called Region Modeling and Mobility Prediction.

Figure 2 shows the proposed framework which is comprised of two compo-
nents: Region Modeling Module and Mobility Prediction Module. Since there
are two subtasks in the region modeling module, exploring movement behavior
and detecting the relevant stay regions. We first propose a trajectory clustering
method called shape-clustering to explore the movement behavior by group-
ing the similar-shape trajectories. Based on the trajectory clusters, the sets of
relevant stay regions are discovered. Specifically, a set of stay regions which
is relevant to specific movement behavior is discovered from each trajectory
cluster. For detecting the relevant stay regions of each trajectory cluster, we
detect stay points from each trajectory and then adopt a Share Nearest Neigh-
bor clustering(SNN-clustering) to cluster the stay points as stay regions. Finally,
this module generates a relevant region prediction model for next stay region
prediction. In mobility prediction module, we design an algorithm to select tra-
jectory cluster by considering the user’s starting location and current time, i.e.
determining the specific movement behavior by the user’s current movement.
Then, several prediction strategies are proposed to generate top-k stay regions
those relevant to the user’s specific movement behavior.

Fig. 2. Framework
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4 Movement Behavior Discovery and Region Modeling

In this section, we will discuss how to discover the relevant region model for next
region prediction. This includes two subproblems, namely, discovering movement
behavior from trajectories and mining relevant stay region by these behaviors.
To achieve the goal, we first propose Shape-Clustering to explore the group of
the similar-shape trajectories. Then, based on the discovered trajectory clusters,
we develop a method to extract the relevant stay region from these trajectory
clusters.

4.1 Shape-Clustering

The first step in our framework is to find the movement behavior by clustering
the trajectories with the similar movement. More specifically, we attempt to
cluster the similar-shape trajectories so as to be able to represent the user’s
movement behavior. In existing work, a shape-based pattern detection method
has been used to detect streaming time series data [3]. We adopt the concept
on trajectory data to find out the similar-shape trajectory. The similar-shape
trajectories imply that these trajectories have the similar movement behavior.
As shown in Fig. 3, there are two trajectories Ti and Tj denoted as sequential
GPS points. Then, we define segmenti,n as a nth trajectory segment in Ti in
the defined time interval. To avoid the problem of trajectory segmentation [8],
each segment has a overlap to smooth the segmentation. We calculate the average
position(the two red points) in each segment according to latitude and longitude
of GPS points in a segment. The distance d is calculated and defined as distance
measure between the two average position(the two red points).

Fig. 3. An example of shape clustering

The shape clustering algorithm is shown in Fig. 4. If the distance d less than
the distance threshold δ, these two segments are considered as similar segments.
In addition, we define a similar counter mentioned as SimSeg in the algorithm
to count number of similar segments. Thus, the value of similar counter can
be considered as similarity between two trajectories. Then, each two trajec-
tories whose similarity is higher than similarity threshold SimThres should
be group into the same cluster. Otherwise, the trajectory form a new cluster
independently.
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Fig. 4. Shape clustering algorithm Fig. 5. An example of region
modeling

4.2 Relevant Region Extraction

According to the result of shape-clustering, the second step is to detect possi-
ble relevant stay regions for each trajectory cluster. We adopt the conventional
approach to extract stay region from trajectories [8,11]. We first detect the stay
points from each trajectories. A stay point is detected when the consecutive
points of a examined point do not exceed the predefined distance threshold dur-
ing the specified period of time threshold. Then, the clustering method is applied
to group the stay points those are close enough. The cluster of stay points is able
to represent a region where the user frequently stays. A stay region is a summary
of a set of similar stay points from different trajectories. To define the similar-
ity between stay points and discover the stay regions, we adopt SNN (shared
nearest neighbor)density-based clustering. When applying SNN density based
clustering to discover stay regions, we constrain the searching range of nearest
neighbors is a radius Dh around the examined nodes. We define a stay point is
in a stay region if each stay point of which contains at least MinSR number of
neighbors in the distance radius Dh. The points without MinSR nearest neigh-
bors are viewed as non-stay points and discarded. All the connected components
in the resulting graph are clusters finally. These clusters can be considered as
stay region candidates where an object often stay for certain activities. After
generating the relevant stay region candidates, to avoid the region formed by
traffic jam, we check whether the region is on the road exactly or not. If stay
regions are located on road, the stay regions are removed from candidates since
the regions may be formed by traffic jam. For an example in Fig. 5, the result
of this module are three trajectory clusters(TC1, TC2 and TC3) and the trajec-
tories in the same cluster have similar shape with each other. In each cluster,
there are some relevant stay region candidates(R1, R2, ..., R5) generated by stay
points detection and SNN-clustering.
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5 Mobility Prediction

After extracting the relevant stay regions from trajectory clusters, a relevant
stay region model for mobility prediction is constructed. Given a user’s current
location and time, the task of mobility prediction is to select the best trajectory
cluster and determines the score of relevant stay region candidates respectively.
Thus, the two-stage prediction module is proposed, including trajectory cluster
selection and prediction strategy. Finally, according to the user’s current location
and time, the top-k relevant stay regions will be generated for next stay region
prediction.

Due to a trajectory cluster is summarized from the similar-shape trajecto-
ries, we address that the trajectory cluster is able to imply a user’s movement
behavior. The next stay region prediction can be improved by estimate the user’s
next stay region on his/her movement behavior. By considering a user’s current
location and time, we propose a method to select the best trajectory cluster for
prediction. Generally, movement behavior is usually relevant to time or location
of a stay region. Thus, the average time and location of relevant stay region can-
didates in the trajectory cluster are determined by the score of the trajectory
cluster. The average time and location of relevant stay region candidates are
defined as Eqs. 1 and 2. We formulate the scoring function of a trajectory cluster
as shown in the Eq. 3. The scoring value of the trajectory cluster which is closer
to zero shows that the trajectory cluster has the better matching according to
the user’s current behavior. The trajectory cluster is selected as the candidate
for generating the relevant stay regions.

TCi.time =

∑n
j=1 SRj .time

n
,∀SRj in Traj ∈ TCi (1)

TCi.loc =

∑n
j=1 SRj .loc

n
,∀SRj in Traj ∈ TCi (2)

scoreTCi
=

|TCi.time−q.time|
MAX(|TC.time−q.time|) + d(TCi.loc,q.loc)

MAX(d(TC.loc,q.loc))

2
(3)

Based on selected trajectory cluster, we evaluate each relevant stay region
candidate which belong to the selected cluster and generate the top-k relevant
stay region by their evaluated score. For scoring the potential of a relevant stay
region where the user may move to, we design several prediction strategies by
considering the user’s current location and time. Three prediction strategies
are proposed: (1) Near T ime First, (2) Near Location F irst and (3) High
Frequency F irst. Near T ime First(Eq. 4) means that if the historical stay
time on the stay region is closer to current time, the score is higher.

scoreNT,i =
1

log2(ΔTime + 2)
(4)

In the same manner, Near Location F irst(Eq. 5) denotes that the distance
between stay region and current location, the score is higher.

scoreNL,i =
1

log2(ΔDistance + 2)
(5)
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The last one is High Frequency F irst(Eq. 6), the more times the user has
been stay region, the score is also higher.

scoreFreq,i =
Frequencyi

Frequencymax
(6)

Moreover, we consider that different users may have good effect by using
different score functions, so the weighted average of these three score functions
will be adopted. As the Eq. 7, the combination of score functions can be set
different α,β and γ for different user. In general, the next stay location often
near the current location and the time at next stay location often near the
current time, so α and β can be set larger than γ. Otherwise, if the user often
stay some specific location many times so that we can use High Frequency F irst
to predict the next stay region very well, then the γ can be set larger. After this
section, we evaluate the effect of these three criterions and the combination of
score functions in experiment section.

scoreComb,i =
α × scoreNT,i + β × scoreNL,i + γ × scoreFreq,i

α + β + γ
(7)

6 Experimental Results

6.1 Dataset Description

For this study, we use a real-world trajectory datasets: trajectory data of trips
from a website called @trip (http://www.a-trip.com/). @trip is a platform let
users can upload their travel logs or check-in data and share these data for
other users. We extracted a trajectory dataset which consists of 1,243 users,
14,039 trajectories and 13,192,283 GPS points. In order to test the effectiveness
under various scenarios, the experiments are conducted on 10 selected users with
different movement behaviors. Their stay regions relevant to different movement
behavior are labeled as the groundtruth for evaluation.

6.2 Performance Evaluation

In this section, we first the evaluate the effectiveness of shape clustering on move-
ment behavior discovery. Then, in order to show the improvement on prediction
accuracy, we conduct the experiments compared with other existing methods.

Effectiveness of Shape Clustering. The shape-clustering method play a
important role in our framework. We suppose that a user usually takes similar
routes if they have visited the similar set of stay regions. Thus, a user’s move-
ment behavior can be discovered by clustering the historical trajectories with
similar shape and then resulted in some stay regions where the user frequently
visited. Such a set of relevant stay regions is able to apply on improving loca-
tion prediction problem. In order to show the improvement on prediction accu-
racy, we compare the proposed framework using shape-clustering and without

http://www.a-trip.com/
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(a) Comparison of precision (b) Comparison of nDCG

Fig. 6. Effectiveness of shape clustering

using shape-clustering by evaluating their location prediction and top-k relevant
region ranking. Figure 6(a) shows the precision of next stay region prediction.
The precision of location prediction is improved. In Fig. 6(b), the accuracy of
top-k relevant region ranking is evaluated by nDCG. The thick line denotes the
framework using shape-clustering and thin line denotes the framework without
using shape-clustering. The sorting result of proposed framework with shape-
clustering has higher accuracy. We can observe the precision and nDCG are
improved by using shape-clustering obviously. The experimental results shows
the shape clustering is able to discover the movement behavior effectively and
generate the top-k relevant stay regions precisely.

Evaluation of Next Region Prediction. We next test the accuracy of the
next region prediction. Given a user’s current location and time, the next region
prediction is to forecast the next region where the user may possibly stay. We
evaluate the prediction accuracy by the proposed framework with various scor-
ing functions, called High Frequency First(HFF), Near Location First(NLF),
Near Time First(NTF), and Combination(Combine). Additionally, we compare
the performance with the existing methods [9,10]. In [10], the authors predict
the destination by computing the posterior probability for any given query sub-
trajectory(Sub-Trajectory Synthesis). In [9], they explore the trajectory patterns
and construct the decision tree to predict the next stay location(Trajectory Pat-
tern). To compare with them, we use average distance error and precision as
measurements for the performance of next region prediction. In Fig. 7(a) and
(b), although HFF can not get better effect, NLF and Combine methods have
better precision and nDCG value than comparison targets.

Figure 8(a) shows the prediction results represented by average distance error.
The experimental result shows that both Combine method and NLF have lower
distance error than Sub-Trajectory Synthesis method and prediction by using
Trajectory Pattern. We also evaluate the prediction of next location by precision.
In Fig. 8(b), we can figure out the propose Combine method has higher precision
even the predicting region is getting distance. Furthermore, in Fig. 8(b), the
proposed methods NLF and Combine have higher precision than others.
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(a) Comparison of precision (b) Comparison of nDCG

Fig. 7. Prediction accuracy comparison

(a) Average Distance Error (b) Precision

Fig. 8. Average distance error and precision for next stay region prediction

7 Conclusion

In this paper, we address that a user’s movement behavior can be discovered
by clustering the historical trajectories with similar shape and then resulted in
relevant stay regions where the user frequently visited. We propose a frame-
work, Region Modeling and Mobility Prediction, to generate top-k relevant stay
regions from movement behavior and apply on location prediction problem. In
region modeling module, the proposed shape clustering method explores the
user’s movement behavior by grouping the trajectories with the similar move-
ment shape. Based on the trajectory clusters, a stay regions model is discovered
for each trajectory cluster. In mobility prediction, given the starting location
and current time, top-k stay regions relevant to the user’s movement behavior
will be provided for predicting next region. Experiments based on real datasets
have shown that proposed framework is able to explore the movement behavior
effectively and generate top-k relevant stay regions accurately. Furthermore, the
ability to predict next region has advanced than the prediction methods in the
literature.
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Abstract. With the population of smart phones, the general trend
of human activity inference is prospering under a powerful computa-
tion capabilities on modern phones. Such an assistant make users life
more convenient and help them prevent from unnecessary interferences.
In conventional research, the activity inference problem is considered a
classification instance, so in this paper we propose an association-based
classifier framework (ACF) that aims at exploring the correlation among
collected sensor data. Each data consists of multiple sensor readings with
a label, e.g., dining, shopping, working, driving, sporting, and entertain-
ing. Note that ACF caters to the discrete data; as a consequence, the
continuous sensor readings are needed to be transformed to some dis-
crete groups. Therefore, we propose an Interval Length-Gini Discretiza-
tion (LGD) method which considers the groups and misclassified cases to
obtain the best hypothesis for a given set of data. After an appropriate
discretization, we propose one-cut and memory-iteration-based approach
to select a set of useful sensor-value pairs for reducing the model size by
removing redundant features and guaranteeing an acceptable accuracy.
In the experiments our framework has a good performance on real data
set collected from 50 participants in eight months, and a smaller size
than the existing classifications.
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1 Introduction

Human activity recognition is an important issue. Many stream data mining
methods have been proposed. Some research in [10] can accurately recognize
activities if sensor data is collected from smart environments. Another research
in [11] even can predict activity based on video stream data. Other researchers
in [2,12] focus on how to recognize simple activities based on video data. But
all these approach are not suitable to recognize user activities on smart phones
since they need put sensors in stable environments but the sensors on smart
phones often face different environments. In recent years, activity recognition
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using mobile device is becoming more popular because smart phones has already
equipped with various types of sensors, such as: several motion sensors (e.g.
accelerometer sensors), environment sensors (e.g. light sensors, and pressure
sensors), temporal sensors (e.g. time) and location sensors (e.g. GPS sensors).
Previously, many researchers try to use these equipments to recognize user activ-
ities. The authors in [13] try to use wearable motion sensors attached in several
human body position to recognize motion activities. Other authors in [1,6] use
motion sensors on smart phones to detect some simple motion activities, such
as walking, running, going up, and going down. Some of them even can roughly
detect complex motion activities. These work can achieve high accuracy in mobile
device but all of them do not consider the storage issue in smart phones. So, we
want to design a framework which can detect user complex life activities and it
is suitable on smart phones.

Human activity has lots of types. In this paper we focus on life activities (e.g.
shopping, entertainment, sporting, working, transporting and dining). Compar-
ing to action activities (e.g. walking, running, going up and etc.), because life
activities can be regarded as the combination of some action activities, life activ-
ities are more meaningful for human and detecting them is more challenging.
The problem of activity inference can be deemed as classification problem. Log-
ger collect training dataset to build the classifiers. Classifier use the sensor data
to recognize user activities. To use classifier on smart phones, there are some
limitations. First, recognizing time need to be as short as possible in order to
enhance user experience. Then, model size need to be as small as possible so
that the model can be built in low layer architecture (e.g. sensor hub [7]). Asso-
ciative classifier conforms the above two requirements. The detail of associative
classifier will be introduced in Sect. 3.1. Associative classifier aims at mining
association rules among context information hidden in the training dataset. In
general, the classifier composed of association rules has smaller model size than
other model. In addition, rule-based classification has another advantage. By
using rule-based classification, users can understand their behavior easily by
looking at rules in the model. Hence users can observe the model to realize their
lifestyle and behavior.

Some sensor data from mobile device are continuous value. So, another issue
is how to discretize these data. Discretziation method will influence the perfor-
mance and model size of classifier. Discretization method has already been a
mature research topic. There are two issues in discretization which are how to
judge the quality of partition and what is stop condition. For first issue, in this
paper, we use two famous discretization method idea. One is Gini index which is
proposed by C. W. Gini [5]. Another one is entropy-based discretization standard
(e.g. information gain). After these standard had been published, one research
compares the performance of these methods [9]. Experiment shows that it is hard
to determine which one is better. For second issue, in our observation, having
too many slots will cause the classification algorithms to be cumbersome and
having too few slots will cause the redundancy and impurity of slots. Therefore,
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we decide to propose a method called Length-Gini Discretization (LGD) which
uses gini to test the quality of slot and also consider number of intervals.

Furthermore, the data which are gathered from sensors are also not always
relevant and important to activity recognition learning algorithm because some
sensor-recording values are weakly related to activity detection. In real world
situation, using all features may produces adverse effect on training process,
because of redundant or noisy features. Because of it, feature selection is needed
to improve the quality of the data. Furthermore, feature selection is also able
to reduce the model size and it is very important as that the resource and
space in the mobile device is limited. We see each sensor-value pair, which is the
outcome after discrete step, as a feature. In this paper, we use entropy-based
feature selection [14] approach to select the feature rather than solely choosing it
based on its coverage only. The selection of the feature is also involving learning
algorithm such as Naive Bayesian which is used to evaluate selected features.
One approach is using one-cut entropy threshold as the selector of the features
and cut every features which not satisfy the threshold. We also propose another
approach that is greedy-iteration technique which is able to select the features
using several iterations. Because of it, greedy approach is able to preserve some
feature which is being eliminated in the one cut approach.

Our main contributions in this paper are:

– We propose a framework to recognize human activity behavior by using smart
phone sensors. We focus more on life activities instead of motion activities, as
it is more meaningful for human.

– We designed a LGD approach to discretize the feature data by using Gini
index and number of intervals. This approach has good compatibility with
the rule-based classifier and it can improve the accuracy of classifier.

– We designed an iteration-based feature selection approach with the help of
entropy as a measure which is able to select several features that have special
characteristics, to overcome the limitation of using one-cut approach.

2 A Framework of Activity Inference

In this paper, we use android phone as a platform to detect human activity. Our
collected data is a sequence of sensor data d in the form d = < t, S > where t
denotes a timestamp, and S denotes a sensor ID and its values. Our output in
mobile device is the activity of user. Figure 1 shows the overall architecture of
our activity recognition system. As figure shown, this work is consist two parts,
off-line part and on-line part.

In the off-line phase, we do the training work. There are four main tasks in
this phase called Feature Extraction, Data Discretization, Feature Selection and
Model Construction. In Feature Extraction, every sensor has different sampling
rate, so each record data d do not necessarily always have complete sensor data.
We fill the missing sensor data by adding Non-Data. After that, we extract four
types of feature called motion feature, location feature, temporal feature and
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Fig. 1. Proposed framework of activity recognition in smart phones.

environment feature. Each feature contributes different meaning in varied activ-
ities and users. After extracting features, we need to discretize those features as
our activity recognition algorithm only processes categorical data. In this paper,
we adopt one method called MDLP as comparison and propose one method
called LGD. MDLP uses the idea of minimum description length to cut the
interval and let each interval has significant meaning. LGD consider the data
distribution and feature’s cooperation. Each method has its own advantages.
The detail of these two methods will be introduced in Sect. 4. Another consid-
eration is that some features are meaningless to some user. Thereby we also do
feature selection to let the features personalized and even more it is also able
to reduce the model size. In feature selection phase, we use one-cut approach
and memory-iteration-based approach to select the features. In the last step, we
construct rule-based classifier. Rule-based classifier has some advantages which
make it suitable for recognizing activity in mobile device. The detail of the model
and its advantages will be introduced in Sect. 3.

In the on-line phase, we do the recognizing work. Mobile device uses the result
from feature selection phase to determine which feature should be collected and
sent to the classifier. The classifier use the model, which is built in the off-line
phase, to recognize the user activity and show in the application. For example,
Table 1 show how the model is in mobile device. If the sensors collect that the
value of GPSspeed is 5.5 m/s and the value of AccelSd is 2.7 m/s2, the application
in mobile device will recognize that the user’s current activity is transportation.

Table 1. Example of rule-based classifier model

Priority Rule

1st GPSspeed = (0–6] and AccelSd = (0–4] − > Transportation

2nd GPSx = (0.1–0.4] and GPSy = (0.0–0.2] − > Working

3rd AccelAvg = (6–8] and AccelSd = (2–4] and GyroSd = (2–4] − > Sporting
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3 Activity Recognition

In this section, we introduce what kind of model is suitable for smart phones by
analyzing its characteristic. Then we introduce the challenge of using this model
and how we conquer it. Finally, we introduce how to build model and set the
parameter.

3.1 Recognition Model for Smart Phones

There are lots of ways to build recognition model. Some of them belong to
machine learning, like SVM and Neural Networks. Some of them belong to tradi-
tional classification, like bayesian probability model, decision tree and k-Nearest
Neighbor (k-NN). Each of them has its own advantages and disadvantages. Deter-
mining a good classifier in mobile device itself is a challenge.

There are some characteristics that are required to use classification model
in the smart phones. First, the model size need to be as small as possible so that
the recognition model can be built in low layer architecture such as sensor hub,
which is a microcontroller unit that help integrate data from different sensors
and process them [7]. Since some sensor hub has only 16 KB RAM so model size
is an important issue. Another issue is that in order to enhance user experience
to its maximum, then the model need to recognize the activity as fast as possible.
In this paper, we find that associative classifier satisfies both request above. The
recognition model we used is Classification Based on Associations (CBA) [8]. It
is composed by ordered associate rules which is shown in Table 1. We use this
model by considering several reasons which is explained below.

– Rule-based uses straightforward approach to recognize the activity in on-line
step. CBA uses only rule matching to classify so that it can reduce the time
and resource for activity recognition.

– In most case, model size is smaller than bayesian probability model, decision
tree and SVM, so it is suitable to be put in smart phone.

– Rule-based model is user friendly, so user can see the model to realize their
behavior and modify it.

3.2 Model Building and On-line Recognition

Associative classifier is suitable for mobile device but there is still a challenge
about how to use sensor data to build CBA model. In this paper, we first dis-
cretize the raw data into some intervals. We can see each interval and its cor-
responding feature as an item. So the builder can use this item and its label to
construct the CBA model.

Discretization method also determines the quality of recognition model. Good
discretization method can reduce the model size and save model building time.
Details about discretization methods that we use are explained in Sect. 4.

In off-line step, we construct the model. We use discretized data to generate
frequent and credible associated rules. The parameter of minimum support is
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configured 0.025 that can let model size small and accuracy high enough. After
generating all qualified rules, we build the classifier model by removing all rules
which cover no data.

In on-line step, mobile phone has the information of which are useful features
(by feature selection) so that mobile device will only open the sensor that its
features are useful. This can reduce the power consumption to log useless data.
After collecting user’s sensor data, like off-line step, we extract the features
from raw data. The classifier model try to match the rules from the model and
extracted features to recognize user’s activity.

4 Features Extraction and Selection

In the following section, we will explain more about collecting the data inside the
smart phone, extract the features, discretize the feature to alter continuous values
into categorical type and do feature selection to filter out irrelevant features.

4.1 Data Collection and Features Extraction

In our experiments, we create an android apps to log our activities, based on
six activity labels, which are: working, entertainment, sporting, shopping, trans-
portation, and dining. The application records all the sensors data from the
smart phone and the corresponding activity label. The apps are being used by
50 peoples who are using android 4.2 smart phones in eight months to collect

Table 2. Sensor and its corresponding features

Sensor Features Description

Time Date Monday, Tuesday,...to, Sunday

Period 0–24 h

Accelerometer AccelAvg Average force of acceleration

AccelSd Standard deviation of force of acceleration

Gyroscope GyroAvg Average force of Gyroscope

GyroSd Standard deviation of force of Gyroscope

Proximity GyroSd Average force of Proximity

GPS GPSx Average longitude

GPSy Average latitude

GPSspeed Average speed

Magnetic MageAvg Average Magnetic

MageSd Standard deviation of Magnetic

pressure PressureAvg Average pressure

Light LightAvg Average light
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the data. Most users log their activity data for at least one month and the most
user logs is about four month worth.

Raw sensor data that have been collected which is recorded every single
second, can be divided into four types. First is motion sensor (Accelerometer,
Gyroscope, and Proximity) which is designed for collecting user’s body motion.
Second is location sensor (GPS), which collects user location information. Third
is environment sensor (Light, Magnetic and Pressure) which logs the environ-
ment data around the user. Final one is time sensor which records the time,
containing time of the day and day of the week information. For these sensors
data, we extract some statistical features such as average and standard devia-
tion. Each sensor data is put together in one row, grouped together in 10 second
frame. Several sensor data is also split based on the axis, such as accelerometer,
gyroscope, magnetic and GPS. The details of the sensors and their features are
shown in Table 2. After extracting statistical features from original raw data, we
focus on the distribution given for every feature. Each feature has unique distri-
bution. Each activity label on each feature also show some unique distribution.
In the following section, feature distribution is used to select the feature which
fit best to infer the activity label.

4.2 Data Discretization

Traditionally, some classification learning algorithms and feature selection
assume that attributes are in numerical values. In this paper, our method is
also assuming that input for the model is in numerical values. In order to build
activity recognition system for mobile device using Rule-based classifier, we need
to discretize the data first, as the data which is collected from mobile phone sen-
sors are in continuous values.

Algorithm 1. LGD (Length-Gini Discretization) algorithm
Input: Continuous data to be discretized: S
Output: The discrete data: S′

1 Define BestCut = ∅;
2 Define NumberOfInterval = 1;
3 while NumberOfInterval < SizeofS do
4 Define Cutway = S equal weight partition into NumberOfInterval;
5 Define α = 0 to 1 (suggest 0.3 to 0.6);
6 Define Gini = Gini index after partition data S;
7 Define Lvalue = NumberOfInterval/Numberofthisdata;
8 Define LGDindex = α ∗ Gini + (1 − α) ∗ Lvalue;
9 if LGDindex > BestLGD then

10 Set BestCut to Cutway;
11 Set BestLGD to LGDindex;

12 end
13 Increase NumberOfInterval ;

14 end
15 return Cutway

Our work uses two famous standard (entropy and Gini) to determine where is
the best cut point. We do some observation to find how many intervals we need.



312 Y.-H. Peng et al.

By observing the accuracy and model size of CBA under different ways of dis-
cretization, the result shows two things. First, cutting few intervals will let each
interval blend too much meaning and let this interval useless. Second, although
cutting many intervals can let each interval pure, but also it will let that each
interval’s coverage becomes smaller and lose the opportunity to co-work with
other attributes.

Based on observation, we need a standard which consider both number of
interval and confusion of each interval. In this paper, we design Interval Length-
Gini Discretization (LGD) method which is modified from Gini index. LGD using
Gini to consider the confusion of each interval and add a formula to consider
number of interval for partitioning. The smaller LGD value is, the better parti-
tion is. This algorithm use iterator way to choose the best partition point. Each
round raw data will be partitioned into different intervals. Then LGD will calcu-
late the LGD value of this partition. If the LGD value is the smallest one. LGD
will record this partition way. After that, number of partition will be increase
and go to next round. Algorithm 1 shows the detailed procedure of the LGD. In
addition to LGD, we also adopt another discretization method called MDLP [3].
MDLP use the concept of MDL so it determine to cut if and only if information
gain is more than the loss to depict the cut point. We implement a recursive
algorithm to discretize our sensor data.

Both LGD and MDLP have its own advantages. While MDLP has lower
training time, it has lower accuracy performance. Because MDLP uses the con-
cept of MDL, so it accepts data loss. On the other hand, LGD is designed to
improve the accuracy of associative classifier so it will have higher accuracy in
the cost of having longer training time.

4.3 Feature Selection

In this paper, we use entropy as a measure to calculate the correlation between
each feature and class label. As the entropy values gets bigger, feature becomes
more impure so the correlation between the feature and the class label become
lower. The information about feature impurity shows us that the feature is able
to distinguish the class label well or not. For each feature, which are in sensor-
value pair, entropy information will be added so we can determine the quality
of each feature. We will use one-cut feature selection and iterative-based feature
selection, where one-cut only consider one threshold to select the feature, and
memory-iteration-based feature selection will use several iterations to select the
feature better.

One-cut approach is simply using entropy threshold and remove the feature
which has entropy above the threshold. In the different threshold, the result of
feature selection may result different output. The ideal situation is where we
only select few features but the performance of learning algorithm is remark-
ably high. For example, selecting entropy 0.5 as the threshold on specific user
may remove up to 70 % on the features but is able to only reduce the accuracy
by 15 %. In general, one-cut approach has the advantages of having fast and
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simple implementation. Another approach, memory-iterative-based is using sev-
eral iteration to select the features by also using locally weighted naive Bayesian
[4] as the learning algorithm. The advantage of using Bayesian is that it only
requires small amount of training data to estimate the parameters (i.e. mean
and variance of the variables) necessary for classification. Because independent
variables are assumed, only the variance of the variables for each class needs to
be determined. For every iteration the number of features are decreasing as the
threshold goes lower or tighter. This process is repeated until entropy threshold
reaches minimum entropy value. The process can also stop before entropy thresh-
old reaches minimum level if the overall performance is decreased to some level.
In this paper, we use 0 as the minimum entropy value and 80 % of original accu-
racy as the minimum overall performance requirement. Another issue is that
in some particular thresholds, certain selected features may affect the perfor-
mance of learning algorithm significantly. We also found out that some features
can be considered special, as they contradict each other. Feature is having high
entropy which is considered as bad feature because they are impure, but they
have also many occurrences in the sensor-value pair set. These certain features
lead us to use temporary variable inside iteration to obtain better feature subset
result. The process can be explained as follow. We remove several features in
each entropy threshold. Removed features are first stored in temporary variable
first. Selected features will be first evaluated using learning algorithm and then
if the performance of learning algorithm is significantly reduced compared to
the previous iteration, then the removed features will be added back to feature
list and tag them as special feature. The detail memory-iteration-based feature
selection is explained in Algorithm 2.

Algorithm 2. One-step-memory iteration-based feature selection
Input: Feature sets: S, starting threshold E, entropy deviation D, reduction tolerance T
Output: Feature subsets: S′

1 Define Temporary = ∅;
2 Set Acc = 0;
3 while threshold > 0 do
4 foreach f in S do
5 if f .entropy > threshold OR f .tag is false then
6 Remove feature f from S ;
7 Add feature f to Temporary ;

8 end
9 Evaluate feature subset using learning algorithm ;

10 prevAcc = Acc ;
11 Acc = current accuracy of learning algorithm ;
12 if prevAcc − Acc > tolerance then
13 foreach temp in Temporary do
14 set temp.tag to be true ;
15 put back temp to S ;

16 end

17 end
18 threshold = threshold − deviation ;
19 Clear Temporary ;

20 end

21 end
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Table 3. Statistics information of the real dataset

Average max min

Number of day to collect of a user 44 136 7

Collected data size of a user 634 MB 2289 MB 1 MB

5 Experiments

In this section, we evaluate the performance, including accuracy, efficiency and
space usage, of the proposed recognition method and compare it with other
baseline classifier methods. We also explain the impact of using different dis-
cretization methods. Finally, the influence of feature selection is delivered.

5.1 Experimental Environment

First of all, we introduce the environment of our experiments, including the
characteristics of the dataset we used and the measurements to evaluate the
recognition performance.

Dataset Description. In this paper, we conduct extensive experiments on real
dataset which is collected from volunteers. We implement our logging program
on the Android 4.2 platform to record the user’s activity and its sensor data.
The logger will send the record to server every 10 minutes. For this dataset, we
collect 50 participant’s activity behavior from May 2013 to December 2013. In
our experiments, each users log their activity data for at least one week and the
most user log is about four month worth. Each user data is separated as 80 %
for training and 20 % for testing. Table 3 shows the statistical information of our
dataset.

Compared Methods. Although we introduce some existing activity recogni-
tion method, they have different setting with our experiment, such as using differ-
ent set of sensors and limited equipped position of the mobile device. Therefore,
we conduct two famous method, Naive Bayesian and SVM, as our comparison.
Naive Bayesian is commonly-used algorithm as it only uses probability model to
predict the class label. SVM is another commonly-used algorithm which has high
accuracy in most of the experiment cases. We implement these two methods as
our comparison. The testing platform and input data is the same as our method.
We use WEKA library which provide many famous machine learning algorithm
to implement both Naive Bayesian and SVM method. For our method, we also
evaluate the performance under different discretizations and feature selections.

5.2 Experimental Results

After we conduct the experiment, we are able to present that our proposed
method has an advantages compared to another commonly-used algorithms.
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Fig. 2. Different Recognition Method Comparison where CBA’s minimum support =
1 % and SVM and Naive Bayesian use default setting

As we concern more to activity recognition in the mobile device, we would desire
low model size more, which in some case need to sacrifice some accuracy perfor-
mance.

Accuracy and Resource Comparison. We first show the experiments result
of accuracy on real user dataset. Figure 2(a) show the accuracy performance of
our proposed algorithm with two other algorithms. In general, the accuracy of
our method are close to SVM and slightly better than Naive Bayesian.

Then, we evaluate the model size on real user dataset. Model size is important
issue for mobile. So that the model can be built in sensor hub, model size need
small enough. Figure 2(b) show the model size of our proposed algorithm with
two other algorithms. For testing the model of SVM and Naive Bayesian, we use
WEKA to store the model in the hard drive and remove all default explanation
by WEKA. In terms of model size, our proposed method take a runaway lead.

Impact of Features Selection. Figure 3(a) show the influence of accuracy
under feature selections and Fig. 3(b) show the influence of model size. As figure
above shown, the experiment show that feature selections can reduce half of
model size under not reducing too much accuracy. In our observation, if the user
has complex lifestyle, memory-iteration-based approach show more stable result,
which have smaller performance reduction compared to one-cut approach.

ParameterStudies. Discretization only has one parameter α which balances the
gini index and the number of intervals. Table 4 show the model’s (i.e. LGD+CBA)
accuracy under different α. The value of α should be between 0.3 to 0.6 because
(1) it have good accuracy and (2) setting α too low will increase little accuracy
but increase much run time. In model building step, there is one parameter called
minimum support s. For these parameter, there are much existing research to dis-
cussion. In this paper, we suggest that s set to be 1 % to let accuracy higher or set
to be 2.5 % to let model size smaller.
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Fig. 3. Different Feature Selection Method Comparison where CBA’s minimum
support = 2.5 %

Table 4. Accuracy Comparison under different α where CBA’s minimum support =
2.5 %

6 Conclusion

In this paper we proposed a complete framework ACF for activity recognition
using smart phone. In order to deal with continuous value data and to reduce
model size while preserving the accuracy performance, we apply two phases of
preprocessing: discretization and feature selection. For discretization, we use two
approaches, LGD which use Gini index to consider the confusion of each interval
and MDLP which use the concept of MDL (Minimum Description Length) to cut
if and only if the information gain is more than the loss to depict the cut point. Fea-
ture selection technique that we use here including one-cut approach and memory-
iteration-based approach. One-cut approach has better running time performance
while memory-iteration-based approach has better accuracy performance. In our
experimental study, recognition framework that we proposed has also the advan-
tage on smart phone usage as it has smaller model size and considered having high
accuracy compared to two other commonly-used algorithms.
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Abstract. Next generation smartphones have the ability to sense user contexts
such as mobility, device wearing position, location, activity, emotion, health
condition. Many apps utilize user contexts to provide innovative services, e.g.,
pedometer, advanced navigation and location based services. Two of the most
important user contexts are mobility patterns (still and walk) and device wearing
positions (hand, arm, chest, waist and thigh). We call these two user contexts
“wearing behavior”. In this paper, we propose a 3-stage framework to recognize
smartphone wearing behaviors by utilizing sensor data from smartphones.
The framework starts with data preprocessing to extract sensor features and
generate ground truths. After the data preprocessing, a threshold based finite
state machine utilizes the sensor features to determine whether the smartphone is
attached or not. Finally, a decision tree model is built based on the ground truth
to determine the wearing behaviors. The experiment results show that our
approach can achieve 94 % accuracy in average.

Keywords: Mobility � Next generation smartphone � User context � Wearing
position � Wearing behavior

1 Introduction

Next generation smartphones have the ability to sense user contexts such as mobility,
device wearing position, location, activity, emotion, health condition. Many apps uti-
lize user contexts to provide innovative services, e.g., pedometer, advanced navigation
and location based services. Two of the most important user contexts are mobility
patterns and device wearing positions. For example, an adaptively models could be
developed for the pedometer to detect footsteps more accurately; a better positioning
method could be established for advanced navigation and location based services.
In addition, an adaptive sensor duty cycle policy could be designed based on mobility
patterns and wearing positions to support continuously user context sensing. In this
work, mobility patterns and wearing positions are called wearing behaviors, and we
want to use various sensors embedded in smartphones to detect the wearing behaviors.

There are many embedded sensors in a smartphone, e.g., accelerometer, gyroscope
and light sensors. Recently, there are many works using the embedded sensors in a
smartphone to detect user contexts [1] and utilize the user context to provide innovative
services [2–4]. In [5] and [6], the applications utilize acceleration to detect human
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mobility by the embedded accelerometer in the smartphone. However, these studies
only consider the devices wearing in a fixed body position. This constraint restricts the
applicability of their methods in the smartphone application since the smartphone users
may not place their phones in fixed positions. In this work, we propose to consider both
mobility and wearing position as a new user context called the wearing behavior and
propose a framework to detect this new user context so that these applications requiring
wearing behavior information can be adopted in the smartphone applications.

In this work, the wearing behavior is defined as a set of ordered pairs of mobility
pattern set and wearing position set. We consider human mobility such as walking and
stationary states, and the smartphone wearing positions including hand, arm, chest,
waist and thigh. We develop a 3-stage approach to detect the smartphone wearing
behavior. A data collection tool was developed to help us collect sensor data and label
wearing behaviors. In the first stage, these labeled data are preprocessed to extract
features and generate ground truth. In the second stage, the extracted features are used
to build a threshold based finite state machine (FSM) to detect whether a smartphone is
attached or not. This stage is reasonable because it is meaningless to detect the wearing
behavior if the smartphone is not worn in the body. In the final stage, the extracted
features are used to train a decision tree (DT) model for wearing behavior recognition.
If it is detected that a smartphone is attached, the decision tree model is used to
determine the wearing behavior.

The contributions of this work are several folds. Firstly, we proposed a threshold
based FSM by using embedded sensors such as gyroscopes and accelerometers to
detect the attachment of smartphones. By this mean, it is possible to improve user
experience. For example, if it is detected that the smartphone is not attached, it can
automatically tune the volume up so that users may not miss a phone call. Secondly, we
developed a framework for personalized wearing behavior recognition. Based on the
relationship of sensor readings to wearing positions and mobility, a personalized model
is established by data mining techniques for personalized smartphone wearing behavior
recognition. With this wearing behavior information, it is very useful to assist in
applications, such as pedometer, advanced navigation and location based services,
which require personalized usage behaviors. Last but not the least; the extracted fea-
tures may not be only useful in the wearing behavior analysis but also in other user
context related studies.

The rest of this paper is organized as follows. Section 2 reviews some related works
on user context applications. In Sect. 3, the overview of our approach is introduced.
Section 4 presents the data preprocessing process that extracts features and ground
truth. The attachment recognition process that use a threshold based FSM is introduced
in Sect. 5. The smartphone wearing behavior recognition process that applied DT is
described in Sect. 6. Conclusions are drawn in Sect. 7.

2 Related Works

In this section, we give a briefly review on the related works to the user context related
applications and research works.
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In [1], a mechanism is proposed to detect user context for mobile and social
networking applications. In [2, 3], the authors utilized the user context in the app usage
to design energy saving mechanisms. In [4], a fast app launching mechanism is pro-
posed based on the user context. In [5], this application turns the phone screen off
automatically when it detects the user puts the phone into a pocket or onto a table and
turns the screen on automatically when it detects the user takes the phone out or
up. In [6], this application uses the accelerometer to detect whether the phone is on the
hand. If it detects the phone is on the hand, it keeps the screen on.

In this work, we consider both mobility and wearing position as a new user context
called the wearing behavior and propose a framework to detect this new user context.
The detected wearing behavior could be utilized in these applications requiring wearing
behavior information so that the user can enjoy these innovative services in
smartphones.

3 Proposed Approach

To analyze the wearing behaviors, we propose a two-phase framework. The phases are
training phase and inference phase. Each phase is divided into three stages: data
preprocessing, attachment recognition and wearing behavior recognition as illustrated
in Fig. 1.

For the training phase, in the data preprocessing stage, the sensor data with wearing
behavior labels are collected. In this stage, sensor features are extracted from sensor
data and the sensor features are input to the attachment recognition stage. In addition,
the sensor features with wearing behavior labels are the ground truths and the ground
truths are input to the wearing behavior recognition stage. In the attachment recognition
stage, the sensor features are used to determine the threshold in the FSM. In the
wearing behavior recognition stage, the ground truths are used to build the DT model.
We will introduce the sensors features used in our approach in Sect. 4.

For the inference phase, in the data preprocessing stage, sensor features are
extracted from sensor data and the sensor features are input to the attachment recog-
nition stage. In the attachment recognition stage, the threshold based FSM determines
the attachment state based on the sensor features. The attachment state along with the
sensor features are input to the wearing behavior recognition stage. In the wearing
behavior recognition stage, if the attachment state is attached, the DT model detects the
wearing behaviors. Otherwise, the wearing behavior recognition finishes. We will
introduce the threshold based FSM for the attachment recognition and the DT for the
wearing behavior recognition in our approach in Sects. 5 and 6, respectively.

4 Data Preprocessing

Recall that our approach comprises the training phase and the inference phase. In order
to collect training data for the subsequent model training for the training phase. We
develop an application to help us collect sensors data with wearing behavior labels.
In this application, users can label the mobility and the wearing positions so that the
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collected sensor data are with wearing behavior labels. The collected sensor data are
preprocessed to extract sensor features. The sensor features are used to determine the
threshold for the FSM in the attachment recognition stage. The sensor features with
wearing behavior labels are the ground truths and are used to build DT in the wearing
behavior recognition stage. For the inference phase, the sensor features are extracted in
the data preprocessing stage. After that, the sensor features are input to the attachment
recognition stage to determine the attachment state by the FSM. Finally, the sensor
features and attachment state are input to the wearing behavior stage to detect the
wearing behaviors by the DT model. In our experiment, we use hTC one model to
collect sensor data and the sampling rate is 100 Hz.

The wearing behavior considered in this work is an order pair of the mobility
patterns and the wearing positions. The mobility patterns in this work include still and
walk states. We say the mobility is in still state if the footsteps are no more than two per
second. Otherwise, we say the mobility is in walk state. The wearing positions in this
work are hand, arm, chest, waist and thigh. The hand position is self-explained; the arm
position is that the smartphone is strapped in an armband; the chest position is that the
smartphone is placed in a breast pocket; the waist position is that the smartphone is
placed in the purse near the waist; the thigh position is that the smartphone is placed in
the pocket of trousers.

The sensors and features used in this work are depicted in Table 1. We collect
sensors data from the embedded accelerometer, gyroscope and light sensor. The
accelerometer and gyroscope are used to detect the movement and direction of the
smartphone. The light sensor is used to detect the intensity of light. The intensity of
light could be used to determine whether a smartphone is in a pocket. Since the raw

Data collection with labels
Feature extraction

Ground truth generation
Data Preprocessing Feature extraction

InferenceTraining

Attachment 
Recognition

Determined threshold of FSM by 
sensor data

Use FSM to recognize 
attachment

Wearing Behavior 
Recognition

Build DT for wearing behaviors 
based on ground truth

Use DT to infer wearing 
behaviors

Sensor features

Sensor features, 
attachment state

Sensor features

Ground truth

Fig. 1. Personalized wearing behavior analysis framework.
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sensor data are diverse across different kind of domains, we use several feature
extraction technique such as statistic and frequency domain transformation on the
sensors data.

4.1 Sensor Features

This section introduces the sensor features used in our framework. There are 7 features
extracted from the accelerometer, 2 features from the gyroscope and 1 feature from the
light sensor.

The features extracted from the accelerometer are average intensity of acceleration,
average intensity of vertical components of acceleration, average intensity of horizontal
components of acceleration, standard deviation of acceleration, Discrete Fourier
Transformation (DFT) of vertical components of acceleration and phone direction.

Average intensity of accelerometer ( Ak k) is calculated by

Ak k ¼ 1
n

Xn

i¼1
aik k; ð1Þ

where ai is the ith acceleration and n is the number of data in a minute. k k denotes the
norm operation on a vector.

Average intensity of vertical components of acceleration ( A?k k) is calculated by

A?k k ¼ 1
n

Xn

i¼1
a?i

�� ��; ð2Þ

where Gi is the gravity of the ith data, a?i is the vertical component of the ith accel-
eration which is calculated by ai�Gi

Gik k
Gi
Gik k and � denotes the dot product operation on

vectors.
Average absolute intensity of vertical components of acceleration ( A?j j) is calcu-

lated by

Table 1. Sensors and features used in this work.

Hardware sensor Feature Unit

Accelerometer Avg intensity m/s2

Avg intensity of vertical component m/s2

Avg abs intensity of vertical component m/s2

Avg intensity of horizontal component m/s2

Standard deviation m/s2

DFT of vertical components –

Phone direction –

Gyroscope Avg intensity rad/s
Standard deviation rad/s

Light Avg intensity lux
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Aj j? ¼ 1
n

Xn

i¼1

ai � Gi

Gik k
����

���� ð3Þ

Average intensity of horizontal components of acceleration ( A¼k k) is calculated by

A¼k k ¼ 1
n

Xn

i¼1
ai � a?i

�� �� ð4Þ

Standard deviation of acceleration (Ar) is calculated by

Ar ¼ 1
n

Xn

i¼1
aik k � Ak k

� �2
� �1=2

ð5Þ

The magnitude of vertical components of acceleration after DFT at 1 Hz (A1) is
calculated by

A1 ¼
X2n

j¼0

��� ���a?j
��� � e�i2pj=n

��� ð6Þ

Phone direction (P) is determined by

P ¼
0; if max �Ax; �Ay; �Az

� 	 ¼¼ �Ax

1; if max �Ax; �Ay; �Az
� 	 ¼¼ �Ay

2; if max �Ax; �Ay; �Az
� 	 ¼¼ �Az

8><
>:

9>=
>;; ð7Þ

where �Ax; �Ay and �Az denote the average intensity of acceleration in x, y and z direc-
tions, respectively.

Average intensity of gyroscope (�G) is calculated by

�G ¼ 1
n

Xn

i¼1
gik k; ð8Þ

where gi is the ith angular velocity.
Standard deviation of gyroscope (Gr) is calculated by

Gr ¼ 1
n

Xn

i¼1

��gi��� �G
�� ��
 �2� �1=2

ð9Þ

Average intensity of light (�L) is calculated by

�L ¼ log
1
n

Xn

i¼1
Lik k

� �
; ð10Þ

where Li is the ith light luminance.
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5 Attachment Recognition

In the attachment recognition stage, for the training phase, the sensors features are used
to determine the threshold of the FSM. For the inference phase, the threshold based
FSM is designed to determine whether the smartphone is attached.

Since the accelerometer and gyroscope are able to measure the human mobility, it is
possible to use the long-term variations of acceleration and rotation to determine
whether the smartphone is attached. We use Ath and Gth as the acceleration and rotation
thresholds, respectively. Ath is determined by

Ath ¼ max
1\i\n

Ari; ð11Þ

where Ari is the ith Ar in the unattached data and n is the number of unattached data.
Gth is determined by

Gth ¼ max
1\i\n

Gri; ð12Þ

where Gri is the ith Gr in the unattached data.
Intuitively, we use the maximum of Ar and the maximum of Gr from the training

data labeled with unattached state as the thresholds. Based on the thresholds, the
attachment state can be determined by

State ¼ unattached; if Ar\TA and Gr\TG
attached; otherwise:

� 
ð13Þ

However, this method may cause false detection. To resolve the false detection and
improve the detection accuracy, a two-bit FSM is designed.

There are four states in the FSM: A/A, U/A, A/U and U/U. Each state uses two bits
to record the previous and current attachment state. The character ‘A’ means “attached”
and the character ‘U’ means “unattached”. For example, U/A state means the previous
attachment state is unattached and the current attachment state is attached. The state
transition moves as follows. On the A/A state, when the attachment state is unattached,
the state transits to the A/U state; when the attachment state is attached, no state tran-
sition occurs. On the U/A state, when the attachment state is unattached, the state transits
to the A/U state; when the attachment state is attached, the state transits to the A/A state
and the FSM reports the smartphone is attached. On the A/U state, when the attachment
state is unattached, the state transits to the U/U state and the FSM reports the smartphone
is unattached; when the attachment state is attached, the state transits to the U/A state.
On the U/U state, when the attachment state is unattached, no state transition occurs;
when the attachment state is attached, the state transits to the U/A state. Figure 2
illustrates the state transition of the FSM.
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6 Wearing Behavior Recognition

The final stage in our framework is the wearing behavior recognition stage. For the
training phase, the ground truths generated in the data preprocessing stage are used to
train the DT model. We use the REPTree algorithm [7] to build the DT model by the
Weka data mining tool [8]. For the inference phase, the feature sets and attachment
states from the attachment recognition stage are input to the DT model, and the wearing
behavior is determined by the DT model. Figure 3 shows the process concept in the
wearing behavior recognition stage.

In this work, the REPTree algorithm is used to build the DT model for wearing
behavior classification. The REPTree algorithm utilizes information gain/variance to
build a decision/regression tree and prunes the tree by using reduced-error pruning
(with backfitting). The REPTree algorithm uses the information gain [9] to create nodes
in the decision tree. Let T denote the set of training data. The training data, i.e., the
ground truths in this work, is in the form X ¼ ðx1; x2; x3; . . .; xk; yÞ where xi ¼ val aið Þ is

Fig. 2. The state transition diagram of the finite state machine.

Fig. 3. The process concept in the wearing behavior recognition stage.

Personalized Smartphone Wearing Behavior Analysis 325



the value of the ith attribute and y is the wearing behavior label (class label). The
entropy of the training data set T is calculated by

H Tð Þ ¼ �
Xn

i¼1
P cið Þlog2 P cið Þð Þ ð14Þ

where n is the number of classes and P cið Þ ¼ X2T jy¼cif gj j
Tj j is the probability of the

class ci.
The conditional entropy of training data set T given a value of a feature xa ¼ v is

calculated by

H X 2 Tjxa ¼ vf gð Þ ¼ �
Xn

i¼1
P cijxa ¼ vf glog2 P cijxa ¼ vf gð Þ ð15Þ

The information gain of the training data set T for an attribute a is defined in terms of
entropy.

IG T ; að Þ ¼ H Tð Þ � H T jað Þ; ð16Þ

where H Tjað Þ ¼ P
v2val að Þ

X2T jxa¼vf gj j
Tj j � H X 2 T jxa ¼ vf gð Þ is the average conditional

entropy given the feature a.
The pseudo code of the REPTree algorithm is depicted in Fig. 4. Note that in line 4

of the pseudo code. If the attribute is numeric type, we need to find the split point to
facilitate the calculation of information gain.

Two users use the data collection application to collect around 500 training data for
each wearing behaviors. Figure 5 is the DT model built from a user dataset by Weka.
The maximum depth of tree was set to five to avoid overfitting. From the result of the DT
model, we observed that three features: phone direction, light intensity and average
intensity of acceleration were the three significant features in the classification.

Build_Tree(T, ){ 
Calculate  for each attribute a. 
Find the split point if the attribute is numeric type. 
Find the split attribute   with the maximum IG among the attributes. 
if , ,   { 

For all   { 
T |  .
Build_Tree(T, ). 

}
}

}

Fig. 4. Pseudo code of building decision tree
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The phone direction and light intensity were very useful to detect the wearing positions.
The phone direction is usually the same for different wearing positions. For example, the
phone direction is usually perpendicular to the ground when the smartphone is placed in
the armband; the phone direction is usually parallel to the ground when the smartphone
is placed in the purse near the waist. The light intensity is useful to detect the position
where the difference in luminosity is obvious, e.g., the purse near the waist and the
pocket of trousers. The average intensity of acceleration was useful to detect the
mobility.

We used the same data collected from the users to evaluate the DT model by Weka.
In the experiment, 80 percentage of the dataset was used as training set to train the DT
model, and the rest 20 percentage of the dataset was used to test the DT model. Table 2.
is the evaluation result. The accuracy was evaluated in terms of true positive (TP) rate,
false positive (FP) rate and precision. The true positive is defined as the number of
correct classification and the false positive is defined as the number of incorrect
classification. The precision is defined as the true positive over the sum of the true
positive and the false positive. The Precision, TP rate and FP rate were 93.9 %, 93 %
and 1.3% in average, respectively. We can observe that the TP rates of still/waist and
walk/arm were not good (34.5 % and 62.5 %, respectively). The still/waist was usually
detected to the still/thigh. This is because the phone direction was usually the same
when the user is sitting and the smartphone is placed in the purse near the waist or the
pocket of trousers. Similar observation could be discovered in the walk/arm and walk/
thigh. The phone direction is similar when the user is walking and the smartphone is
strapped in the armband or the pocket of trousers. Nevertheless, the proposed approach
is able to detect the wearing behaviors in most cases.

Fig. 5. The result of the decision tree build by the Weka REPTree algorithm.
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7 Conclusion

In this paper, we proposed a 3-stage framework to detect the wearing behaviors. The
wearing behavior is a combination of human mobility and wearing positions. The
framework consists of the training phase and the inference phase. Our wearing
behavior detection framework starts with the data preprocessing to collect sensor data,
extract sensor features and generate ground truths. The sensor features and ground
truths are used to train thresholds and classification model in the attachment recognition
stage and the wearing behavior recognition stage. After the models are ready, the
framework can detect the wearing behaviors based on the sensor features. We evaluate
our approach by the weka data mining tool on sensor data from 2 users. The experiment
result shows that our approach can achieve the precision at 94 % in average. In the
future, we will extend our work on more mobility patterns and wearing positions.
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Abstract. Smart environment is one of the important research issues in the area
of ambient intelligence and pervasive computing. The high accurate activity
recognition is the basis of supporting high-quality service for users in smart
environments. In practical applications, the detected signals of monitoring smart
space generally come from multiple heterogeneous sensors. Since the streaming
data generated by multi-sensor are real time, continuous and noisy, recognizing
activities accurately in daily living space is a difficult task. This paper proposed
a novel activity recognition scheme for multi-sensor streaming data based on
discriminant sequence patterns and activity transition patterns. The efficient
pattern mining methods and effective activity predicting algorithms are devel-
oped for activity recognition. The experiments apply two well-known datasets,
WSU and Kasteren datasets, to verify the performance of the proposed methods.
The results show that the models based on the proposed discriminant sequence
patterns gain effective recognition rates in both metrics of time-slide activity
accuracy and class activity accuracy in comparison with HMM on incremental
learning of on-line recognition paradigm.

1 Introduction

One of recent researches on pervasive computing is to integrate the technologies of
sensors and machine learning to develop smart environments for human living. A smart
environment is usually equipped with different sensors in the living space. The
objective is to detect the environmental status and users’ activities for providing proper
services to human daily life. The satisfaction of a user’s intention and request is usually
used to assess the success of a smart environment. Generally, a high-accurate activity
recognition scheme can increase the reliability of examining users’ intention so as to
improve the service quality of a smart environment. Hence, recognizing activities
accurately with multiple sensors is one of the critical tasks in the research of smart
environments.

For detecting users’ activities in a smart environment, different sensors are usually
distributed around the target space. The sensing data from multiple sensors generate a
collection of multi-dimensional streaming data. Activity recognition in a smart envi-
ronment can be treated as the sequence classification problem on multi-sensor data
streams within a specific period of time. Several challenges exist in this issue: First of
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all the noise of operating sensors in the environment cannot be avoided. The signal
interference often occurs among sensors due to abnormal awareness or users’ unin-
tentional behavior. The second obstacle is that data sequences may contain partial
duplicate subsequences among distinct activities. Because the sensing data are received
on-line and real-time, it is hard to separate the sensing data sequences into individual
activity fragments precisely. Due to the above problems, it is difficult for researchers to
find a general model to resolve the issue of activity recognition.

Most activity recognition methods proposed in the last decade are based on Hidden
Markov Model (HMM) and Conditional Random Fields (CRF), such as [1–4]. The
traditional HMM models use maximum likelihood to find the best parameters for the
model based on a set of classified sequential data. The previous results also show that
the HMM model performs well in off-line circumstance of activity training and
labeling. However, as the identification task are employed in on-line multi-sensor data
streams, classification models may not be able to be re-trained completely in time for
catching up the last formulating model.

In this paper, we propose a novel activity recognition scheme based on discriminant
sequence patterns and activity transition patterns for on-line detecting and incremental
learning in sequential data streams. We first propose efficient mining approaches to
generate discriminant sequence patterns and analyze activity transition patterns. Then,
the activity predicting methods and classification algorithms are developed to recognize
activities from a sequence of multi-sensor data stream. The evaluation and experiments
are tested on two well known data sets, WSU [5] and Kasteren [2]. The experimental
results show that the proposed schemes can improve the effectiveness of both the time-
slice accuracy and class accuracy in comparison with HMM.

The rest of this paper is organized as follows. In Sect. 2, the related researches on
sequence classification techniques for activity recognition are reviewed briefly. The
proposed methods include mining discriminant sequence patterns, analyzing activity
transition patterns and the predicting algorithm for activity recognition are presented in
Sect. 3. Section 4 gives evaluation of the proposed approaches and discussion the
experimental results. Concluding remarks and further work are listed in Sect. 5.

2 Review of Sequential Data Classification

The sequential data classification is one of the primitive techniques of recognizing
activity in streaming data. We give brief review and discuss by dividing the sequence
classification methods into three categories: model based classification, feature based
classification, and distance based classification [6].

The model based sequence classification method assumes that sequences in a class
are generated by an underlying generative probabilistic model. The model is usually
defined on a specific probability distribution described by a set of parameters. The
objective of training phase is to learn the optimized parameters of the model. Then, the
classification phase can assign a unknown sequence to the class with highest likelihood
or probability. The most common models include Naïve Bayes classifier, Markov
Model (MM), Hidden Markov Model (HMM), and Conditional Random Fields (CRF).
Naïve Bayes is usually applied to applications which the sequences are independent of
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each other, e.g. text classification [7]. The MM and the HMM are generally used to
model the classification tasks having dependence among elements in their sequences.
For example, Yakhnenko et al. apply a K-order Markov Model to classify protein and
text sequences [4]. Kasteren et al. apply HMM to recognize activities in smart envi-
ronment [2].

The feature based classification method generally needs transform sequential data
into a multi-dimensional feature vector first before a classification learner, such as
decision trees, neural network, SVM, etc., being adopted. Since machine learning
algorithms are applied in the classification phase, the extracting meaningful patterns
and selecting effective features from sequential data become the most important task.
Each extracted features must be short subsequences which satisfy the following rules:
(1) It is frequent. (2) It should be distinctive at least one class. (3) It cannot contain
redundant features. Chuzhanova et al. apply k-grams to generate all possible subse-
quence in training set, and apply Gamma test to select more informative feature set [8].
Lest et al. propose an Apriori based feature mining method to find distinguished feature
patterns [9]. After features being selected, Winnow [10] and Naïve Bayes classifier are
employed to classify sequences. Huang et al. proposed a probabilistic based classifi-
cation algorithm [11] to recognize activities in a smart space based on minimal dis-
tinguishing subsequences [12].

The distance based classification method must define a distance function to measure
the similarity between two sequences. After computing the similarity between a pair of
sequences, some distance based classifiers, like k nearest neighbor classifier (KNN) and
SVM with local alignment kernel, are used to classify sequence data. Hence, the
measuring function of distance is the critical part of the distance based sequence
classification. For classifying time series, Euclidean distance and the dynamic time
warping distance (DTW) [13] are adopted widely in various applications. For symbolic
sequences, the alignment based distance measures are usually adopted [14]. Many
variants based on the alignment method are also developed, such as global alignment,
local alignment, and region alignment.

3 Activity Recognition Based on Discriminant Patterns

3.1 The Problem and Notation

The activity recognition in multi-sensor environment can be formalized as follows. Let
si be a multi-sensor data vector and S ¼ s1s2. . .st is a multi-sensor streaming data
sequence. The st is the last data of the sequence S. For a finite set of activity classes
C ¼ fC1;C2; . . .;Ckg, Ck is the class label of kth activity, 1 ≤ k ≤ K. The labeled
sequence data are represented as (si;Ck), where 1 ≤ i ≤ t and 1 ≤ k ≤ K. A sequence
S containing si having the same activity label in its neighbors will partition the
streaming data into activity fragments denoted as Sl; Ckð Þ. The Sl be a subsequence
fragment of S labeled by the activity Ck, and Slj j is the length of the subsequence Sl.

Let D ¼ f Sl;Ckð Þ jCk 2 C; for 1� l� n; 1� k�Kg be the training set of activity
sequences, where n is the total number of sequence fragments in D. The problem of
activity recognition on the data streams is to construct an effective recognizer to
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classify on-line multi-sensor sequences based on the set of labeled training activity
sequence D. The objective of activity recognition on data streams needs not only
classify the individual sequence data accurately but also partition the streaming
sequence effectively.

3.2 Analyses of Discriminant Sequence Patterns

To recognize user activities effectively, the sequence patterns with high discrimination
on classifying activities should be found out first. For a sequence of sensor data
gathered in continuous time slices, the current user activity is generally dependent on
the present and previous sensor signals. For mining discriminant sequence patterns to
decide the user activity in current time slice, the mining procedure containing the
following two processes is developed.

• Find prefix patterns of each activity by compressed reverse suffix tree.
• Analyze and compute the discriminant sequence patterns.

First, we would like to find the prefix patterns for each sequence fragment of
activity. Let Sl ¼ s1s2. . .st be a sequence fragment for one of the activities in the
training set D. The prefix patterns at the time slice t are defined as the all possible prefix
substrings of st. To prevent generating too many dummy patterns, a maximal prefix
length (MLP) is set to restrict the length of prefix strings. With a user-defined MPL, a
compressed reverse suffix tree is constructed from the sequence fragment Sl for the
activity. A compressed reverse suffix tree extracts and stores the possible suffixes of the
prefix pattern with maximal prefix length and their frequencies in a compressed form of
reverse order. The compressed reverse suffix tree is demonstrated by the following
example.

Example 1. Let Sl ¼ ACBCBACA be a sequence fragment of an activity, the com-
pressed reverse suffix tree with maximal prefix length MPL = 3 for all time slice in Sl is
created as Fig. 1. The set of prefix patterns Sl are {A, B, C, AC, CB, BC, BA, CA,
ACB, CBC, BCB, CBA, BAC, ACA}. Patterns and their corresponding frequencies
can be read reversely by the data node beginning with the root from the reverse suffix
tree. For example, in Fig. 1, the next level (level 1) of root (level 0) shows that patterns
A, B, C repeat 3, 2, and 3 times, respectively. The level 2 depicts the patterns CA, BA,
CB, AC, BC and their frequencies are 1, 1, 2, 2, 1, respectively.

A:3 B:2 C:3

B:1 C:2 

C:1 B:1

B:1

C:1

/

C:1 

A:1 A:1

A:2 

B:1

Fig. 1. A compressed reverse suffix tree for
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After all the prefix patterns of each activity being counted, the discriminant
coefficient [15] is used to analyze and compute the discriminant sequence patterns.

Let P be the set of all found prefix patterns from the training set D, and xjl be the
frequency of the pattern pj appearing in the sequence Sl, for pj 2 P and Sl 2 D. We also
define p

0
j
to be a super prefix pattern of pattern pj if pj is a proper suffix of p

0
j
.

The set of super prefix patterns for the pattern pj appearing in the same sequence Sl,
Hjl, is given as

Hjl ¼ p0jjp0j is a super prefix pattern of pj and pj; p0j are in Sl
n o

:

Hjl can be easily derived using the compressed reverse suffix tree along the paths of
the pattern pj to the leaves. Let Hjl

�� �� denote the total frequency of the patterns in Hjl

for Sl. The frequencies of the nodes on the paths are summed up to Hjl

�� ��.
From xjl, we define the relative importance of the pattern pj appearing in the

sequence Sl to be

x0jl ¼
xjl; if jjHjljj ¼ 0;

xjl
�jjHjljj; if jjHjljj 6¼ 0:

(
ð1Þ

Then, wjk, the weight of pattern pj on the activity class Ck, is defined as

wjk ¼ 1
jCkj

X
8ðSl;CkÞ

x0jl; ð2Þ

where Ckj j is the number of sequence data labeled as Ck in training set D. We use the
maximum weight of pattern pj on the activity Ck to normalize wjk as ~wjk in [0, 1],

~wjk ¼ wjk

max
1� i� jCj

fwjig : ð3Þ

The discriminant coefficient of sequence pattern pj on the activity Ck is defined as

djk ¼
0 if ~wjk ¼ 0;

P
1� i� jCji6¼k

j~wjk � ~wjij if ~wjk 6¼ 0:

8<
: ð4Þ

The importance of the discriminant sequence pattern pj on the activity class Ck , zjk, is
computed by the following formula:

zjk ¼ log djk � ~wjk: ð5Þ
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3.3 Activity Transition Patterns

In addition to the sequence patterns, the sequence of users’ activities is also an
important factor of deciding the current activity of a user in the smart space. In some
extreme cases, the predicted activity with the highest discriminant sequence pattern
appears in unreasonable order. For example, a user never ‘goes to bed’ before ‘dinner’
in the training examples. Hence, it may cause wrong recognition if the ‘dinner’ activity
was detected after the activity ‘goes to bed.’ The goal of analyzing activity transition
patterns is to realize the possible sequence of users’ activities and avoid the mean-
ingless activity transition.

Let S ¼ s1s2. . .st be the streaming data as previous definition, the labeled streaming
data are represented as si; cið Þ, ci 2 C, 1 ≤ i ≤ t. The set of activity transition patterns
T are analyzed and collected as the following definition:

T ¼ fðci�1; ciÞ j for any ðsi; ciÞ; 1� i� t; ci 2 C; and ci�1 6¼ cig:

The procedure of finding the set of next possible candidate activities for the last data
st are listed in Fig. 2.

3.4 Sequence Classification and Activity Recognition Algorithm

After mining discriminant sequence patterns and activity transition patterns, we
develop the sequence classification methods and activity recognition algorithm based
on the two sequence patterns for on-line multi-sensor streaming data.

Assume that S ¼ s1s2. . .st be the multi-sensor data stream and st is the last signal
we received and recognized. Let L be the maximal prefix length of the discriminant
sequence patterns. The procedure of the sequence classification contains three main
stages.

Stage 1. The first stage uses the discriminant sequence patterns with zjk ¼ 1 to identify
the activity Ck directly if one of the discriminant sequence patterns pj containing the
datum st. In this stage, the sequence will be looked forward until the pattern length is
L. If the si could not decide the activity at this stage, the second stage and the third
stage are proceeded.

Algorithm: Find_candidate
Input: unlabeled data st, labeled data st-1 with ct-1 ;
Output: the set of the candidate activities A;
{

}{},),(|{ 11 −− ∪∈∈= tiiti cCcTcccA ;

if (|A| == 1)
A = C;

endif
}

Fig. 2. The algorithm of finding possible candidate activities.
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Stage 2. This stage handles the case of idle signals in which the si; siþ1; . . .; st are the
same. While the stream data keep the same data, it means that the user is idle. At this
moment, the last identified activity label at the previous decision will be assigned to the
present signal st.

Stage 3. In the third stage, the activity estimation functions are designed to decide the
activity for the unlabelled stream data. Let P be the discriminant sequence patterns
obtained from the training set D. For a stream data S, if st is the last unlabeled multi-
sensor data. We first find the set of possible super prefix patterns of st with maximal
length L in S, sðt�lþ1Þ. . .st of length l, 1 ≤ l ≤ L. Next, we search the super prefix
patterns in P, the discriminant sequence patterns obtained from the training set D, to
find the corresponding importance of the discriminant sequence pattern. Then, two
activity estimation functions, average discrimination lAvek and maximum discrimination
lMax
k are given to measure the membership of st belonging to each activity class:

lAvek ðstÞ ¼
PL
l¼1

l� zljk
Zj
� zljk

Nk

h i
PL

l¼1 l
; Zj ¼

XK
k¼1

zljk; Nk ¼
X

ðSl;CkÞ2D
jSlj; ð6Þ

lMax
k ðstÞ ¼ max

1� l�L
zljk; ð7Þ

where zljk is the importance of the discriminant sequence pattern pj with length l, and
Slj j is the length of the sequence Sl, for 1 ≤ k ≤ K.

Before deciding the activity of st, the set of candidate activities A should be found
by the algorithm Find_candidate in Sect. 3.3. At last, The activity of st is assigned to
Ck , where

k ¼ arg
i
max
Ci2A

flAvei ðstÞg or k ¼ arg
i
max
Ci2A

flMax
i ðstÞg:

The detailed activity recognition algorithm is listed in Fig. 3. The three important
variables in the algorithm are depicted as follows: (1) pos is the index of the signal
needed to be recognized. (2) un_pos is the index of starting unlabeled signal. (3) sep is
the position of the last activity that is separated from the current activity.

4 Experiments and Evaluation Results

The evaluation of the proposed methods is described in this section. The purpose of the
experiments is to evaluate the effectiveness of the proposed methods and make a
comparison with the results of Hidden Markov Model (HMM). The testing of activity
recognition was done on two datasets, WSU dataset [5] and Kasteren dataset [2].

WSU dataset. The WSU dataset recorded the sensor data streams that 24 volunteers
are assigned to perform five activities in the smart environment where 41 sensors were
installed. The data are collected for 13 days with the multiple digital sensors.
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The activities include making a phone call, washing hands, cooking, eating, cleaning,
and others. The detailed information is shown in Table 1.

Kasteren dataset. The Kasteren’s dataset contains the data streams that a 26-year-old
man living alone in a three-room apartment where 14 state-change sensors were
installed. The data are collected for 28 days with the multiple sensors. The activities
include leaving, toileting, showering, sleeping, breakfast, dinner, and others.

The detailed information of activities is shown in Table 2, the sensor readings are
set to get sampling per 60 s. The time slice duration is long enough to discriminative
and short enough to provide high accuracy labeling results. For give a fair evaluation
on such a dataset, the 28-days dataset are separated into training set and test set using

Algorithm Activity_Recognition
Input: s[], MPL, Delay
Output: the activity label of each s[]
{ sep = 0; pos = 1; un_pos = pos;

d = Delay – 1;
for ( ; ; )

ck = Disciminant_pattern(s[], sep, pos);
while (ck == 0 and d > 0)

pos = pos + 1;
ck = Disciminant_pattern(s[], sep, pos);
d = d – 1;

endwhile
if (ck

 0) /*    Stage 1   */
Label(ck, un_pos, pos);
d = Delay – 1;
if (ck Activity of Seq[un_pos-1])

sep = un_pos – 1;
endif
un_pos = pos + 1;

else /*    Stage 2    */
ck = Find_RepPattern(s[], un_pos);
if (ck == 0) /*    Stage 3    */

A = Find_candidate(s[un_pos-1], s[un_pos], Activity k of s[un_pos-1]);
ck = Frequent_Pattern(s[], sep, un_pos, A);

endif
Label(ck, un_pos, un_pos);
if (ck Activity of Seq[un_pos-1])

sep = un_pos – 1;
endif
un_pos = un_pos + 1;

endif
pos = pos + 1;

endfor
}

Fig. 3. The activity classification algorithm.
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n-fold cross validation, which is that one full day is used to test and the other remaining
days are used to train.

A daily life dataset generally contains various activities. However, because the
lengths of different activities have large disparity, the evaluation of the effectiveness
should concern about the ratios both of the correcting prediction in time slice and
activity. The experiments are evaluated by two measures: time slice accuracy and class
accuracy. The time slice accuracy stands for the percentage of correctly classified
streaming data of daily time slice. The class accuracy represents the average percentage
of correctly classified time slices of each activity. The two measures are defined as
follows:

timeslice accuracy ¼
PN
i¼1

ðpredictðiÞ ¼ trueðiÞÞ
N

; ð8Þ

class accuracy ¼ 1
K

XK
k¼1

PNk

i¼1
ðpredictðiÞ ¼ trueðiÞÞ

Nk
; ð9Þ

where (predict(i) = true(i)) is a binary indicator given 1 when the predicting activity for
streaming data si at time i is the same to the ground truth; otherwise, the value 0 is

Table 1. The activities in WSU dataset.

Activities # of instances % of time

Others 97.47 %
Make a phone call 24 0.36 %
Wash hands 24 0.15 %
Cook 24 0.94 %
Eat 24 0.34 %
Clean 24 0.74 %

Table 2. The activities in Kasteren’s dataset.

Activities # of instances % of time

Others 11.50 %
Leaving 34 56.40 %
Toileting 114 1.00 %
Showering 23 0.70 %
Sleeping 24 29.00 %
Breakfast 20 0.30 %
Dinner 10 0.90 %
Drink 20 0.20 %
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given. N is the total number of time slices. K is the number of activities. Nk is the total
number of time slices with activity k.

The base-line experiments used HMM method to evaluate WSU dataset and
Kasteren dataset (KD) in off-line actions using k-cross validation. For the two data sets,
one day is kept for testing and the other days are the training data. The results are
shown in Table 3. Generally, the time slice accuracy is better than class accuracy. The
WSU dataset has high recognition rates, whereas the Kasteren dataset is not.

The incremental training then is tested on the same two data sets. The data for some
day are also selected from the datasets for training. However, training process was done
by incrementing data day by day. This process is also completed in cross-validation.
The experiments are tested on different maximal prefix length (MPL) from 1 to 4. The
methods of comparison include HMM vs. lAvek and HMM vs. lMax

k .
The experimental results of WSU dataset are shown in Figs. 4, 5, 6 and 7. As the

case of off-line training, HMM has higher accuracy than lAvek and lMax
k . Due to WSU

dataset contains too many ‘other’ activities, it may dominate the classification results of
HMM method. For HMM, incremental learning has no big difference from off-line
learning in time slice accuracy. However, the class accuracy is lower. In WSU data set,
as shown in Figs. 4 and 6, the activity estimation function lMax

k has better results than
lAvek in time slice accuracy. The improvement of lMax

k is not obvious in class accuracy.
In Kasteren’s dataset, on the contrary, the results of the activity estimation function

lAvek are better than lMax
k in both time slice accuracy and class accuracy, as shown in

Figs. 8, 9, 10, and 11. Also, both of the two activity estimation functions have higher
recognition rates than HMM in time slice accuracy and class accuracy after collecting
five days training data.

Table 3. The base-line results in HMM with off-line training.

Data sets HMM
Time slice accuracy Class accuracy

WSU 99.89 % 95.39 %
KD 54.89 % 45.46 %

Fig. 4. WSU, time slice accuracy of lAvek . Fig. 5. WSU, class accuracy of lAvek .
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For the setting of maximal prefix length (MPL), the longer MPLs have higher time
slice accuracy while the training data is increasing generally. However, the better class
accuracy happens as MPL = 2 while the dataset being almost learned. It is also worth to
mention that there is stable accuracy when MPL = 1 although the class accuracy is not
effective so much.

Fig. 6. WSU, time slice accuracy of lMax
k . Fig. 7. WSU, class accuracy of lMax

k .

Fig. 8. KD, time slice accuracy of lAvek . Fig. 9. KD, class accuracy of lAvek .

Fig. 10. KD, time slice accuracy of lMax
k . Fig. 11. KD, class accuracy of lMax

k .
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5 Conclusion

Smart environment is an important issue in the research area of pervasive computing. In
this paper, we propose a novel activity recognition scheme based on discriminant
sequence patterns and activity transition patterns for on-line detecting and incremental
learning in a smart environment. First, a compressed reverse suffix tree is used to mine
the discriminant sequence patterns from multi-sensor streaming data. The activity
transition patterns are then analyzed to generate candidate activities. Two activity
estimation functions and the activity classification algorithm are proposed to resolve the
problem of activity recognition efficiently and effectively. The high accurate activity
recognition is the basis of providing high-quality services for users in smart
environments.

The future work is to extend the proposed scheme to handle the problem of concept
drifting in multi-users’ smart space and unstable environments.
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Abstract. The performance of classification tasks extremely relies on
data quality, while in real world label noises inevitably exists because of
data entry errors, transmit errors and subjectivity of taggers. Different
methods have been proposed to deal with label imperfection, including
robust algorithms by avoid overfitting, filtering mechanism to remove
noises and correction mechanism to revise noises. In this paper, we pro-
pose an approach based on knowledge graph to perceive and correct the
label errors in training data. Experiments on a medical Q&A data set
reveal that our knowledge graph based approach can be effective on pro-
moting classification performance and data quality. The results as well
show our approach can work in a relatively high noise level and be applied
in other data mining tasks demanding deep understanding.

Keywords: Data quality · Knowledge graph · Label error · Classifica-
tion

1 Introduction

Researches on machine learning focus on developing learning algorithms with
least learning bias, thus the data quality has become the crucial issue when
given a certain machine learning algorithm. Unfortunately, the real world data
inevitably contains label noises (i.e. label errors) which can reduce the perfor-
mance of classification in multiple aspects such as the accuracy of classifier, the
time needed to train the classification model and the size of classifier. It proves
that classification accuracies decline almost linearly with the increase of noise
level [1].

Most label errors in training data comes from factors such as data
entry errors, transmit errors and subjectivity of taggers. Many learning algo-
rithms have mechanisms dealing with label noises. For example, pruning in deci-
sion tree algorithm can avoid overfitting caused by noises [2]. Still, when noise
level is high, learning algorithms are not able to effectively deal with noises.
c© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 345–356, 2014.
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Other methods try to handle the noises in data before using the data in classi-
fication, including filtering noises and correcting noises.

This paper proposed an approach based on knowledge graph technique to
perceive and correct label errors in big data age. Knowledge graph is a concept
proposed by Google1 to serve for its search engine and other applications, whose
core idea is utilizing ontology to simulate entities and relationships in real world
to help machine understand the world intelligently [3]. Therefore we adopt this
concept in noise correction to better perceive the nature of noises. We use big
social data collected from medical Q&A system to validate our approach for
tackling label imperfection. A study reports 83 % of internet users in the U.S.
seek health information online [4] and health care systems are playing a much
more essential role in recent life [5].

Our approach implements the knowledge graph on a label correction method
raised by Teng et al. [6]. Concretely, naive bayes classifiers are used to recognize
and modify the error labels of training data. After modifying the labels, the
noise level proves to decline dramatically than before. Then we use the modi-
fied data to construct classifier for classification rather than correction, and it
proves that accuracy has improved than that built from corrupt data. The main
contributions of this paper are outlined as follows:

• We build a knowledge graph base containing medical entities such as diseases
entities, symptom entities, medicine entities and their relationships from large
scale of Q&A healthcare data, using several knowledge extraction techniques.

• We validate the effect of knowledge graph in tackling label imperfection prob-
lem by comparing our approach to other approaches. We verify our approach
is more effective than other approaches on improving classification quality and
data quality.

• Our approach can work at a relatively high noise level and still achieve satis-
fying performance.

This paper is organized as follows. Section 2 reviews the most related works
in respects of label errors handling. Section 3 presents our approach to construct
knowledge graph base. Section 4 describes polishing and our knowledge graph
based combined approach. Section 5 describes the experiment performance and
measures the affection of depth of knowledge as well. Finally, we conclude and
discuss possible directions of future works in Sect. 6.

2 Related Work

Over the course of the past 20 years, solving the problem of noises in data has
been the focus of much attention in the field of machine learning and data mining.
Most of learning algorithms have mechanisms to diminish the impact that noises
bring to the classification performance. Pruning in decision tree is used to avoid
overfitting caused by noise. Wilson et al. [7,8] applied several instance-pruning

1 http://www.google.com/insidesearch/features/search/knowledge.html

http://www.google.com/insidesearch/features/search/knowledge.html
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techniques which can remove noises from the training set and reduce the storage
consumption. However, the performance of these learning algorithms become
very bad when the noise level is very high, and classification accuracies decline
almost linearly with the rise of noise level [1].

As long as the noise exists in training data, the classification quality will
be affected severely. Thus, some approaches use filtering mechanisms to identify
and filter the noise examples before feeding them to the classifier. Wilson et al.
[9] attempted to filter the noise examples by using a 3-NN classifier as filter and
apply 1-NN classifier on the filtered data as classifier. Aha et al. [10] proposed
IB3 (a version of instance-based learning algorithm) to remove noise with lower
updating costs and lower storage requirements. Brodley et al. [11,12] used a set
of learning algorithms to construct classifiers as filters to a dataset before feeding
it to classification.

However, filtering noises enhances data quality at the cost of decreasing the
amount of data retained for training, and it seems pity and inappropriate to
discard error label data especially when the training data is difficult to re-collect
such as historical data [13]. Correcting the error labels instead of simply filtering
them is a better approach that accomplishes both data quality and data amount.
Zeng et al. [6] proposed a method called ADE (automatic data enhancement)
which can correct label errors through numbers of iterations using multi-layer
neural networks trained by using backpropagation as the basic framework. Teng
et al. [13,14] introduced a noise correction mechanism called polishing and cor-
rect noises both in classes and attributes. Teng also compared polishing with
filtering and traditional approach of avoiding overfitting, and proved noise cor-
rection recovers information not available with the other two approaches [14,15].

The approaches discussed above have the following limitations: (i) Some use
filtering which may decrease the bulk of data. (ii) Most of these approaches do
not work well at a high noise level. (iii) Most of these works only measured the
promotion that their approaches bring to classification performance, yet haven’t
measured the exact values of data quality promotion. Therefore, we propose an
approach based on knowledge graph to tackle these limitations.

3 Knowledge Graph Building

3.1 Data Source

We use big data collected from a Chinese medical social Q&A website2 and Chi-
nese encyclopedia website Baidu Encyclopedia (BE)3 to build a medical knowl-
edge base. Figure 1 shows a glimpse of a few entities and relationships in the
graph.

The edge between a disease entity and a symptom entity implies that the dis-
ease have such symptom. For example, gastritis has diarrhea and vomit symp-
toms, and fatigue can be due to anemia or Parkinson. There are three types
2 http://www.120ask.com
3 http://baike.baidu.com

http://www.120ask.com
http://baike.baidu.com
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vertigo 

vomit

headache

anemia

aspirin influenza

diarrhea

gastritis

fatigue

Parkinson

tremble

phenothiazine

disease symptom medicine

Meniere's syndrome

clarithromycin

Fig. 1. A sketch map of our medical knowledge graph

of entities in knowledge graph, and two entities of the same type cannot be
connected directly. This assumption is justifiable. Because in real world, two
diseases are related since they share several common symptoms, two medicines
are related since they can both used to treat some kind of disease. Their rela-
tionship is connected by other entities, not themselves directly.

3.2 Entities Extraction

To build the knowledge graph base, we need to extract disease entities, symptom
entities and medicine entities. These are done by following steps below:

• In the first phase, we use web crawling technique to acquire disease entities,
medicine entities from BE. As BE pages are well structured and tagged, we
adopt Maximum Entropy classifier to classify these entities to big categories.
After sort out these entities and their categories, we acquire a known entities
set.

• In the second phase, we conclude linguistic patterns of entities and use these
patterns to find more entities in the Q&A archives. Bootstrapping on syn-
tactic patterns are frequently used to extract knowledge [3]. Chinese words
are composed of characters, and affixes (prefixes and suffixes, contains one or
more characters) usually have specific meaning about the type of words. So we
use prefixes and suffixes concluded from the known entities set to find more
and more entities. After acquiring these new entities, we conduct artificial
selection to discard entities which do not belong to medical domain. Hence,
we get a bigger set of entities than first phase.

• Then we perform several iteration of second phase and finally get a set of
nearly 30,000 disease entities and 30,000 medicine entities.

Since most patients describe their symptoms orally and informally, symptoms
cannot be extracted from encyclopedia website. We firstly use tfidf [16] and
IG (information gain) technique [17] to find words and phrases that are more
informative in the Q&A archives, and artificially select some symptom entities.
Then we use bootstrapping to find more and more symptom entities. Finally we
get a set of nearly 4,000 symptom entities.
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3.3 Relationship Extraction

In most of the existed knowledge bases such as Wikipedia4, the relationships
between entities or relationships between entities and their attributes are estab-
lished manually by experts in related field. Our knowledge base contains a rela-
tively big amount of entities and we don’t have professional knowledge in medical
taxonomy. Therefore we adopt a method to automatically extract relationships
between entities from big data, whose details will be discussed in Sect. 4.2.

4 Mislabel Correction

As we mentioned above, polishing proposed by Teng et al. [13,14] proves to be
quite well in mislabel correction. The core idea of our approach is to adopt polish-
ing as basic method and use information from the established knowledge graph
to adjust the weight of entity features in label correction phase. Since knowl-
edge graph maps relationships of entity features, it can be used to strengthen
the more informative entity features and weaken the less informative entity fea-
tures. We assume that the entity with more connection to other entities and
greater co-occurrence rates with others plays a more important role in mislabel
correction. Thus, they should be endowed with more weight.

4.1 Polishing

The basic polishing algorithm comprises two phases: prediction and adjustment
[14]. The prediction phase aims at finding candidate training examples that are
suspectable to contain error labels, while the adjustment phase decides the final
changes into the candidates. The polishing algorithm can predict and correct
both attributes errors and label errors (i.e. class errors), in this paper we use it
to correct label errors, so we only outline this part.

In the prediction phase, a chosen learning algorithm performs K-fold cross
validation. Teng et al. set K to be 10. The K-fold cross validation divides all the
examples in K groups called folds, and constructs K classifiers each using K-1
folds as training set and the fold left out as test set. If the K-fold cross validation
algorithm predicts a label inconsistent with the original label, this example is
added to suspected candidates.

In the adjustment phase, for each example in candidates set, K classifiers
constructed in the prediction phase are used to predict labels of this example. If
the predicted labels of K classifiers are identical and different from the original
label, polishing judges the new label to be the right one and modifies the example
using the new label.

4.2 Knowledge Graph

We define our knowledge graph to be a set of vertices (v1, v2, . . . , vm) and edges
(e1, e2, . . . , em). Each vertex represents an entity and each edge represents direct
4 http://www.wikipedia.org

http://www.wikipedia.org
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relationship between two entities. Direct relationship means strong connection
between two entity vertices. For instance, a brief example of relationships of
several entities have been shown in Fig. 1, gastritis has symptoms of vomit and
diarrhea, so they are directly connected. And the relationship between Meniere’s
syndrome and gastritis can not be described, we only know they share some
common symptoms, so their relationship is indirect.

We define distance as the shortest path length between two vertices. distance
between any two vertices can be computed once the length of all edges are known.
The length of edge are computed using formula:

length(vi, vj) =
1

co-occurrence rate(vi, vj)
(1)

co-occurrence rate can measure closeness of two entity vertices if they have
direct relationship. The smaller length is, the larger co-occurrence rate is. The
co-occurrence rate is computed from the Q&A data according to formula:

co-occurrence rate(vi, vj) =
2 ∗ nij

ni + nj
(2)

Here vi, vj represent any two entity vertices. nij represents the num of Q&A
pairs in which vi and vj occur simultaneously, ni defines the num of pairs in
which vi occurs, and nj defines the num of pairs in which vj occurs. Apparently
the co-occurrence rate is maximum value 1 if two entities always occur simulta-
neously in Q&A pairs. If co-occurrence rate is below a threshold M , we assume
the two entity vertices has no direct relationship, thus no edge existing between
them.

Also, we define related degree to measure relationship closeness between
two vertices even when they are not directly connected in the knowledge graph
(namely no edge between them).

related degree(vi, vj) =
1

distance(vi, vj)
(3)

Obviously related degree is equivalent to co-occurrence rate when there is an
edge directly connecting two entity vertices. distance is computed using Dijkstra
Shortest Path algorithm.

One advantage of knowledge graph is that we can extend or modify the graph
once we grasp new knowledge through science researches. When we discover a
new disease, we add it into graph and connect it to other symptoms or medicines
based on the information we know about it. And if latest medical research shows
some kind of medicine can help treat a disease, which hasn’t be applied before,
we can connect them and endow them some kind of relationship.

4.3 Weight Adjustment

We compute the weights of entity features according to formula:
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weight(vi) = initial weight + α
∑

vj∈V,vj �=vi

related degree(vi, vj),

∀step(vi, vj) < MAXDEPTH

(4)

V is the vertices set in the graph and MAXDEPTH defines the depth of
relationships we mine. We define initial weight to be 1, and α is the adjustment
factor to control the impact of knowledge graph to feature weights. The bigger α
is, the greater weight adjustment will be made, and the more impact knowledge
graph will have on the final weight. MAXDEPTH sets a limit to which vertices
to be considered when computing the weight of a vertex, namely the analysis
depth of knowledge graph. We believe the weight is more precise if the depth goes
deeper. However, there is a tradeoff between analysis depth and computational
complexity because the related vertices number is quite large when we analysis
graph quite deeply. We will conduct experiments about the affection of knowledge
depth on correction labels in Sect. 4.2.

4.4 Combined Algorithm

Our approach combines polishing and weight adjustment by knowledge graph
to correct noise labels in training examples. We use multinomial naive bayes
(MNB) classifier as the basic classifier in K-fold cross validation. We choose
MNB because it proves to be both efficient and accurate for text classification
tasks [18]. Still, MNB makes a poor assumption that features of examples are
independent of others, which is clearly unreasonable in most real-world tasks.
We adjust feature weights in MNB classifier according to knowledge graph to
make up this assumption. Weights of entity features are calculated according
to formula (4) and weights of other features are defined as 1. When the cor-
rupt training data is prepared, we adjust the weight of features in the training
examples, and get the adjusted training data. Then we utilize this data to fol-
lowing the same procedures of polishing in Sect. 4.1. We also set K to be 10 in
the K-fold cross validation. Afterwards we can obtained data corrected by our
combined approach.

5 Experiment Result

5.1 Data Sets

As we mentioned above, our data is extracted from a huge set of nearly 20
million medical Q&A pairs. The format of data is specified in Table 1, each
example has a description text which patients depicts about their circumstances
and symptoms, and each example has a department label showing the depart-
ment where this patient should be treated. The description text of Q&A pairs
is usually short, less than 200 characters. The whole data sets contain more
than 10 departments, including ‘obstetrics and gynaecology’, ‘internal medicine’,
‘surgery’, ‘pediatrics’, ‘dermatology’, ‘ophthalmology and ‘otorhinolaryngology’,
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Table 1. The format of Q&A pairs

Description Answer Department

I play badminton and when I use
backhand serve, my hand
tremble. My brachioradialis
hurts too. . .

It may be caused by overexercise,
I suggest you see a bone
surgery doctor to. . .

Surgery

‘psychology’, ‘traditional Chinese Medicine’, ‘infectious diseases’, ‘oncology’ and
‘plastic surgery’. We use our approach to perceive and correct the error depart-
ment labels in training examples. Since the corpus is in Chinese, we use several
NLP methods specialized in handling Chinese text: tokenizing Chinese text and
transfer traditional Chinese characters to Chinese simplified characters. After-
wards, we extracted approximately 200,000 features from the raw data. Finally,
we get nearly 9,725,000 training examples. In order to get the corrupt data, we
artificially corrupt the data with random label noises.

5.2 Evaluation Measures

We choose accuracy as the measure metric to evaluate the classification qual-
ity improvement after label correction. And we use several metrics to evaluate
the data quality promotion. These metrics are noise reduction rate (NRR),
precision and recall. As our approach and polishing correct labels by the judge-
ment of 10 classifier voters, the changes made to the examples are not always
right. So these metrics are used to evaluate these changes. NRR is defined in (5)
and measures the noise level decrease after label correction. precision measures
the percentage of right changes in the whole changes made by label correc-
tion approach. recall measures the percentage of error labels which is actu-
ally corrected. It’s obvious that NRR most intuitively reflects the data quality
promotion.

NRR = noise level in origin data − noise data in corrected data (5)

We use three methods: Unpolishing, Polishing and Polishing + KG in
classification accuracy comparison. Unpolishing approach uses the unmodified
corrupt data to build classifier. Polishing approach uses the data corrected by
polishing method to build classifier. And Polishing+KG approach uses the data
corrected by our approach to build classifier. All the three approaches are applied
in accuracy comparison, and the latter two are applied in mislabel reduction rate
comparison. In addition, we set MAXDEPTH to 1 in Polishing + KG when
compared with other two approaches.

5.3 Classification Accuracy

We compare the classification accuracy on training data produced by three
approaches mentioned above. For each approach, 10-fold cross validation is per-
formed on data to obtain classification accuracy. In each trial, nine folds are used
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Fig. 2. A comparison accuracy on data by Unpolishing, Polishing and Polishing +
KG on the medical Q&A data set

for training data to test the accuracy of the rest fold. The final accuracy is the
average accuracy of 10 trials. Here we use cross validation to evaluate classifi-
cation accuracy, different from label correction phase where cross validation is
used to pick up candidates and construct classifiers as voters. We choose cross
validation to validate accuracy because it can reduce the risk of overfitting on
the test set.

Figure 2 shows the comparison of three approach on classification accuracy at
different noise levels. For Unpolishing approach, accuracy declines almost
linearly with noise level increase. At most cases, the improvement of Polishing
and Polishing + KG on Unpolishing is quite significant, the performance of
Polishing is 10 %–30 % higher than Unpolishing, while our approach Polishing+
KG acquires accuracy usually 1 %–4 % higher than the pure Polishing. We can
see noise data cut down accuracy dramatically when no correction is conducted.
Polishing corrects part of the error labels and provides a much higher accuracy.
Furthermore, Polishing + KG approach mines the relationships between entity
features and endows more weights to the more informative ones, so it achieves bet-
ter accuracy score than Polishing. Particularly, at noise level of 0 %, the improve-
ments of Polishing and Polishing + KG are both not remarkable, Polishing is
merely 0.3 % higher than Unpolishing, and Polish + KG is 1.3 % higher than
Unpolishing, we believe Polishing + KG also has effect on improving classifica-
tion accuracy even when data is nearly noise-free.

5.4 Data Quality Promotion

We compare the classification-independent metrics to test data quality promo-
tion by Polishing and Polishing + KG approach. When we artificially corrupt
the data, we have made mark to every example what is the true label of it. After
label correction by two approaches, we test the precision, recall and NRR accord-
ing to these marks. We use NRR as the main metric on data quality promotion,
while the other two help us to understand and explain the promotion.
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Fig. 3. A comparison of noise reduc-
tion rate (NRR) by Polishing and
Polishing+KG on the medical Q&A
data set

Fig. 4. A comparison of precision by
Polishing and Polishing+KG on the
medical Q&A data set

Figure 3 shows NRR by two approaches. NRR of Polishing +KG is approx-
imately 1 %–4 % higher than Polishing. It seems odd that NRR is negative at
noise level of 0 %, which means the noises increase after label correction. How-
ever, this phenomenon can be explained. At noise level of 0 %, we assume data to
be noise-free, while data can’t be completely noise-free in real-world. So it seems
reasonable that Polishing and Polishing +KG has modified some labels which
are quite possibly error labels. Generally speaking, it is shown that Polishing
has great significance in data quality promotion and Polishing + KG achieves
better performance on the basis of Polishing.

Figures 4 and 5 show the precision and recall. We do not considerate precision
and recall at noise level of 0 % because it’s meaningless. At most noise levels,
precision of Polishing + KG is lower than Polishing, however the recall of
Polishing+KG is much higher than Polishing. Usually precision and recall have
a contradiction relationship that precision decreases along when recall increases.
So it’s reasonable that Polishing + KG has a lower overall precision. When
noise level is quite higher, the precision and recall of Polishing + KG are both
higher than Polishing. We assume this is due to that knowledge diminishes the
interference of noises, the effect is more remarkable when the noise level is higher.

5.5 Knowledge Depth Affection

We conduct experiment of how knowledge depth affects the results. According
to (3), we adjust the entity weights by computing closeness of an entity to other
entities. We believe the bigger MAXDEPTH is, the more precise weights will
be obtained. This thought is driven by that we get more information about some-
thing when we recognize it more deeply. Figure 6 shows the accuracy comparison
of different knowledge depth from 1 to 3. The accuracy improves 0–1.3 % when
knowledge depth grows from 1 to 2 at different noise levels, while the accuracy
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Fig. 5. A comparison of recall by
Polishing and Polishing+KG on the
medical Q&A data set

Fig. 6. knowledge depth affection on
accuracy

improvement is tiny when depth grows from 2 to 3. When knowledge depth
grows, the amount of relationships of one entity to others grows rapidly and
more weights are endowed to the more informative ones. The results shows deep
knowledge perception can enhance classification performance.

6 Conclusion

In this paper, we propose a knowledge graph based approach combined with pol-
ishing to handle label imperfection problem. This method differs from previous
statistical methods in that it tries to cognize the data in a way similar to the
real world. Experiment results demonstrate our approach has effect on boosting
classification performance and data quality. It can effectively correct mislabels
even under the circumstance of a quite high noise level to approximately 60 %.
Beside handling the noise data, the knowledge graph technique we used can be
applied in feature selection in classification as well.

Our future work will be focus on ameliorating the graph by establishing more
types of entities and more detailed relationships in it, like establishing both
positive and negative relationships between two entities. The More researches
will be conducted to recognize data noises in a more human-like rather than
machine-like way. In addition, we shall apply our approach to other fields such
as social networks and business data analysis.
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Abstract. In sponsored search, it is necessary for the search engine, to
decide the right number of advertisements (ads) to display for each query,
in the constraint of a limited commercial load. Because over displaying
ads will lead to the commercial overload problem, driving some of the
users away in the long run. Despite the importance of the issue, very
few literatures have discussed about how to measure the commercial
load in sponsored search. Thus it is difficult for the search engine to
make decisions quantitatively in practice. As a primary study, we propose
to quantify the commercial load by the average displayed ad number
per query, and then we investigate the displaying strategy to optimize
the total revenue, in the constraint of a limited commercial load. We
formalize this task under the framework of the secretary problem. A novel
dynamic algorithm is proposed, which is extended from the state-of-the-
art multiple-choice secretary algorithm. Through theoretical analysis, we
proof that our algorithm is approaching the optimal value; and through
empirical analysis, we demonstrate that our algorithm outperforms the
fundamental static algorithm significantly. The algorithm can scale up
with respect to very large datasets.

1 Introduction

The research in sponsored search has attracted more and more attention nowa-
days [11]. Search engines mainly depend on such kind of advertising to obtain
the revenue. In the pay-per-click mechanism, the search engine agency will get
paid by the advertiser, once an ad is clicked by the user. It is reported that over
1,200 million US dollars1 have been spent in the US mobile advertising market
in 2012, which is predicted to be up to 5,000 million in 2016.

One important issue in sponsored search is how to assign the right number of
ads to display for each query in order to optimize the total revenue, in the con-
straint of a limited commercial load. Recent research [2] shows that displaying
too many ads will “train” the user to ignore the ads in the result page, which
will finally impair the utilities of the advertiser and the search engine agency.
Some previous work also supports this point by the following evidences. Users
have been reported to show bias against sponsored results after they know the
1 www.emarketer.com

c© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 357–368, 2014.
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insight mechanism [8]; from a user study [5], when sponsored results are as rele-
vant as organic results, more than 82% of users will see organic results first; and
organic results have also been demonstrated to obtain much higher click-through
rate (CTR) than sponsored results. Therefore, if the commercial overload prob-
lem is not paid attention to, some of the users will be driven away in the long
run, and the balance of the whole system will be destroyed.

Although limiting the commercial load in designing the displaying strategy is
an important issue, in previous literatures, the problems of how to measure the
commercial load and how to determine the displaying strategy in the constraint
of a limited commercial load, have rarely been investigated sufficiently. Previ-
ous related research is mainly conducted from the field of information retrieval.
Typical work includes the CTR prediction (regression) and the relevance clas-
sification. In these methods, an ad is recognized as “proper” to display, if the
CTR or the relevance score is higher than a threshold. Previous work indeed
provides informative statistics from the field of information retrieval; however,
as sponsored search is an inter-discipline subject, in designing the displaying
strategy in practice, the search engine also needs to measure the commercial
load quantitatively, from the field of operational research. Without quantifying
the commercial load, it is very difficult to define what is the reasonable threshold
value, to identify whether displaying an ad is proper. In limiting the commercial
load, the search engine agency has to know at least how much load they give to
the user by the current system quantitatively. Then, optimizing the displaying
strategy to obtain more revenue, in the constraint of a certain load rate, will be
conducted. Unfortunately, these problems have not been solved thoroughly in
the previous work.

In this paper, we propose to quantify the commercial load by the average
displayed ad number per query, as a primary study, and then we investigate the
displaying strategy to optimize the total revenue in the constraint of a limited
commercial load. The work does not conflict with previous work. As we will show
later, it is a complement from the field of operational research. Specifically, we
formalize this task under the framework of the secretary problem. The funda-
mental static algorithm cannot obtain reliable performance, due to the unstable
property of the data which would be detailed later. Inspired by the solution
from the secretary problem community, we extend the previous multi-choice
secretary algorithm [6], and propose a novel dynamic algorithm for this task.
Through theoretical analysis, the expectation of the performance is approaching
the optimal value. Experimental results in a real-world dataset also demonstrate
that it outperforms the static algorithm significantly.

2 Problem Definition

2.1 Background

As shown in Fig. 1, in the search engine, queries arrive in a sequential stream.
For each query qi, the search engine will generate a rank of relevant ads to fit the
t ad slots (t = 3 in the figure). The rank is generated according to the estimated
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Fig. 1. An example for the learning to display problem

revenue of each query-ad pair. In general, the larger the revenue value, the higher
position the ad would be placed at. Once the rank is fixed, we utilize f(qi, adj)
to denote the estimated revenue of the jth ad slot for qi. Previous work mainly
targets at constructing the function f . For example, f could be implemented by
the product of the predicted CTR and the bidding price, or the relevance score
calculated by a classifier. In Fig. 1, we suppose the number in each ad slot to
be the estimated revenue. If there are less than t ads, the blank slot has the
estimated revenue of zero.

2.2 Problem Formulation

The problems to be solved in this paper are: (1) how to measure the commercial
load in sponsored search; and (2) how to assign the displayed ad number for
each query to optimize the total obtained revenue, in the constraint of a limited
commercial load.

Definition 1 (Query Stream Segment). A query stream segment is a fixed
number of continuous queries, together with the ads in the sequential query
stream. The fixed number is also called the segment length. In Fig. 1, there are
two query stream segments with the length N = 6.

Definition 2 (Commercial Load Rate λ). The commercial load rate is
defined as the average displayed ad number per query. In a query stream seg-
ment with the length N and the commercial load rate λ, the total displayed ad
number is equal to N ∗ λ. For example, in Fig. 1, if λ = 0.33, only up to two ads
can be displayed within each segment.

Definition 3 (Displaying Strategy I(qi)). An displaying strategy I(qi) is to
decide how many ads to display for qi in a query stream segment, at the moment
that qi has arrived but qi+1 has not arrived.

The return value of I(qi) is an integer from 0 to t, meaning displaying 0 to t ads
for qi. An important characteristic of I is, in deciding I(qi), qi+1 has not arrived
yet. In practice, when a query arrives, the strategy should decide how many ads
to display immediately without knowing the future query. This property makes
the optimization problem be under the framework of the secretary problem.
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Definition 4 (Learning to Display Problem). The task of learning to dis-
play is to find the best displaying strategy I that can maximize the sum of esti-
mated revenue within a query stream segment, in the constraint that the total
displaying number is equal or less than N ∗ λ, formulated by

max
I

N∑

i=1

I(qi)∑

j=1

f(qi, adj), s.t.
N∑

i=1

I(qi) ≤ N ∗ λ.

As shown in Fig. 1, the best solution to the problem in Segment 1 is,

I(q1) = 0, I(q2) = 0, I(q3) = 0, I(q4) = 1, I(q5) = 1, I(q6) = 0.

From the problem definition, we could see the complementary property bet-
ween previous work and our work. Previous work focuses on how to accurately
calculate the estimated revenue f for each ad (e.g., from the CTR multiplied by
the bidding price, the relevance of the query-ad pair, the advertisability of the
query, and etc.), from the field of information retrieval; but our work focuses
on how to optimize the total revenue in the constraint of a limited commercial
load, from the field of operational research. Both should be solved in practical
scenarios.

Besides this formulation, we also considered to utilize the average displayed
ad number per user to define this problem. The difference to our problem is that
given the user number, we first need to predict how many queries will be issued
by these users; and then the problem is the same as our defined problem on how
to display the ads given the total ads number. Thus we try to solve this problem
first and leave the prediction task as future work.

2.3 A Fundamental Static Solution

A fundamental static solution is to learn a static threshold by the information
in previous segments. For example, as shown in Fig. 1, if we want to select two
ads in each segment, we can utilize the second highest ad value in Segment 1
as the static threshold, threshold = 26, in determining the displaying strategy
in Segment 2. If the value of an ad in Segment 2 is higher than the threshold,
display it; or otherwise hide it. Execute the process until two ads are displayed.

This solution is very intuitive. If the data in the query stream is stable, this
method will be quite effective. The limitation lies in that we cannot assume the
data is always stable. For example, prices are going up in an irregular manner
in general. Queries change with the change of seasons. The threshold in the
previous segment is no longer suitable for the current one in most cases.

Take the example in Fig. 1. By using the static solution, the ads valued 30 and
40 would be selected to display in Segment 2. However, this is not the optimal
solution. Because there is a query q5 that has the ads valued 80 and 45. The
best solution is to select these two ads. But since the static algorithm does not
retain any flexibility for the change, it fails to find the best solution.
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2.4 Evaluation Metric

Following evaluation metrics in the decision theory, we utilize “error ratio”,
which is 1 − ratio regret [7], as the evaluation metric. The error ratio is defined
as

error ratio = 1 − regret =

∑N
i=1

∑Ibest(qi)
j=1 f(qi, adj) − ∑N

i=1

∑I(qi)
j=1 f(qi, adj)

∑N
i=1

∑Ibest(qi)
j=1 f(qi, adj)

,

where
∑N

i=1

∑I(qi)
j=1 f(qi, adj) is the sum of all estimated revenue selected by

algorithm I, and Ibest is the best solution. The error ratio ranges from 0.0 to
1.0. The metric is a measurement of error, thus the smaller the value, the better
the performance. In the example in Fig. 1, for Segment 2, if λ = 0.33, the best
solution is 80 + 45 = 125 with the zero error ratio. The solution from the static
algorithm is 30 + 40 = 70, thus the error ratio is (125 − 70)/125 = 0.44.

3 Proposed Dynamic Algorithm

If we make the assumption that queries arrive randomly, the problem is under
the framework of the secretary problem. Thus ideas from the secretary problem
community can be employed. Different from the classical secretary problem in
which applicants arrive one by one, in our case, a group of t ads arrive as a group.
Thus, we call the problem in our case as t-tuples multi-choice secretary problem,
which has never been investigated before. The most similar problem is 1-tuple
multi-choice problem. Previous work [6] has proposed a recursive algorithm. The
expected performance of this algorithm can achieve (1 − O(1/

√
k))v, where v is

the optimal value and k is the number of elements to be selected. In this paper,
we make an extension of this algorithm to fit the t-tuples case in our scenario,
and give the theoretical and empirical analysis.

The proposed algorithm is a recursive process.

– If k = 1, we observe the first N/e queries without any selection. But we record
the estimated revenue of each ad slot. An initial threshold is set to the largest
observed value. Then for the rest (N − N/e) queries, we select the first ad
whose value is larger than this threshold (if all the values are less than the
threshold, we select the last one).

– If k > 1, we sample an m from the binomial distribution m ∼ B(N, 0.5), and
then recursively select k/2 ads from the first m queries in the query stream.
For the rest (N−m) queries, we set the threshold to the k/2th largest observed
value in the m queries, and then select the first k/2 ads whose values are larger
than the threshold.

We assume that in the t slots, the revenue of the lower position (close to
the end position) is always less than the revenue of the higher position (close to
the top position). Under this assumption, the above algorithm cannot generate
irregular cases such as the second ad is selected without the first one selected.
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We utilize the previous example to demonstrate the algorithm. As shown in
Fig. 2, a segment of six queries arrive in a sequence. We set λ = 0.33 to select
two ads from the data.

Fig. 2. An example of the proposed dynamic algorithm

– Since k = 2 > 1, we sample an m from B(6, 0.5), and suppose m = 4.
– By recursively process the first four queries, we find k = 1. Thus we observe

the first 4/e = 1 query. We set threshold = 30 and select 40 in the remaining
ads of the first four queries. The observed value list we maintained is “40 >
30 > 20 > 10 > 9 > 6 > 5 > 3 > 2”.

– For the last two queries, we set the threshold to the 2/2 = 1th value in the list,
threshold = 40. Then we select the first one that is larger than the threshold.
80 will be selected.

– The algorithm ends, and the ads valued 40 and 80 will be selected.

From this example, we can see that the error ratio of the proposed dynamic
algorithm is (125−120)/125 = 0.04, which is much better than the previous static
method. The reason is that the proposed algorithm will change the threshold
dynamically according to the observed data in the query sequence. When the
observed values are lower than usual, from the maintained list, the threshold
will be updated by a lower value; and when the observed values are higher than
usual, the threshold will also be updated by a higher value. Therefore, when the
data is not stable, this dynamic approach can fit the change in the data stream.

In the above algorithm, the time complexity is O(N log N), and the space
complexity is O(N), where N is the segment length. It can be utilized in large-
scale data applications.

Compared with the fundamental static method, the dynamic method perfo-
rms better in fitting the change of the data; however, the pure dynamic algorithm
throws out all the history information, which might also impair the performance.
Consequently, it is natural to combine the static algorithm and the dynamic
algorithm for another improvement. In doing this, we propose to set a lower
bound and an upper bound in the dynamic algorithm, based on the threshold
of the static algorithm. In case that the estimated revenue is below the lower
bound, it cannot be selected in any case; and similarly, in case that it is beyond
the upper bound, it can be selected without comparison with the threshold. The
lower bound and the upper bound are defined empirically.
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4 Theoretical Analysis

In our approach, we read a permutation of t-tuples of size n as a permutation
of size tn by simply expanding the tuples into t consecutive elements from the
problem of 1-tuple multi-choice secretary problem. We call a permutation on
t-tuples t-monotone, if each t-tuple (a1, a2, ..., at) in the permutation satisfies
a1 > a2 > ... > at. If we can sort each t-tuple in a permutation from the largest
to smallest respectively, we call it the corresponding t-monotone permutation
of the original. The differences between our algorithm and the previous one [6]
are: (1) our algorithm will divide the elements at the boundary of the tuples;
and (2) the assumption on the input distribution is different. We first show our
algorithm works well on the old ideal distribution, and then deal with the second
point.

Theorem 1. Our algorithm has the expected competitive ratio of 1 − O(1/
√

k)
on the uniform distribution of all permutations of size tn.

Proof. For an input permutation of size tn, the algorithm divides the input into
two parts by generating a random integer m according to binomial distribution
B(n, 1/2). Let Y = (y1, y2, . . . , ytm) be the first part consisting of tm elements
and Z = (z1, z2, . . . , zt(n−m)) be the rest. k/2 elements will be selected from Y
in a recursive fashion. After that, the first k/2 elements which are larger than
the k/2-th largest element in Y will be selected from Z. Let v be the optimal
result. We follow the idea in previous work [6] by stating two lemmas.

Lemma 1. The sum of the largest k elements in Y has expected value ≥ (1/2−
1

4
√

k/t
)v.

Lemma 2. The first k/2 elements in Z that are larger than the k/2-th largest
element in Y has expected value ≥ (1/2 − 1/

√
k)v.

Since t is a very small integer const (usually less than 10) compared with k and N
in practice, by using Lemma 1 and induction hypothesis, we know the expected
value of the output is ≥ (1/2−1/4

√
k/t) · (1−O(1/

√
k))v = (1/2−O(1/

√
k))v.

Summing up with Lemma 2, we finish the proof.
We sketch the proof for the first lemma. The proof of the second is the same

as previous work [6].

Proof (of Lemma 1). Let T be the set of the k largest elements in the input.
Their sum is v. We know that Y is a r.v. uniformly distributed in all the subsets
whose sizes are divisible by t. Thus, conditioned on |Y ∩ T | ≡ j (mod t) for
some fixed j ∈ {0, 1, 2, ..., t − 1}, Y ∩ T will be a uniformly selected subset of T
with size modular t equals to j. Let Bj(k, 1/2) denote the distribution of |Y ∩T |
conditioned on j. We can observe that it is statistically dominated by B(k, 1/2),
implying all the moments of the former distribution is bounded by the moments
of the latter. Thus 1 − o(1) mass of Bj(k, 1/2) will be concentrated around

√
k

of its expectation. Also, conditioned on the event |Y ∩T | = r, the expected sum
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of Y ∩ T is r/k · v. So the expected value of the k/2 largest elements of Y is
bounded below by

t−1∑

j=0

Pr [|Y ∩ T | ≡ j (mod t)] ·
⎛

⎝
∑

t|r
Pr [|Y ∩ T | = r|r ≡ j (mod t)] · (min(r, k/2)/k)v

⎞

⎠

≥
t−1∑

j=0

Pr [|Y ∩ T | ≡ j (mod t)] ·
(

1 − 1
2
√

k/t

)
v

2
≥

(
1 − 1

2
√

k/t

)
v

2
,

which completes the proof.

Intuitively when the input is sampled from t-monotone permutations, the output
of the algorithm should be better, since the larger elements are elevated to the
earlier part of the permutation. We capture this by the following lemma.

Lemma 3. The execution of our algorithm on a corresponding t-monotone per-
mutation always yields better output than the original permutation.

Proof. We prove this by induction. The algorithm divide the input into two
parts, selecting k/2 elements on the latter part while recursing into the former.
By induction hypothesis, the algorithm outputs better answer on the former
part. On the latter part we know the largest k/2 elements in the former part is
the same as the original permutation. When selecting k/2 elements in the latter
part, scanning larger elements before smaller ones will never decrease the output,
implying better output. For the induction base case where k = 1, the classical
secretary algorithm is used to select the largest element in the permutation. The
algorithm will select the largest value in the original permutation but not in the
t-monotone permutation iff the largest element is the n/e-th element and not
the first element in a t-tuple. However this will only happen with probability
less than 1/n(o(1/

√
k)), which could be ignored.

We know that each t-monotone permutation will have exactly (t!)n correspond-
ing permutations. Thus by mapping the original probability space into the new
one, we have the following corollary.

Corollary 1. The expected selected value over t-monotone permutations has
competitive ratio 1 − O(1/

√
k) on input of t-monotone permutations.

This means that when k goes to infinity, our algorithm could obtain the optimal
answer with probability 1.

5 Empirical Analysis

The theoretical analysis is based on the assumption that the revenue of each ad
slot is randomly ordered. This assumption on the input is mathematically nice,
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but a more important question is whether this assumption is true in reality. So
in this section, we analysis this problem with the help of the real data.

Our dataset is the click-through log from a search engine. It contains over
10 million sessions in total. In each session, there is a query and the displayed
ads. There are three ad slots for each query in the system. The data is collected
following the time sequence. More statistics of the dataset are summarized in
Table 1. The dataset is divided into exact-match (ExactMatch) data and broad-
match (BroadMatch) data. In the former, the query exactly matches the bidding
keywords of the displayed ads; but in the latter, the query is only relevant but
not matched with the bidding keywords. We set the segment length N = 20, 000
without loss of generality with both datasets. Moreover, we also show the exper-
imental results when we set N = 30, 000 and N = 40, 000 with the broad-match
data to verify robustness of our algorithm. Similar results will be obtained on
the exact-match data. Experiments are conducted on different configurations on
λ from 0.05 to 0.55 with the interval of 0.05. The average error ratio is calculated
among all the segments. For ad revenue estimation function f , in this paper, it
is calculated by the predicted CTR multiplied by the bidding price. We employ
the click chain model [4] for CTR prediction. In this model, it carefully considers
the position bias in the CTR statistics. For more details, please refer the original
paper.

We compare the performances among the static algorithm, the proposed
dynamic algorithm, and the combination algorithm. Figures 3(a), (c), (e) and
(g) shows the experimental results. It is observed that as λ becomes larger, all
the algorithms perform better. This is expected, because selecting more elements
is easier than selecting only a few elements. For an extreme example, if we select
10 ads from 10 ads, all strategies will get the ideal performance. Thus as λ
becomes larger, the differences of strategies are getting smaller. This is why we
ignore λ when it is larger than 0.55. From Figs. 3(a) and (c), it can be con-
cluded that the dynamic algorithm consistently outperforms the static method
significantly in both datasets. The improvement is 31.6% in average with the
exact-match dataset, and 33.5% with the broad-match dataset. In addition, the
combination algorithm consistently outperforms the dynamic algorithm by

Table 1. Statistics of the dataset

Query freq. # Unique query # Session Avg CTR

1 1695146 1695146 0.0212

2 1058697 1342854 0.0153

3–4 772810 1275067 0.0141

5–8 262555 925065 0.0151

9–17 128304 880444 0.0162

18–32 47981 685582 0.0179

33–221480 48582 4427998 0.0201
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(a) ExactMatch, Est. Rev., N=20,000
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(b) ExactMatch, Rea. Rev., N=20,000
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(c) BroadMatch, Est. Rev., N=20,000
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(d) BroadMatch, Rea. Rev., N=20,000

0.05 0.15 0.25 0.35 0.45 0.55
0

0.02

0.04

0.06

0.08

0.1

0.12

λ

er
ro

r 
ra

tio

static
dynamic
combination

(e) BroadMatch, Est. Rev., N=30,000
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(f) BroadMatch, Rea. Rev., N=30,000
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(g) BroadMatch, Est. Rev., N=40,000
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(h) BroadMatch, Rea. Rev., N=40,000

Fig. 3. Overall performance
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another significant improvement. The improvement is 25.87% in average with
the exact-match dataset, and 11.2% with the broad-match dataset. This demon-
strated that the dynamic algorithm is effective in optimizing the revenue. From
Figs. 3(c), (e) and (g), it can be observed that when N becomes larger, the static
algorithm does not perform better constantly. This verified the unstable property
of the real data. The data changes in nature, and the old threshold might not fit
the new data. Nevertheless, the proposed dynamic algorithm is performing bet-
ter constantly. As shown in the theoretical analysis, when N becomes larger, k
also becomes larger. This will reduce the error theoretically. This demonstrated
that the proposed algorithm is robust in different configurations.

It might be argued that all the algorithms depend on the revenue estimation
function f . In practice, the function usually have large errors. For example, it
is very hard to accurately estimate the CTR of an ad. To make the empirical
study more convinced, we compare different algorithms based on the real rev-
enue obtained in the test data. The revenue is calculated by summing up the
bidding price from the clicked ads. Figures 3(b), (d), (f) and (h) shows the per-
formances of the three algorithms. It could be observed that the real case is
indeed different from the estimated case. In the estimated case, the error is only
around 5%; but in the real case, when λ is small, the error can be very large.
This is also expected, because the CTR of ads in general is very small, thus the
variance is high when λ is small. From the figure, the comparisons among the
three algorithms follow the same pattern with the previous one. The dynamic
algorithm consistently outperforms the static one; and the combination algo-
rithm consistently outperforms the dynamic one. The average improvement of
the combination method over the static method is 12.3% with the exact-match
dataset, and 6.76% with the broad-match dataset. In sponsored search, such a
distance means billions of US dollars per year for search engine agencies. It is a
significant improvement.

6 Related Work

Previous related work is mainly from the field of information retrieval. The most
common method is to utilize the CTR prediction of a query-ad pair. When the
CTR is predicted, the revenue can be calculated by multiplying it by its bidding
price. The methods of estimating CTR can be divided into click models [4], and
regression models [3]. In addition, some classification-based methods are also
proposed to decide whether or not the ads should be displayed [1,9,10,12].

7 Conclusion

In this paper, as a primary study to measure the commercial load in sponsored
search, we propose to quantify it by the average displayed ad number per query.
And then we investigate how to optimize the displaying strategy in the con-
straint of a certain commercial load. The optimization problem is formalized in
the framework of the secretary problem. By extending previous algorithm for the
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multi-choice secretary problem, we propose a novel dynamic algorithm for this
task. Through theoretical analysis, we demonstrate that the expectation perfor-
mance is approaching the optimal solution; and by experimental verifications,
our proposed algorithm has a significant improvement over the baselines.
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Foundation of Ministry of Education of China (No. 20131101120035).
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Abstract. Poor data quality is a serious and costly problem affecting
organizations across all industries. Real data is often dirty, containing
missing, erroneous, incomplete, and duplicate values. Declarative data
cleaning techniques have been proposed to resolve some of these under-
lying errors by identifying the inconsistencies and proposing updates to
the data. However, much of this work has focused on cleaning data in
static environments. Given the Big Data era, modern applications are
operating in dynamic data environments where large scale data may be
frequently changing. For example, consider data in sensor environments
where there is a frequent stream of data arrivals, or financial data of
stock prices and trading volumes. Data cleaning in such dynamic envi-
ronments requires understanding the properties of the incoming data
streams, and configuration of system parameters to maximize perfor-
mance and improved data quality. In this paper, we present a set of
queueing models, and analyze the impact of various system parameters
on the output quality of a data cleaning system and its performance. We
assume random routing in our models, and consider a variety of system
configurations that reflect potential data cleaning scenarios. We present
experimental results showing that our models are able to closely predict
expected system behaviour.

Keywords: Data quality · Distributed data cleaning · Queueing models

1 Introduction

In the Big Data era, data quality has become a prolific issue spanning across all
industries. Data-driven decision making requires having access to high quality
data that is clean, consistent and accurate. Unfortunately, most real data is dirty.
Inconsistencies arise due to the integration of data from multiple, heterogeneous
data sources, where each source has its own data representation and format.
Data inconsistencies also arise when integrity constraints, the rules defined over
the data to keep the data accurate and consistent, are violated and not strictly
enforced. When integrity constraints are not strongly enforced, there is no mech-
anism to validate whether the data updates are correct, thereby leading to data
errors.

c© Springer International Publishing Switzerland 2014
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Existing data cleaning systems [1–7] have proposed techniques to repair the
data by suggesting modifications to the data that conform to user expectations
or to a given set of integrity constraints. However, most of these systems have
focused on cleaning static instances of the data. That is, a snapshot of the data
is taken, and if any changes in the data occur after the snapshot, then a new
snapshot must be taken. While existing techniques may work well for static
data environments, many modern applications are now operating in dynamic
data environments where the data is frequently changing. For example, data in
sensor, financial, retail transactions, and traffic environments require processing
large scale data in near real-time settings. This has led to the need for more
dynamic data cleaning solutions [8], particularly, those that can support large
scale datasets.

In this paper, we present a set of models for distributed large scale data clean-
ing, where the data cleaning task is delegated over a set of servers. Such models
are relevant for cleaning large data sets where the data can be partitioned and
distributed in a parallel server environment. Each server has its own properties,
such as the service time in which it cleanses the data, and the quality of the
output data. We apply principles from queueing theory to model a variety of
server configurations, and analyze the tradeoff between the system performance
and data quality. We consider variations in our model, such as job priorities, and
servers discarding data. Finally, we present our experimental results showing the
accuracy of our model predictions against simulation results using real datasets.

This paper is organized as follows. In Sect. 2, we present related work, fol-
lowed by preliminary background in Sect. 3. In Sect. 4, we present details of our
distributed data cleaning model, and the variations we consider that reflect real
application environments. Finally, we present our experimental results in Sect. 5,
and conclude in Sect. 6.

2 Related Work

Recent data cleaning systems such as AJAX [2], Nadeef [3], LLUNATIC [9] and
others, have focused on cleaning a static snapshot of the data for a given set
of constraints. While these solutions are effective for data environments where
the data and the constraints may not change frequently, they are expensive to
implement in environments where the data and the constraints may evolve, as
they require manual re-tuning of parameters, and acquisition of new data and
constraints. In our work, we focus on modelling distributed data cleaning in
dynamic environments, and study the influence of parameter changes on the
data quality output.

As data intensive applications increasingly operate in data environments
where rules and business policies may change, recent work in this area has pro-
posed repair techniques to consider evolving constraints, primarily focused on
functional dependencies (FDs) [10,11]. However, the objective of these tech-
niques is to propose specific modifications to the data and/or constraints to
resolve the inconsistency. Given the increasing need for scalable data cleaning
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systems, our objective is to analyze the behaviour of such a system under differ-
ent parameter settings and configurations. To the best of our knowledge, none
of the existing work has considered this.

3 Preliminaries

In this section, we provide a brief background on simple queueing models.
A popular queueing model is the M/M/1 queue. This is used to represent a
single server system with the following characteristics. First, jobs arrive to the
system according to a Poisson process with rate λ, that is, the time between
arriving jobs is exponentially distributed with rate λ. Second, jobs that arrive
to the system are served one at a time following a First In First Out (FIFO)
policy. Lastly, the time that it takes for a job to be processed by the server, often
referred to as the service time, is exponentially distributed with rate μ. We refer
to response time as the time from arrival to departure of a job in the system,
and service time as the time to service (clean) a job once it enters the server.
The two M’s in the M/M/1 notation denote the characteristics of the arrival
process and service time distribution, respectively, and represent for Markovian
(or memoryless), while the 1 denotes that it is a single server system.

We can analyze this system as a Continuous Time Markov Chain, and expres-
sions for the expected number of jobs in the system, E[N ], as well as the expected
response time, E[R], can be given by [12]:

E[N ] =
λ

μ − λ
and E[R] =

1
μ − λ

. (1)

The assumption of the exponential service times in the M/M/1 model can
be limiting in some situations. In the M/G/1 queue, the service times follow a
general distribution, G, where the first and second moments are known. Similar
to the M/M/1 queue, closed form expressions for E[N ] and E[R] are given by:

E[N ] = ρ +
ρ2 + λ2σ2

S

2(1 − ρ)
and E[R] =

1
μ

+
ρ2 + λ2σ2

S

2λ(1 − ρ)
, (2)

where σ2
S denotes the variance of the service time distribution. More details

about these and related models can be found in [12–14].

4 Distributed Data Cleaning

We present models for large scale data cleaning in dynamic data environments.
We assume that there is some baseline data instance, and changes to the data
are reflected by incremental updates to the baseline instance. These incremental
updates occur with some frequency, which we call the arrival rate. As this data
arrives, there is a data cleaning task, a job, that needs to be done using this
data (in conjunction with the baseline data instance). Given a set of servers
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(each with its own properties), and a set of data arrival streams, what is the
optimal assignment of incoming data jobs to servers, such that the data quality
output is maximized and the overall system performance is stable?

To solve this problem, we assume several random routing settings, where
each server is independent. Furthermore, the decision of which server handles an
incoming data job is made independently of the current state of the servers. If
we do not make such assumptions, determining the optimal configuration would
be intractable as it would be an extension of the “slow server problem” [15], a
well-known problem in the queueing literature. We begin by considering a simple
base model with two servers, and extend this model to consider other variations.
For each variation, we provide analytic results expressing the performance vs.
data quality tradeoff, and provide our insights on system behaviour. We also
present our experimental results comparing our predicted model values against
a simulation using a real energy metering data stream. We believe our work
provides meaningful insights to a data analyst on the expected system behaviour
and quality of the data cleaning task for large scale data.

4.1 The Base Model

Consider a data cleaning system with two distinct servers, where jobs arrive
according to a Poisson process with rate λ. When a job arrives, it is sent to
the first server with probability p, and to the second server with probability
(1 − p). From the demultiplexing of the arrival stream via routing, each server
can be seen as an independent M/M/1 queue. Furthermore, each server has an
associated failure probability, denoted f1 and f2, where 0 ≤ f1, f2 ≤ 1. These
values represent the probability that a server incorrectly cleaned the data. That
is, after a job completes, the server either failed or the proposed updates to the
data were incorrect. We define a random variable F , such that 0 ≤ F ≤ 1, that
denotes the proportion of jobs in the system that have been incorrectly cleaned
in steady state, and the data remains dirty. Let E[F ] denote the expected value
of F . Figure 1(a) shows the base model.

We assume λ < μ1 + μ2 to ensure system stability, and that the user cannot
control λ, μ1, μ2, f1 nor f2, but can set the value for the routing probability p.
Since the user has control of p, the goal is to select a value for p that minimizes
expected response time, and maximizes the expected data quality (by minimizing
E[F ]). We define a cost function to analyze this tradeoff.

CBase = E[R] + βE[F ] (3)

where the value β represents the relative weight of the expected data quality
over the expected response time. We assume β is given by the user. The cost
CBase models our objective to minimize system response time, and to minimize
failure (poor data quality results). We consider CBase as an initial cost function.
As future work, we plan to extend CBase to include more complex, constrained
models that minimize E[R] subject to E[F ] satisfying minimum threshold levels.
We can determine closed form expressions for E[R] and E[F ] by noting that the
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Fig. 1. Graphical queueing models

inputs to the two queues are a demultiplexed Poisson process, and therefore can
be viewed as M/M/1 queues. By applying Eq. (1) we obtain:

E[R] =
p

μ − pλ
+

1 − p

μ − (1 − p)λ
(4)

E[F ] = pf1 + (1 − p)f2. (5)

Equations (4) and (5) can be applied to compute expected response time
and expected data quality output, respectively. Without loss of generality, such
closed form expressions can also be computed for more complex, constrained
models as mentioned above. Substituting (4) and (5) into (3) yields a closed
form cost function.

CBase = β(pf1 + (1 − p)f2) +
p

μ − pλ
+

1 − p

μ − (1 − p)λ
. (6)

Unfortunately, taking the derivative of (6), and setting it to zero does not
yield a closed form expression in terms of p. However, we can analyze the tradeoff
between p and the remaining parameters in (6) by plotting the cost CBase against
p for several configurations, as shown in Fig. 2. We will refer to the optimal value
of p as p∗.

Figure 2(a) and (b) show two system configurations where each system has
data jobs arriving at the same rate in which they can be processed (λ = μ1 = μ2).
In Fig. 2(a), the second server produces lower quality data than the first server
(f1 ≤ f2). In Fig. 2(b), there is a greater weight (β) on improved data quality
than system response time. In both Fig. 2(a) and (b), p should be selected at the
point where the cost is minimal. We observe that in both graphs, the cost is fairly
low for a wide range of p values, ranging from [0.1, 0.9], indicating that both
systems are fairly stable. It is only at the endpoints (p → 0, p → 1) where the
cost sharply increases and the system becomes unstable. Hence, a conservative
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(a) μ1 = 2, μ2 = 2, λ = 2, β = 25, f1 = 0.2 (b) μ1 = 2, μ2 = 2, λ = 2, f1 = 0.2, f2 =
0.4

(c) μ1 = 4, μ2 = 2, λ = 4, f1 = 0.5, f2 = 0 (d) μ1 = 4, μ2 = 2, λ = 4, β = 25, f1 = 0.9

Fig. 2. Base model configurations

approach is to assign arriving data jobs equally to both servers (p = 0.5) to
maintain system stability.

Figure 2(c) and (d) show less stable systems (than Fig. 2(a) and (b)), where
selecting a different p value yields more dramatic effects on the cost, and ulti-
mately in the system response times. Selecting p must be done carefully to
minimize the cost, as can be seen in Fig. 2(d), where for p > 0.6, steeper curves
reflect increasing instability in the system.

4.2 The Discard Model

In this section, we consider the case where a server may choose to discard par-
ticular data jobs. We consider discarding jobs for two reasons:

1. If the overall system is overloaded (λ > μ1), then arriving data jobs must be
discarded to resume stability.

2. When service level agreements (SLAs) must be met, some incoming data jobs
may need to be discarded.
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(a) μ = 2, λ = 2, β = 25 (b) μ = 2, λ = 2, f = 0

Fig. 3. Discard model configurations

At the routing step, if the decision is made to discard a job, then the failure
rate f = 1, and the response time of the discarded job is instantaneous. There is
no longer a restriction on λ to ensure stability, as incoming jobs can simply be
removed from the system until the server is able to handle the incoming data.
The discard model can be viewed as an instantiation of the base model (described
in Sect. 4.1), where f2 = 1 and μ2 → ∞. The resulting cost function is,

CDiscard = β(p(f1 − 1) + 1) +
p

μ − pλ
(7)

Figure 3(a) shows a system at full capacity (μ = λ). The value f is varied
from 0 (where the system always produces clean data and jobs are not discarded)
to 0.9 (where most of the data will be incorrectly cleaned). We observe that for
f = 0, with only one server, the system is quite unstable as seen by the wide
fluctuation in cost values for p ∈ [0.1, 0.9]. As f → 0.9, the system performance
improves as incoming data jobs may be discarded to achieve stability.

In Fig. 3(b), we investigate the influence of β on the overall system perfor-
mance (recall β is a weight of the relative importance between data quality
vs. system response time). As β ranges from [1,100], we want the system to
produce increasingly higher quality output. For increasing β values, the sys-
tem becomes increasingly unstable, as shown by the increasingly steep (negative
sloped) curves. This indicates that in such a single server system, if we want to
achieve improved data quality, we must be willing to tolerate wide fluctuations
in system response time and stability.

4.3 Classes and Priorities

The models we have considered thus far include a single data arrival stream, and
follow a FIFO policy. In this section, we explore how adding another data arrival
stream, and including priorities influence the system behaviour. We consider
two incoming data streams, where jobs still follow a FIFO policy. The data
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jobs arrive to each server at a rate of λ1 and λ2, and both are assumed to
be Poisson processes. Each of the servers service incoming jobs following an
exponential distribution, but depending on which stream the job arrived from,
it may process the jobs with different service rates. We consider this preferential
notion to model priority between data jobs, which exists in many applications
systems to guarantee service level agreements.

For simplicity, we assume that the two servers are homogeneous with respect
to their processing rates. Therefore, μ1 and μ2, denote the service rate of data
jobs arriving from the first and second stream, respectively. We let p and q
represent the probability that a data job is sent to the first server from the first
and second stream, respectively. Similarly, an incoming job is sent to the second
server with probability (1 − p) and (1 − q), from the first and second streams,
respectively. Hence, a data analyst must determine appropriate values for p and
q to maximize the data quality output from the servers, and minimize system
response time. The system can be seen in Fig. 1(b).

Our analysis here differs from prior models as we no longer have two M/M/1
queues, due to the differing service rates μ1 and μ2. However, we observe that
while the service time distribution is not exponential, it is hyper-exponential.
Therefore, an M/G/1 queue can be fitted to the system, and the Pollaczek-
Khinchine formula, (2), can be used. This leads to the following cost function,

CClasses = β((p + q)f1 + (2 − p − q)f2) + (p + q)
(

ρ1
λ∗
1

+
ρ21 + (λ∗

1)
2σ2

S1

2λ∗
1(1 − ρ1)

)

+ (2 − p − q)
(

ρ2
λ∗
2

+
ρ22 + (λ∗

2)
2σ2

S2

2λ∗
2(1 − ρ2)

)
,

where,

λ∗
1 = pλ1 + qλ2

λ∗
2 = (1 − p)λ1 + (1 − q)λ2

ρ1 =
λ∗
1

pλ1
pλ1+qλ2

μ1 + qλ2
pλ1+qλ2

μ2

ρ2 =
λ∗
1

(1−p)λ1
(1−p)λ1+(1−q)λ2

μ1 + (1−q)λ2
(1−p)λ1+(1−q)λ2

μ2
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μ1
+

q

μ2

)2

+ 2pq

(
1
μ1

− 1
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)2

σ2
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(
1 − p

μ1
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)2

+ 2(1 − p)(1 − q)
(

1
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− 1
μ2

)2

.

The physical interpretation of these parameters are: λ∗
1 and λ∗

2 are the arrival
rates, ρ1 and ρ2 are the utilizations, and σ2

S1 and σ2
S2 are the variances of the ser-

vice time distributions, for the first and second server, respectively. These follow
from Eq. (2), and the definitions of the hyper-exponential distribution [12].

Using the above formulas, we plot a set of configurations as shown in Fig. 4.
In both Fig. 4(a) and (b), the optimal parameter setting has a small value for q
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(a) μ1 = 6, μ2 = 1.5, λ1 = 2, λ2 = 1f1 =
0.05, f2 = 0.2, β = 25

(b) μ1 = 4, μ2 = 1.25, λ1 = 2, λ2 = 1f1 =
0, f2 = 0.5, β = 5

Fig. 4. Modelling with priorities

(approximately 0.2), but a large value for p (approximately 0.9). In both con-
figurations, the first server is more reliable and produces higher quality data
(f1 < f2). Our recommendation in this case is to assign incoming jobs to the
first server without overloading it, so as to minimize the cost and maintain sys-
tem stability. The remaining jobs can be sent to the second server so that it does
not remain idle.

We now consider priorities between the incoming data streams, also referred
to as classes. Although the analysis becomes more difficult, it remains tractable.
Consider the system in Fig. 1(b), where jobs that arrive from the first stream
have higher priority than (i.e., they preempt) jobs from the second stream. Fur-
thermore, if a high priority job arrives to the system while a low priority job is
being processed, it preempts its execution, and takes its place.

We assume two priority classes: low and high. Each arriving high priority job
views the system as a simple M/M/1 queue where only high priority jobs exist,
with arrival rate pλ1. We restrict the two job classes to share the same service
time distribution, relative to the server. That is, μ1 represents the service rate,
for jobs of both classes, at the first server, while μ2 represents the service rate
for jobs of both classes at the second server. Since traditional M/M/1 queues
can now be applied, we view the arrival rate as pλ1 + qλ2. Interestingly, we can
derive expressions for the number of jobs in the system, for each priority class,
as given below.

E[N ] = E[Nhigh] + E[Nlow]

where E[N ] denotes the number of jobs in a specific queue. Due to the previous
observation that high priority jobs can be modelled as an M/M/1 queue with
arrival rate pλ1, we can derive the number of low priority jobs at the first queue.

E[Nlow] =
pλ1 + qλ2

μ1 − pλ1 − qλ2
− pλ1

μ1 − pλ1
. (8)
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(a) μ1 = 1/15, μ2 =
1/10, λ1 = 1/15, f1 =
0, f2 = 0.5, β = 50

(b) μ1 = 0.03, μ2 =
0.05, λ1 = 1/15, f1 = 0, f2 =
0.7, β = 200

(c) μ = 0.07, λ = 1/15, f =
0, β = 25

Fig. 5. Experiments

Equation 8 allows us to compute the expected number of low priority jobs in
the system. In addition to the expression for E[N ], we can specify constraints on
the system that limit the total number of (low priority) jobs. For example, if we
have SLAs, we can impose constraints on the system that allow a proportion of
the servers to only handle low priority jobs. Furthermore, given the arrival rate,
service rate, and probabilities p and q, we can directly compute the estimated
number of jobs per class, which can enable a data analyst to predict system
behaviour. In addition, we can also consider how the server failure rates, per job
class priority, will be affected by changes in these parameters. For example, high
priority jobs should be serviced by reliable servers where f is close to 0. We plan
to investigate this direction as future work.

5 Experiments

In this section, we validate the accuracy of our proposed models by comparing the
optimal routing probabilities (p∗), to the values given by our simulated system. In
our simulations, we assume our data arrival streams follow a Poisson process. We
simulated 100,000 arriving jobs using the CSIM 19 library [16]. Our simulation
was run on a server with Intel Xeon E5-2960 processors, 4 vCPUs, and 16 GB of
RAM. We used real data describing energy usage across our University campus,
that reported values such as water, hydro usage, and air temperature readings.
The readings are reported every 15 min.

Figure 5 shows our simulation results. Figure 5(a) shows a lightly loaded sys-
tem where the base model is used. We observe that the shape of the curves are
quite similar, and as expected, the cost from the simulation is less than that
of the model. The value of p∗, predicted by our model is within 10 % of the
simulated p value. If we chose to use the predicted routing probability from the
queueing model, our results in the simulated system would yield a cost that is
within 10 % of the minimum. We note that the difference in p∗ values occurs
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in the insensitive portion of the curve (p ∈ [0.05, 0.4]) where the cost is rela-
tively constant, and the model predictions closely follow the simulation results.
Our results in Fig. 5(b) show very promising results. Figure 5(b) shows a heavily
loaded base model system, which can become unstable depending on the choice
of p. We found that the values of p∗ predicted by the queueing and simulation
models were equal.

In our last experiment, we simulated the discard model. Figure 5(c) shows
that the values of p∗ from the queueing and simulations models differ by approx-
imately 0.08. If we apply the values predicted by the queueing model in our
system, our cost would be within 2.5% of the minimal cost for this workload.
Overall, our evaluation has provided very promising initial results showing that
our models are able to closely predict optimal routing probabilities for incoming
data cleaning tasks. By having these optimal values, data analysts are able to
better understand and predict anticipated system load, and stability, in order to
maximize the data quality output from the system.

6 Conclusion

In this paper, we have taken a first step towards modelling a distributed data
cleaning environment where each job represents the incoming data that needs
to be cleaned with respect to a baseline data instance. We have presented a set
of models that reflect different data cleaning system configurations. Specifically,
we have presented analytic models, expressions, and insights for a base model,
discard model (where jobs can be discarded), and a priority-class model. We
have investigated the stability (and response time) to data quality tradeoff for
each of these models, and revealed some interesting insights. For example, we
have observed that particular configurations can lead to unstable system perfor-
mance, and provided cases when discarding incoming jobs may be necessary. Our
evaluation revealed promising accuracy results, where our model predictions are
all within 10 % of the simulated results. Avenues for future work include further
model validation, extending the models to consider n servers, and investigating
constrained models where the parameters are subject to a set of cost or threshold
constraints.
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Abstract. The history of rumors might be as long as the history of human
beings. Not much is known about this phenomenon until very recently when
social networks provide a more efficient way for online rumor spreading. Micro-
blogging platform, like Twitter and Sina Weibo, provides an ideal environment
not only for rumor spreading, but also fruitful data to reveal the underlying rules
controlling the birth, spread, and death of rumors. In this paper, we try to answer
the following questions which have been confusing people for years. How do
rumor propagate in the network? How do human factors affect the spreading
patterns of rumor? How do we construct models to understand the collective
group behavior based on probabilistic individual choices? Our study on micro-
blogging systems help to expose the digital traces of online rumor spreading,
which offers an opportunity to investigate how netizens interact with each other
in the process of rumor spreading. Based on the analysis of the interactions, we
propose a mathematical model running on real topologies to simulate this
process and explore the characteristics of online rumor spreading. Experiments
show that our model can reflect the transmission pattern of real rumors. Our
work is different from previous ones by pointing out that a subset of the pop-
ulation can work as “Resisters” who are proactively persuading their neighbors
not to believe the rumor, while previous works only label them as the “silent”
nodes. To the best of our knowledge, this is the first time to emphasize the
contribution of “Resisters” and to mathematically study their influence on the
rumor spreading process.

Keywords: Social network analysis � Information spread pattern � SISR model

1 Introduction

Rumors spread more quickly and widely on the web than traditional ways. According
to a statistical report released by China Internet Network Information Center (CNNIC),
online rumors have become the main source of rumors and most of them come from the
Weibo platform [7]. As a result, it is more and more difficult to identify the source of
rumors. Moreover the mutation of rumors is beyond the capture of authority. When the
authority starts to refute the rumors, the misinformation has been widely known to the
public. It seems impossible to clarify rumors promptly.
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Despite the rumors are in essence unconfirmed messages, if they are spread in a
large scale, the harm is still huge. One example is the rumor about the death of Liuxiao
Lingtong, who is the actor of Monkey King. On March 12, 2013, some netizens
released the news that Liuxiao Lingtong died of illness on the microblogging. The
news sparked the remembrance of a generation of people on the classic image of
Monkey King. This microblogging was forwarded in the absence of a proven. The next
day at noon, Liuxiao Lingtong posted a statement on microblogging, saying that he
encounter “been dead”, which proved that the previous microblogging was false
message. However, there were still people who didn’t know the truth believed that
“Liuxiao Lingtong” was dead, because they had seen the microblogging forwarded by
others. This false message not only brought reputational damage to Liuxiao Lingtong,
but also brought shock and psychological examination of the truth to his fans.

Besides the influence to individuals, rumors could also affect the socio-economic
activities. A typical example is the “salt panic” after the Japan nuclear crisis. In March
2011, the earthquake in Japan caused the Fukushima nuclear leak. After the nuclear
leakage incident, someone claimed that salt can prevent nuclear radiation, the news
spread on the network, and a wave of “salt panic” tide was set off in China. Within only
a few days, salt in most major supermarkets was sold out. More unscrupulous busi-
nessmen took the chance to raise the price. The price of a pack of salt which was a few
dollars at first was fired up to dozens. This “salt panic” storm even affected the stock
market, and salt-related stocks showed a rising trend as well. Then there were com-
ments that this “panic buying salt” storm was operated by someone on the behind. With
the “panic buying salt” storm getting worse, the news that “salt can prevent radiation”
was spread more and more widely, the government came out to refute the rumor via
authoritative media, and at the same time increased market supply of salt. Finally, the
situation gradually stabilized, and the rumor was put out. Rumors’ harm could be seen
by these examples.

Therefore, it is necessary to build a mathematical model for rumor spreading for the
following purposes: First, to acquire a better understanding of the structure and evo-
lution procedures of rumor spread; Second, to provide a scheme to evaluate the power
of rumor spread and to estimate the power grown trend in the future; Third, to identify
the parameters affecting the process of a rumor spread. How to model rumor spread in
the environment of web2.0 is the main concern of this paper.

The rest of the paper is organized as follows: Sect. 2 gives a brief survey on the
research work been done on rumor spread. Section 3 would introduce our mathematical
model in detail. The real life rumor data is explained and the mathematical model is
used to simulate the data in Sect. 4. Finally Sect. 5 concludes the paper and points out
possible future work directions.

2 Related Work

Currently, many rumor models have been proposed. The Daley–Kendall (DK) model is
the earliest model which could be identified. DK model proposed a rumor framework
by which almost all later rumor models followed [1]. Firstly, this model divided the
target population into three groups, each group with a unique state. The three states are
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ignorant, spreader and stifler. Ignorant are those who have never heard of the rumor
before. Spreaders are those who have heard the rumor and are willing to spread it to
their neighbors. Thus making its ignorant neighbors turn into spreaders. Stiflers are
those who also hear rumors but refuse to spread it. Stiflers act as the black hole in the
process of rumor transmission. DK model suggested that a spreader would infect an
ignorant node through pairwise contact, thus making an ignorant node change into a
spreader. When a spreader encounters another spreader, both spreader would turn
into stifler because of the staleness of the rumor information. When a stifler meets a
spreader, the latter would turn into a stifler. DK model assumes that the whole pop-
ulation is fixed and no death or birth of nodes is considered.

In a later time, a more widely used model named Maki–Thompson (MT) rumor
model is introduced. It was proposed by Maki-Thompson. It made a change into the
contact rule that when two spreaders meet, only the spreader who initiates the contact
would change its state [2]. After that a stochastic MT model was proposed to solve the
stochastic process, which means that when a spreader encountered an ignorant, the
latter would not become a spreader in a deterministic way but with a probability
instead. By applying probability theory into the MT model makes it fit into reality in a
better way. After that, many models based on MT model were introduced including
how to further divide spreaders into active spreaders and inactive spreaders etc.

Nekovee [3] and Zanette [4] researched rumor spread in small-world network based
on MT model and found that the propagation of rumor was closely related to the
underlying network. Moreno [5] studied the rumor propagation characteristics and
conclude that the uniformity of network had significant impact on the spread of rumors.
R. Thompson et al. [6] proposed a modified model on the basis of DK model which
subdivided S and I. X. Wang [8] proposed that the increase of clustering coefficient
could effectively inhibit the spread of rumors. Singh et al. [9] studied how to monitor
and suppress the spread of rumors by placed observer in the small-world networks.
Zanette et al. [10] proposed a rumors immunization strategy in small-world networks
and pointed that rumors could be limited in one group by employing certain immune
measures. Budak et al. [11] studied how to reduce the influence of rumors by using a
resist process to spread negative information. Tripathy et al. [12] proposed two strat-
egies to control the spread of rumors: one was to delay resistance, another was to place
some monitoring nodes on fixed location in the network.

3 The SISR Model

3.1 Dynamics of SISR Model

Although MT model is widely used in research of rumor spread, the notation of MT
model is somewhat confusing. As the epidemic model SIR model is similar to MT
model, we use the annotation of the SIR model to explain the proposed model. In SIR
model [13], S stands for susceptible, which means those who are vulnerable for rumors.
I stands for infected, which means those who believe in the rumor and thus become
infectious. R stands for recovered, which means those who do not believe the rumor
and would not transmit it.
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The notations in SIR model describe the rumor spread in a more clear way. We use
the notation for SISR model. Here S represents susceptible and I represents infected,
but R here represents resistant. In our model, the resistant not only distrust the rumor,
but also refute it. Figure 1 shows the transition pattern of SISR model.

The most distinguished change of SISR model is that a shortcut from susceptible to
resistant is added, meaning that those who have not heard the rumor can choose not
to believe when they first heard it. The dynamics of infected turning into resistant is
also changed. Two infected persons are not guaranteed to become resistant, only those
who met with resistant are possible to change. Formula (1) explains the process in
detail. In the formula, S means the number of susceptible at time t. I means the number
of infected at time t, R means the number of resistant at time t, while α represents the
infection rate or the infected capability of the infected. β represents the resistant
capability from which a infected would turn into resistant. γ represents the possibility
that a susceptible would turn into resistant.

dS
dt

¼ �aðtÞSI � cðtÞSR

dI
dt

¼ aðtÞSI � bðtÞIR

dR
dt

¼ bðtÞIRþ cðtÞSR

8
>>>>>>><

>>>>>>>:

ð1Þ

3.2 Numerical Simulation

According to the formula (1), we simulate the process of rumor spread by using the
SISR model. From numerical simulation, we can identify three different states of SISR
model, as Figs. 2, 3, 4 show. The first state is the rumor spread at the widest range
when α is large and β is small. At this time, the value of γ matters not much in the
result.

Figure 3 shows another more common state of SISR model. α and β hold similar
values while the value of γ is relatively high. This state shows that the rumor climbs to
a certain height and drops at a speed relevant to γ.

Figure 4 shows that when γ is too small to defeat the rumor. Two different messages
(rumor and non-rumor) coexist at the final stage. From the numerical simulation,

Fig. 1. Transition pattern of SISR model
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we conclude that when the rumor is more infective, the more population is likely to get
involved. When the rumor is being clarified by the authority, the acceptability of the
anti-rumor message is the key factor to suppress the rumor.

By exploring the trends, we can easily conclude that as long as the anti-rumor
message is accepted, the rumor would finally die out.

4 Experiments

4.1 Real-Life Rumor Simulation

In this section, we would examine some real-life rumors from which we aim to explore
the underlying features of online rumors. All data are crawled from Sina Weibo and the

Fig. 2. State of which most population are infective at a short time

Fig. 3. State of which the rumor starts to evolve and decline after an anti-rumor message is
announced
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incidents have proved to be rumors. In real-world dataset, we obtain the data for S,
I and R by using the “timestamp” and “retweet” filed. Firstly, we divide the process of
rumor spreading into several spans, the most time several days. At beginning, all the
netizens in the network are the susceptible. In each span, we define that the netizens
who retweet the rumor are infected. The netizens who retweet the rumor in last span
and do not retweet the rumor again are resistant.

Figure 5 is the degree distribution of Liuxiao Lingtong event. The underlying
topology of the rumor spread possesses the properties of the scale-free network with a
parameter of 2.58. The properties of the scale-free network imply the rumor spread is
quite similar to normal information spread. Yet there are still differences between them.

Fig. 4. State of which rumor and anti-rumor message coexists, which means the anti-rumor is
not accepted by those infected

Fig. 5. The degree distribution from an real-life online rumor
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Figure 6 represents the stage transition of Liuxiao Lingtong event. From the picture,
we can find out that rumors, compared to other messages, would rely much more on the
outer relationship. It means that rumors have to absorb new susceptible when they are
spread out.

We use SISR model to fit the real life online rumor data, as Fig. 7 shows. From the
picture we can see that the SISR model does a good job when it comes to simulate the
real rumor data. Moreover, we can see that the rumor starts to decline when the anti-
rumor messages have been announced. Such change could also be reflected in the SISR
model. Parameters achieved in experiment for different rumor spread are showed in
Table 1.

The rumors, compared to classic rumor spread model, strike out the role of anti-
rumor power by adding the shortcut from S to R. Also, we modified the transition
condition of MT model, removing the constraint that I meets another I would result in
the possible occurrence of R. As shown in Fig. 8, SISR model fits the real data better
than MT model.

4.2 SISR Model on Scale-Free Network

In this section, we examine the characteristics of SISR model on scale-free network.
Previous researches showed that no matter where the source, the final stage of the
infected population was similar. Yet we contend that there are some people that are
more important than the others. The evaluator we use here is k-shell decomposition,
which is more accurate in depicting the importance of a node than degree. A vertice
with K-shell value k has a degree of at least k with other vertices in the network. The
concept of a k-shell was introduced to study the clustering structure of social networks
and to describe the evolution of random graphs [14]. We use Ks to donate the K-Shell
value of a source node of the rumor and Kt represents the K-shell value of the cor-
responding source of anti-rumor. Figure 9 is the proportion of k-shell at threshold 10.

(a)  (b) (c)

Fig. 6. The change of topology of Liuxiao Lingtong event: (a) stands for the initial state, (b)
stands for the middle state, (c) stands for the final state
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Fig. 7. (a) The fitting data of 360 Sougou event (b) The fitting data of Panic buying salt event

Table 1. Parameters in experiment of some rumor spread cases with SISR model

Rumor α β γ

Liuxiao Lingtong 0.0000092 0.000013 0.000004
Panic buying Salt 0.0000013 0.000006 0.0000015
360 Sougou Event 0.0007 0.0008 0.00028
Big Yellow Duck 0.00004 0.00007 0.00001
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We can find out that the percentage of important nodes are nearly 20 % of the whole
population. According to 80–20 rule, we assume the important people hold the 20 %
value.

We are interested in when a node located near the core of the network heard the
rumor. As Fig. 10 shows, nodes live more closely to the core tends to hear the rumor

Fig. 8. (a) The fitting data of Liuxiao Lingtong event by SISR model (b) The fitting data of
Liuxiao Lingtong event by MT model
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first compared to the peripheral nodes. Thus we make the assumption that by moni-
toring nodes in the core level, the authority can easily detect the occurrence of rumors.

We use the maximum infected time to record the time that the last node is infected
in network. Figure 11 shows the maximum infected time in the case that an anti-tumor
takes action when it detects a rumor spreading in the process. The red line donates that
the anti-rumor originated from a node with high k-shell value while the rumor origi-
nated from a lower one. Results show that the rumor would die out fast if the detect

Fig. 9. The proportion of k-shell at threshold 10

Fig. 10. Nodes of higher k-shell receive the rumor at an earlier time

Fig. 11. The maximum infected time (Color figure online)
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time is short enough. Yet when the rumor and anti-rumor locate in a similar position in
the network, rumors tend to stay a longer time.

The maximum infected size is used to describe the total number of infected nodes
in the process of rumor spread in the network. Figure 12 shows the maximum infected
size when rumor started from different sources located in the network topology. The red
line shows that the anti-rumor is more influential in the network and the anti-rumor
message is released earlier, the less people are infected by the rumor.

5 Conclusion and Future Work

In this paper, we proposed SISR model to better simulate the process of rumor
spreading. SISR model assumes that instead of turning into a silent stage, those who
heard the rumor would try to refute the misinformation. The resistant played an
important role in rumor spreading process, in that they help smother the rumor by
broadcasting anti-rumor information. The fact that rumors finally die out is the result of
the presence of anti-rumor information. SISR model takes rumor resistants into account
and quantifies their effect using a set of differentiate equations. Compared with the
classic MK model, the revised SISR model depicts the rumor spreading trends in a
better way. The SISR model could reflect the lifecycle of a rumor, from getting
momentum to dying out. Besides that, we use k-shell decomposition to evaluate the
importance of a node transmitting the rumor or anti-rumor spreading process. The
larger k-shell value means the node resides in a more important position. The messages
sent from a key node reach further than messages sent from a plain node. The more
convincing the anti-rumor messages are, the shorter the life of the rumor is. Also,
experiments results show that the timing of the appearance of the anti-rumor greatly
influence the rumor life. If the anti-rumor comes out earlier, the sooner the rumor
dies out.

Extensive data are needed in order to verify SISR model. Currently we just consider
cases of single data sources. In the future, multiple data sources, like micro-blogging
system, BBS and news portals, could be taken into account and their interactions could

Fig. 12. The infected peak size of a rumor
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be studied. Last but not least, data mining techniques could be used to find out the
features of a rumor and how they affects the parameters of the SISR model which
basically determines the spreading process and the result of the rumors.
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Abstract. In this paper, we propose a method to improve nearest neigh-
bor classification accuracy under a semi-supervised setting. We call our
approach GS4 (i.e., Generating Synthetic Samples Semi-Supervised).
Existing self-training approaches classify unlabeled samples by exploiting
local information. These samples are then incorporated into the training
set of labeled data. However, errors are propagated and misclassifications
at an early stage severely degrade the classification accuracy. To address
this problem, the proposed method exploits the unlabeled data by using
weights proportional to the classification confidence to generate synthetic
samples. Specifically, our scheme is inspired by the Synthetic Minority
Over-Sampling Technique. That is, each unlabeled sample is used to
generate as many labeled samples as the number of classes represented
by its k-nearest neighbors. In particular, the distance of each synthetic
sample from its k-nearest neighbors of the same class is proportional to
the classification confidence. As a result, the robustness to misclassifi-
cation errors is increased and better accuracy is achieved. Experimental
results using publicly available datasets demonstrate that statistically
significant improvements are obtained when the proposed approach is
employed.

Keywords: K-nearest neighbor · Semi-supervised learning · Synthetic
samples · Classification

1 Introduction

The k-nearest neighbors (kNN) rule [5] is one of the most popular classifiers due
to its numerous advantages (e.g., simplicity and mild structural assumptions
[8]). Therefore, enhancing its accuracy will benefit numerous applications. In
particular, the kNN rule classifies each testing sample using the majority labels
of its k-nearest neighbors in the training set. As a result, its performance is
significantly affected by the size of the training set. Specifically, the accuracy
of kNN significantly drops when the number of training samples is small [13].

c© Springer International Publishing Switzerland 2014
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Several approaches seek to exploit information from unlabeled samples to address
this problem. These methods fall within the domains of transductive learning [6]
and semi-supervised learning [2]. The former exploits information from the set
of test samples to increase the accuracy on the test set itself, while the latter
exploits information from a set of unlabeled samples to enhance the accuracy on
a separate test set.

There are four types of semi-supervised learning methods: (i) generative mod-
els, (ii) multi-view, (iii) self-training, and (iv) graph-based. Generative models
make assumptions concerning the distribution of the data and incorporate the
unlabeled samples accordingly. However, improved accuracy is guaranteed only
when the assumed generative model is correct which is not usually the case [4].
Multi-view algorithms co-train two classifiers using different features or different
training sets. Then, their most confident predictions of the unlabeled data are
used to incorporate samples to each other’s training sets. However, there may
not always be a natural split of the features. In addition, splitting the training set
for kNN classification would not result in increased accuracy. The reason is that
kNN uses local relationships in the training set to classify test samples. Hence,
splitting the training set would not produce kNN classifiers with the ability to
co-train each other. Self-training methods iteratively incorporate into the train-
ing set unlabeled samples for which the classification confidence is high. Such
techniques are easy to implement but they propagate errors which may severely
degrade the accuracy. Finally, graph-based approaches consider the shape of the
data to determine the classification confidence. However, estimating the graph
is computationally expensive. In addition, a good solution may be found only if
the graph is a good representative of the data distribution.

Most of the semi-supervised approaches in the context of kNN classification
use label propagation to gradually incorporate unlabeled samples to the training
set. Some methods rely exclusively on local consistency. For example, the Propa-
gating 1-Nearest-Neighbor (Prop-1) method [13] is a self-training technique that
relies on 1NN classification. On each iteration the unlabeled sample that has
the minimum distance to its nearest neighbor is incorporated to the training
set. Several other approaches have been proposed that take into consideration
global features using graph-based or sub-manifold representation of the data.
Two such examples are the Learning from Labeled and Unlabeled Data with
Label Propagation [12] and Learning with Local and Global Consistency [11].
However, methods that use label propagation assign each unlabeled sample to
only one class. Consequently, the classification boundary is changing abruptly
in each iteration. Moreover, errors are propagated which may result in many
misclassifications. To address this problem, a statistical approach was proposed
by Ghosh [7] that considers all the possible choices of labels for the test samples
and then aggregates them by using the Bayesian model averaging technique.

In this paper, we propose a self-training method that addresses the problem
of assigning each unlabeled sample to a single class. To this end, each unlabeled
sample is first ranked in terms of classification confidence according to two cri-
teria: (i) class distribution of its k -nearest neighbors, and (ii) average distance
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Fig. 1. Overview of the proposed ranking scheme. The points indicated by a star
represent the unlabeled samples.

from its k -nearest neighbors, computed for each of the classes independently (see
Fig. 1). The rank-1 unlabeled sample is then used to generate as many synthetic
samples as the number of classes of its k-nearest neighbors following a procedure
similar to the Synthetic Minority Over-Sampling Technique [3]. In particular, a
new sample is generated for each class and it is positioned between the rank-1
unlabeled sample and the median of the training samples of the corresponding
class (see Fig. 2). Note that the median for each class is computed using samples
only from the k -nearest neighbors. Other measures of central tendency may be
used as well (e.g., mean operator). However, the median is robust to outliers
and we observed that it yields better results. The higher the confidence that the
unlabeled sample belongs to a class the closer the synthetic sample is positioned
to the unlabeled sample. If the confidence is low then the synthetic sample is
positioned closer to the median of the training samples that belong to that class.
To this end, we propose a confidence measure based on the weighted sum of the
estimated conditional class probability and the normalized average distance of
the k-nearest neighbors of that class. The synthetic samples are incorporated
into the training set, the unlabeled sample is discarded, and the whole process
is repeated. The benefits of the proposed method are: (i) increased robustness
to misclassifications, and (ii) the alteration of the decision boundary is propor-
tional to the classification confidence for each class. Furthermore, the ranking
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Fig. 2. Overview of the generation of synthetic samples steps. The points indicated by
a cross represent the synthetic samples generated.

scheme presented in this paper can be used to extend Prop-1 to k neighbors. An
overview of the proposed method is presented in Figs. 1 and 2.

The rest of the paper is organized as follows: in Sect. 2 the proposed approach
and the corresponding algorithms are described, in Sect. 3 the experimental eval-
uation is presented, and in Sect. 4 our conclusions are discussed.

2 Method

In this paper, we focus on a transductive setting due to the simplicity that it
provides in describing and evaluating the proposed method. Given a training
set T = {(xt

i, l
t
i)|xt

iεR
n, ltiεC, and i = 1, · · · ,mt}, and a validation set V =

{xv
i |xv

i εRn and i = 1, · · · ,mv}, where xt
i is a training sample, n is the number

of features, lti is the corresponding label, C = {c1, · · · , cz} is the set of labels,
mt is the number of training samples, xv

i is a validation sample, and mv is
the number of validation samples. The objective of transductive learning is to
exploit the information of the validation set V to increase the accuracy on V
itself. Throughout this paper, capital bold font is used to denote sets. We divide
the proposed method GS4 (i.e., Generating Synthetic Samples Semi-Supervised)
into two parts: (i) selection of unlabeled sample, and (ii) generation of synthetic
samples.
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2.1 Selection of Unlabeled Sample

To select the unlabeled sample to be used for the generation of synthetic sam-
ples all of the unlabeled samples are first ranked based on their classification
confidence. In particular, the first criterion relies on the posterior probabilities
P (lvj = cr|, xv

jT, k):

P (lvj = cr|xv
j ,T, k) =

∑

xt
iεNk(xv

j )

I(cr = lvj )
k

, (1)

where Nk(xv
j ) is a closed ball (neighborhood) such that it includes the k-nearest

neighbors xt
i of xv

j , and I(cr = lvj ) is an indicator function that equals 1 when
cr = lvj , and 0 otherwise. The higher the value of this probability for a given
unlabeled sample xv

j the higher the confidence that its class label is cr. However,
using this criterion to rank the unlabeled samples according to their classification
confidence would not be very effective because it usually yields many ties. This
effect is more pronounced when the number of neighbors is small, which is usually
the case for semi-supervised and transductive learning. To address this problem,
a second criterion is employed based on the average distance of xv

j to the samples
of the class cr that belong in Nk(xv

j ):

A(xv
j , lti = cr|T, k) =

∑

xt
iεNk(xv

j )

‖(xv
j −xt

i)·I(cr = lti)‖22
/ ∑

xt
iεNk(xv

j )

I(cr = lti). (2)

If
∑

xt
iεNk(xv

j )
I(cr = lti) = 0 we set A(xv

j , lti = cr|T, k) = 0. The smaller the
average distance A(xv

j , lti = cr|T, k) the higher the confidence that xv
j is labeled

as cr. As implied, A(xv
j , lti = cr|T, k) is used to break the ties obtained by P (lvj =

cr|xv
j ,T, k). To this end, the A(xv

j , lti = cr|T, k) values are summed together
with P (lvj = cr|xv

j ,T, k). However, in order not to alter the ranking between the
different values of P (lvj = cr|xv

j ,T, k) the range of A(xv
j , lti = cr|T, k) needs to be

scaled accordingly. In practice, it is enough to multiply all the values obtained
for A(xv

j , lti = cr|T, k) with a small quantity ε. The confidence of each unlabeled
sample xv

j is then determined based on the class label cr that maximizes the
sum of the two terms as follows:

F (xv
j |T, k) = maxcr

[
P (lvj = cr|xv

j ,T, k) + ε · A(xv
j , lti = cr|T, k)

]
. (3)

Finally, the set R is computed that comprises of all the 2-tuples of the form
(j, rank). The rank for each index j is computed based on the values produced
by F (xv

j |T, k), ∀j. Any remaining ties are broken randomly. An overview of the
ranking scheme is provided by Algorithm1.

2.2 Generation of Synthetic Samples

The synthetic samples are generated each time for the rank-1 unlabeled sample.
For each sample, the average distances A(xv

j , lti = cr|T, k) are normalized across
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Algorithm 1. GS4: Selection of Unlabeled Sample
Input: T, V, and k
Output: R

1: for j = 1, . . . , mv do
2: Compute P (lvj = cr|xv

j ,T, k), ∀crεC according to Eq. (1).
3: Compute A(xv

j , l
t
i = cr|T, k), ∀crεC according to Eq. (2).

4: end for
5: Compute F (xv

j |T, k), ∀j according to Eq. (3).
6: Compute R using F (xv

j |T, k), ∀j.

Algorithm 2. GS4: Generation of Synthetic Samples
Input: T, V and k
Output: T

1: for j = 1, . . . , mv do
2: Compute R using Alg. 1.
3: for r = 1, . . . , z do
4: Generate sr = G(xv

R(1)
,R(1), r|T, k) according to Eq. (4).

5: end for
6: Update T = T ∪ {sr} ∀r.
7: Update V = V ∩ {xv

R(1)
}c.

8: end for

the class labels in such a way that they sum to a unit (i.e.,
∑

cr
A(xv

j , lti =
cr|T, k) = 1). The normalized average distances are denoted by A∗(xv

j , lti =
cr|T, k). Then, the overall confidence level is computed as a weighted sum of
A∗(xv

j , lti = cr|,T, k) and P (lvj = cr|xv
j ,T, k). Specifically, the synthetic sample

for each class label cr is computed as:

G(xv
j , j, r|T, k) =median({xt

i|xt
iεNk(xv

j ) ∩ lti = cr})

+
1
2

(
A∗(xv

j , lti = cr|T, k) + P (lvj = cr|xv
j ,T, k)

)
(4)

·
(

xv
j − median({xt

i|xt
iεNk(xv

j ) ∩ lti = cr})
)

.

The geometric interpretation of Eq. (4) is illustrated in Fig. 2. Note that when
the confidence is high the synthetic sample is almost equal to the unlabeled
sample. Hence, the classification boundary is extended farther. On the other
hand, when the confidence is low the synthetic sample is closer to the median of
the training samples within Nk(xv

j ) labeled as cr. Consequently, the classification
boundary is less affected. The median operator was preferred due to robustness to
outliers. An overview of the synthetic samples generation algorithm is provided
in Algorithm 2, where R(1) denotes the index j of the rank-1 unlabeled sample.



GS4: Generating Synthetic Samples 399

Fig. 3. Overview of results for the Iris database. Depicted are the boxplots of the
baselines 3-NN (i.e., 3-Nearest Neighbor Classification) and Prop-1 (i.e., Propagating
1-Nearest-Neighbor) [13], and the proposed approach GS4 (i.e., Generating Synthetic
Samples Semi-Supervised).

3 Experimental Evaluation

To assess the effectiveness of GS4 we conducted experiments using four datasets
from the University of California repository [9]. Specifically, we used the Iris,
Wine, Balance, and Breast Diagnostic (BD) datasets. These datasets are well
known in the research community and offer a variability in terms of number
of samples, features, classes, and difficulty. A brief overview of the datasets is
provided in Table 1. We used 20 %/80 % splits for training and validation under
a transductive setting. We repeated this procedure 100 times and computed the
corresponding mean and standard deviation values of the classification accuracy.
As a baseline we used our own implementation of Prop-1 because this is the only

Table 1. Overview of the datasets used. Note that z denotes the number of classes, n
the number of input features, and m = mt + mv the total number of samples.

Dataset Attributes z n m

Iris Continuous 3 4 150

Wine Continuous 3 13 178

Balance Categorical 3 4 625

BD Continuous 2 30 569
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Fig. 4. Overview of results for the Wine database. Depicted are the boxplots of the
baselines 3-NN (i.e., 3-Nearest Neighbor Classification) and Prop-1 (i.e., Propagating
1-Nearest-Neighbor) [13], and the proposed approach GS4 (i.e., Generating Synthetic
Samples Semi-Supervised).

Table 2. Overview of the obtained results. The values refer to accuracy in percentages
in the form mean (standard deviation). Bold font is used to denote the best perfor-
mance. The p-values for the median correspond to one-sided non-parametric Wilcoxon
Signed-Rank tests. The p-values for the variance correspond to non-parametric Brown-
Forsythe tests. The individual statistical significance level after the Bonferonni adjust-
ment is 0.63 %. Bold font is used to denote statistically significant improvements.

Dataset 3-NN Prop-1 GS4 Median Variance

Iris 94.1 (2.3) 94.4 (2.5) 95.1 (2.0) 8.2 · 10−5 1.9 · 10−3

Wine 67.6 (3.2) 66.4 (4.9) 68.0 (3.1) 2.6 · 10−4 2.6 · 10−5

Balance 81.1 (1.7) 79.7 (0.0) 84.2 (0.2) 1.7 · 10−18 4.8 · 10−13

BD 91.4 (0.0) 91.3 (0.0) 91.3 (0.0) 2.3 · 10−1 2.4 · 10−1

self-training approach in the context of kNN classification. Note that for both
Prop-1 [13] and GS4 only 50 % of the unlabeled data were exploited to enhance
the training set. Our rationale behind this decision is that the bottom 50 % of
the data in terms of classification confidence would add noise and degrade the
overall accuracy. Moreover, we computed the accuracy obtained under the corre-
sponding supervised setting (3-NN). In all cases, the number of neighbors k was
set to three. To assess the statistical significance of the obtained results we per-
formed one-sided non-parametric Wilcoxon Signed-Rank tests [10]. Specifically,
the null hypothesis was set to H0: the Prop-1 and GS4 median accuracies are
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equal, and the alternative hypothesis was defined as Ha: the GS4 median accu-
racy is higher compared to the Prop-1 median accuracy. Moreover, we performed
non-parametric Brown-Forsythe tests [1]. In particular, the null hypothesis was
defined as H0: the variances of the GS4 and Prop-1 accuracy values are equal,
and the alternative hypothesis was set to Ha: the variance of the GS4 accuracy
values is different than the variance of the Prop-1 accuracy values. The Bon-
feronni adjustment was used to ensure that the overall statistical significance
remains 5% due to the multiple tests performed. That is, the statistical signifi-
cance of each individual test was set to 5%

8 = 0.63%. A summary of the results
along with the p-values of the tests performed is presented in Table 2. The cor-
responding boxplots are depicted in Figs. 3, 4, 5 and 6. Based on these results,
it appears that the accuracy of GS4 is statistically significantly higher than the
accuracy of Prop-1 for the Iris, Wine, and Balance datasets. In addition, the cor-
responding standard deviations are statistically significantly lower. For the BD
dataset both methods degrade the baseline performance. However, GS4 results
in smaller accuracy degradation compared to that of Prop-1 (i.e., 91.31 % and
91.25 %, respectively). This provides further evidence that GS4 is more robust
than Prop-1.

Fig. 5. Overview of results for the Balance database. Depicted are the boxplots of the
baselines 3-NN (i.e., 3-Nearest Neighbor Classification) and Prop-1 (i.e., Propagating
1-Nearest-Neighbor) [13], and the proposed approach GS4 (i.e., Generating Synthetic
Samples Semi-Supervised).

Finally, the training time for GS4 is higher compared to Prop-1 due to the
additional operations performed and the generation of synthetic samples. How-
ever, prototyping methods can be employed on the enhanced training set to
reduce the time complexity during testing and further increase its robustness.
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Fig. 6. Overview of results for the Breast Diagnostic database. Depicted are the box-
plots of the baselines 3-NN (i.e., 3-Nearest Neighbor Classification) and Prop-1 (i.e.,
Propagating 1-Nearest-Neighbor) [13], and the proposed approach GS4 (i.e., Generat-
ing Synthetic Samples Semi-Supervised).

4 Conclusion

In this paper, we introduced a method that exploits unlabeled data to generate
synthetic samples with the goal of increasing the kNN accuracy. We demon-
strated that the proposed method is more robust compared to existing self-
training approaches. The experimental results indicate that statistically signifi-
cant improvements in terms of median accuracy and variance were obtained for
GS4 over Prop-1 in three of the four datasets used, and a better accuracy for
the last one.
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Abstract. With advances in technology, massive amounts of valuable
data can be collected and transmitted at high velocity in various sci-
entific, biomedical, and engineering applications. Hence, scalable data
analytics tools are in demand for analyzing these data. For example,
scalable tools for association analysis help reveal frequently occurring
patterns and their relationships, which in turn lead to intelligent deci-
sions. While a majority of existing frequent pattern mining algorithms
(e.g., FP-growth) handle only precise data, there are situations in which
data are uncertain. In recent years, tree-based algorithms for mining
uncertain data (e.g., UF-growth, UFP-growth) have been developed.
However, tree structures corresponding to these algorithms can be large.
Other tree structures for handling uncertain data may achieve compact-
ness at the expense of loose upper bounds on expected supports. In this
paper, we propose (i) a compact tree structure that captures uncertain
data with tighter upper bounds than aforementioned tree structures and
(ii) a scalable data analytics algorithm that mines frequent patterns from
our tree structure. Experimental results show the tightness of bounds to
expected supports provided by our algorithm.

1 Introduction

As technologies advance, massive amounts of valuable data can be collected and
transmitted at high velocity in various scientific, biomedical, and engineering
applications. Useful knowledge is embedded in these data. Data mining tech-
niques help analyze these data for the discovery of implicit, previously unknown,
and potentially useful knowledge (e.g., clusters [15], selected features [16], graph
patterns [6], frequent patterns). Since the advent of frequent pattern mining [1],
numerous studies have been conducted to find frequent patterns (i.e., frequent
itemsets) from precise data such as databases of shopper market basket trans-
actions [8]. When mining precise data, users definitely know whether an item is
present in (or is absent from) a transaction. In this notion, each item in a trans-
action tj in databases of precise data can be viewed as an item with a 100 %
likelihood of being present in tj . However, there are situations in which users
are uncertain about the presence or absence of items [3,7,10,12]. For example, a
meteorologist may suspect (but cannot guarantee) that severe weather phenom-
ena will develop during a thunderstorm. The uncertainty of such suspicions can
c© Springer International Publishing Switzerland 2014
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be expressed in terms of existential probability. For instance, a thunderstorm
may have a 60 % likelihood of generating hail, and only a 15 % likelihood of
generating a tornado, regardless of whether or not there is hail.

To mine frequent patterns from uncertain data, the U-Apriori algorithm [4]
was proposed in PAKDD 2007. As an Apriori-based algorithm, U-Apriori requires
multiple scans of uncertain data. To reduce the number of scans (down to two),
the tree-based UF-growth algorithm [11] was proposed in PAKDD 2008. In order
to compute the exact expected support of each pattern, paths in the correspond-
ing UF-tree are shared only if tree nodes on the paths have the same item and
the same existential probability values. The resulting UF-tree may be quite large
when compared to the FP-tree [5] (for capturing precise data). In an attempt
to make the tree compact, the UFP-growth algorithm [2] groups similar nodes
(with the same item but similar existential probability values) into a cluster.
However, depending on the clustering parameter, the corresponding UFP-tree
may be as large as the UF-tree. Moreover, because UFP-growth does not store
every existential probability value for an item in a cluster, it returns not only
the frequent patterns but also some infrequent patterns (i.e., false positives). As
alternatives to trees, hyperlinked array structures were used by the UH-Mine
algorithm [2], which was reported [14] to outperform UFP-growth. The PUF-
growth algorithm [13] was proposed in PAKDD 2013 to utilize a concept of an
upper bound to expected support together with more aggressive path sharing to
yield a more compact tree structure, and it was shown to outperform UH-Mine.

In this paper, we study the following questions: Can we further tighten the
upper bound on expected support? Can the resulting tree be as compact as
the FP-tree? How would frequent patterns be mined from such a tree? Our key
contributions of this paper are as follows:

1. the concept of tightened prefixed pattern cap (TPC);
2. a tightened prefix-capped uncertain frequent pattern tree (PUF*-tree) struc-

ture, which can be as compact as the original FP-tree while capturing uncer-
tain data; and

3. a scalable data analytics algorithm—called PUF*-growth—which is guaran-
teed to mine all and only those frequent patterns (i.e., no false negatives and
no false positives) from uncertain data.

The remainder of this paper is organized as follows. The next section gives
background and related works. Section 3 discusses how to further tighten the
upper bound of the expected support. In Sects. 4 and 5, we propose our PUF*-
tree structure and PUF*-growth algorithm, respectively. Evaluation results are
shown in Sect. 6, and conclusions are presented in Sect. 7.

2 Background and Related Works

Let (i) Item be a set of m domain items and (ii) X = {x1, x2, . . . , xk} be a pattern
comprising k items (i.e., a k-itemset), where X ⊆ Item and 1 ≤ k ≤ m. Then,
each item xi in a transaction tj = {x1, x2, . . . , xh} ⊆ Item in a transactional
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database of uncertain data is associated with an existential probability value
P (xi, tj) [9], which represents the likelihood of the presence of xi in tj . Note
that 0 < P (xi, tj) ≤ 1.

The existential probability P (X, tj) of a pattern X in tj is then the product of
the corresponding existential probability values of every item x within X (where
these items are independent) [9]: P (X, tj) =

∏
x∈X P (x, tj). The expected support

expSup(X) of X in the database of uncertain data is the sum of P (X, tj) over
all n transactions in the database:

expSup(X) =
n∑

j=1

P (X, tj). (1)

Given (i) a database of uncertain data and (ii) a user-specified minimum
support threshold minsup, the research problem of frequent pattern mining from
uncertain data is to discover from the database all those frequent patterns (i.e.,
patterns having expected support ≥ minsup).

Recall from Sect. 1 that the UF-growth algorithm [11] uses UF-trees to mine
frequent patterns from uncertain data in two scans of the data. Each node in
a UF-tree captures (i) an item x, (ii) its existential probability, and (iii) its
occurrence count. Tree paths are shared if the nodes on these paths share the
same item and existential probability. In general, when dealing with uncertain
data, it is not uncommon that the existential probability values of the same item
vary from one transaction to another. As such, the resulting UF-tree may not
be as compact as the FP-tree. Figure 1(a) shows a UF-tree for the uncertain
data presented in Table 1 when minsup = 1.1. The UF-tree contains four nodes
for item a with different probability values as children of the root. Efficiency of
the corresponding UF-growth algorithm, which finds all and only those frequent
patterns, partially relies on the compactness of the UF-tree.

In an attempt to make the tree more compact, the UFP-growth algorithm [2]
builds a UFP-tree (by scanning the uncertain data twice). Tree paths are shared if
the nodes on these paths share the same item but similar existential probability
values. With such a less restrictive path sharing condition, nodes for item x
having similar existential probability values are clustered into a mega-node. The
resulting mega-node in the UFP-tree captures (i) an item x, (ii) the maximum
existential probability value (among all nodes within the cluster), and (iii) its
occurrence count. By extracting appropriate tree paths and constructing UFP-
trees for subsequent projected databases, the UFP-growth algorithm finds all
frequent patterns and some false positives at the end of the second scan of
uncertain data. A third scan is then required to remove those false positives.

As a further attempt to improve the compactness of the tree, the PUF-growth
algorithm [13] uses a PUF-tree to tighten the upper bound on the expected
support of patterns. Each node in a PUF-tree captures (i) an item x and (ii) a
prefixed item cap (PIC). See Fig. 1(b) for a PUF-tree, which represents the same
database of uncertain data as the UF-tree in Fig. 1(a).

Definition 1. The prefixed item cap (PIC) [13] of an item xr in a trans-
action tj = {x1, . . . , xr, . . . , xh} where 1 ≤ r ≤ h—denoted as ICap(xr , t j )—is
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Table 1. A transactional database of uncertain data (minsup = 1.1)

TID Transaction Sorted transaction with infrequent

items removed

t1 {a:0.5, b:0.2, c:0.1, e:0.9, g:0.6} {a:0.5, b:0.2, c:0.1, e:0.9, g:0.6}
t2 {a:0.6, b:0.1, c:0.2, f :0.8, g:0.5} {a:0.6, b:0.1, c:0.2, f :0.8, g:0.5}
t3 {a:0.7, b:0.2, c:0.2, f :0.9} {a:0.7, b:0.2, c:0.2, f :0.9}
t4 {a:0.9, b:0.3, c:0.1, e:0.8, f :0.6} {a:0.9, b:0.3, c:0.1, e:0.8, f :0.6}
t5 {b:0.9, c:0.9, d:0.4} {b:0.9, c:0.9}

Fig. 1. The UF-tree and PUF-tree for uncertain data in Table 1 when minsup = 1.1

defined as the product of (i) P (xr, tj) and (ii) the highest existential probability
value M1 of items from x1 to xr−1 in tj (i.e., in the proper prefix of xr in tj):

ICap(xr, tj) =
{
P (xr, tj) × M1 ifh > 1
P (x1, tj) ifh = 1 (2)

where M1 = max1≤q≤r−1 P (xq, tj). ��
As the PUF-growth algorithm mines frequent patterns by taking advantage of
the tree structure to restrict the computation of upper bounds of expected sup-
port to the highest existential probability among items in the prefix of x via the
use of the PIC, direct benefits include fewer false positives and shorter mining
time because fewer projected databases need to be extracted and less work is
required in a third scan of the uncertain data.

3 Our Proposed Tightened Prefixed Pattern Cap

Recall from Sect. 2 that each node in a PUF-tree keeps ICap(xr, tj), which serves
as an upper bound of expected support to any pattern formed from tj with suffix
xr. See Example 1.

Example 1. Consider t1 in Table 1. IfX = {a, b, c, e}, then ICap(e, t1) = P (e, t1)×
M1 = 0.9×0.5 = 0.45.
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This PIC also serves as an upper bound to the expected support of {a, e},
{b, e}, {c, e}, {a, b, e}, {a, c, e}, {b, c, e} and {a, b, c, e}. While this upper bound is
tight for short patterns like {a, e} having P ({a, e}, t1) = 0.45, it becomes loose
for long patterns like {a, b, e} having P ({a, b, e}, t1) = 0.09 and {a, b, c, e} having
P ({a, b, c, e}, t1) = 0.009. ��
Observed from the above example, an upper bound based on PIC may not be too
tight when dealing with long patterns mined from long transactions of uncertain
data. In many real-life situations, it is not unusual to have long patterns to be
mined from long transactions of uncertain data. To tighten the upper bound
for patterns of all cardinality k (i.e., k-itemsets for k ≥ 2), we propose a new
concept of tightened prefixed pattern cap (TPC). The key idea is to keep track of
a new value—a “silver” value—which is the second highest probability value M2

in the prefix of tj . Every time a frequent extension (k > 2) is added to the suffix
item xr, this “silver” value is used. As a preview, each node in the corresponding
tree structure contains (i) an item xr, (ii) its PIC, and (iii) its “silver” value.
See the following definitions, examples, and observations.

Definition 2. Let (i) tj = {x1, . . . , xr, . . . , xh} where 1 ≤ r ≤ h, (ii) X =
{y1, y2, . . . , yk} is a k-itemset in tj such that yk = xr, and (iii) M2 denoting
the “silver” value be the second highest existential probability value of items
from x1 to xr−1 in tj (i.e., in the proper prefix of xr in tj). Then, the tightened
prefixed pattern cap (TPC) is defined as follows:

TPC (X, tj) =
{
ICap(xr, tj) if k ≤ 2
ICap(xr, tj) × ∏k

i=3 M2 = ICap(xr, tj) × Mk−2
2 if k ≥ 3

(3)

where ICap(xr, tj) as defined in Definition 1. ��
Example 2. Revisit Example 1 by reconsidering t1 in Table 1. If X = {a, b, c, e},
then TPC(X, t1) = ICap(e, t1)×M2

2 = 0.45×0.22 = 0.018, which is much closer
to its P (X, t1) = 0.009 when compared with the old bound of 0.45 provided by
ICap(e, t1).

Similarly, if X = {a, b, e}, then TPC(X, t1) = ICap(e, t1)×M2 = 0.45×0.2
= 0.09, which is as tight as its P ({a, b, e}, t1) = 0.09. If X = {a, e}, then
TPC(X, t1) = ICap(e, t1) = 0.45, which again is as tight as its P ({a, e}, t1) =
0.45. ��
Definition 3. The cap of expected support expSupCap(X) of a pattern X
= {y1, . . . , yk} (where k > 1) is defined as the sum (over all n transactions in
a database) of all the TPCs of yk in all the transactions that contain X, i.e.,
expSupCap(X) =

∑n
j=1{TPC (X, tj) | X ⊆ tj}. ��

Observation 1. Based on Definition 3, expSupCap(X) serves as an upper bound
to the expected support of X, i.e., expSup(X) ≤ expSupCap(X). Hence, if
expSupCap(X) < minsup, then X cannot be frequent. Conversely, if X is a
frequent pattern, then expSupCap(X) must be ≥ minsup. Such a safe/sound
condition—with respect to expSupCap(X) and minsup—can be safely applied
to mining all frequent patterns for data analytics. ��
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Observation 2. The expected support expSup(X) satisfies the downward clo-
sure property [1] as expSup(X) ≤ expSup(Y ) for all Y ⊂ X. So, (i) expSup(X) ≥
minsup implies expSup(Y ) ≥ minsup, and (ii) expSup(Y ) < minsup implies
expSup(X) < minsup. ��
Observation 3. The cap of expected support expSupCap(X) of any pattern X
based on the TPC does not always satisfy the downward closure property. As
an example, expSupCap({a, b, c}) = 0.077 < 0.0828 = expSupCap({a, b, c, e}) in
Table 1. ��
Observation 4. For special cases where X and its subset Y sharing the same
suffix item (e.g., Y = {a, b, e} ⊂ {a, b, c, e} = X sharing the suffix item e), the cap
of expected support based on the TPC satisfies the downward closure property.
We call this property the partial downward closure property. ��

4 Our Proposed PUF*-tree Structure

Given that the TPC provides a tighter upper bound/cap to the expected support,
we propose a new tree structure called PUF*-tree to efficiently capture contents
of uncertain data so that the TPC can be computed based on Eq. (3) using
the PIC and the “silver” value M2. Specifically, each node in this PUF*-tree
structure contains (i) an item xr, (ii) its PIC, and (iii) its M2. See Fig. 2.

The process of constructing a PUF*-tree can be described as follows. With the
first scan of the database of uncertain data, we find all distinct frequent items
and construct a header table called an item-list to store only frequent items
in some consistent order (e.g., canonical order) to facilitate tree construction.
Then, the PUF*-tree is constructed with the second database scan in a fashion
similar to that of the FP-tree [5]. A key difference is that, when inserting a
transaction item, we compute both its PIC and M2 values. The item is then
inserted into the PUF*-tree according to the ordering in the item-list. If a node
containing that item already exists in the tree path, we update (i) its PIC by
summing the computed PIC value with the existing one and (ii) its M2 value
by taking the maximum between the computed M2 value and the existing one.
Otherwise, we create a new node with the computed PIC and M2 values. For a
better understanding of the PUF*-tree construction, see Example 3.

Example 3. Consider the database of uncertain data in Table 1, and let the user-
specified support threshold minsup be set to 1.1. Let the item-list follow the
alphabetical ordering of items. After the first database scan, the contents of the
item-list after computing the expected supports of all items and after removing
infrequent items (e.g., item d) are 〈a:2.7, b:1.7, c:1.5, e:1.7, f :2.3, g:1.1〉.

With the second database scan, we insert only the frequent items of each
transaction (with their respective PIC and M2 values) in the ordering of the
item-list. For instance, when inserting transaction t1 = {a:0.5, b:0.2, c:0.1, e:0.9,
g:0.6}, items a, b, c, e and g—with their respective PIC and (if appropriate)
M2 values such as 〈0.5, 〉 for a, 〈0.2×0.5 = 0.1, 〉 for b, 〈0.1×0.5 = 0.05, 0.2〉
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Fig. 2. Our PUF*-tree for uncertain data in Table 1 when minsup = 1.1

for c, 〈0.9×0.5 = 0.45, 0.2〉 for e, 〈0.6×0.9 = 0.54, 0.5〉 for g) are inserted in
the PUF*-tree. As t2 shares a common prefix 〈a, b, c〉 with an existing path
in the PUF*-tree created when t1 was inserted, (i) the PIC values of those
items in the common prefix (i.e., a, b and c) are added to their corresponding
nodes (e.g., 0.5+0.6 = 1.1 for a, 0.1+0.06 = 0.16 for b, 0.05+0.12 = 0.17 for c),
(ii) the M2 values of those items are checked against the existing M2 values for
their corresponding nodes, with only the maximum saved for each node (e.g.,
max{0.2, 0.1} = 0.2 for c), and (iii) the remainder of the transaction (i.e., a new
branch for items f and g) is inserted as a child of the last node of the prefix
(i.e., as a child of c). Figure 2 shows the PUF*-tree after inserting all the trans-
actions and pruning those items with infrequent extensions (e.g., item g because
its expSupCap({g}))—provided by the total TPC value—is less than the user-
specified minsup. See Observation 6. Similar to other tree structures for frequent
pattern mining (e.g., FP-tree), our PUF*-tree maintains horizontal node traver-
sal pointers, which are not explicitly shown in the figures for simplicity. ��
With the aforementioned PUF*-tree construction process, we observe the fol-
lowing.

Observation 5. Although we arranged all items in canonical order when insert-
ing them into the PUF*-tree in Example 3, we could also use other orderings
(e.g., descending order of expected support or occurrence counts). If we were to
store items in descending order of occurrence counts, then the number of nodes
in the resulting PUF*-tree would be the same as that of the FP-tree [5]. ��
Observation 6. Since the PIC value in each node is the same as in the PUF-
tree, we can similarly remove any item having the sum of PIC values (in the item-
list) less than minsup because it is guaranteed to have no frequent extensions.
(The horizontal node traversal pointers allow us to visit such nodes in the PUF*-
tree in an efficient manner.) Hence, we can remove item g from the PUF*-tree
in Example 3 in the same way as in the PUF-tree because the sum of PIC values
of g is less than minsup. This tree-pruning technique saves mining time as it skips
all k-itemsets (for k ≥ 2) with suffix g as they are all infrequent. ��
Observation 7. Based on the aforementioned PUF*-tree construction process,
the PIC value in a node x in a PUF*-tree maintains the sum of PIC values of
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an item x for all transactions that pass through or end at x. Because common
prefixes are shared, the PUF*-tree becomes more compact than the UFP-tree [2]
and avoids having siblings (nodes with the same parent node) containing the
same item but having different existential probability values. ��
Observation 8. As the PUF*-tree captures all frequent items in every trans-
action of uncertain data and stores their PIC & M2 values, frequent pattern
mining based on the TPC computed using PIC & M2 values ensures that no
frequent patterns will be missed (i.e., no false negatives). ��
Observation 9. Recall that the expected support of X = {x1, . . . , xk} is com-
puted by summing P (X, tj) of every tj (ref. Eq. (1)), where P (X, tj) is the
product of the existential probability value of xk with those of other items in
the proper prefix of X, i.e., P (X, tj) = P (xk, tj)×

(∏k−1
i=1 P (xi, tj)

)
. Also, recall

that PUF-growth [13] utilizes a PIC computed based on the existential proba-
bility value of xk and the single highest existential probability value M1 in its
prefix: ICap(xk, tj) = P (xk, tj) × M1. In contrast, the TPC for X—computed
based on the existential probability value of xk and the two highest existential
probability values M1 & M2 in its prefix—provides a tighter upper bound because
the TPC tightens the bound as potentially frequent patterns are generated dur-
ing the mining process with increasing cardinality of X, whereas the PIC has
no such compounding effect: P (X, tj) ≤ TPC (xk, tj) ≤ ICap(xk, tj) because(
P (xk, tj)×

∏k−1
i=1 P (xi, tj)

)
≤ (

P (xk, tj)×M1×Mk−2
2

) ≤ (P (xk, tj)×M1). ��

5 Our Proposed PUF*-growth Algorithm

Here, we propose a scalable data analytics algorithm called PUF*-growth, which
mines frequent patterns in a pattern-growth fashion from our PUF*-tree struc-
ture that captures uncertain data. Recall from Sect. 4 that the construction of a
PUF*-tree is similar to that of a PUF-tree, except that “silver” values are addi-
tionally stored. Thus, the basic operation in PUF*-growth for mining frequent
patterns is to construct a projected database for each potential frequent pattern
and recursively mine its potentially frequent extensions.

Once an item x is found to be potentially frequent, the existential prob-
ability of x must contribute to the expected support computation for every
pattern constructed from its {x}-projected database (denoted as DBx). Hence,
expSupCap({x}) based on the TPC is guaranteed to be the upper bound of the
expected support of any pattern with suffix x due to Observation 9. Theoreti-
cally, this implies that the complete set of patterns with suffix x can be mined
based on the partial downward closure property (Observation 4). Practically,
we can directly proceed to generate all potentially frequent patterns from the
PUF*-tree due to the following observation.

Observation 10. Let (i) X be a k-itemset (where k > 1) with expSupCap(X) ≥
minsup in the database and (ii) Y be an itemset in the X-projected database
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(denoted as DBX). Then, expSupCap(Y ∪X) in the original database ≥ minsup
if and only if expSupCap(Y ) in all the transactions in DBX ≥ minsup. ��
Based on Observations 4 and 10, we apply the PUF*-growth algorithm to our
PUF*-tree for generating only those k-itemsets (where k > 1) with caps of
expected support ≥ minsup. Similar to UFP-growth [2] and PUF-growth [13],
our PUF*-growth mining process may generate some false positives at the end
of the second database scan, and all these false positives will be filtered out with
the third database scan. Hence, our PUF*-growth is guaranteed to return all
and only those frequent patterns with neither false positives nor false negatives.

Example 4. The PUF*-growth algorithm mines extensions of every item in the
item-list/header. For example, with when minsup = 1.1, the {f}-conditional tree
is constructed by extracting the tree paths 〈a:2.7: , b:0.57: , c:0.4:0.3, e:1.17:0.3,
f :0.54:0.8〉 and 〈a:2.7: , b:0.57: , c:0.4:0.3, f :1.11:0.2〉. When projecting these two
paths, PUF*-growth computes the cap of expected support for each item in the
projected database using the PIC and M2 values from all f nodes in the original
tree.

This {f}-conditional tree is then used to generate (i) all 2-itemsets contain-
ing item f and (ii) their further extensions by recursively constructing projected
databases from them. For all k-itemsets (where k ≥ 3) that are generated, the
cap of expected support is multiplied by the M2 value. Consequently, for car-
dinality k = 2, potentially frequent patterns {a, f}, {b, f}, {c, f} & {e, f} are
generated because all of them have their caps of expected support equal to
0.54 + 1.11 = 1.65. However, unlike PUF-growth, no potentially frequent pat-
terns of higher cardinality are generated with this suffix. For instance, we do
not generate {a, b, f}, {a, c, f} & {b, c, f} because their caps of expected sup-
port equal to (0.54 × 0.8) + (1.11 × 0.2) < minsup. We also do not generate
{a, e, f}, {b, e, f} & {c, e, f} because their caps are even lower.

Patterns ending with items e, b and c can then be mined in a similar fashion.
The complete set of potentially frequent patterns generated by PUF*-growth
includes {a, b}:1.29, {a, c}:1.21, {b, c}:1.21, {a, e}:1.17, {b, e}:1.17, {c, e}:1.17,
{a, f}:1.65, {b, f}:1.65, {c, f}:1.65, & {e, f}:0.54. All of them are then checked
against the database to find those truly frequent ones (after the third scan). ��
As shown in Example 4, PUF*-growth finds a complete set of patterns from a
PUF*-tree without any false negatives. In addition, with the small concession
of storing one extra value in each node (i.e., the “silver” value), PUF*-growth
does so while generating fewer false positives than PUF-growth. In much larger
databases this effect has a huge impact on the number of the false positives
generated and thus directly results in lower runtimes.

6 Evaluation Results

We compared the performances of our PUF*-growth algorithm with the existing
PUF-growth [13] algorithm, which was shown [13] to outperform UF-growth [11],
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UFP-growth [2] and UH-Mine [2]. We used both synthetic and real-life datasets
for our tests. The synthetic datasets, which are generally sparse, were gener-
ated within a domain of 1000 items by the data generator developed at IBM
Almaden Research Center [1]. We also considered several real-life datasets such
as mushroom, retail and kosarak. We assigned a (randomly generated) existen-
tial probability value from the range (0,1] to each item in every transaction in
these datasets. The name of each dataset indicates some characteristics of the
dataset. For example, the dataset u100K 5L 10 100 contains 100 K transactions
with average transaction length of 5, and each item in a transaction is associated
with an existential probability value that lies within a range of [10 %, 100 %]. Due
to space constraints, we present here only some results on the above datasets.

All programs were written in C++ and ran in a Linux environment on an
Intel Core i5-661 CPU with 3.33 GHz and 7.5 GB ram. Unless otherwise speci-
fied, runtime includes CPU and I/Os for item-list construction, PUF*-tree con-
struction, mining, and false-positive removal. While the number of false positives
generated at the end of the second database scan may vary, all algorithms (ours
and others) produce the same set of truly frequent patters at the end of the
mining process. The results shown in this section are based on the average of
multiple runs for each case. In all experiments, minsup was expressed in terms
of the absolute support value, and all trees were constructed using the ascending
order of item value.

6.1 False Positives

The existing PUF-growth algorithm [13] and our PUF*-growth algorithm both
generated some false positives. Their overall performances depend on the num-
ber of false positives generated. In this experiment, we measured the number
of false positives generated by both algorithms for fixed values of minsup with
different datasets. Due to space constraints, we present results using one minsup
value for each of the two datasets (i.e., u100K 5L 10 100) and mushroom 50 60
in Fig. 3(a)–(b). In general, PUF*-growth was observed to remarkably reduce
the number of false positives when compared with PUF-growth. The primary
reason of this improvement is that the upper bounds for the PUF*-growth algo-
rithm are much tighter than PUF-growth for patterns of higher cardinality k
(where k > 2), and thus fewer potentially frequent patterns are generated and
subsequently fewer false positives. As shown in Fig. 3(a), PUF*growth generated
around 50 % of the false positives generated by PUF-growth. Moreover, when
existential probability values were distributed over a narrow range with a higher
minsup as shown in Fig. 3(b), PUF*-growth generated (i) only 1.6 % of the false
positives generated by PUF-growth when 3 ≤ k ≤ 6 and (ii) no false positives
when k ≥ 7. In total, PUF*-growth generated only 0.36 % of false positives gen-
erated by PUF-growth. Furthermore, PUF*-growth required shorter runtimes
than PUF-growth in every single experiment we ran.
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Fig. 3. Experimental results

6.2 Runtime

Recall that PUF-growth was shown [14] to outperform UH-Mine [13] and subse-
quently UFP-growth [2]. Hence, we compared our PUF*-growth algorithm with
PUF-growth. Figure 3(c)–(d) show that PUF*-growth required shorter runtimes
than PUF-growth for datasets mushroom 50 60 and u100K 5L 10 100. The pri-
mary reason is that, even though PUF-growth finds all frequent patterns when
mining an extension of X, it may suffer from the high computation cost of gen-
erating unnecessarily large numbers of potentially frequent patterns as it only
uses P (xr, tj) and the single highest existential probability value M1 in the
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prefix of xr in tj in its PIC calculation. This allows large numbers of potentially
frequent patterns of high cardinality to be generated with similar expected sup-
port cap values to those of low cardinality having the same suffix item. The
use of the self-product of M2 in PUF*-growth ensures that those patterns with
high cardinality are never generated due to their expected support caps being
much closer to the expected support. This effect becomes more pronounced with
lower minsup values, widening the gap in runtimes even further between the two
algorithms. Since the TPC calculation in PUF*-growth becomes closer to the
true expected support value as the cardinality of potentially frequent patterns
under consideration is increased, lower minsup values have a much smaller effect
on increasing run-times in PUF*-growth than in PUF-growth.

6.3 Scalability

With high volumes of high-variety, high-veracity and valuable data that can
be collected and transmitted at high velocity, it becomes important to have a
scalable algorithm to analyze these data. To test the scalability of PUF*-growth,
we applied the algorithm to mine frequent patterns from datasets with increasing
size. The experimental results presented in Fig. 3(e)–(f) demonstrate that our
algorithm (i) is scalable with respect to the number of transactions and (ii) can
mine high volumes of uncertain data within a reasonable amount of time.

The experimental results show that our PUF*-growth algorithm effectively
mines frequent patterns from uncertain data irrespective of distribution of exis-
tential probability values (whether most of them have low or high values and
whether they are distributed into a narrow or wide range of values).

7 Conclusions

In this paper, we proposed a scalable data analytics algorithm called PUF*-
growth to mine frequent patterns from uncertain data. The algorithm first
constructs the PUF*-tree structure to capture important information from uncer-
tain data. It then finds all potentially frequent patterns—i.e., patterns with
upper bounds (based on the tighten prefixed pattern cap (TPC)) to expected
support ≥ the user-defined minsup threshold—from this PUF*-tree structure.
These mined potentially frequent patterns contain all truly frequent patterns
(i.e., no false negatives) as well as some false positives (i.e., patterns with upper
bounds to expected support ≥ minsup but with expected support < minsup).
Fortunately, PUF*-growth reduces the number of false positives by obtaining
tight upper bounds to expected supports. Finally, PUF*-growth then checks
each potentially frequent pattern to eliminate the false positives. Experimental
results show the effectiveness of our PUF*-growth algorithm in mining frequent
patterns from uncertain data for scalable data analytics.

Acknowledgments. This project is partially supported by NSERC (Canada) and
University of Manitoba.
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Abstract. MADlibis an open-source library for scalable in-database
analytics. In this paper, we present our parallel design of time series
analysis and implementation of ARIMA modeling in MADlib’s frame-
work. The algorithms for fitting time series models are intrinsically
sequential since any calculation for a specific time t depends on the
result from the previous time step t − 1. Our solution parallelizes this
computation by splitting the data into n chunks. Since the model fitting
involves multiple iterations, we use the results from previous iteration
as the initial values for each chunk in the current iteration. Thus the
computation for each chunk of data is not dependenton on the results
from the previous chunk. We further improve performance by redistrib-
uting the original data such that each chunk can be loaded into memory,
minimizing communication overhead. Experiments show that our paral-
lel implementation has good speed-up when compared to a sequential
version of the algorithm and R’s default implementation in the “stats”
package.

Keywords: Parallel computation · Time series · Database management
system · Machine learning · Big data · ARIMA

1 Introduction

Time series analysis plays an important part in econometrics, finance, weather
forecasting, earthquake prediction and many other fields. For example, one of
the most conspicuous data analytics task, stock price forecasting, falls into the
category of time series analysis. Unlike other data analytics, time series data
has a natural temporal ordering. And many time series modeling methods, such
as autoregressive integrated moving average (ARIMA) [4] and Cox proportional
hazards [7], therefore depend on sequential processing of time series data, which
raises a challenge for the data-parallel implementation.
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In this paper, we present our parallel implementation of ARIMA, a popular
and important time series analysis model, in MADlib[14]. Although all algo-
rithms for ARIMA modeling process the data sequentially, we can still split the
data into multiple chunks, each containing consecutive parts of the time series.
Each chunk needs the computation result from its neighboring chunk as initial
values for its computation. Since the algorithm executes over multiple iterations,
we can overcome this limitation by using the results of the preceding chunk from
the previous iteration instead of that of the current iteration. The key idea is
to take advantage of the iterative nature of the learning algorithms and rely on
only local ordering, as illustrated in Fig. 1. At the time of convergence, there is
no difference between the values from the previous iteration and the values from
the current iteration.

Finally, it is important to note that the data in the database is not necessarily
ordered. For fitting models like ARIMA, where the data has to be processed in
the fixed order of time, one has to order the data in every iteration, which is
time consuming. We avoid this by chunking, sorting, and re-distributing the
data accross the segments so that a chunk of ordered data can be read into
memory all at once in a segment. This technique not only avoids ordering the
data repeatedly but also decreases both the I/O overhead and database function
invocation overhead.

Fig. 1. Comparison between sequential and distributed designs. A segment is an inde-
pendent database process in a shared-nothing distributed MPP (massively parallel
processing) database.

The implementation is part of an open-source, scalable, in-database analytics
initiative, MADlib [14], maintained by the Predictive Analytics Team at Pivotal
Inc [1]. It provides data-parallel implementations of mathematical, statistical
and machine-learning methods for structured and unstructured data.

1.1 Related Work

Parallel and Scalable Implementations. The problem of designing parallel algo-
rithms has attracted much attention (see [3] for recent tutorials). Significant
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efforts have been spent on parallelizing various intricate machine learning algo-
rithms, including k-means++ [2], support vector machines [16] and conditional
random fields [5]. This work focuses on parallelizing time series analysis algo-
rithms, where the training process requires a global ordering.

Machine Learning in Databases. Database management systems, being the best
in data storage, operation, and analysis for many years, are also studied for data
mining and machine learning on large datasets [9,12]. Ordonez [10] suggested
sufficient statistics can be efficiently computed for an important set of models.
Feng et al. [8] proposed an architecture linking an essential database program-
ming model, user-defined aggregates, to convex optimization. These techniques,
however, did not address time series analysis models in the context of databases.

1.2 What Is MADlib?

MADlibis an analytics platform developed by the Predictive Analytics Team
at Pivotal Inc. (previously Greenplum). It can be deployed either onto the
Greenplum database system (an industry-leading shared-nothing MPP data-
base system) or the open-source PostgreSQL database system. The package itself
is open-source and free. The MADlibproject was initiated in late 2010 from a
research idea by Cohen et al. [6] who suggested a new trend of big data ana-
lytics requiring advanced (mathematical, statistical, machine learning), parallel
and scalable in-database functions (“MAD” stands for “magnetic”, “agile”, and
“deep” - see [6] for more details on each property).

By itself MADlib provides a pure SQL interface. To better facilitate data
scientists from the R [11] community, there also exists a R front-end package
called PivotalR [15]. On Greenplum database (GPDB) systems, MADlibutilizes
the data parallel functionality. The calculation is performed in parallel on mul-
tiple segments of GPDB, and results from the segments are merged and then
summarized on the master node. In many cases, multiple iterations of such cal-
culations are needed. The core functionality for each iteration is implemented in
C++ and Python is used to collate results from all iterations.

Although MADlibdoes not perform parallel computation on the open-source
database system PostgreSQL, it is still valuable for processing large data sets
that cannot be loaded into memory. For example, in this paper we will describe a
comparison between our implementation of ARIMA and the ‘arima’ function in
R’s ‘stats’ package. For building an ARIMA model for a time series data set with
the length 108, MADlibon PostgreSQL has about the same execution time as R,
while consuming only 0.1% of the memory used by R. Thus, MADlibprovides
the ability of processing large data sets to open-source users for free.

MADlibhas various modules including linear, logistic, multinomial logistic
regression, elastic-net regularization for linear and logistic regressions, k-means,
association rules, cross validation, matrix factorization methods, LDA, SVD and
PCA, ARIMA and many other statistical functions. A detailed user documen-
tation is available online at http://doc.madlib.net. For this paper, we focus on
our implementation for ARIMA in MADlib.

http://doc.madlib.net
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2 Implementation of ARIMA

In the next few subsections, we describe the algorithm used to solve the problem
of maximization of partial log-likelihood to obtain the optimal values of the
coefficients of ARIMA. Then, we point out the reason why it is difficult to make
the algorithm run in-parallel. This is a common situation in all algorithms that
fit ARIMA models. Next, we describe a generic solution to this problem that
can be applied to time series problems. Then we describe a simple method to
improve the performance of our algorithm. Finally, we discuss various ways to
generalize our method to other algorithms.

2.1 The Algorithm

This section follows the design document for ARIMA on the MADlib website [13].
An ARIMA model is an auto-regressive integrated moving average model.

An ARIMA model is typically expressed in the form

(1 − φ(B))Yt = (1 + θ(B))Zt, (1)

where B is the backshift operator. The time t is from 1 to N .
ARIMA models involve the following variables:

1. The lag difference Yt, where Yt = (1 − B)d(Xt − μ).
2. The values of the time series Xt.
3. p, q, and d are the parameters of the ARIMA model. d is the differencing order,

p is the order of the AR operator, and q is the order of the MA operator.
4. The AR operator φ(B).
5. The MA operator θ(B).
6. The mean value μ, which is set to zero when d > 0, or can be estimated by

the ARIMA algorithm.
7. The error terms Zt.

The auto regression operator models the prediction for the next observation
as some linear combination of the previous observations. More formally, an AR
operator of order p is defined as

φ(B)Yt = φ1Yt−1 + · · · + φpYt−p (2)

The moving average operator is similar, and it models the prediction for the
next observation as a linear combination of the errors in the previous prediction
errors. More formally, the MA operator of order q is defined as

θ(B)Zt = θ1Zt−1 + · · · + θqZt−q. (3)

We assume that
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Pr(Zt) =
1√

2πσ2
e−Z2

t /2σ2
, t > 0 (4)

and that Z−q+1 = Z−q+2 = · · · = Z0 = Z1 = · · · = Zp = 0.
The likelihood function L for N values of Zt is then

L(φ, θ) =
N∏

t=1

1√
2πσ2

e−Z2
t /2σ2

(5)

so the log likelihood function l is

l(φ, θ) =
N∑

t=1

ln
(

1√
2πσ2

e−Z2
t /2σ2

)

=
N∑

t=1

− ln
(√

2πσ2
)

− Z2
t

2σ2

= − N

2
ln

(
2πσ2

) − 1
2σ2

N∑

t=1

Z2
t . (6)

Thus, finding the maximum likelihood is equivalent to solving the optimization
problem (known as the conditional least squares formation)

min
θ,φ

N∑

t=1

Z2
t . (7)

The error term Zt can be computed iteratively as follows:

Zt = Yt − Ft(φ, θ, μ) (8)

where

Ft(φ, θ, μ) = μ +
p∑

i=1

φi(Yt−i − μ) +
q∑

i=1

θiZt−i (9)

Levenberg-Marquardt algorithm (LMA), also known as the damped least-
squares (DLS) method, provides a numerical solution to the problem of min-
imizing a function, generally nonlinear, over the function’s parameter space.
These minimization problems arise especially in least squares curve fitting and
nonlinear programming.

To understand LMA, it helps to know the gradient descent method and the
Gauss-Newton method. On many “reasonable” functions, the gradient descent
method takes large steps when the current solution is distant from the true
solution, but is slow to converge when the current solution is close to the true
solution. The Gauss-Newton method is much faster for converging when the
current iterate is in the neighborhood of the true solution. The LMA tries to
achieve the best of both worlds and combine the gradient descent step with the
Gauss-Newton step in a weighted average. For iterates far from the true solution,
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the step favors the gradient descent step, but as the iterate approaches the true
solution, the Gauss-Newton step dominates.

Like various numeric minimization algorithms, LMA is an iterative proce-
dure. To start a minimization, the user has to provide an initial guess for the
parameter vector, p, as well as some tuning parameters τ , ε1, ε2, ε3, and kmax.
Let Z(p) be the vector of calculated errors (Zt’s) for the parameter vector p,
and let J = (J1, J2, . . . , JN )T be a Jacobian matrix.

A proposed implementation is shown in Algorithm1.

Input: An initial guess for parameters φ0, θ0, μ0

Output: The parameters that maximize the likelihood φ∗, θ∗, μ∗

k ← 0; v ← 2; (φ, θ, μ) ← (φ0, θ0, μ0);
Calculate Z(φ, θ, μ) with Eq. (9). // Vector of errors;

A ← JTJ // The Gauss-Newton Hessian approximation;
u ← τ ∗ maxi(Aii) // Weight of the gradient-descent step;

g ← JTZ(φ, θ, μ) // The gradient descent step;
stop ← (‖g‖∞ ≤ ε1) // Termination Variable;
while not stop and k < kmax do

k ← k + 1;
repeat

δ ← (A + u × diag(A))−1g // Calculate step direction;
if ‖δ‖ ≤ ε2‖(φ, θ, μ)‖ then // Change is too small to continue.

stop ← true;
else

(φnew, θnew, μnew) ← (φ, θ, μ) + δ // A trial step;

ρ ← (‖Z(φ, θ, μ)‖2 − ‖Z(φnew, θnew, μnew)‖2)/(δT (uδ + g)) ;
if ρ > 0 then // Trial step was good

(φ, θ, μ) ← (φnew, θnew, μnew) // Update variables;

Calculate Z(φ, θ, μ) with Eq. (9); A ← JTJ ; g ← JTZ(φ, θ, μ);

stop ← (‖g‖∞ ≤ ε1) or (‖Z(φ, θ, μ)2‖ ≤ ε3) ;

v ← 2; u → u ∗ max(1/3, 1 − (2ρ − 1)3);

else// Trial step was bad
v ← 2v; u ← uv;

end

end

until stop or ρ > 0;

end
(φ∗, θ∗, μ∗) ← (φ, θ, μ);

Algorithm 1. A proposed LMA implementation for fitting ARIMA model

Suggested values for the tuning parameters are ε1 = ε2 = ε3 = 10−15, τ =
10−3 and kmax = 100.

The Jacobian matrix J = (J1, J2, . . . , JN )T requires the partial derivatives,
which are

Jt = (Jt,φ1 , . . . , Jt,φp
, Jt,θ1 , . . . , Jt,θq

, Jt,μ)T (10)
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Here the last term is present only when we want to estimate the mean value of
the time series too. The iteration relations for J are

Jt,φi
= −∂Zt

∂φi
= Yt−i − μ +

q∑

j=1

θj
∂Zt−j

∂φi
= Yt−i − μ −

q∑

j=1

θjJt−j,φi
, (11)

Jt,θi
= −∂Zt

∂θi
= Zt−i +

q∑

j=1

θj
∂Zt−j

∂θi
= Zt−i −

q∑

j=1

θjJt−j,θi
, (12)

Jt,μ = −∂Zt

∂μ
= 1 −

p∑

j=1

φj −
q∑

j=1

θj
∂Zt−j

∂μ
= 1 −

p∑

j=1

φj −
q∑

j=1

θjJt−j,μ. (13)

Note that the mean value μ is considered separately in the above formulations. If
we do not want to estimate the mean value, μ will be simply set to 0. Otherwise,
μ will also be estimated together with φ and θ. The initial conditions for the
above equations are

Jt,φi
= Jt,θj

= Jt,μ = 0 for t ≤ p, and i = 1, . . . , p; j = 1, . . . , q, (14)

because we have fixed Zt for t ≤ p to be a constant 0 in the initial condition.
Note that J is zero not only for t ≤ 0 but also for t ≤ p.

2.2 Problems in Parallelization

It is easy to see that Eqs. (8, 11, 12, 13) are difficult to parallelize. Each step
computation uses the result from the previous step. Therefore, we have to scan
through the data sequentially to compute the quatities in these equations, and
we have to do this in every iteration. If the data set is large then it is time-
consuming to use this algorithm.

2.3 Our Solution

In order to utilize the data parallel capability of MPP (massively parallel process-
ing) database, we propose to split the whole time series data into a set of sorted
chunks numbered from 1 to N , each containing a sequence of consecutive time
series data of size K. During the same time, we re-distribute the chunks of data
onto all segments of the MPP database so that we could process them in parallel.

Since the model fitting involves multiple iterations of computations, for any
subset i except for the first one, we use the results of the (i − 1)-th subset from
the previous iteration as the initial values. The first subset’s initial values are
known to be 0. Thus in each iteration, the computation for each subset of data
does not need to wait for the results from the previous subset. In this way, the
model fitting computation can be done in parallel.

Further, we find that aggregating each subset of consecutive time series data
into an array (i.e. a data chunk) can greatly simplify the implementation (for
example, from a stateful window function implementation to a plain UDF imple-
mentation) and accelerate the computation (mainly due to the reduction of I/O
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overhead and function call overhead). Furthermore, the value of size K is chosen
in such a way that each chunk of data can be completely loaded into the available
memory.

The following SQL script shows how we split and redistribute the data accord-
ing to the above proposals.

-- redistribute the consecutive time series data into a same segment

create temp table dist_table as

select

((tid - 1) / chunk_size)::integer + 1 as distid, tid, tval

from input_table

distributed by (distid)

-- insert the preceding p data points for each chunk

insert into dist_table

select o.distid + 1, tid, NULL, tval

from (

select distid, max(tid) maxid

from dist_table

where distid <> (select max(distid) from dist_table)

group by distid

) q1, dist_table o

where q1.distid = o.distid and q1.maxid - o.tid < p

-- aggregate each chunk into an array to avoid repeated ordering

-- and communication overhead

create temp table work_table as

select

distid, (distid - 1) * chunk_size + 1 as tid,

array_agg(tval order by tid) as tvals

from dist_table

group by distid

distributed by (distid)
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Fig. 2. We fit a time series with length of 108 using different chunk sizes. The execution
times are around 400 ∼ 500 s, and are quite stable.
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Our experiments show that the convergence of our implementation is very
good. The ‘chunk size’ parameter does not have a significant impact on the
performance as long as it is not too small, which can make the chunking mean-
ingless, or not too large, which can make the data re-distribution difficult. As is
shown in Fig. 2, the execution times are around 400 ∼ 500 s for different chunk
sizes. The stable execution time for different chunk sizes makes it easier for the
user to choose the proper parameters for the algorithms.

3 Experimentation

In this section, we present a set of experiments to measure the performance of
our parallel implementation of ARIMA.

Configuration. We did our experiments on a DCA (Data Computation Appli-
ance) produced by EMC Corporation, containing a Greenplum database system
installed with 48 segments. The data sets that we used for the experiments are
generated by R’s “arima.sim”. We generated multiple time series with different
lengths. The data set with the length 109 is too large to be generated by R
directly. Instead we first generated 10 pieces of time series with the lengths 108,
and then assemble them together to form the complete time series.

3.1 Scalability

First, we measure the execution time of our implementation applied onto time
series with different lengths. We run the tests in both Greenplum database and
PostgreSQL database.

As is shown in Fig. 3, the execution time for large data sets is almost linear
with respect to the length of the time series. For smaller data sets, the commu-
nication overhead between the multiple segments has a negative impact and the
execution time is larger than the time for a pure linear execution time.
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Fig. 3. (left) We fit time series with MADlib’s ARIMA function on GPDB (left) and
PostgreSQL(right). The chunk size in both cases is 105. The red dashed line is the fit
to t = αl, where t is the execution time, l is the length of the time series and α is a
constant (Color figure online).
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PostgreSQL database does not have the overhead of merging results from
multiple segments, and thus the execution time, as shown in Fig. 3, is a linear
function of the data size.

3.2 Total Runtime Comparisons

In Table 1, we compare the execution times of ARIMA model fitting in R and in
MADlib on Greenplum database and PostgreSQL database. The execution time
of MADlib’s ARIMA on PostgreSQL is approximately the same as R (actually
it is a little faster), but the memory usage is only a tiny fraction of R’s “arima”
function. This is because R loads all data into memory for processing, while the
database systems esentially load one row of data into memory for processing and
then proceed to the next row.

Although GPDB uses 48 segments, the speedup over PostgreSQL is about
3X to 4X. This is due to the communication overhead of communicating between
multiple segments, especially the part where the data is loaded and re-distributed
for sorting. If we compare the time taken for actual computation, GPDB is on
average 17.6X faster than PostgreSQL.

Table 1. Here we compare the execution times of ARIMA model fitting in R and
in MADlib on Greenplum Database and PostgreSQL database. The time series used
to fit the ARIMA model has a length of 108. Note that running MADlib’s ARIMA
on Postgres is not only faster but also uses much less memory (0.1 %). Running this
data set in R uses almost 70 % of the machine’s memory (50 G memory). The iteration
number for R is not available, because R’s ARIMA does not output how many times
it has iterated.

MADlib on GPDB MADlib on Postgres R’s arima function

Execution time (s) 364.4 1391.9 1964.4

Iteration number 29 29 N/A

3.3 Sensitivity of Number of Segments

For MADlib’s ARIMA running on Greenplum database system, we also mea-
sured the execution time vs the number of segments used, which is shown in
Fig. 4. Here, we use a time series with the length equal to 108. When the num-
ber of segments is less than 32, then the execution time decreases as more
segments are added. However, increasing the number of segments beyond 32
will increase the execution time due to the increasing communication overhead
between segments.
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Fig. 4. We fit a time series with length of 108 using different numbers of segments in
Greenplum database system.

4 Discussion and Conclusion

The notable methods that we used in the implementation of ARIMA in MADlibare:
(1) split the data into chunks of consecutive data points and let each chunk use
the result of the previous chunk from the previous iteration to initialize the cal-
culation; (2) aggregate the chunk of data points into an array and redistribute
the aggregated chunks accross segments so that each chunk of data can be loaded
into memory and processed in one single function call by a segment. The first
method makes it possible to parallelize the algorithm, and the second method
greatly simplifies the implementation and improves the performance.

In this paper, we described our parallel implementation of ARIMA in MADlib
and showed significant runtime improvements compared to serial implementa-
tions. It is easy to see that the above two methods can be easily generalized to
other algorithms. The first method can be applied for any algorithm that requires
a global ordering of the data. The second method can be used for improving the
performance of any parallel algorithm. We aim to extend MADlibby generalizing
this solution to parallelize other time series analysis algorithms.
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9. Hellerstein, J.M., Ré, C., Schoppmann, F., Wang, D.Z., Fratkin, E., Gorajek, A.,
Ng, K.S., Welton, C., Feng, X., Li, K., Kumar, A.: The MADlib analytics library:
or MAD skills, the SQL. Proc. VLDB 5(12), 1700–1711 (2012)

10. Ordonez, C.: Building statistical models and scoring with udfs. In: Proceedings of
the 2007 ACM SIGMOD International Conference on Management of data. ACM
(2007)

11. R Core Team. R: A Language and Environment for Statistical Computing. R Foun-
dation for Statistical Computing, Vienna (2013)

12. Sarawagi, S., Thomas, S., Agrawal, R.: Integrating association rule mining with
relational database systems: alternatives and implications, vol. 27. ACM (1998)

13. The Predictive Analytics Team at Pivotal Inc., Design document for MADlib
(2013). http://madlib.net/design.pdf

14. The Predictive Analytics Team at Pivotal Inc. MADlib: an in-database analytics
platform (2013). http://madlib.net

15. The Predictive Analytics Team at Pivotal Inc., PivotalR: an R front-end to both
GPDB/Postgres and MADlib (2013). http://cran.r-project.org/web/packages/
PivotalR/

16. Zhu, Z.A., Chen, W., Wang, G., Zhu, C., Chen, Z.: P-packsvm: parallel primal
gradient descent kernel SVM. In: 2009 Ninth IEEE International Conference on
Data Mining, ICDM’09, pp. 677–686. IEEE (2009)

http://madlib.net/design.pdf
http://madlib.net
http://cran.r-project.org/web/packages/PivotalR/
http://cran.r-project.org/web/packages/PivotalR/


A Biclustering-Based Classification
Framework for Microarray Analysis

Baljeet Malhotra(&), Daniel Dahlmeier, and Naveen Nandan

SAP Research and Innovation, CREATE Tower, 1 Create Way,
Singapore 138602, Singapore

{baljeet.malhotra,d.dahlmeier,naveen.nandan}@sap.com

Abstract. In recent years, microarrays have been shown to be an effective
method for studying various biological processes, e.g., to improve our under-
standing of diseases such as cancer. In a typical situation, microarrays can be
seen as large matrices in which rows and columns represent expression values of
thousands of genes and tens of conditions such as samples from various patients.
Several statistical techniques have been proposed in the literature to analyze the
gene expression matrices. Towards that end, biclustering has been demonstrated
to be one of the most effective methods for discovering gene expression patterns
under various conditions. In this paper, we present a methodology to take
advantage of the homogeneously expressed genes in biclusters to construct a
classifier for sample class membership prediction. Our extensive experiments on
8 real cancer microarray datasets (4 diagnostic and 4 prognostic) show that our
proposed classifier performed superior in both cancer diagnosis and prognosis,
the latter of which was regarded quite difficult previously. Additionally, our
results demonstrate that sample classification accuracy can serve as a good
subjective quality measure for different types of biclusters, and hence as a tool to
extrinsically evaluate the performance of various biclustering algorithms that
produce those biclusters.

Keywords: Biclustering � Classification � Microarray analysis

1 Introduction

The advance of high-throughput hybridization microarray technology provides the
opportunity to measure the expression levels of thousands of genes simultaneously,
thus presenting a snapshot of the transcription levels within a cell. Such a technology
enables researchers to look at cellular systems globally, for example, to improve our
understanding on the disease related processes, yet also challenges us on effectively
analyzing the vast volume of measured data such that key features of the cellular
systems can be uncovered.

One of the major current applications of gene expression microarrays, particularly
the high-density oligonucleotide arrays, such as the Affymetrix GeneChip oligonu-
cleotide (Affy) arrays [1], is cancer diagnosis and prognosis. The underlying principle
for this application (and many other applications) is that, two cells with dramatically
different biological characteristics, such as a normal cell versus a cancerous cell from
the same tissue, are expected to have different gene expression profiles. However, it is
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important to realize that the majority of the active cellular mRNA is not affected by the
differences. In other words, a dramatic biological difference does have a gene
expression-level manifestation but the set of genes that is involved can be rather small.
Microarray classification is to partition the arrays (also called conditions or samples)
such that there are an extremely larger-than-expected number of genes sharply sepa-
rating the classes.

Those genes that sharply separate the classes are referred to as informative or dis-
criminatory genes, or biomarkers. Since these genes are expressed differentially under
different conditions, such as samples from different individuals or organs or time points,
they can be selected to compose gene expression profiles for the purpose of class pre-
diction, upon the arrival of a new sample. Some early works on classification and class
discovery exist [2] but their focus is on the sample partition (and not prediction). Other
researchers have investigated two-way clustering of both genes and samples for defining
sample classes and the class associated gene identification [1]. Note that sample parti-
tioning requires homogeneous expression for all the genes while gene clustering assumes
homogeneous expression of genes across all samples. With the increased understanding
that not all genes express similarly in all samples, an alternate clustering framework,
which produces local models, has been proposed to group genes and samples simulta-
neously, the so-called biclustering, which is also known (in several other areas of studies)
as co-clustering, bi-dimensional clustering, and subspace clustering [3]. Towards that
end, several biclustering algorithms have been proposed in the literature [4–6].

This paper, however, does not aim at proposing a new biclustering algorithm.
Rather our study builds upon the state-of-the-art biclustering approaches to present a
novel framework that effectively exploits biclusters for sample classification. The
objective of the proposed classifier is to predict whether an unlabeled sample, possibly
coming from a new patient or at a new time point, belongs to a particular class, e.g.,
cancerous genes. To the best of our knowledge, the proposed framework is the first to
exploit biclusters for classification in microarray data. Our extensive experimental
study using real microarray datasets reveal that good quality biclusters can be taken
advantage for human cancer diagnosis and prognosis. Furthermore, these experimental
results demonstrate that sample classification accuracy can serve as a good quality
measurement for the discovered biclusters, disregarding their types.

The rest of paper is organized as follows: In the next section, we give some
background on microarray data and some important concepts about biclusters. In
Sect. 3, we present the details of our proposed framework that uses the genes in the
biclusters for sample classification within the leave-one-out cross validation (LOOCV)
scheme. Section 4 presents the cancer (diagnosis and prognosis) microarray datasets
included in this study and our experimental results on them. Section 5 contains our
discussion on both the classification framework and computational results. We con-
clude the paper in Sect. 6.

2 Microarray and Biclusters

In a typical situation, microarrays are seen as large matrices, commonly known as gene
expression matrices, to represent thousands of genes along the rows and tens of
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conditions, e.g., samples from various patients or samples from various organs of a
particular patient or samples taken at different time points, along the columns. Table 1
shows an example of a gene expression matrix in which the elements of the matrix, aij,
represent the expression level of the i-th gene in the j-th condition. Each element, which
is represented by a real number, is usually the logarithm of the relative abundance of
the mRNA of the gene under the specific condition [3].

A number of clustering algorithms proposed in the literature can also be applied for
the analysis of gene expression data. However, a large volume of gene expression data
under multiple conditions often exhibits uncorrelated genes activity [3]. Therefore,
clustering of genes (along the rows) using all conditions (along the columns) is often
non-trivial and may produce undesired results. A similar problem exists for clustering
of conditions using all genes.

To solve the above problem, a number of algorithms have been proposed in the
literature which allows simultaneous clustering of the rows and columns of a matrix,
i.e., biclustering. The primary objective of these algorithms is to discover only those
rows and columns, i.e., a subset of the given matrix or simply a bicluster, that exhibit
some pattern. In the literature, there are several types of biclusters that have been
defined and investigated [5–8]. Among them, constant [4], additive [6], and multipli-
cative [7] are three most commonly studied types. Examples for these three types are
shown in Table 2. In a constant bicluster all the values (along the rows or columns) are
constant. In our particular example, we show a constant-column bicluster. In an
additive bicluster, the values (along the rows or columns) are incremented by adding a
particular constant. In our particular example, we show an additive-column bicluster, in
which the column values are incremented by adding 2. In a multiplicative bicluster, the
matrix elements (along the rows or columns) are incremented with a multiplicative

Table 1. An example of an n x m gene expression matrix. An element, aij, of the matrix
represents the expression level of the i-th gene in the j-th sample.

s1 s2 .. .. sj .. .. sm-1 sm
g1 2.0 1.6 .. .. 1.5 .. .. 1.3 1.7
g2 3.0 1.9 .. .. 2.4 .. .. 2.1 2.3
. 2.2 2.6 .. .. 1.5 .. .. 2.5 2.2
gn 1.2 1.6 .. .. 1.8 .. .. 2.3 2.1

Table 2. Three commonly known biclusters.

Constant Additive 
3.2 1.6 3.6 3.9  3.2 1.6 3.6 3.9 
3.2 1.6 3.6 3.9  5.2 3.2 5.6 5.9 
3.2 1.6 3.6 3.9  7.2 5.6 7.6 7.9 
3.2 1.6 3.6 3.9  9.2 5.6 9.6 9.9 

Multiplicative 
3.2 1.6 3.6 3.9 
6.4 3.2 7.2 7.8 
12.8 6.4 14.4 15.6 
25.6 12.8 28.8 31.2 
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factor. In Table 2 we also show a multiplicative-column bicluster, in which the column
values are incremented by a factor of 2.

Various algorithms for finding different types of biclusters have been proposed in
the literature [3, 4, 6, 7] with few of them also conducting some theoretical studies on
computational complexity. In these works, several bicluster quality measures have been
examined, using methods such as value of the merit function defined for biclusters,
statistical significance of the solution measured against the null hypothesis, and com-
parison against known solutions [3, 6]. Several methods emphasize the numerical
quality of the identified biclusters, while others can incorporate existing biological
knowledge such as gene functional annotation, gene co-regulation, and sample class
membership [3]. For example, several works reviewed by Madeira and Oliveira [3]
examine the relation between biclusters and sample class memberships [7, 8]. Unfor-
tunately, it is unclear from the context on how biclusters can be used for sample class
membership prediction, or sample classification, which is our main target in this study.

3 Classification Framework

The first step in our proposed framework is to generate biclusters that will be eventually
used in our classification method. We will use A to denote the gene expression data
matrix, which is an n x m matrix, with n being the number of genes and m being the
number of samples. The entry aij records the expression level of the i-th gene in the j-th
sample. Note that the order of genes and the order of samples are (normally) arbitrary
and irrelevant in this study. Given a subset of genes I ⊆ {1, 2, …, n} and a subset of
samples J ⊆ {1, 2, …, m}, AIJ denotes the sub-matrix of A by removing genes not in
I and samples not in J.

Different from clustering (on genes or samples) which seeks for homogeneous gene
expression (across all samples or genes, respectively), biclustering performs clustering
in the two dimensions simultaneously, and thus to produce local models in contrast to
global models produced by clustering. A bicluster is defined by a pair of a gene subset
I and a sample subset J, expecting that genes in I have similar behavior across the
samples in J. The notion of “similar behavior” can be characterized in several ways [3].

In this paper, we are particularly interested in two types of biclusters: constant and
additive. A perfect constant bicluster is a sub-matrix AIJ in which all entries are equal,
that is, aij = μ, for all i ∈ I and j ∈ J. A perfect additive bicluster is a sub-matrix AIJ with
coherent values, which can be expressed as aij = μ + αi + βj, where αi is the adjustment
for the i-th gene and βj is the adjustment for the j-th sample. Clearly, a perfect constant
bicluster is a special case of a perfect additive bicluster. Although these “ideal” bicl-
usters can be found in some expression matrices, in real data, they are masked by noise.

3.1 Biclustering Methods

In this paper, we employ two algorithms, which are detailed next, for discovering two
types of bi-clusters discussed above. In their seminal work [4], Cheng and Church
defined a bicluster to have a high mean squared residue score, which is used as a
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measure of the coherence of the genes and samples in the bicluster. Given a bicluster
AIJ, set aiJ ¼ 1

jJjRj2Jaij; aIj ¼ 1
jIjRi2Iaij; and aIJ ¼ 1

jIjjJjRi2I;j2Jaij: The residue score of

entry aij in the bicluster is aij – aiJ – aIj + aIJ. The mean squared residue score of AIJ,
denoted as H(I,J), is calculated as

H I; Jð Þ ¼ Ri2I;j2J aij�aiJ�aIj þ aIJ
� �2 ð1Þ

AIJ is a δ-bicluster if H(I,J) ≤ δ for some δ ≥ 0.
Clearly, a 0-bicluster is a perfect constant bicluster. Cheng and Church proposed

several heuristic algorithms to discover δ-biclusters by removing rows and columns
from the original matrix [4]. It is worth mentioning that their proposed algorithms have
a tendency to find constant biclusters but not necessarily other types of biclusters such
as additive or multiplicative. The particular algorithm we employ in this study is the
Multiple Node Deletion (MND) algorithm, which iteratively removes genes whose

contributing residue scores (defined as 1
jJjRj2J aij� aiJ� aIj þ aIJ

� �2
) are greater than

αH(I,J), or when no such genes, only the gene with the highest such score, and samples

whose contributing residue scores (defined as 1
jIjRi2I aij� aiJ� aIj þ aIJ

� �2
) are greater

than αH(I,J), or when no such samples, only the sample with the highest such score,
until H(I,J) does not exceed δ. We denote this algorithm as MND(δ, α) for the par-
ticular pair of δ and α.

Recently, Liu and Wang proposed several algorithms for finding multiple (may be
overlapping) maximum similarity biclusters [6], which include constant and additive
ones. Given I and J, and a reference gene i* ∈ I, finding a maximum similarity bicluster
within I and J is to find a subset of genes I’ ⊆ I and a subset of samples J’ ⊆ J such that
the distances between the reference gene i* and genes in I’ are minimized. In more
details, define dij = |aij – ai*j|, and we want to discard those large dij ’s to achieve the
target bicluster. To this purpose, define the average difference as �d ¼ 1

jIjjJjRi2I;j2Jdij:
With a threshold α, a similarity matrix SIJ is defined for AIJ in which

sij ¼ 0 if dij � a�d, or otherwise sij ¼ 1�dij=a �d þ b (where β ≥ 0 is a bonus for
small dij). Define the similarity score of the i-th gene in SIJ as siJ = Σj∈J sij, the similarity
score of the j-th sample in SIJ as sIj = Σi∈I sij, and the similarity score of matrix AIJ as
sIJ = min{mini∈I siJ, minj∈J sIj}. The particular algorithm we employ in this study is the
MSB algorithm, which starts with the whole matrix A, repeatedly deletes the gene or
the sample whose similarity score is the currently smallest to obtain n + m – 1 bicl-
usters, and returns the one having the maximum similarity score sIJ while its average
similarity score �sIJ ¼ 1

jIjjJjRi2I;j2Jsij is at least γ. We denote this algorithm as MSB(γ, α,

β) for the three associated parameters.

3.2 Bicluster Generation

We use two algorithms, MND(δ, α) and MSB(γ, α, β), to generate biclusters in the
(training) dataset, in which every sample has a known class membership. (The proposed
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framework is not dependent on any particular algorithm or the type of biclusters pro-
duced by it. However, the choice of an algorithm and the produced biclusters may
influence the classification results as discussed later in Sect. 5.) For each algorithm, a
range is pre-determined for every parameter, resulting in a number of distinct settings.
First of all, we partition the expression matrix A (the training dataset) into sub-matrices
which have the same set of genes but each contains only the samples from a particular
class. (The number of such sub-matrices is equal to the number of classes in the dataset.)
Separately or together, every setting of the biclustering algorithms is run on these sub-
matrices to generate one bicluster per class.

In MND(δ, α) algorithm, δ was chosen based on a trial and error policy. With this
policy, first, we ran MND(δ, α) algorithm (with some random δ value) on the whole
dataset while noting down the residue score (H(I,J)) and the size of the generated
bicluster. When the size of the gene set in the generated bicluster was less than half of
the total number of genes, we chose that particular δ value as the initial value.
Afterwards, we ran the algorithm multiple times while incrementally decreasing the δ
value. For example, if the initial δ value for a given dataset was 700, we subsequently
ran MND(δ, α) algorithm with δ values being 600, 500, and 400, and so on. Under this
policy of parameter setting, the size of the gene set in the generated biclusters varied
from 30 % to 10 % of the total number of genes in the whole dataset. Parameter α was
kept at 1.1 throughout the experiments.

For MSB(γ, α, β) algorithm, parameters α, β and γ were chosen based on the
original recommendations [6], where the authors suggested that α ∈ [0.2, 0.4], β ∈ [0.0,
0.5] and γ ∈ [β + 0.7, β + 0.9]. We tried α = 0.3, 0.4 and fixed β at 0.4 and γ at 1.2. With
these settings the sizes of the gene sets of the generated biclusters varied from 20 % to
8 % of the total number of genes in the whole dataset. For each setting of (γ, α, β),
(a maximum of) 5 reference genes were randomly selected from the gene pool.

3.3 Distance Calculation

The generated biclusters are considered as important and the genes in them are believed
to strongly correlate to the sample classes. We take all the genes included in these top
quality biclusters for calculating distances between a testing sample and the sample
classes in the training dataset. Assume these genes form a set I and the training sample
set is J. For each sample j ∈ J, the distance between testing sample s and sample j is
calculated as the normalized L1 distance using gene set I:

dL1 s; jð Þ ¼ 1
jIjRi2I ais� aij

�� �� ð2Þ

Note that a sample not in J has no distance to testing sample s. The distance
between testing sample s and a sample class is defined as the average distance over all
the samples in the class which have distances to s. The above L1 distance can be
substituted by other distance measures such as the Euclidean distance.
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3.4 Classification and LOOCV Accuracy

Given all the discovered biclusters which define the gene set used in the distance
calculation, whenever a testing sample arrives, we can calculate its distance to every
sample class in the (training) dataset. The label of the closest class to the testing sample
is taken as the predicted class label for the testing sample. In our experiment, we adopt
the leave-one-out cross validation (LOOCV) scheme to calculate the classification
accuracy. With each iteration, one sample is selected as the testing sample whose class
membership is blinded to the classifier. Using the rest of the samples, biclustering
algorithms are run to generate the target biclusters and the subsequent genes used in the
distance calculation. One correct prediction is arrived when the predicted class label is
the same as the true one. The LOOCV scheme iterates through all samples and the
percentage of correct predictions is the LOOCV classification accuracy.

4 Experimental Results

4.1 Overview

All experiments were conducted in Matlab environment. We have implemented both
algorithms, MND(δ, α) and MSB(γ, α, β), ourselves and thoroughly tested their cor-
rectness. For example, using the same datasets in their original paper, our implemented
algorithms were tested on to generate biclusters, which were compared to the biclusters
generated by the original authors. A test case is considered successful only if these two
sets of biclusters matched with each other. The correctness is guaranteed by 100 %
matching results in several test cases.

Afterwards, complete LOOCV sample classification was performed, using these
two algorithms on several real cancer gene expression microarray datasets, for either
diagnosis or prognosis purpose. In addition to the results of the two individual algo-
rithms, we include results for a combination of the two algorithms which we refer to as
MND + MSB. In this schema, biclusters are first generated using MND and MSB
algorithms independently. The average distance is then computed as defined in
Sects. 3.3 and 3.4 based on those biclusters (as discovered by MND and MSB algo-
rithms) to determine the class membership.

The classification accuracies were reported and compared to the previously
achieved best accuracies on the individual datasets.

4.2 Cancer Gene Expression Datasets

We have used 4 cancer diagnosis datasets and 4 prognosis datasets in our experiments,
listed as follows.

Diagnostic Datasets. AML-ALL Leukemia dataset [9] consists of 72 samples in two
classes: acute lymphoblastic leukemia (ALL) and acute myeloid leukemia (AML). The
gene expression levels were measured using Affymetrix high-density oligonucleotide
arrays containing 7,129 probes (from 6,817 human genes), 47 samples of ALL (38 B-
cell ALL and 9 T-cell ALL) and 25 samples of AML. After filtering the dataset
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contains 3,571 genes. An LOOCV classification accuracy of 98.60 %, which is pre-
viously the best known, has been achieved on this dataset [10].

Lung Cancer dataset [11] is used for classification between malignant pleural
mesothelioma (MPM) and adenocarcinoma (ADCA) of the lung. There are 181 tissue
samples (31 MPM and 150 ADCA), on 12,533 genes. We do not have any known
LOOCV result on this dataset.

The Brain tumor dataset consists of 50 high-grade glioma samples of which 28 are
glioblastomas and 22 are anaplastic oligodendrogliomas [12]. Glioblastomas and
anaplastic oligodendrogliomas samples are further classified into classic and non-
classic tumors (14 and 14, 7 and 15, respectively). This dataset contains 12,625 genes.
The best ever achieved LOOCV classification accuracy on this dataset is 80 % [13].

The Carcinomas dataset (U95a GeneChip) contains 174 samples in 11 classes:
prostate, bladder/ureter, breast, colorectal, gastroesophagus, kidney, liver, ovary,
pancreas, lung adenocarcinomas, and lung squamous cell carcinoma, which have 26,
8, 26, 23, 12, 11, 7, 27, 6, 14, and 14 samples, respectively [14]. Each sample originally
contained 12,533 genes. We preprocessed the dataset as described in Su et al. [14] to
include only those probe sets whose maximum hybridization intensity is ≥ 200 in at
least one sample; subsequently, all hybridization intensity values ≤ 20 were raised to
20, and the values were log transformed. After preprocessing, we obtained a dataset of
9,183 genes. The best ever achieved LOOCV classification accuracy on this dataset is
93.6 % [13].

Prognostic Datasets. Breast Cancer (training) dataset [15] contains 78 patient samples,
34 of which are from patients who had developed distance metastases within 5 years
(labeled as relapse), the rest 44 samples are from patients who remained healthy from
the disease after their initial diagnosis for interval of at least 5 years (labeled as non-
relapse). The original dataset contains 24,481 genes. Our version of dataset contains
only 23,625 genes and 32 relapse samples and 44 non-relapse samples. The authors
applied a selection scheme on genes and constructed a classifier based on the corre-
lation coefficient to good prognosis templates and poor prognosis templates. The
achieved LOOCV classification accuracy on this dataset is 73 %.

AML-Leukemia is a subset of the above described AML-ALL Leukemia dataset
[9], which contains 7,129 probes (from 6,817 human genes) and 15 samples of AML. 8
treatments failed and the other 7 were successful. There is no LOOCV result for this
dataset.

Central Nervous System dataset [16] is used to analyze the outcome of the treat-
ment. Survivors are patients who are alive after treatment whiles the failures are those
who, unfortunately, succumbed to their disease. The dataset contains 60 patient sam-
ples, 21 are survivors and 39 are failures, on 7,129 genes. The authors selected a subset
of genes to construct a KNN-classifier and achieved a LOOCV accuracy of 78 %.

Prostate Cancer dataset [17] for prediction of clinical outcome contains 21 patients
were evaluable with respect to recurrence following surgery with 8 patients having
relapsed and 13 patients having remained relapse free (non-relapse) for at least 4 years.
The dataset contains 12,600 genes. The authors selected a subset of genes to construct a
KNN-classifier and achieved a LOOCV accuracy of 90 %.
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4.3 LOOCV Classification Accuracies

Table 3 summarizes our results. The size column records the size of an individual
dataset using the number of genes and the numbers of samples in all the classes. On
each dataset, the previously best classification accuracy, to the best of our knowledge,
is added for comparison purpose. We have three LOOCV classification accuracies, by
only MND(δ, α) algorithm, by only MSB(γ, α, β), and by both of them jointly.

On six of the eight datasets for which we know the previously best LOOCV results,
4 of them are updated by our proposed method (in bold in Table 3). In particular, on the
Carcinomas dataset, the detailed prediction results by MSB(0.3, 0.45, 1.2), using three
randomly chosen reference genes, on all the classes are recorded in Table 4, where the
correct predictions are in bold.

On the Breast Cancer dataset, our method performed competitively, 71.05 % versus
73.0 %. On the last Central Nervous System dataset, our method did not perform
satisfactorily. It is worth noting that the small Leukemia-AML prognostic dataset was
considered challenging for computational prognosis previously [9]. Our method
achieved the perfect result on this small dataset. Overall, these results show the
effectiveness of our proposed classification method.

Table 3. The LOOCV classification accuracies achieved by our bicluster-based methods
compared with the previously achieved best accuracies, on the eight cancer gene expression
microarray datasets. The bold ones are the currently best LOOCV classification accuracies.

Dataset Prev. Best Our Accuracies (%)
Name Size Accuracy (%) MND MSB MND + MSB

ALL-AML
Leukemia

3,371 x
{47, 25}

(Cai et al., 2006)
98.60

97.22 98.66 97.22

Lung Cancer 12,533 x
{150, 31}

– 88.95 84.53 88.95

Brain Tumor 12,625 x {14,
14, 7, 15}

(Cai et al., 2007)
80.00

88.00 92.00 88.00

Carcinomas 9,183 x {26,
8, 26,. ..}

(Cai et al., 2007)
93.60

91.95 96.55 91.95

Breast Cancer 23,625 x
{32, 44}

(van’t Veer
et al., 2002)
73.00

53.94 71.05 53.94

Leukemia-
AML

7,129 x
{8, 7}

– 100.0 100.0 100.0

Central
Nervous
System

7,129 x
{39, 21}

(Pomeroy et al.,
2002) 78.00

40.00 53.33 40.00

Prostate
Cancer

12,600 x
{8, 13}

(Singh et al.,
2002) 90.00

80.95 95.23 80.95
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5 Discussion

In the past several years, many sample classification algorithms have been proposed,
most of which deal with the dimensionality issue (that is, tens of thousands of genes
versus only tens of samples) through a step called gene selection. Essentially, various
mechanisms have been set up to identify the most discriminatory genes, which express
substantially different under different conditions, followed by classifier construction
based on the selected genes.

Our classification method based on discovered biclusters may also be regarded as
one of the kind, in that our selected genes are those that are included in the discovered
biclusters. Nevertheless, our “gene selection” is very different from the existing ones in
principle. Within the biclustering context, we partition the whole expression matrix into
submatrices such that each contains only those samples in one sample class. The
employed biclustering algorithms uncovered those genes that strongly correlate to the
class. Therefore, using them in distance calculation is adequate and when the testing
sample does belong to the particular class, the distance is expected to be small, or large
otherwise.

5.1 Using Class-Dependent Genes Only

We have also tested the distance calculation between the testing sample and a particular
class by using only those genes that are included in the biclusters generated for that
class. The intention was similar in that when the testing sample belongs to this class,
the calculated distance is expected small, or large otherwise. However, the computa-
tional results show that such a scheme is inferior, though not much, to the scheme of
using all the occurring genes in the distance calculation. We thus chose not to report
this set of results.

Table 4. The detailed prediction results by MSB(0.3, 0.45, 1.2), using three randomly chosen
reference genes, on all the classes in the Carcinomas dataset, where the correct predictions are in
bold.

# Samples P BU B C G K LI O PA LA LS

Prostate (P) 26 26
Bladder/Ureter

(BU)
8 8

Breast (B) 26 1 1 23 1
Colorectal (C) 23 23
Gastroesophagus

(G)
12 11 1

Kidney (K) 11 11
Liver (LI) 7 7
Ovary (O) 27 1 26
Pancreas (PA) 6 6
Lung Adeno. (LA) 14 14
Lung Squamous

(LS)
14 1 13
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5.2 The Number of Biclusters

For each class, MND(δ, α) algorithm generated only one bicluster, and MSB(γ, α, β)
algorithm generated no more than 5 biclusters. The percentage of genes occurring in
these biclusters is roughly 30 % to 8 % of the total number of genes in the whole
dataset. We have also tested to generate many more biclusters by changing the
parameter setting, and then to select a few of them for distance calculation. It turned out
that the latter did not perform better, while increasing the complexity.

5.3 The Size of Dataset

Most of the running time was consumed by the biclustering algorithms. The problem
became more severe with increasing dataset size. With the tens of thousands of genes,
the bottleneck is the class size, i.e., the number of samples in the particular class. We
experienced some delays on several datasets, such as the diagnostic Lung Cancer
dataset and the prognostic Breast Cancer dataset, of which the class sizes are relative
large. Note that in the LOOCV scheme, the biclustering algorithms were run for a huge
number of times. For example, on the diagnostic Lung Cancer dataset, each algorithm
was run for 150 times on a dataset of size 12,533 × 149 and for 31 times on a dataset of
size 12,533 × 30. When the class sizes are all relatively small, such as the diagnostic
Carcinomas dataset (9,183 genes, the maximum class size is 27), the computation was
quickly done.

6 Conclusion

In this paper, we presented formally a sample classification framework using the dis-
covered biclusters. The extensive experiments demonstrated that the top ranked con-
stant biclusters generated by two previously proposed algorithms can be taken
advantage for the sample classification purpose. As a byproduct, the results demon-
strated that sample classification accuracy can serve as an effective and biologically
meaningful measurement for the bicluster quality, contrast to previously proposed
measures that largely look at the numerical aspects matching to the bicluster defini-
tions. Our proposed sample classification method is a generic framework, in that any
biclustering algorithms for finding various types of biclusters can be plugged in.

Some of our future work subjects include investigating which type(s) of biclusters
are more helpful for cancer diagnosis and prognosis purposes, better criteria for bi-
cluster selection, better use of the genes included in the selected biclusters, a substantial
comparative study to other most advanced classification algorithms, and the limit of our
framework in terms of the dataset class number.
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Abstract. Graphics Processing Units (GPUs) are used together with
the CPU to accelerate a wide range of general purpose applications or
scientific computations. The highly parallel architecture of the GPU con-
sists of hundreds of cores optimized for parallel performance. Applica-
tions taking benefit of the GPU architecture have to be implemented
according to the GPU parallel concept. An algorithm which follows a
sequential work flow, has to be redesigned to achieve good performance
on the GPU device. DenStream is a recent stream clustering algorithm
that consists of two main parts. The online part summarizes data from
the data stream, and builds micro clusters, while the offline part gener-
ates the final clustering using density-based clustering. In this work, we
present a GPU-based efficient implementation of DenStream called (G-
DenStream). G-DenStream is faster than DenStream, especially when
the dimensionality of the streaming dataset increases, while keeping the
quality of the reflected clustering as it is. The implementations in this
work achieve palatalization of both online and offline parts and test the
performance and the utilization on the GPU.

Keywords: GPGPU · Stream clustering over GPU · Parallel stream
mining · Density-based stream clustering · G-DenStream

1 Introduction

Graphics processing units (GPUs), primarily designed for graphics application
acceleration, are nowadays frequently used for general purpose computation.
General-purpose computing on graphics processing units (GPGPU) gives the
opportunity to use the high computation power and strong parallel architec-
ture of the graphic coprocessor in combination with the host (the CPU). GPUs
have become interesting for computing different tasks also outside the graphical
domain, because of the good price-performance ratio, high fast memory transfer
bandwidth and computation parallelism.
c© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 441–453, 2014.
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There are a lot of solutions presented using GPUs in different scientific
domains [6], like statistical physics, bioinformatics [7], segmentation, anti-virus
software [12], audio signal processing etc., achieving substantial speed up against
the homogenous CPU design and implementation.

Graphics Processing Units (GPUs) were primarily developed for a fast image
rendering and a high performance computation required in computer graphics.
As the image output in computer graphics is built on discrete grids, each grid
element’s output value needs to be computed as function of geometric and color
arguments. Since no data dependency between the computations exists, all of
them can be performed in parallel. This strategy of parallel computing achieves
high performance building the graphical output. Another major goal of develop-
ing a separate device which is dedicated to graphical computations, is to reduce
the CPU work load. Nowadays the GPU is a common part of the PC architec-
ture, acting as a co-processor which is placed on a separate card and equipped
with a dedicated memory. Using GPU devices for general purpose computations
is motivated by the parallel architecture of the GPU, which offers high memory
bandwidth and processing power at a low cost, and extends the host architecture
using a powerful co-processor and high speed memory. In the data mining field,
many problems deal with huge data sets in high time and space complexity. Data
stream clustering processes evolving objects in the time data stream. The data
stream delivers new data, which changes constantly the cluster distribution. A
challenging aspect for data stream clustering algorithms is to process the new
input data once only. An efficient memory management is required due to the
fact that data streams are significantly bigger than the available memory on
the most existent platforms. These issues were considered in a recent density-
based stream clustering algorithm called DenStream [2], that lacks however to
efficiency when handling huge data sets.

Motivated by the high performance of a data mining applications using the
GPU, DenStream [2] is redesigned and integrated into a GPU scheduling environ-
ment. Our algorithm, called G-DenStream for a Gpu-based DenStream, presents
a new parallel approach using the heterogeneous environment scheduling system
for gaining speed ups in cases of clustering complex streaming high dimensional
data. G-DenStream should not compromise the correctness and quality of the
original DenStream, but should optimize it for GPU computing.

The remainder of this paper is organized as follows: Sect. 2 discusses some
of the available related work. Section 3 explains the design concepts used for
developing our G-DenStream algorithm, while Sect. 4 explains the two variants
of the G-DenStream algorithm. Section 5 lists some of the experimental results
we got after evaluating our algorithm. Section 6 concludes this paper with an
outlook.

2 Related Work

In the related work we will talk about two main areas. First, we will explain
in some details the DenStream [2] algorithm since it is the main algorithm that
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we build above while developing G-DenStream. Then, we talk about some avail-
able attempts to implement GPU-versions of known static or stream clustering
algorithms.

2.1 DenStream Stream Clustering Algorithm

A data stream is a continuous data sequence without length limitation, contain-
ing (d, t)-tuples where d is a data record, and t a timestamp. DenStream is a
data stream clustering approach, presented in [2]. DenStream uses exponentially
fading function f(t) = 2−λt, λ > 0 to reduce the weight of the old data records
in the time. Adjusting the value of λ, the importance of the historical data is set
lower for higher λ value. Since the length of the data stream is theoretically infi-
nite, not all arriving data points can be stored in the memory. In practice, even
for finite data streams the stream data size can exceed the available memory.

DenStream uses micro clusters as summary representation for a group of
close data points. The representation defines a spherical region in the data set
with center c, radius r < ε and weight w. The micro clusters evolve with the time
by the new data, changing w, c and r. At time t, the weight of the micro cluster
is defined as the sum over the weights of the included points at the moment t.
A threshold β.minPts defines the type of the micro cluster. Micro clusters with
w ≥ β.minPts are potential micro clusters and are grouped together to form
the final clusters using DBSCAN. Micro clusters with w < β.minPts are outlier
micro clusters which are not dense enough at the current time. A very important
property of the micro clusters is that they can be maintained incrementally.
Adding new point to the micro cluster or fading by the fade function f(λ) does
not require recomputation of the micro cluster using the data of each single point
in the micro cluster. When using this property, the stream data is processed only
once, extracting the required features without saving each point in the memory
for further use.

The incremental maintenance property of the micro clusters is achieved by
storing the weighted linear and the weighted squared sum of the points in the
micro cluster. For a micro cluster summarizing n points p1, p2, . . . , pn, with time
stamps T1 < T2 < · · · < Tn and considering the fading function f(λ), the linear
sum at time t is CF1 =

∑n
i=1 f(t − Ti)pi. The weighted squared sum for the

same micro cluster is CF2 =
∑n

i=1 f(t − Ti)p2i .
Using CF1, CF2 and w as the features defining a micro cluster mc =

{CF1, CF2, w}, a merge of a new point p is realized modifying mc to mc =
{CF1+ p,CF2+ p2, w +1}. Fading out a micro cluster for an interval δt is per-
formed using the transformation mc = {CF1.2−λδt, CF2.2−λδt, w.2−λδt}. The
radius and center of a micro cluster, used in the DenStream algorithm are com-
puted each time from the features CF1, CF2 and w. The DenStream algorithm
allows a micro cluster to change its type or fade completely out and disappear.
The period Tp = � 1

λ log ( βμ
βμ−1 )� determines how often a micro cluster should be

checked whether it has faded out into being outlier. Thus, if some outlier micro
cluster’s weight w, at time t ≥ k.Tp for k ≥ 1, is w < ξ(t, t0) = 2−λ(t−t0+T p))−1

2−λT p−1
the micro cluster can be discarded.
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Fig. 1. DenStream and Micro cluster types

The DenStream clustering algorithm consists of two major parts, indicated
also in Fig. 1:

Online part. This part of the algorithm is responsible for the micro cluster
maintenance. The maintenance includes merging new data, creating new
micro clusters and fading the existing micro clusters.

Offline part. In the offline part the final clustering is generated, clustering the
potential micro clusters using DBSCAN. It is started upon a user request.

2.2 GPU Implementations of Clustering Algorithms

Different data mining approaches applied over the GPU have focused on perfor-
mance gain using the GPU. One data stream solution using OpenCL is presented
in [4]. The authors presented some methods for memory and work group size
optimization for the clustering algorithm used, based on k-means. To save and
reuse device memory the presented solution processes the problem domain in
portions, optimizing the memory rakes size automatically for the hardware plat-
form used. Different to [4], our algorithm G-DenStream deals with the more
complex and the more accurate density-based stream clustering problem. Static
clustering huge datasets, using GPUs and implemented with CUDA is discussed
in [14]. The presented method uses asynchronous data transfers between the host
and the device to perform the data copy, for a data block. Each data block is
part of the data set which is too big to fit completely within the GPU’s dedi-
cated memory. Another works like [8,9], also focus on gaining speed ups against
the CPU clustering version performing in parallel multiple distance computa-
tions required in the k-means clustering algorithm. Generally the most cluster-
ing applications using the GPU are based on k-means as a clustering algorithm.
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In [5], memory access optimization of different OpenCL kernel are evaluated dis-
cussing k-means and GPGPU. In contrast to previous solutions, G-DenStream
is dealing with streaming data. By definition, in DBSCAN [3], the clusters are
collected point by point in levels, and expanding the edge of the cluster requires
the whole computation of previews layer before proceeding to the next one. This
feature is the key problem in the parallelization of DBSCAN. There are two
interesting works which tried to overcome that are [1,11] by handling the prob-
lem in two different ways. Reference [1] starts multiple instances of DBSCAN
and summarizes the results. The idea is presented in [1], using density chains
defined as connected but not maximal dense regions. This method has relatively
high memory consumption and uses functions with divergence program flow on
the GPU. The strategy implemented in G-DenStream in the offline part fol-
lows a similar strategy to [11], when running only the time consuming part of
DBSCAN. The similarity queries used for calculating the distances between the
data points are executed in parallel on the GPU. This design decision ensures
GPU task with low divergence and excellent parallelism, which yields a better
exhausting of available resources. A content based similarity query GPU imple-
mentation is presented in [10]. This work shows efficient computation of the
SQFD (Signature Quadratic Form Distance) using a GPU device managed by
scheduling environment. The SQFD distance function is more complicated than
the Euclidean distance used in the similarity queries for DenStream and shows
good utilization and performance on the GPU.

3 Designing the G-DenStream Algorithm

The GPU computation follows a paradigm in which a massive data volume is
processed in parallel for each data unit. An important constraint which cannot
always be satisfied is that no dependency between the data units should exist to
allow parallel processing. In this section, the main tasks used in the online and the
offline parts are introduced. The left side of Fig. 2 shows the original DenStream
algorithm (Sect. 2.1). On the right side, the corresponding G-DenStream tasks
are marked. The diagram shows one iteration flow of the main program loop
started for each point of the data stream.

3.1 The Online Part of G-DenStream

The online part of DenStream is executed for each new point arriving from the
data stream. The part of the online phase of DenStream that collects the data
to support the merge decision, is referred to as the candidate task in the com-
putation. On the GPU device, all the distances between the new data point
and the existing micro clusters’ centers can be computed in an efficient parallel
way. Each distance calculation is independent from the rest of the micro clusters.
This allows starting as many instances of the distance computation kernel
(threads) as micro clusters available, and running them in parallel on the GPU
device. We extend the kernel function to compute also the new radius of a micro
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Fig. 2. From a sequential DenStream to a parallel G-DenStream design.

cluster caused by merging the new point, this kernel delivers all the data required
for the merge decision in form of two vectors of length n, where n is the cur-
rent number of micro clusters. To allow efficient memory accesses in the kernel
function, all micro clusters are managed in one data structure, using a global ID
in the kernel execution. The kernel function is started with a compute sub-task.
The whole candidate task consists of a copy sub-task, transferring the new data
to the device, the compute sub-task, and another copy sub-task that copies the
results to the host. The online part is also responsible for fading out the old micro
clusters, to give less importance exponential to old data. In practice, fading out
is realized by multiplying the micro cluster’s features CF1, CF2 and w with
the fade factor described in Sect. 2.1. For the micro cluster that will include the
current point, the multiplication is executed whenever the point is merged to it.



Parallel Implementation of a Density-Based Stream Clustering Algorithm 447

This ensures that the micro cluster fades out for the time period between the
last and the current merge actions. This type of fade out is considered as implicit
fade out, and is a part of the merge operation. However, only one micro clus-
ter is updated with the current point. Thus, a separate fade task, independent
from the merge is defined in the implementation part, to ensure that each micro
cluster will fade out at most after a period Tp introduced in Sect. 2.1. The fade
task also checks all the micro clusters for the minimum weight bound to keep
them as potential or outlier micro clusters, following a special method of Den-
Stream. We name this method the downgrade method in Line 11 of Algorithm 1.
According to this method, potential micro clusters change into outlier, and out-
lier whose weight is below the lower bound can be deleted. The fade task can also
be executed in parallel for all micro clusters. Unlike the fade and candidate, the
merge operation is characterized by a divergent program flow and a concurrent
memory access. For this reason, the merge part is not as optimally parallelized
as the fade and candidate parts. The divergent program flow is caused by the
decision part of the merge, which acts different to the cases of merging and cre-
ating new micro clusters. Even if some equal approach for both cases is assumed,
that uses a dedicated data structure for this purpose, only one micro cluster can
be updated without memory access conflicts or memory transfer overhead at a
time. Resolving the divergence problem, results with a bad utilization or a high
memory transfer overhead is caused. The other problem is the concurrent mem-
ory accesses generated by scanning the result vectors from the candidate task
when searching for the minimum distance values of potential and outlier micro
clusters.

By facing these problems, two different strategies of G-DenStream are pre-
sented and evaluated in the following section:

1. Solution A is to run the different task types on the suitable device, performing
the merge on the CPU and the candidate and fade on the GPU.

2. Solution B, to start the merge also on the GPU. Although this task is not opti-
mal, but we want to benefit from saving the memory transfers, by localizing
as much calculation as possible on one device.

3.2 The Offline Part of G-DenStream

The offline part of DenStream algorithm runs a slightly modified version of the
original DBSCAN over the current micro clusters. Shortly, we adopt in the offline
pat a modified version of the implementation mentioned in [11].

4 Implementing the G-DenStream Algorithm

Two different implementations of G-DenStream are presented in this section. In
both of them, the input data stream is read from file, where the sequence of lines
in the file corresponds to the order of data points (represented by that line) in
the stream. The program parameters are also stored in file, to allow saving the
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different test configurations. The stored parameters are the DenStream parame-
ters λ, ε, β and MinPts, but also the period of output request Rp, page size for
the memory paging and other implementation specific arguments. The third file
required is the initialization file, which contains a subset of the data set for the
initialization phase of G-DenStream according to the original algorithm. In both
versions presented, the initialization is performed on the CPU.

The output is generated as a series of files, according to the run configuration.
It includes the micro clusters, detected in the stream and the final clustering
from the offline part. The user can adjust the period of output requests Rp. For
example, when setting the request period of 1000, the output with the clustering
will be generated every 1000 data records.

4.1 First Implementation: Solution A

The first version of G-DenStream utilizes the CPU and the GPU using asyn-
chronous task starts and joins, performing parallel on both devices. The data
structure is based on serialized feature vectors stored in the shared host memory
and a copy on the GPU device memory. Having two redundant copies of the
micro cluster data causes some overhead, but is necessary, since one part of the
algorithm runs on the host and another part on the GPU device. Solution A (cf.
Algorithm 1) keeps this overhead as small as possible, by performing incremental

Algorithm 1. Pseudocode of the host program of Solution A
Data: Rp, DataStream, λ, ε, β, MinPts
Result: Clustering

1 initialization();
2 forall the p ∈ DataStream do
3 if request(Rp) then Request.reset; Request.start;
4 CandidateTask(p).reset;
5 CandidateTask(p).start;
6 CandidateTask(p).join;
7 if fadePhase(λ) then fade.reset; fade.start;
8 Scan(CandidateTaskResult);
9 if fadePhase(λ) then fade.join;

10 merge(p);
11 downgradeMCs(β, MinPts);
12 if request(Rp) then
13 Request.join;
14 Request.DBSCAN; Request.output;

15 end
16 if MicroClusters >= MemRange then expandMemRange();

17 end
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updates only over part of the data copy and running the big memory transfer
tasks in background in parallel to other computations.

4.2 Second Implementation: Solution B

There are three major problems in Solution A: (1) The high memory transfer
volume, (2) the high number of starting tasks, which causes a big scheduling time
overhead and (3) the processing of only one point per iteration and time unit in
the main program loop. There is a relationship between the high number of tasks
and the manner of data stream processing. Since only one point is merged per
program loop, the application needs a high number of loops to manage the data
stream. For each iteration several tasks are used, which will have in consequence
a task scheduling overhead.

Using the three tasks from the online and offline part of Solution A of G-
DenStream, one of the following four task compositions is started in each host
program loop within Solution B (cf. Algorithm 2):

Algorithm 2. Pseudocode of the host program of Solution B
Data: Rp, DataStream, λ, ε, β, MinPts, pps
Result: Clustering

1 initialization();
2 forall the p ∈ DataStream do
3 build packageOfPoints();
4 if packageOfPoints.size() == pps then
5 if request(Rp) then
6 if fadePhase(λ) then
7 C4.run();
8 else
9 C3.run();

10 end
11 Request.DBSCAN();
12 Request.output();

13 else
14 if fadePhase(λ) then
15 C2.run();
16 else
17 C1.run();
18 end

19 end

20 end
21 if MicroClusters >= MemRange then expandMemRange();

22 end
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C1: Start, join and reset the CM-task (candidate and merge). In this case the
new data is transferred to the device using a copy sub-task, followed by a
compute sub-task and another copy sub-task, returning the memory state
of the device.

C2: Start, join and reset the FCM-task (fade, candidate and merge), also con-
sisting of three sub-tasks: copy, compute and copy.

C3: Start, join and reset the CM-task, followed by start, join and reset of the
task supporting the offline phase of DenStream.

C4: Start, join and reset the FCM-task, followed by start, join and reset of the
task supporting the offline phase of DenStream.

5 Experimental Evaluation

To compare both G-DenStream implementations presented in Solution A and
Solution B with the original DenStream algorithm, DenStream was also imple-
mented over the CPU only. The clustering results from the different implementa-
tions are verified using synthetic and real data sets. Since all three implemented
algorithms deliver identical results, we can concentrate on the performance eval-
uation and characteristics of the different GPU variants.

5.1 Hardware Environment

All tests are performed on a Fedora 17 Linux PC with a Quad-Core-CPU
Intel(R) Core(TM) i5-3550 CPU @ 3.30 GHz and 4 GB RAM. The test platform
is equipped with an AMD Radeon HD 7870 GPU, with the following techni-
cal specifications: 1000 MHz Engine Clock, 2 GB GDDR5 Memory, 1200 MHz
Memory Clock (4.8 Gbps GDDR5), 153.6 GB/s maximal memory bandwidth,
2.56 TFLOPS in Single Precision, 20 Compute Units (1280 Stream Processors),
256-bit GDDR5 memory interface, PCI Express 3.0× 16 bus interface and an
OpenCL(TM) 1.2 support.

5.2 Datasets

One synthetic and another real data set are used to test the quality and perfor-
mance of the clustering algorithms implemented in Solutions A and B, compared
with the CPU implementation of DenStream. The synthetic data set is from [13]
and includes 31 synthetically generated clusters. The data in each cluster is nor-
mally distributed around the center of the cluster. The data set contains 3100
two dimensional points.

Further performance analysis of G-DenStream is tested on a real data set.
The Physiological Data Modeling Contest at ICML 2004 data set is a collection
of activities which was collected by test subjects with wearable sensors over
several months. The dataset consists of 720792 data objects, each data object
has 15 attributes and consists of 55 different labels for the activities and one
additional label if no activity was recorded. We picked 9 numerical attributes.
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Fig. 3. (a) Running time distribution for the different implementations of G-DenStream
using the synthetic dataset (seq. is the sequential DenStream), (b) Solution B compared
to the sequential DenStream using the ICML data set

5.3 Experimental Results

All the time measurements include the total execution time of DenStream, con-
taining the initialization phase, stream processing and the request response every
Rp points.

Figure 3(a) compares the sequential DenStream with both G-DenStream vari-
ants A and B, using the synthetic data set. Solution A runs significantly slower
than all other designs, heavily loaded by the host side part of the algorithm and
by the memory transfers. The host side part of the algorithm starts multiple
tasks per merged point and causes a time overhead, which cannot be compen-
sated by the optimal kernels running only 71 ms of the whole program running
time. Combining multiple kernels to reduce the task starts in Solution B, shows
positive impact for the summarized program running time, but a negative impact
over the total kernel time. This effect is caused by the merge action which is
sequentially executed in one instance of the kernel execution. The thread per-
forming the merge runs longer then the other kernel instances and slows down
the synchronization for the next point processing.

The next experimental evaluation in Fig. 3(b) is performed with the high
dimensional data set used in the Physiological Data Modeling Contest at ICML
2004. Solution B, executed with Rp = 100 performs faster than the sequential
DenStream. For such a big data set, the offline part computation for a high
dimensional data, generates a significant CPU load in the sequential version
of DenStream. The same computation runs efficiently on the GPU using G-
DenStream, by reducing the CPU load and running in parallel with other GPU
tasks, and thus exhausting the underlying resources.

6 Conclusion and Future Directions

In this paper, we presented two variant GPU-based implementations of the den-
sity based clustering algorithm G-DenStream. DenStream was redesigned to meet
the characteristics and special design requirements of the parallel GPU architec-
ture. The fade, candidate and intersects task were defined and implemented in a
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parallel way for the GPU. Solution A differs from B by the merge task. Solution
B performed better including the merge part of DenStream in the GPU kernel,
and saves task starts and memory transfers between the host and the device.

In the future, we would like to further optimize G-DenStream to additionally
exhaust the available resources. One optimization method for Solution B could
be the transformation of the merge routine to perform also in parallel. This
change will allow the merging of more than one point by parallel threads, instead
of one point per compute task and sequentially.

Acknowledgments. This work has been partially supported by the UMIC Research
Centre, RWTH Aachen University, Germany.
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Abstract. Zero-suppressed decision diagrams (ZDDs) are a data struc-
ture for representing combinations over item sets. They have been applied
to many areas such as data mining. When ZDDs represent large-scale
sparse datasets, they tend to obtain an unbalanced form, which results
performance degradation. In this paper, we propose a new data structure
three-way indexing ZDD, as a variant of ZDDs. We furthermore present
algorithms to convert between three-way indexing ZDDs and ordinary
ZDDs. Experimental results show the effectiveness of our data structure
and algorithms.

Keywords: ZDD · Zero-suppressed binary decision diagram · Ternary
search tree · Membership query

1 Introduction

Combinations over item sets are a fundamental notion. Computational prob-
lems concerning combinations naturally arise in many fields of computer science.
Recently, finding useful information from large-scale datasets has been exten-
sively studied in data mining research [1]. Some of these datasets can be regarded
as sets of combinations, such as transaction databases. To solve combinatorial
problems efficiently, it would be helpful to have an efficient representation for
sets of combinations.

A zero-suppressed binary decision diagram (ZDD in short) indexes and stores
combinations as a directed graph [2]. A ZDD is a compressed representation
in the sense that it can be obtained from a binary search tree by reducing
irrelevant nodes and sharing equivalent subgraphs. This makes it space-efficient.
Furthermore, there are efficient operations to manipulate sets of combinations
over ZDDs; among the operations efficient on ZDDs are union, intersection, and
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set difference. As on binary search trees, membership queries can be answered
by traversing a path from the root.

ZDDs have many applications. In many data mining tasks, generating inter-
esting patterns such as frequent itemsets from datasets plays an essential role.
Minato et al. proposed a technique to output such generated patterns as a
ZDD [3] in a compact form. Minato further proposed various algorithms to
extract interesting structural information hidden in the output ZDD [4–6]. Such
algorithms are also important in practical data mining applications. See [7–9]
for other applications of ZDDs.

ZDDs can efficiently represent sets of combinations, but ZDDs do not always
achieve very good performance in practice, particularly for large-scale sparse
datasets. If we represent such datasets using ZDDs, the height of a ZDD grows
as large as the total number of items, and the depth of recursive operations also
becomes very large. Thus, ZDD operations that depend on path lengths are usu-
ally not very efficient for large-scale sparse datasets. For this, Minato proposed
Z-skip-links [10], a technique to reduce the depth of recursion by adding one link
per ZDD node. Since large-scale sparse datasets are important in practice, it is
important to develop techniques to compensate for the drawbacks of ZDDs.

In this paper, we present an alternative solution to the path length problem
described above. We propose a new data structure, three-way indexing ZDD (3-
way ZDD), which is a variant of a ZDD. This data structure is a useful combina-
tion of the ternary search tree considered in [11] and the ZDD-based compression
technique. As mentioned in [11], a node in a ternary search tree represents a sub-
set of vectors by a partitioning value and three vector references: one to lesser
elements, one to greater elements (as in a binary search tree), and one to equal
elements; equal elements are then processed on later fields (as in tries). For per-
formance reasons, the partitioning value is chosen as either randomly or from
an estimated median. Our idea is to compute the true median, for which com-
binations are uniquely represented by a ternary search tree, and then to reduce
nodes by sharing all equivalent subgraphs in the ternary search tree. Note that
computing the true median is necessary because otherwise it would be possible
to have distinct subgraphs representing the same set of combinations; such sub-
graphs cannot be shared. We refer to the graph obtained from a ternary search
tree by use of the true median as a 3-way ZDD. We present algorithms to con-
vert between 3-way ZDDs and ordinary ZDDs. We expect that these algorithms
will be useful because 3-way ZDDs and ordinary ZDDs have complementary
strengths; this is discussed in Sect. 4. In this paper, we experimentally show the
effectiveness of our data structure and algorithms.

The paper is organized as follows. In Sect. 2, we introduce basic definitions
and results of ZDDs. In Sect. 3, we propose and define three-way indexing ZDDs.
In Sect. 4, we discuss advantages and disadvantages of 3-way ZDDs and then
present algorithms to convert between 3-way ZDDs and ordinary ZDDs. In
Sect. 5, we present experimental results. Section 6 concludes the paper.
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2 Preliminaries

2.1 ZDDs

A ZDD [2] is a graph-representation of a set of combinations. A combination is
a subset of items. Figure 1 shows an example of a ZDD. The node at the top
is called the root. Each internal node has the three fields V, LO, and HI. The
field V holds an item, which for simplicity we suppose is denoted by a positive
number. The fields LO and HI point to other nodes, which are called the LO and
HI children, respectively. The arc to a LO child is called a LO arc and illustrated
by a dashed arrow; the arc to a HI child is called a HI arc and illustrated by a
solid arrow. There are only two terminal nodes � and ⊥.

3
3

2

1

4

Fig. 1. The ZDD for the set family
{∅, {1, 4}, {2}, {2, 3, 4} {3, 4}}.

(a) Node elimination

(b) Node sharing

a

a

a

b

bb

b

c c

a

Fig. 2. Reduction rules on ZDDs.

For efficient compression, ZDDs must satisfy the following two conditions.
They must be ordered : if a node u points to a node v, then V (u) < V (v). They
must be reduced : the ZDD must be invariant under the following two reduction
operations cannot be applied.

1. For each internal node u whose HI arc points to ⊥, redirect all the incoming
arcs of u to the LO child, and then eliminate u (Fig. 2(a)).

2. For any nodes u and v, if the subgraphs rooted by u and v are equivalent,
then share the two subgraphs (Fig. 2(b)).

We can understand ZDDs as follows. Given a ZDD, each path from the root
to � corresponds to a combination in such a way that an item k is included in
the combination if a path contains the HI arc of a node with label k; otherwise, k
is excluded from the second path. For example, in Fig. 1, the paths 1©��� 2©���
3©��� �, 1©→ 4©→ �, 1©��� 2©→ 3©��� �, 1©��� 2©→ 3©→ 4©→ � and 1©���
2©��� 3©→ 4©→ � correspond to ∅, {1, 4}, {2}, {2, 3, 4} and {3, 4}, respectively.
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Note that although the node 3© does not appear in the second path, the node
elimination rule implies that the HI arc of 3© points to ⊥, and thus 3 is excluded.

It is known (see for example [2,12]) that for any set of items V, every set of
combinations over V corresponds to a unique ZDD if the order of items in V is
fixed. ZDD nodes are maintained by a hash table, called a uniquetable, so that for
a triple (k, l, h) of a node label and two ZDD nodes, there is a unique ZDD node p
with V (p) = k, LO (p) = l, and HI (p) = h. Given a triple (k, l, h), the function
ZDD UNIQUE returns an associated node in the uniquetable if such a node
exists. Otherwise, it creates a new node p such that V (p) = k, LO (p) = l, and
HI (p) = h; p is then registered in the uniquetable and returned. A uniquetable
guarantees that two nodes are different if and only if the subgraphs rooted by
them represent different sets of combinations. Thus, for example, equivalence
checking of sets of combinations can be done in constant time.

We here introduce notation and terminology, and make a remark. The size of
a ZDD u is the number of nodes in the ZDD, denoted by |u|. We identify a given
node with the ZDD rooted by the node. For any node in a ZDD, the subgraph
rooted by the node is itself a ZDD.

2.2 ZDDs Representing Large-Scale Sparse Datasets

ZDDs can efficiently represent sets of combinations in a compressed form, but
ZDDs do not always perform well in practice. On ZDDs representing That is,
when ZDDs represent large-scale sparse datasets, operations that depend on path
length, such as membership query, are efficient. This paper considers datasets
that contain a massive number of sparse combinations over a large base set. That
is, such datasets are large in the sense that a very large number of combinations
are represented and sparse in the sense that each such combination consists of a
few items from a base set containing thousands or more items; this is illustrated
in Fig. 3(a).

(a) Large-scale sparse dataset (b) Corresponding ZDD

Fig. 3. Large-scale sparse dataset and corresponding ZDD.
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Figure 3(b) shows a ZDD corresponding to the matrix in Fig. 3(a). Each row
of the matrix corresponds to a path from the root to � of the ZDD. In such a
ZDD, the number of LO arcs in a path tends to be much larger than the number
of HI arcs. Thus, paths representing combinations of a few items may be many
orders of magnitude longer than the number of items in the combinations. In such
unbalanced ZDDs, operations that depend on path length, such as membership
query would become inefficient because a large number of irrelevant LO arcs
must be traversed in the execution of the operation. In the worst case, such
an operation can require time proportional to the total number of items in the
base set.

This paper proposes a new data structure that avoids this situation; the data
structure is a variant of ZDD.

3 3-way ZDDs

We propose a new data structure the 3-way ZDD. Figure 4(a) shows an example
of a 3-way ZDD. Like ZDDs, each path of a 3-way ZDD corresponds to a com-
bination over an item set. In a 3-way ZDD, each node has three children. We
can understand 3-way ZDDs in the following way. In Fig. 4(a), the paths 2©⇒
1©��� �, 2©⇒ 1©→ 4©→ �, 2©→ 3©��� �, 2©→ 3©→ 4©→ � and 2©��� 3©→
4©→ � correspond to ∅, {1, 4}, {2}, {2, 3, 4} and {3, 4}, respectively.

Three-way indexing ZDDs are derived from ternary search trees as follows.
A ternary search tree is a data structure for sets of strings (see Fig. 4(b)) and
satisfies the following conditions.

– Each internal node has the four fields V, LO, HI, and RO. The field V holds
a character. The fields LO, HI and RO point to other nodes, which are called
the LO, HI and RO children, respectively. LO and RO arcs mean that the
character in V does not occur and a HI arc means that the character in V
occurs.

(a) A 3-way ZDD (b) A ternary search tree

Fig. 4. The 3-way ZDD and ternary search tree for the family of sets {∅, {1, 4},
{2}, {2, 3, 4} {3, 4}}.
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Fig. 5. Condition on order of node
labels: V (u′) < V (u).

Fig. 6. A three-way ZDD not satisfying
the balancing condition.

– As shown in Fig. 5, for each node u, every node u′ reachable by following LO
and RO arcs from the RO child of u has a character less than the character of
u: V (u′) < V (u). This condition includes that V (RO (u)) < V (u). Similarly,
every node u′′ reachable by following LO and RO arcs from the LO child of u
has a character larger than the character of u: V (u′′) > V (u). This includes
that V (u) < V (LO (u)).

– The HI arc a node must not point to ⊥.

Since this paper treats sets of combinations instead of sets of strings, we assume
that each node u is indexed by a natural number V (u) and that the following
condition is satisfied: for each node u, V (u) < V (HI (u)). Three-way index-
ing ZDDs can be obtained from ternary search trees by sharing all equivalent
subgraphs.

As mentioned in [11], ternary search trees are not space-efficient compared
to hash tables, and it is necessary to mitigate this drawback. For this, our basic
idea is to reduce nodes by sharing equivalent subgraphs. However, this idea is not
without its own difficulty. A set of combinations can be represented by multiple
inequivalent 3-way ZDDs, as shown in Fig. 6. Figures 6 and 4(a) represent the
same set of combinations. It is possible that in a 3-way ZDD, there may be dis-
tinct subgraphs that nevertheless represent the same set of combinations; being
distinct, such subgraphs cannot be shared. Even worse, the problem of perfor-
mance degradation on sparse datasets still remains. To solve these problems, we
use balanced 3-way ZDDs, which satisfy the following condition: for each node u,
it holds that W (LO (u)) < �W (u) /2	 ≤ W (LO (u)) + W (HI (u)), where W (u)
denotes the number of paths from u to �, which is called the weight of u. Unless
otherwise mentioned, by 3-way ZDDs we will mean balanced 3-way ZDDs.

Proposition 31. There is a one-to-one correspondence between families of sub-
sets of N and balanced 3-way ZDDs.

To keep uniqueness of nodes efficiently as ZDDs do, 3-way ZDD nodes are also
maintainedby in ahash table.Given aquad (k, l, h, r), the functionTDD UNIQUE
returns the associated node in the uniquetable if exists; otherwise, the function
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creates a new node p such that V (p) = k, LO (p) = l, HI (p) = h, and RO (p) = r;
p is registered to the uniquetable and returned.

We here introduce notation and terminology, and make a remark. The size of
a 3-way ZDD u is the number of nodes in the 3-way ZDD; the size of u is denoted
|u|. We identify each node with the 3-way ZDD rooted by that node. In any node
of a 3-way ZDD, the subgraph rooted by that node is itself a 3-way ZDD.

Theorem 32. A membership query on a 3-way ZDD representing n combina-
tions that hold k items requires at most �lg n� + k node label comparisons, and
this is optimal.

Theorem 32 is introduced from comparison times of membership queries on a
perfectly balanced ternary search tree shown in [11,13] because a membership
query on a 3-way ZDD obviously need the same number of node label compar-
isons on a perfectly balanced ternary search tree.

4 Algorithms to Convert Between Ordinary ZDDs
and 3-way ZDDs

4.1 Advantages and Disadvantages of 3-way ZDDs

Three-way indexing ZDDs and ordinary ZDDs complement each other. As men-
tioned in Sect. 2.1, ZDDs both efficiently compress sets of combinations and have
dynamic operations, such as union, intersection, and set difference, to construct
new ZDDs from input ZDDs. However, when ZDDs are unbalanced, it is not effi-
cient to process membership and pattern match queries. We refer to these queries
as static operations, because such operations do not change their input. In con-
trast to static operations on ordinary ZDDs, static operations can guarantee
efficiency, because the balancing condition prevents 3-way ZDDs from becom-
ing unbalanced. However, the tradeoff is that it may be difficult to efficiently
execute dynamic operations on 3-way ZDDs because of this same balancing con-
dition. Because ordinary ZDDs and 3-way ZDDs are useful in different contexts,
we here present algorithms to efficiently convert between ordinary ZDDs and
3-way ZDDs.

4.2 Conversion from Ordinary ZDDs to 3-way ZDDs

Figure 7 shows the function Z2T to convert ZDDs to 3-way ZDDs. As shown in
Fig. 9, the main idea of this algorithm is to recursively divide an input ZDD into
three parts, which will correspond to the three children of the output 3-way ZDD.

First, the function FIND PIVOT computes the ZDD node p at which an
input ZDD z should be divided into three parts (see Fig. 8). We then obtain the
following three ZDDs: the subgraphs rooted by the LO and RO children of p,
and the ZDD z \ p, obtained from z by removing p. These ZDDs are recursively
converted to 3-way ZDDs. We finally obtain an output node with the resultant
3-way ZDDs as its children.
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function Z2T(z)
if z = then

return ;
end if
if z = ⊥ then

return ⊥;
end if
p ← FIND PIVOT (z);
z0 ← LO (p); z1 ← HI (p); z2 ← z \ p;
t0 ← Z2T (z0); t1 ← Z2T (z1); t2 ← Z2T (z2);
t ← TDD UNIQUE (V (p) , t0, t1, t2);
return t;

end function

Fig. 7. Convert ordinary ZDDs to 3-way ZDDs.

function FIND PIVOT(z)
p ← z
while ¬(W (LO (p)) <

W (z) /2 W (p)) do
p ← LO (p);

end while
return p;

end function

Fig. 8. Compute the ZDD node p
at which an input ZDD z should
be divided into three parts.

We remark that the weights of nodes in an input ZDD can be computed in
time proportional to the size of the input ZDD [12]. We therefore perform this
preprocessing before executing Z2T.

Theorem 41. The algorithm Z2T can be computed in time proportional to
O(|z|n log n), where n is the total number of distinct items that appear in the
input ZDD.

Fig. 9. Recursively three-partitioning
a ZDD by Z2T.

Fig. 10. Bottom-up construction of a
ZDD by T2Z.

4.3 Conversions from 3-way ZDDs to Ordinary ZDDs

Figure 11 shows the function T2Z to convert 3-way ZDDs to ordinary ZDDs.
At each recursive call, this function receives a 3-way ZDD and an intermediate-
result ZDD. This function should be initially called with z = ⊥. As shown in
Fig. 10, the algorithm constructs a ZDD in a bottom up fashion in the order
z0, z1, and z2. Because Fig. 11 is a straightforward application of a standard
technique, we omit a detailed explanation.
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function T2Z(t, z)
if t = then

return ;
end if
if t = ⊥ then

return ⊥;
end if
z0 ← T2Z (LO (t) , z);
z ← T2Z (HI (t) ,⊥);
z1 ← ZDD UNIQUE (V (t) , z0, z );
z2 ← T2Z (RO (t) , z1);
return z2;

end function

Fig. 11. Converting 3-way ZDDs to ordinary ZDDs.

Theorem 42. The algorithm T2Z can be computed in time proportional to
O(|t|n), where n is the total number of distinct items that appear in the input
3-way ZDD.

5 Experimental Results

Implementation and Environment. We implemented 3-way ZDDs and conversion
algorithms in C. We used the BDD Package SAPPORO-Edition-1.0 developed
by Minato. In this library, ordinary ZDDs are available and basic operations for
ZDDs are provided. All experiments were performed on a 2.67 GHz Xeon R©E7-
8837 with 1.5 TB of RAM, running SUSE Linux Enterprise Server 11. We com-
piled our code with version 4.3.4 of the gcc compiler.

Problem Instances. We used total 25 datasets, which were classified into the five
types. The first dataset type consisted of randomly generated datasets. The other
datasets represented maximal frequent sets, which are important in frequent
itemset mining.

1. random(n): each row in a dataset contains 10 distinct items on average, uni-
formly randomly selected from {1, . . . , n}. We generated these datasets by
using the pseudorandom number generator Mersenne Twister, which is pro-
vided in GSL-1.11.

2. mf-accidents(n), mf-connect(n), mf-kosarak(n), mf-pumsb(n): each dataset
corresponds to a maximal frequent itemset1 with support threshold n for the
datasets “accidents”, “connect”, “kosarak”, and “pumsb”, respectively. These
datasets are standard experimental data in data mining research. We used
LCM ver. 5.3 to generate maximal frequent itemsets.

1 A frequent itemset with support threshold n is an itemset X such that the number
of rows containing all items in X is more than or equal to n. A frequent itemset is
maximal if it is not contained in any other frequent itemset with the same support
threshold.
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Comparison of Data Structures. We compared the sizes of the following 4 rep-
resentations for sets of combinations: a list of lists, a ternary search tree, a
three-way ZDD, and an ordinary ZDD. Here, size means the number of nodes,
and a list of lists is a linked list such that each node points to a linked list rep-
resentation of the items in a row of a dataset. A list of lists can be considered
an uncompressed representation because the entries in a dataset correspond in
a one-to-one way to the item nodes in a list of lists. A ternary search tree can be
considered a compressed representation of a list of lists, and a 3-way ZDD can be
considered a compressed ternary search tree because a ternary search tree can
be obtained by sharing common list prefixes and a 3-way ZDD can be obtained
by also sharing equivalent subgraphs.

The left panel in Fig. 12 shows a scatter plot in which each point represents
a dataset. The locations are determined by the ratio of the size of a ternary
search tree to the size of a list of lists (the horizontal coordinate) and the ratio
of the size of a 3-way ZDD to the size of a ternary search tree (the vertical
coordinate). Random datasets receive almost no benefit from compression, which
can be seen by clustering near the upper right corner. The other datasets achieve
good compression efficiency. From the right panel, we can observe that the size
of a 3-way ZDD almost equals that of an ordinary ZDD. This implies that
when converting between 3-way ZDDs and ordinary ZDDs, large changes data
representation size are not a concern.

Fig. 12. Comparison of sizes in various representations: |LIL| is the size of a list of
lists; |TST| is the size of a ternary search tree; |TDD| is the size of a 3-way ZDD.

Comparison of Membership Query Processing between Three-way ZDDs and
Ordinary ZDDs. We compared the time required to process membership queries
in 3-way ZDDs and ordinary ZDDs. The experiment for 3-way ZDDs is described
below. From each dataset, we randomly selected 1,000,000 rows with repetition;
we then constructed the 3-way ZDD. Next, for each such row, queried the 3-way
ZDD for membership, which traversed the corresponding path. We measured the
time used in traversal only. The same experiment was conducted for ordinary
ZDDs. We can see that 3-way ZDDs effectively prevent degradation in member-
ship query performance (Fig. 13).
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Fig. 13. Comparison of the total time for membership queries in 3-way ZDDs and
ordinary ZDDs.

Performance of Conversion Algorithms. Theorems 41 and 42 state that the per-
formance of the conversion algorithms Z2T and T2Z depends on the sizes of
the input ZDD or 3-way ZDD, respectively. The experimental results in Fig. 14
support these theoretical results. Each point represents a dataset by its input
size (horizontal coordinate) and running time (vertical coordinate). We can
observe that the points nearly form a straight line. Because input sizes are
widely distributed, the horizontal axis and the vertical axis are logarithmic in
scale. Instances of the same type have the same color and shape.

Fig. 14. Performance of conversion algorithms.

We furthermore compared the running time between our conversion algo-
rithms and naive methods. A naive method to convert ordinary ZDDs to 3-way
ZDDs is described here. Given a ZDD, we traverse all paths from the root to �
and by creating a linked list for each such path, we obtain the corresponding list
of lists. We then construct a 3-way ZDD from the list of lists. This construction
can be done in a similar way to the ZDD construction method based on a sort
algorithm [14]. A naive method to convert 3-way ZDDs to ordinary ZDDs is
given in the same way.

As shown in Fig. 15, for all datasets except for the random datasets, our
conversion algorithms are more efficient than the naive methods, although the
difference is not large, particularly for T2Z. It would be challenging to fur-
ther improve our algorithms. The reason for poor performance in the random
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Fig. 15. Comparison of running time for conversion algorithms between 3-way ZDDs
and ordinary ZDDs.

datasets is that the random datasets show almost no effect from compression
(see Fig. 12). This, perhaps, leads to poorer performance because our algorithm
exploits compression efficiency, as can be observed in Fig. 14.

6 Conclusion

We proposed a new data structure, the 3-way ZDD. This data structure can be
considered as a variant of ZDDs. We presented conversion algorithms between
3-way ZDDs and ordinary ZDDs, and we analyzed their time-complexity. We
conducted experiments using large-scale sparse datasets, and we observed the
following things. In many datasets, 3-way ZDDs were much smaller size than a
naive representation (i.e., a list of lists) and ternary search trees, and had almost
the same size as ordinary ZDDs. The maximum lengths of paths in 3-way ZDDs
were reduced and the degradation of performance for membership query was
prevented. Our conversion algorithms were faster than naive methods, although
the difference was small.

Future work will focus on improving our conversion algorithms, comparing
our method to Z-skip-links [10], and applying our method to various problems
in data mining.
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Abstract. In this paper, we propose a multi-class classification algo-
rithm to apply it to data sets increasing frequently. The algorithm per-
forms lazy learning based on formal concept analysis. We designed it
so that it obtains localness in predicting classes of test data and fea-
ture selection simultaneously. From a given data set that consists of a
set of training data and a set of test data, the algorithm generates a
single formal concept lattice. Every formal concept in the lattice repre-
sents a cluster of data that are generated by various feature selections.
In order to classify each test datum, plausible clusters are selected and
combined into a set of neighbors for the test datum. Our algorithm can
construct sets of neighbors for test data that are never generated by other
algorithms, e.g., the k-nearest neighbor algorithm and decision tree clas-
sifiers. We compare our algorithm with other algorithms by experiments
using UCI datasets and show that ours is comparable to the others at
the viewpoint of correctness.

Keywords: Lazy learning · Multi-class classification · Formal concept
analysis · Feature selection

1 Introduction

Multi-class classification is one of the fundamental problems in machine learning.
In applying it to real problems, for example, character recognition and disease
diagnosis, it should be taken into account that sets of data became larger by
taking in newer ones after another. In this paper, we propose a multi-class clas-
sification algorithm in order to apply it to such frequently increasing data. Our
key idea is to give our algorithm some localness in predicting classes of test data
and feature selection simultaneously by adopting formal concept analysis (FCA
for short) [4,5].

In order to keep the efficiency of classifying such growing data sets, it is
important to treat only new data added to the original sets, not the whole of
the data. Lazy learning (or instance based learning) is a popular concept based
on this idea. In the context of lazy learning, classification is not executed until
at least one new test datum to be classified is given, and only the class of the
datum is predicted by referring a few training data. Moreover, no classification
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rules are achieved by using all training data. Lazy learning methods thus can
deal with update of training data successfully by replacing simply old ones with
new ones. This property is sometimes called local approximation of lazy learning.

Feature selection [7], which is data preprocessing for making learning faster
and improving learning results, means to select features that correspond to
classes of training data by using the whole of the training data. It would be
clear that the selection is useful in lazy learning. However, the local approxima-
tion, which is the advantage of lazy leaning, focuses only on data, not on features
representing the data. Because lazy learning uses a few training data for clas-
sifying each test datum, it must improve the classification results to decide a
feature space, which is related to decision of the few training data, for each test
datum.

We solve this problem by adopting FCA to our novel algorithm called Con-
cept Lattice-based Classification algorithm (CLC for short). CLC performs lazy
learning and locally selects features for a given test datum in a classification
process. In the classification process, it constructs a single formal concept lattice
from training data and test data, and formal concepts in the lattice represent
clusters of data based on various feature selections. In other words, every formal
concept can be regarded as a pair of a set of selected features and a set of data
that are similar to each other in the feature space. Finally, test data are classified
by evaluating the plausibleness of each formal concept.

This paper is organized as follows. In the next section, we first formalize a
multi-class classification problem and then introduce FCA. In Sect. 3, we explain
CLC. In Sect. 4, we describe differences among CLC and related works. We
compare correctness of classification results of CLC with the results of others by
experiments in Sect. 5. Conclusions are placed in Sect. 6.

2 Multi-class Classification and FCA

2.1 Multi-class Classification Problem

We formalize a multi-class classification problem and give an example of the
problem that is used in the followings.

Let F be a finite set of features, and let n = |F |. Suppose that each feature
f ∈ F defines a domain Df . Every datum x is an element of

∏n
i=1 Dfi and

represented as (f1(x), f2(x), ..., fn(x)) where fi(x) ∈ Dfi indicates the value of
the feature fi ∈ F of x. Let L be a finite set of labels satisfying L ∩ F = ∅. Each
label indicates a class. A training data set is a triplet (X,L,L) where X is a set
of data, L : X → L. Every element of X is called a training datum. A set Y
of data is assumed to be disjoint of X, and every element of Y is called a test
datum. We also assume that a target classification rule L∗ :

∏n
i=1 Dfi → L, and

that ∀x ∈ X.L∗(x) = L(x). The label L∗(x) ∈ L indicates the true class of a
datum x.

Definition 1. A multi-class classification problem is obtaining a function L̂ :
X ∪ Y → L called a classifier from a given training data set (X,L,L) and a
given set Y of test data. The classifier is correct if ∀x ∈ X ∪ Y. L̂(x) = L∗(x).
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Table 1. A training data set (X, L, L)

x ∈ X f1(x) f2(x) f3(x) f4(x) L(x)

x1 v11 v22 v31 v42 l1

x2 v11 v22 v31 v42 l1

x3 v11 v22 v31 v42 l2

x4 v12 v22 v31 v41 l2

x5 v12 v22 v31 v41 l3

x6 v12 v22 v31 v41 l3

x7 v12 v22 v31 v41 l4

x8 v12 v21 v32 v43 l1

x9 v12 v21 v32 v43 l2

x10 v12 v21 v32 v43 l2

Table 2. A test datum y ∈ Y

y ∈ Y f1(y) f2(y) f3(y) f4(y)

y v11 v21 v31 v41

Example 1. As a running example, we give a training data set (X,L,L) where
X = {x1, x2, ..., x10} and L = {l1, l2, l3, l4}, and give a set of test data Y =
{y}. Tables 1 and 2 respectively show the training data set and the test datum.
In the definition above, the domain of each feature can be any set, nominal
(categorical) or numerical, but in this paper we treat only features having a
nominal domain. In this example, we let F = {f1, f2, f3, f4}, Df1 = {v11, v12},
Df2 = {v21, v22}, Df3 = {v31, v32}, and Df4 = {v41, v42, v43}. The goal of this
classification problem is obtaining a classifier L̂ and predicting the true class of
y as L̂(y).

2.2 Formal Concepts and Formal Concept Lattices

In our algorithm proposed in the next section, a given training data set and a
given set of test data are treated as a single data set called a formal context.
From the formal context, a formal concept lattice, which is an ordered set of
formal concepts, is constructed for classifying every test datum in the context.
We introduce the definitions of formal concepts and formal concept lattices with
referring to [4,5].

Definition 2 [5]. Let G and M be mutually disjoint finite sets, and I ⊆ G×M .
Each element of G is called an object, and each element of M is called an attribute.
With a formula (g,m) ∈ I, we intend the g has the attribute m. A triplet
(G,M, I) is called a formal context.

For a set of nominal data N ⊆ ∏n
i=1 Dfi , there is a simple way to translate N

into a context (G,M, I): the set G of objects is the set N of data, the set M
of attributes is

⋃n
i=1 Dfi , and I = {(x,m) ∈ G × M | ∃f ∈ F. f(x) = m}. A set

of numerical data also can be translated into a context by a method proposed
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Table 3. A formal context K = (G, M, I)

v11 v12 v21 v22 v31 v32 v41 v42 v43

m1 m2 m3 m4 m5 m6 m7 m8 m9

x1 × × × ×
x2 × × × ×
x3 × × × ×
x4 × × × ×
x5 × × × ×
x6 × × × ×
x7 × × × ×
x8 × × × ×
x9 × × × ×
x10 × × × ×
y × × × ×

in [6]. In this paper, we regard every datum as an object and every feature as
an attribute.

Example 2. Table 3 shows a context K = (G,M, I) which is transformed from
a union G = X ∪Y of the nominal data sets X and Y given in Example 1. In the
table, for the convenience of the discussion later, every attribute is renamed as
mi, and every element of I is represented with a cross. For example, the datum
x1 has the features m1 = v11, m4 = v22, m5 = v31, and m8 = v42.

Definition 3 [5]. For a subset of objects A ⊆ G and a subset of attributes B ⊆
M of a formal context (G,M, I), we define AI = {m ∈ M | ∀g ∈ A. (g,m) ∈ I},
BI = {g ∈ G | ∀m ∈ B. (g,m) ∈ I}. A formal concept of the context is a pair
(A,B) such that AI = B and A = BI . For every object g ∈ G of (G,M, I), the
formal concept ({g}II , {g}I) is called the object concept and denoted by γg.

Definition 4 [5]. For a formal concept c = (A,B), A and B are called the extent
and the intent, respectively, and let Ex(c) = A and In(c) = B. For arbitrary
formal concepts c and c′, we define an order c ≤ c′ iff Ex(c) ⊆ Ex(c′) (or equally
In(c) ⊇ In(c′)). It is clear that ≤ is a partial order. The set of all formal concepts
of a context K = (G,M, I) with the order ≤ is denoted by B(G,M, I) (for short,
B(K)) and is called the formal concept lattice (concept lattice for short) of K.

Definition 5 [5]. For every formal concept c ∈ B(K), the subset of formal
concepts {c′ ∈ B(K) | c′ ≥ c} is denoted by ↑ c and called the upper set of c
(also known as the principal filter in FCA).

Example 3. Figure 1 shows the concept lattice B(K) of the context K =
(G,M, I) given in Table 3. Each circle represents a formal concept c ∈ B(K) with
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Fig. 1. A concept lattice B(K)

Ex(c) and In(c) on its side. The numbers called scores beside the concepts are
explained later. In the figure, each edge represents an order ≤ between two con-
cepts, and the greater concept is drawn above, and transitional orders are omit-
ted. For this concept lattice B(K), γy = c10 and ↑γy = {c1, c2, c4, c5, c7, c10}.
Every element in ↑γy is shaded in the figure.

Many algorithms have been proposed for enumeration of formal concepts of a
context K = (G,M, I), and one of the fastest algorithm [8] can output concepts
with O(Δ3) delay where Δ = max{|{h}I | |h ∈ G ∪ M}. Using the algorithm,
constructing a concept lattice takes less than O(Δ3Nc) where Nc = |B(K)|. In
addition, several algorithms have been proposed [3,11,13] in order to update the
concept lattice B(K) whenever a new datum or a new feature is added to the
context K. For example, K turns into (G′,M ′, I ′) where G′ ⊃ G, M ′ ⊃ M , and
I ′ ⊃ I. Thus we can easily modify a concept lattice by using these algorithms.

3 A Multi-class Classification Algorithm Using FCA

Our Concept Lattice-based Classification algorithm (CLC), which obtains a clas-
sifier L̂ for a given training data set τ = (X,L,L) and a given set of test data Y ,
is shown in Algorithm 1. The point of CLC is to construct a set of neighbors
for each test datum based on local features in order to classify it. Such sets of
neighbors are obtained by combining some clusters of training data that are
extents of formal concepts. Thus, the algorithm firstly constructs a formal con-
text K = (G = X ∪ Y,M, I) from the given data sets and executes clustering
the data in G by constructing B(K) in the lines 2 and 3.

Every formal concept c ∈ B(K) can be regarded as representation of a cluster
Ex(c) in which data have features in In(c) in common. In other words, each
concept c = (Ex(c), In(c)) shows a set In(c) of selected features and a cluster
Ex(c) generated by filtering G with the selected features. In addition, for every
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Algorithm 1. CLC(τ, Y )
Require: a training data set τ = (X, L, L), a set of test data Y
Ensure: a classifier L̂ : X ∪ Y → L
1: CLC(τ, Y )
2: construct a formal context K = (G = X ∪ Y, M, I)
3: construct a concept lattice B(K)
4: L̂(g) ← Nil for all g ∈ G
5: for all x ∈ X do
6: L̂(x) ← L(x)
7: for all y ∈ Y do
8: p(y, τ) ← ∅
9: for all c ∈ ↑γy do

10: get the score σ(c, τ) of c
11: if ∀c′ ∈ p(y, τ). σ(c, τ) > σ(c′, τ) then
12: p(y, τ) ← {c}
13: else if ∀c′ ∈ p(y, τ). σ(c, τ) = σ(c′, τ) then
14: p(y, τ) ← p(y, τ) ∪ {c}
15: N(y, τ) ← ∅
16: for all c ∈ p(y, τ) do
17: N(y, τ) ← N(y, τ) ∪ Ex(c, τ)
18: L̂(y) ← the most common class in N(y, τ)
19: return L̂

test datum y ∈ Y , a set of formal concepts ↑γy is a set of pairs of a set of
selected features and a cluster generated by the selection, and there is no formal
concept c such that Ex(c) � y out of ↑γy. Thus, ↑γy can be regarded as the
whole of the meaningful clusters that are generated based on features selected
locally for the test datum y. We therefore think the construction of a concept
lattice to be clustering based on local feature selection. In the followings, we do
not distinguish a formal concept and a cluster represented by the concept.

Example 4. In Fig. 1, the formal concept c5 in the lattice B(K) represents a
cluster {x4, x5, x6, x7, y} as its extent, and the cluster generated by its intents:
every datum in the extent has features m5 and m7 in common.

In order to classify each test datum, CLC constructs a set of neighbors by com-
bining plausible clusters that are selected from the meaningful clusters based on
local features. For representing the plausibleness of each cluster, we define scores
for every formal concepts.

Definition 6. For every cluster c ∈ B(K) and a training data set τ = (X,L,L),
we define Ex(c, τ) = Ex(c)\X. We define a real number σ(c, τ) in [0, 1], called
the score of the cluster c under the training data set τ , as follows:

σ(c, τ) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 if |Ex(c, τ)| = 0,

1 if |Ex(c, τ)| = 1, and
|{(xi, xj) ∈ Ex(c, τ)2 | i < j,L(xi) = L(xj)}|

|{(xi, xj) ∈ Ex(c, τ)2 | i < j}| otherwise.



476 M. Ikeda and A. Yamamoto

Because a cluster should be more plausible when it is useful to classify a test
datum correctly, the score is calculated with the training data set. The function
σ calculates the average of similarities among training data in Ex(c, τ) and is
designed to estimate similarity among all data in Ex(c), which includes not only
training data but also test data. Then, plausible clusters are selected based on
the scores.

Definition 7. For every test datum y ∈ G in a concept lattice B(G,M, I) and
a training data set τ = (X,L,L), a cluster c ∈↑γy is called plausible w.r.t. y and
τ if σ(c, τ) ≥ σ(c′, τ) for any other cluster c′ ∈↑γy. The set of plausible clusters
w.r.t. y and τ is denoted by p(y, τ) ⊆↑γy.

The decision of each plausible cluster p ∈ p(y, τ) can be regarded as selecting
one of the best sets of features In(p) filtering data so that the filtered data in
Ex(p) can be estimated to be similar to each other under the given training data
set τ .

For classifying each test datum y ∈ Y , the algorithm selects plausible clusters
p(y, τ) in the lines 8–14, and it constructs a set of neighbors N(y, τ) by combin-
ing the selected plausible clusters in the lines 15–17. We claim that the set of
neighbors N(y, τ) of y is a cluster generated by using multiple feature selection
because plausible clusters composing the neighbors are generated from different
sets of local features. Finally, at the line 18, the class L̂(y) of each test datum
y ∈ Y is predicted. Note that, if some classes are the most frequent among
training data in N(y, τ), one of them is randomly selected for y.

Example 5. In Fig. 1, each number next to each formal concept represents its
score under the classes of training data given in Table 1. According to the scores
of clusters c4 and c5, a set of features In(c4) is more plausible than a set of In(c5)
for the sake of generating a cluster in which data are similar to each other. The
scores indicate that the clusters c4 and c7 are plausible for the test datum y
under the given training data set, and a set of neighbors Ex(c4, (X,L,L)) ∪
Ex(c7, (X,L,L)) = {x1, x2, x3, x8, x9, x10} are constructed for y. As shown in
Table 1, classes l1 and l2 are the most common among the neighbors, so one of
them are randomly picked up as a predicted class L̂(y).

The time complexity of CLC for classifying all data in G = X ∪ Y with a given
training data set (X,L,L) is O(Δ3Nc) + O(NcN

2
x) where Nx = |X|. The first

term is the time complexity of constructing a concept lattice in the lines 2 and
3. The time complexity of constructing L̂(x) for every training datum x ∈ X
is O(Nx). For test data, scoring a cluster takes less than O(N2

x), and all of Nc

clusters need to be scored in the worst case. Constructing a set of neighbors
and predicting a class take less than O(Nc) and O(Nx) respectively for each test
datum y ∈ Y . Thus, the process for constructing L̂(g) for every datum g ∈ G
takes less than O(Nx) + O(NcN

2
x) + O(|Y |Nc) + O(|Y |Nx) = O(NcN

2
x).

While CLC constructs no classification rules, it can update the classifier
whenever original data sets are updated. This means that the algorithm classifies
a new test datum immediately, and that it revises classes of test data that are
already predicted when a given training data set is changed. After the classifier
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L̂ is obtained, CLC keeps the lattice B(K). When the context K is changed into
a new context K ′ by update, the algorithm changes B(K) into B(K ′) by using
proposed methods [3,11,13]. If new test data are added by the update, CLC
executes the lines 8–18 for each of the new test data by using B(K ′). In the case
that existing training data are changed or new training data are added, CLC
calculates scores for every clusters c ∈↑γx′ for each datum x′ of such training
data in B(K ′). Then, it executes the lines 8–18 for every test datum y ∈ Ex(c′)
where c′ ∈ B(K ′) is a newly scored cluster.

4 Related Works

The k-nearest neighbors algorithm (k-NN for short) [2] is similar to ours, CLC, at
the point of deciding neighbors for each test datum in order to classify it. They
are used in lazy learning in which any classifier L̂ is not constructed until test
data to be classified are given, and then a class L̂(y) is predicted for each test
datum y. Thus, the target function L∗ will be approximated locally by focusing
on each test datum y. Neighbors affecting the approximation of the target are
also decided for each test datum based on the distance on the feature space.
However, the feature space is not selected for each test datum in k-NN. In CLC,
various feature spaces are generated for each test datum, and each of the spaces
are represented as the intent of each formal concept. Consequently, CLC can
generate even a set of neighbors which is never made by k-NN for a test datum.

Example 6. Using the symmetric difference, a distance δ(g, g′) between two
objects g and g′ of a context (G,M, I) can be defined as δ(g, g′) = |{g}I ∪
{g′}I | − |{g}I ∩ {g′}I |. According to Table 3, training data x1, x2, ..., x7 are
placed so that the distance between each of them and the test datum y is 4.
While these training data can not be distinguished by k-NN, CLC distinguishes
these and separates them into two clusters Ex(c4) and Ex(c5) that can be a set
of neighbors of y alone. Moreover, even a set of neighbors {x1, x2, x3, x8, x9, x10}
can be constructed in which, as given in Example 2, composing elements are
more distant from y than outer elements: the distance between y and every of
x8, x9, x10 is 6, and the distance between y and every of x4, x5, x6, x7 is 4.

CLC is also similar to decision tree methods [10] because we can easily trans-
form a concept lattice into a tree. In the decision tree method, a feature more
suitable for representing classes of training data is prior to others and is used in
constructing a decision tree, and features are used as decision rules to classify
test data. Training data classified into the same leaf that contains a test datum
by decision rules are used like neighbors in the nearest neighbors algorithm. In
other words, training data are separated by decision rules in order to generate
sets of neighbors. In CLC, when intents of formal concepts are regarded as deci-
sion rules, each upper set ↑γy is a decision tree for the test datum y. However,
the decision tree method only separates training data. Some of sets of separated
training data called clusters are sometimes combined into a set of neighbors in
CLC. Because of the combination, a classification result by CLC differs from one
by the decision tree method.
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Example 7. Figure 2 shows a decision tree constructed based on information
gain [10] from the training data set in Table 3. Using this tree, the example test
datum y is decided to be similar to training data x4, x5, x6, x7 and classified
into the class l3. This result is different from one of ours given in Example 5.

Fig. 2. A decision tree constructed from the example training data set

5 Experiments

We evaluate our algorithm by comparing with other algorithms in experiments.

5.1 Data Sets and Algorithms

In the experiments, six nominal data sets provided from UCL Machine Learning
Repository [1] are used, and all of them are translated into formal contexts by
the way described in Sect. 2.2. In the translation of the data sets, missing values
are treated as the same value. Statistics for the translated data sets are shown
in Table 4.

Table 4. Statistics for UCI datasets used in our experiments

Data set #Data #Classes #Features

Balance Scale 625 3 20

Car Evaluation 1,728 4 21

Congressional Voting Records (CVR) 435 2 48

Hayes Roth 132 3 15

Mushroom 8,124 2 117

Nursery 12,960 5 27

Six multi-class classification algorithms are executed: our algorithm (CLC),
the k-nearest neighbor algorithm for k = 1, 10 (1-NN, 10-NN), the näıve bayes
classifier (NB), the support vector machine (SVM), the decision tree method
using information gain (Tree). In the first step of CLC, we used LCM1 [12] in
order to enumerate all formal concepts, which was implemented in C. Both of
the rest of CLC and the other algorithms are implemented in Python version
2.7.5. Excepting CLC, all algorithms are provided by Scikit-learn version 0.14 [9],
which is a machine learning library.
1 http://research.nii.ac.jp/∼uno/codes.htm

http://research.nii.ac.jp/~uno/codes.htm
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5.2 Results

Figure 3 shows correctnesses of experimental results of the algorithms. Each cor-
rectness data point is calculated as the average of ratios of test data that are
classified correctly by using 10-fold cross validation. CLC performs better than
each of 1-NN and 10-NN in all data set. CLC works correctly than NB except
for the results in Balance Scale data set, and performances of them are almost
equivalent in the data set. Compered with SVM, CLC is better in Car Evalua-
tion and Nursery, but worse in the others. This might be related with that SVM
is originally designed for binary classification because the numbers of classes in

Fig. 3. Correctnesses of experimental results
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Table 5. Comparison of the numbers of neighbors for each test datum

Data set Algorithm #Test data #Same #Different #Larger #Smaller

Balance Scale 1-NN 0.0 0.0 0.0 62.0

10-NN 62 0.0 0.0 43.2 18.8

Tree 0.0 2.4 36.7 22.9

Car Evaluation 1-NN 0.0 0.0 0.0 172.0

10-NN 172 0.0 0.6 34.4 137.0

Tree 0.0 1.9 35.2 134.9

CVR 1-NN 0.0 0.0 0.0 43.0

10-NN 43 0.0 0.0 0.0 43.0

Tree 0.0 0.1 1.0 41.9

Hayes Roth 1-NN 0.0 0.0 0.0 13.0

10-NN 13 0.0 3.1 3.0 6.9

Tree 0.0 1.1 1.4 10.5

Mushroom 1-NN 0.0 0.0 0.0 812.0

10-NN 812 0.0 0.0 0.0 812.0

Tree 0.0 0.0 68.1 743.9

Nursery 1-NN 0.0 0.0 0.0 1296.0

10-NN 1296 0.0 4.9 23.8 1267.3

Tree 0.0 3.7 416.4 875.9

Car Evaluation and Nursery are larger than ones of the others. It is also seen
that CLC surpasses Tree in several data sets. Thus, we can conclude that our
algorithm, CLC, works as correctly as the other algorithms do in practical use.
In particular, CLC is preferable for multi-class classification.

In addition, we compare sets of neighbors of CLC with ones of the other
algorithms, 1-NN, 10-NN, and Tree, by experiments. In Sect. 4, we claim that our
algorithm constructs sets of neighbors that are never constructed by the others,
so it can obtain a classifier which is different from theirs. Table 5 shows the
comparison. For the sake of convenience, we express a set of neighbors for a test
datum y ∈ Y in an algorithm a as N(y, a). In each line of the table, from the
left to the right, the name of a data set, an algorithm a, and the number of test
data |Y | are shown, and then

|{N(y, a) | N(y, a) = N(y,CLC)}|,
|{N(y, a) | N(y, a) �= N(y,CLC), |N(y, a)| = |N(y,CLC)|}|,
|{N(y, a) | |N(y, a)| > |N(y,CLC)|}|, and

|{N(y, a) | |N(y, a)| < |N(y,CLC)|}|

are following. In the experiments adopting 10-fold cross validation, every algo-
rithm uses all training data, and each number in the table is calculated as the
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average of values of the formulae above. The table proves that neighbors found
by CLC are quite different from ones of the other algorithms, and it is clear that
the differences directly cause differences among correctnesses of the algorithms.

6 Conclusions

We have proposed a novel algorithm, CLC, for multi-class classification. The
algorithm performing lazy learning uses FCA in order to realize not only local
approximation but also local feature selection. For every given test datum, it
selects features in various ways, it generates various sets of features, and a set
of neighbors is found based on the selections by regarding formal concepts as
pairs of a subset of features and a set of neighbors. These processes enable
the algorithm to generate the set of neighbors which is never found by the k-
nearest neighbor algorithm and the decision tree method. By experiments, we
can conclude that our algorithm is never inferior to other algorithms from the
viewpoint of the correctness of results.

In our future works, we have to improve CLC at the point of complexity.
Even though all lazy learning algorithms are inferior to eager learning meth-
ods in the time complexity, we must overcome the weakness. In addition, the
algorithm needs a memory storage which is large enough to maintain the whole
concept lattice. We conjecture that an ad hoc way can solve both of the prob-
lems. Time and storage can be reduced at the same time by enumerating only
formal concepts needed for construction of a set of neighbors of each test datum.
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Abstract. In this paper, we propose an ensemble clustering method
for high dimensional data which uses FastMap projection to generate
subspace component data sets. In comparison with popular random sam-
pling and random projection, FastMap projection preserves the cluster-
ing structure of the original data in the component data sets so that the
performance of ensemble clustering is improved significantly. We present
two methods to measure preservation of clustering structure of generated
component data sets. The comparison results have shown that FastMap
preserved the clustering structure better than random sampling and ran-
dom projection. Experiments on three real data sets were conducted with
three data generation methods and three consensus functions. The results
have shown that the ensemble clustering with FastMap projection out-
performed the ensemble clusterings with random sampling and random
projection.

Keywords: Ensemble clustering · FastMap · Random sampling · Ran-
dom projection · Consensus function

1 Introduction

The emergence of new application domains results in very high dimensional big
data such as text data, microarray data and smart phone user behavior data.
Such high dimensional data with thousands of features present a big challenge
to current data mining techniques [10]. Curse of dimensionality and sparsity are
two main problems, among others, that handicap many clustering algorithms to
find strongly cohesive clusters from very high dimensional big data.

Ensemble clustering [14,15] is a new approach for clustering that integrates
results of different clusterings from the same original data generated by different
clustering algorithms or from different data sets sampled from the original data.
The ensemble clustering can have a higher accuracy than individual component
c© Springer International Publishing Switzerland 2014
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clustering results. A large number of research results have accelerated this field
[6]. Different ensemble clustering methods have been proposed to ensemble dif-
ferent types of clustering results like clustering results of one algorithm from the
same data with different parameters initialization [13], results from the same
data by using different algorithms [1], results of multiple component data sets
from the same data set [8]. Subspace ensemble clustering has become a useful
strategy to find robust clusters from such sparse and high dimensional data.

In high dimensional data, clusters often exist in different subspaces. Ensemble
clustering based on full space clustering algorithms fail to cluster such data. The
innovation of subspace ensemble clustering techniques is promised to resolve this
problem. Recently, two methods for generating low dimensional component data
have been used to resolve the problem of subspace ensemble clustering of high
dimensional data clustering. One method generates low dimensional data by ran-
domly sampling different features. The other method generates low dimensional
component data by using a random projection matrix to project the original
high dimensional data onto a low dimensional space. We call the former ran-
dom sampling method and the latter random projection method. In recent days,
different flavours of random projection are available [11,16] but for ensemble
clustering former random projection has been used [4]. Both, random sampling
and random projection benefit ensemble clustering for high dimensional sparse
data. However, the drawback of these methods is that they cannot well preserve
the clustering structure of the original data in their generated low dimensional
component data, which increases discrepancy of clustering structures in compo-
nent data sets, thus affecting the performance of ensemble clustering for high
dimensional data.

In this paper, we present a new low dimensional component data generation
method by FastMap [5], an algorithm that is used to generate low dimensional
transformation of high dimensional data. Given a distance matrix of N objects,
FastMap uses the well known Cosine Law to compute the coordinates of the N
objects that are projected to the line of two pivot objects selected from the data
set. By removing the distance component from the new generated dimension, a
new set of coordinates are computed. This process repeats until k dimensional
representation of the N objects is obtained. The advantage of FastMap pro-
jection in comparison with random sampling and random projection is that it
can better preserve the clustering structure of the original data in its generated
component data sets. Thus, the performance of ensemble clustering is improved
significantly.

We propose two methods to measure preservation of clustering structure of
original data in the generated component data sets. We used three real world
data sets to analyze preservations by random sampling, random projection and
FastMap projection. The comparison results have shown that FastMap pre-
served clustering structure better than other two methods. We also used the
three data sets to conduct ensemble clustering experiments with three com-
ponent data generation methods and three consensus functions to ensemble
clustering results. k-means algorithm was used to generate component clustering.
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The results have shown that the ensemble clustering with FastMap projection
outperformed the ensemble clusterings with random sampling and random pro-
jection on all three data sets. The overall performance of FastMap was the best
among the three methods.

2 Framework for Subspace Ensemble Clustering

Ensemble clustering of a data set X is a process to integrate multiple clustering
results produced by one or more clustering algorithms from component data
sets sampled from X into a single clustering of X with a result that is usually
much better than the results of individual clusterings on X [15]. The subspace
ensemble clustering framework consists of the following steps.

– Step1 : Generate K different component data sets {C1, C2, · · · ,CK} from
X using a component generation method.

– Step2 : Cluster the K component data sets to produce K component cluster-
ings {π1, π2, · · ·, πk} independently using one or more clustering algorithms.

– Step3 : Ensemble K component clusterings into a single clustering π using
an ensemble method called a consensus function.

Figure 1 shows a generic framework of ensemble clustering.

Fig. 1. Generic framework of ensemble component clustering.

2.1 Subspace Component Generation

In ensemble clustering of high dimensional data, we are interested to generating
low dimensional component data sets that can better preserve the clustering
structure of the original data so as to improve the performance of ensemble
clustering on high dimensional data. Currently, random projection and random
sampling are two widely used methods for low dimensional component data
generation. We review these two method briefly below.
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Random Projection. The random projection method projects high dimen-
sional data into low dimensional space by using a random matrix [3]. A data set
XN×m with m dimensions and N objects is projected into a low dimensional
subspace data YN×p with p�m, via,

YN×p = XN×m × Rm×p (1)

Computationally, random projection cost is O(p × m × N). The value of each
element rij of matrix R should follow Gaussian distribution.

rij =
√

3

⎧
⎪⎨

⎪⎩

+1 with probability 1
6

0 with probability 2
3

−1 with probability 1
6

(2)

Random Sampling. A number of methods have been proposed to generate low
dimensional component data sets by randomly selection of features. These meth-
ods differ in the way of selection of dimensions from the original high dimensional
data set. A commonly used random sampling is to use a threshold on a feature or
set of features, and a feature is selected to add in the component data set if the
corresponding value exceeds the threshold value. The features can be selected
randomly by using any of the following proposed methods like Gini index, Quin-
lan’s information gain ratio or Mingers’s G statistic. In our experiments, we have
used Quinlan’s information gain ratio for features extraction.

2.2 Component Data Clustering

Any clustering algorithm can be used to cluster a low dimensional component
data. Popular clustering algorithms are k-means, subspace k-means and hierar-
chical clustering methods. The advantage of the k-means type algorithms is its
efficiency in handling large data. In this work, we used k-means. Quite often,
different clustering algorithms were used to generate different component cluster-
ing results for ensemble clustering. However, there is no clear guidance how the
different clustering algorithms should be used. In practice, it is more convenient
to use one clustering algorithm for ensemble clustering, rather than multiple
clustering algorithms.

2.3 Ensemble Component Clusterings

An ensemble method is used to ensemble multiple component clusterings from
different component data sets into a single clustering as the final clustering
result. In ensemble clustering, ensemble method is also called consensus function.
Several consensus functions have been proposed with different strategies and
methods to ensemble component clustering results. Below, we briefly review
three ensemble methods that were used in this work.
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Similarity-Based Consensus Function. A clustering signifies a relationship
between objects in the same cluster and can thus be used to establish a measure
of pairwise similarity [15]. A similarity matrix for each component clustering is
constructed. In the similarity matrix, the element indexed two objects in the
same cluster is assigned value 1, otherwise, the element has value 0 if the two
objects are in different clusters. After computation of K similarity matrices, a
final matrix is obtained as the average of corresponding cells of all similarity
matrices. The METIS algorithm [9] is then used to resultant similarity matrix
to get final clustering ensemble.

Hyper Graph-Based Consensus Function. In Hyper Graph-based Consen-
sus Function (HGPA), an ensemble problem is formulated as partitioning the
hypergraph by cutting a minimal number of hyperedges [15]. The hyper graph is
constructed by considering objects of a data set X as N vertices, and hyper-edges
with the same weight are used to connect a set of vertices by using K component
clusterings. The algorithm HMETIS [12] is used to partition the hyper-graph into
unconnected components by cutting a minimum number of hyper-edges.

Meta Cluster-Based Consensus Function. This method was introduced in
the meta-clustering algorithm (MCLA) [15]. Similar to HGPA, a hyper graph
is constructed by considering clusters of component clusterings as vertices and
edges are used to connect these vertices. The weight between two vertices (clus-
ters) is computed by using the following binary Jaccard distance equation.

JacSim(Cx, Cy) =
C

′
xCy

‖Cx‖22 + ‖Cy‖22 − C ′
xCy

(3)

where C
′
x and Cy are two vectors of N elements representing two clusters where

N is the number of objects in the data set X. Each element in the vector cor-
responds to one object. If the cluster contains the object, the corresponding
element is assigned to 1. Otherwise, the element is 0. C

′
x is the transpose of

Cx. METIS is used to partition this hyper graph to identify K meta-clusters.
Finally, a voting method is used to assign each data point to its most associated
meta-cluster.

3 FastMap Projection for Component Data Generation

3.1 FastMap Projection

FastMap [5] is an efficient algorithm to generate k dimensional coordinates of N
objects from a dissimilarity matrix of the N objects. Given a high dimensional
data X of m dimensions and N objects, we use a distance function to compute
the distance matrix SN×N . We select two objects Oa and Ob with a large dis-
tance as pivot objects and take the straight line passing the two objects as the
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projection axis of the first dimension coordinate F1. The coordinate of object Oi

in the first dimension is computed by using the following cosine equation.

xi =
d2a,i + d2a,b − d2b,i

da,b
(4)

where da,b is the distance between the pivot objects Oa and Ob, da,i is the
distance between the pivot object Oa and object Oi and db,i is the distance
between the pivot object Ob and object Oi.

After the coordinates of all N objects are computed, we compute the reduced
distance matrix S

′
of N objects according to Lemma 1 in [5] as

d
′
(Oi, Oj)2 = d(Oi, Oj)2 − (xi − xj)2 (5)

where d
′

is the reduced distance in S
′
N×N , d is the distance in SN×N and the

last term on the right is the squared distance in the new dimension.
Given S

′
N×N , we can choose a new pair of pivot objects and use (4) to

compute the coordinates of the second dimension. We repeat this process k
times to generate a k dimensional data of X.

We can also use Principal Component Analysis (PCA) to generate a low
dimensional data of X. However, given X, we can only use PCA to generate one
low dimensional data, thus not suitable for ensemble clustering which requires
multiple component data sets. Using FastMap, we can use a random process
to select different pairs of pivot objects to produce different projections of data
as component data sets. Another advantage of FastMap is that it is efficient to
handling large data.

3.2 Evaluation of Component Data Generation

In this section, we present two methods to evaluate component data generation
for ensemble clustering, i.e., preservation of clustering structure of the original
data in generated component data sets.

Intrinsic Dimensionality. Given a high dimensional data set XN×m of m
dimensions and N objects, we use a component data generation function Φ(X, θ)
to generate a subspace data YN×p, i.e., Φ(X, θ) = YN×p where θ are input
parameters to produce different Y s from X. Let Y = {Y1, . . . , YL} be a set of
L component data sets all in p dimensions and D = {D1, . . . , DL} the set of
L distance matrices computed from Y. Given a distance matrix Di, we take
the upper half mutual distances of Di and plot the histogram of the mutual
distances. Large mean and small variance of the histogram distribution of Di

represent a problem of curse of dimensionality. We use intrinsic dimensionality
to measure curse of dimensionality of a data set as in [2].

Definition 1. The intrinsic dimensionality of a data set in a metric space is
defined as ρ = μ2/2σ2 where μ and σ are the mean and variance of its histogram
of distances.
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We use intrinsic dimensionality ρ to evaluate a method Φ(X, θ). For each com-
ponent Yi, we compute ρi. Then, we compute the average ρ̄ of ρi of L component
data sets in Y. The smaller ρ̄ the better the method Φ(X, θ).

Distance Preservation. Let D be the distance matrix of high dimensional
data XN×m and {D1, . . . , DL} the set of L distance matrices computed from Y.
Given D and Di from Yi, we compute

Dist =

√√√√
∑N

i=1,j=1(ds(oi, oj) − do(oi, oj))2
∑N

i=1,j=1 d2o(oi, oj)
(6)

where N is the total number of objects in the data sets, do is the distance between
two objects in data set XN×m and ds is the distance between corresponding two
objects in the subspace component data set Yi. Dist is a measure of distance
preservation of component data set Y generated from X. The smaller Dist, the
better the component data set Y in preserving the mutual distances of objects
in X. Dasgupta’s results [7] have shown that random projection preserves the
separation among Gaussian clusters having large variances. Random projection
can change the shape of highly eccentric clusters to more spherical shape [7].

4 Experiments

In this section, we present experiments on real world data sets to evaluate the per-
formance of ensemble clusterings with FastMap projection. The FastMap results
are compared with the results of ensemble clustering with random sampling and
random projection. Three high dimensional data sets in different application
domains were selected from the available Web sites of UCI machine learning repos-
itory and feature selection at Arizona state university. The characteristics of these
data sets are listed in Table 1.

Table 1. Real world data sets.

Data sets #Instances #Features Source #Classes

Internet Ad 1000 1558 Multivariate 02

GLI-85 85 22283 Microarray 02

Orlraws10P 100 10304 Image 10

4.1 Experiment Settings

For each data set, we used three methods, random sampling (RS), random
projection (RP) and FastMap projection (FP) to generate component data
sets. We used the k-means clustering algorithm to cluster each component data
set. The number of clusters k was given as the number of classes in the data set.
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For ensemble clustering, we used the three consensus functions discussed in
Sect. 3, i.e., hyper graph based consensus function (HGPA), similarity-based con-
sensus function (CSPA) and meta cluster-based consensus function (MCLA). By
combining the three component data generation methods and the three con-
sensus functions, we produced 9 ensemble clustering results from each data
set. We denote these 9 ensemble clustering methods as RS-CSPA, RP-CSPA,
FM-CSPA, RS-MCLA, RP-MCLA, FM-MCLA, RS-HGPA, RP-HGPA and FM-
HGPA respectively. We have also shown the ensemble clustering results by using
k-means (KM) upon original data.

In conducting the experiments for comparisons, the component data sets from
the same data set were generated with the same number of dimensions by each
component generation method. Each ensemble clustering was produced from 10
component clusterings which were produced with the k-means algorithm.

4.2 Evaluation Methods

We used four evaluation methods to evaluate the results of ensemble clustering
with the 9 ensemble clustering methods. They were one unsupervised method
and three supervised methods given below.

The unsupervised evaluation method is cluster compactness (CP) calcu-
lated as

CP =
1
n

k∑

x=1

nx

(∑
oi,oj∈Cx

d(oi, oj)

nx(nx − 1/2)

)
(7)

where d(oi, oj) is the distance between the objects oi and oj in a cluster Cx, nx

is the number objects in a cluster Cx. The smaller the value of CP, the better
the clustering result.

The three supervised evaluation methods are normalized mutual information
(NMI), adjusted rand index (ARI) and clustering accuracy (CA), calculated as
follows.

CA =
1
n

k∑

x=1

maxynx,y

ARI =

∑k
x=1

∑k
y=1

(
nx,y

2

) − s3
1
2 (s1 + s2) − s3

(8)

NMI =

∑k
x=1

∑k
y=1 nx,ylog

nnx,y

nxny√∑k
x=1 nxlog nx

n

∑k
y=1 nylog

ny

n

where nx and ny are the total number of objects in cluster x and class y respec-
tively, nx,y is the total number of objects in cluster x and class y, n is the total
number of objects in the given data set, s1 =

∑k
x=1

(
nx

2

)
, s2 =

∑k
y=1

(
ny

2

)
and

s3 = 2s1s2
n(n−1) . The larger the values of these measures, the better the clustering

result.
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4.3 Experimental Results

Table 2 lists the ensemble clustering results of three data sets produced with
9 ensemble clustering methods. These results were evaluated with 4 evaluation
methods. The best results were marked in bold font. We can see that under
clustering accuracy evaluation, the ensemble clustering with FastMap projection
performed best in all data sets compared with the ensemble clusterings with
other two methods with the same consensus function. In all 9 ensemble clustering
methods, the highest clustering accuracy was obtained in all data sets by the
ensemble clustering with FastMap projection. The improvements in data sets
GLI85 and Internet Advertisements were significant compared with other two
methods.

Table 2. Clustering result comparison.

Methods Internet Ad GLI-85 Orlraws10P

- CP NMI ARI CA CP NMI ARI CA CP NMI ARI CA

RS-CSPA 171.5 0.01 0.50 0.54 561570 0.45 0.48 0.67 3711 0.67 0.81 0.78

RP-CSPA 163.1 0.51 0.53 0.62 542341 0.61 0.69 0.69 3686 0.69 0.83 0.80

FM-CSPA 145.9 0.55 0.61 0.74 529449 0.58 0.49 0.74 3011 0.71 0.84 0.85

RS-HGPA 271.1 0.01 0.49 0.53 581715 0.14 0.47 0.67 3616 0.69 0.83 0.80

RP-HGPA 202.3 0.24 0.49 0.52 567975 0.25 0.48 0.67 3624 0.70 0.84 0.81

FM-HGPA 202.3 0.68 0.50 0.54 525676 0.29 0.49 0.69 3523 0.72 0.85 0.82

RS-MLCA 171.5 0.02 0.50 0.54 570900 0.31 0.48 0.67 3619 0.72 0.85 0.82

RP-MLCA 184.0 0.62 0.54 0.65 547288 0.68 0.48 0.68 3608 0.73 0.86 0.83

FM-MLCA 143.3 0.59 0.61 0.77 522337 0.50 0.49 0.71 3575 0.75 0.87 0.84

KM-CSPA 170.6 0.47 0.56 0.68 614645 0.46 0.47 0.70 3798 0.59 0.81 0.70

KM-HGPA 202.3 0.47 0.49 0.54 645685 0.27 0.48 0.69 3705 0.65 0.84 0.77

KM-MCLA 149.9 0.48 0.62 0.71 608945 0.47 0.49 0.69 3755 0.61 0.85 0.71

The results of ensemble clustering with FastMap projection were also better
than those with other two methods under ARI evaluation in all data sets. The
majority best results were also obtained with FastMap method, except for one
case of GLI-85. However, the difference was not very significant.

Under CP and NMI evaluations, the ensemble clustering with FastMap pro-
jection also outperformed the ensemble clusterings with other two methods in
most data sets. The majority best results also occurred in the FastMap method.
These results demonstrated that the FastMap projection for component data
set generation improved the performance of ensemble clustering of high dimen-
sional data.

4.4 Comparisons of FastMap Projection vs. Random Sampling
and Random Projection

We used the three component data generation methods: random sampling, ran-
dom projection and FastMap projection to generate component data sets from
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3 real world data sets. The characteristics of these data sets are presented in
Table 1 in the next section. We computed two measures on the component data
sets. Table 3 shows the comparisons of three methods in intrinsic dimensionality.
The component data sets are in three different dimensions. We can see that the
intrinsic dimensionality values in FM columns are smaller than the values in
RP and RS columns. These results indicate that FastMap can generate better
component data sets than random sampling and random projection. One excep-
tion is data set GLI85 which is a fat Microarray data with only 85 objects but
22283 features. Although FastMap projection was a little worse than random
projection in intrinsic dimensionality, we shown in the previous section that the
ensemble clustering results of FastMap projection in this data set are still better
than the results from other two methods.

Table 3. Intrinsic dimensionality.

Data sets 5-dimensional space 10-dimensional space 15-dimensional space

- FM RP RS FM RP RS FM RP RS

Internet Ad 3E-05 5E-05 0.526 2E-05 4E-05 0.485 1E-05 4E-04 0.390

GLI85 5E-11 2E-11 5E-09 5E-11 1E-11 2E-09 9E-11 1E-10 1E-10

Orlraws10P 1E-06 5E-05 1E-03 2E-06 9E-05 8E-03 1E-06 1E-04 7E-03

Table 4 shows the comparisons of three methods in distance preservation.
The values of distance preservation in FM columns are much smaller than those
in RP and RS columns. These results demonstrate that FastMap projection has
better distance preservations than other two methods.

Table 4. Distance preservation.

Data sets 5-dimensional space 10-dimensional space 15-dimensional space

- FM RP RS FM RP RS FM RP RS

Internet Ad 0.681 0.739 1.812 0.690 0.901 1.001 0.671 0.719 1.009

GLI85 0.596 0.639 0.960 0.539 0.590 0.921 0.447 0.46 0.931

Orlraws10P 0.479 0.519 1.238 0.394 0.469 1.108 0.359 0.493 0.998

5 Conclusions

In this paper, we have presented the FastMap projection method to generate
low dimensional component data sets for ensemble clustering. We have analyzed
FastMap projection, random sampling and random projection and demonstrated
that FastMap projection can better preserve the clustering structure of the orig-
inal data than other two methods. Because of this property, the ensemble clus-
tering with FastMap projection outperformed ensemble clusterings with other
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two methods in experiments on three real world high dimensional data sets.
Beside better performance, another advantage of FastMap is that it is efficient
in handling big data and flexible in component data generation.
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Abstract. A zero-suppressed binary decision diagram is a compressed
data structure that represents families of sets. There are various basic
operations to manipulate families of sets over ZDDs such as union, inter-
section, and difference. They can be efficiently computed without decom-
pressing ZDDs. Among them, there are many important unary operations
such as computing the ZDD for all extremal sets (maximal sets or mini-
mal sets) from an input ZDD. Unary operations are useful in various fields
such as constraint programming, data mining, and artificial intelligence.
Therefore, they must be efficiently computed. In this paper, we propose a
general framework for parallel unary operations on ZDDs. We analyze the
computational complexity and evaluate the effectiveness of our method by
performing computational experiments.

Keywords: Parallelization · Zero-suppressed binary decision diagram ·
Compression

1 Introduction

Computational problems that are actually required to be solved are becoming
increasingly larger in scale and more complicated. Many such problems tend to
require an exhaustive computation such as considering all possible cases and
often turn out to be hard to solve within a realistic time.

To overcome the computational difficulty caused by combinatorial explosion,
a compressed data representation, called a zero-suppressed binary decision dia-
gram (ZDD), has recently come into use. A ZDD, a variant of a binary decision
diagram (BDD), is considered as an efficient data representation for a set fam-
ily. Coudert [1] proposed a framework to solve various set optimization problems
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using ZDDs. He demonstrated that various problems could be solved by com-
bining a small number of fundamental set operations and that such operations
could be elegantly implemented on ZDDs. A ZDD operation is to construct the
output ZDD from possibly multiple input ZDDs, which corresponds to some set
operation, without explicit decompression, and it often effectively manipulates
large-scale set families. Knuth [2] treats ZDDs in detail in his popular text-
book. BDD and ZDD-based techniques have recently been proposed for solving
large-scale problems in real life such as exact evaluation of network reliabil-
ity [3,4], optimal configuration in a distribution network [5], and frequent pattern
mining [6–9].

Most studies concerning parallelizing BDD operations were done in the 1990s.
Their main interest was in how to manipulate huge BDDs efficiently on a disk
that are too large to store on a main memory. To achieve this, many practi-
cal techniques have been presented, such as exploiting disk cache in executing
BDD operations on the basis of breadth-first search. Since then, although much
larger memory and multi-cores have become available, there seems to have been
almost no recent research concerning multi-thread parallelization on a shared
memory environment. In 2013, Dijk et al. [10] extended an existing lockless hash
table and implemented a uniquetable, garbage collection, and operation cache.
Furthermore, they developed a multi-core BDD package on the basis of load
balancing using a work-stealing framework (Wool), and applied it to symbolic
model checking. Elbayoumi et al. [11] developed a cache friendly BDD package
using the hopscotch hash table, which is a state-of-the-art hash table presented
by Herlihy et al. in 2008.

One main difficulty in parallelizing BDD (and also ZDD) operations lies in
task distribution. That is, in graph processing, it is usually unpredictable where
and how much computational resources are consumed, and thus load balancing
becomes a hard task. Therefore, a naive method is likely to result in performance
degradation.

In this paper, we present a general framework for parallelizing unary opera-
tions of ZDDs, where a unary operation is the one that a single ZDD is given as
its input. Since this framework is straightforward to apply to BDDs, we leave out
a description of it for want of space. Our basic idea is as follows. Although par-
allelization of BDD operations generally presents difficulty in task distribution,
by restricting such operations to be unary, we are able to realize task distribu-
tion that is expected to be moderately balanced without an external framework
such as Wool. There are many practically important instances of unary oper-
ations such as the MIN and the MAX operations that compute all minimal
and maximal sets from a given set family, respectively. As an application exam-
ple, the MIN operation plays an essential role in generating all minimal hitting
sets, which is a well-known important generation problem. A recently proposed
method [12] uses a special version of the MIN operation, which receives the BDD
for hitting sets and outputs the ZDD for all minimal hitting sets. In this paper,
we evaluate our framework by measuring the performance of parallel MIN oper-
ation and SUP operation, which outputs all supersets for a set family on a fixed
ground set.
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Fig. 2. Reduction rules for ZDDs

2 Zero-Suppressed Decision Diagrams

A zero-suppressed binary decision diagram (ZDD) is a graphical representation
for set families. Figure 1 shows an example of a ZDD. Exactly one node has
indegree 0, which is called the root and displayed at the top. Each internal node
f has a label and exactly two children, which are indicated by the three fields
V(f), LO(f), HI(f) associated with f . Each node has an element in a ground
set V as its label. The children indicated by LO(f) and HI(f) are called the LO
child and HI child of f , respectively. The arc to a LO child is called a LO arc
and illustrated by a dashed arrow, while the arc to a HI child is called a HI arc
and illustrated by a solid arrow. There are only two terminal nodes, denoted by
� and ⊥.

ZDDs satisfy the following two conditions. They must be ordered : if a node
u points to an internal node v, then V(u) < V(v). They must be reduced : the
following reduction operation rules cannot be applied any further.

1. If there is an internal node u whose HI arc points to ⊥, then redirect all the
incoming arcs of u to the LO child, and then eliminate u (Fig. 2(a)).

2. If there are two internal nodes u and v such that the subgraphs rooted by
them are equivalent, then share them (Fig. 2(b)).

We can understand ZDDs as follows. Given a ZDD, each path from the root
to � corresponds to a set U in such a way that k ∈ U if the HI arc of a node
with label k is selected; otherwise, k is excluded. For example, in Fig. 1, the
paths 1© ��� 2© → 3© → �, 1© → 2© ��� 3© → �, and 1© → 2© → � correspond
to {2, 3}, {1, 3}, and {1, 2}, respectively. Note that although the node 3© does
not appear in the latter path, according to the node elimination rule, the HI arc
of 3© must point to ⊥, and thus the element 3 is excluded.

It is known (see for example [2,13]) that if the order in V is fixed, then set
families on V correspond in a one-to-one way to ZDDs whose labels are taken
from V . This means that different ZDDs represent different set families, and
every set family has its own ZDD representation. For efficiency, ZDD nodes are
maintained by a hash table, called a uniquetable, so that for any triple (k, lo, hi) of
a node label and two ZDD nodes, there is a unique ZDD node f with V(f) = k,
LO(f) = lo, and HI(f) = hi. Given a triple (k, lo, hi), the function getnode
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returns an associated node in the uniquetable if it exists; otherwise, a new node
f is created such that V(f) = k, LO(f) = lo, and HI(f) = hi; f is registered
to the uniquetable, and f is then returned. A uniquetable guarantees that two
nodes are different if and only if the subgraphs rooted by them represent different
set families. Thus, for example, equivalence checking of set families can be done
in constant time.

For any node in a ZDD, the subgraph rooted by the node is a ZDD. Thus,
if there is no confusion, we often identify nodes with the ZDDs rooted by them.
The number of internal nodes in a ZDD f is denoted by |f | and called the
size of f .

An advantage of ZDDs is that thanks to the reduction rules, ZDDs tend
to achieve a high compression efficiency and furthermore provide various basic
operations to manipulate set families such as intersection, union, and differ-
ence. Such operations are performed with respect to the recursive structure of a
ZDD, and the computation complexity is proportional to the product of input
ZDD sizes [14]. Thus, by applying a sequence of such operations, we can quickly
obtain a ZDD that represents a desired set family, as long as a good compres-
sion efficiency is retained during the computation. Therefore, algorithms must
be appropriately designed for such operations so that ZDD sizes do not greatly
increase.

3 A General Framework for Parallel Unary Operations

In this section, we introduce a lock-free uniquetable and propose a general frame-
work for parallel unary operations.

3.1 Lock-Free Uniquetable

A standard way to coordinate concurrent accesses to shared objects is to use
locks. However, when too many threads try to access a single object at the same
time, a sequential bottleneck is likely to occur. Lock-free techniques resolve this
problem by using atomic operations instead of locks, since atomic operations
allow threads to read and write a value to memory in one indivisible hardware
step [15].

This paper uses a lock-free uniquetable based on a chained hash table, where
hash table entries correspond to ZDD nodes, and the NX field of a ZDD node
is a reference to the next node. Figure 1 shows a getnode operation that allows
threads to access a uniquetable simultaneously. This implementation uses an
atomic operation compare&swap, where compare&swap (NX (t) ,NULL, new)
substitutes new for NX field and returns 1 if the NX field of the current node t is
NULL; otherwise, it returns 0 without substitution: note that these operations
are safely executed in one indivisible hardware step. For simplicity, each thread
has its own freelist of ZDD nodes, and our uniquetable does not support removal
of ZDD nodes. If one wants to reuse ZDD nodes that are no longer in use, the
uniquetable needs to be modified so as to enable removal of nodes, which makes
implementation more complex (see [10]).
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Algorithm 1. Search a ZDD node with label k, LO child lo, and HI child hi.
If not found, insert a node with these fields. This function should be computed
by the tid-th thread.

function getnode para(tid, k, lo, hi)
if hi = ⊥ then

return lo;
end if
Get a node new from the freelist of the tid-th thread;
V(new) ← k; LO(new) ← lo; HI(new) ← hi; NX (new) ← NULL;
t ← the head node of a bucket determined by the hash value of (k, lo, hi);
while compare&swap (NX (t) ,NULL, new) = 0 do

t ← NX (t);
if V(t) = k and LO(t) = lo and HI(t) = hi then

Put back new to the freelist; return t;
end if

end while
return new;

end function

3.2 Algorithms

Our framework can parallelize any unary operation that is recursively defined
on the structure of an input ZDD as follows.

function unaryop(op⊥,op�,opLO,opHI)(f)
if f is a terminal node then

return opf ;
end if
l ← unaryop(op⊥,op�,opLO,opHI) (LO(f));
h ← unaryop(op⊥,op�,opLO,opHI) (HI(f));
return getnode (V(f) , opLO(l, h), opHI(l, h));

end function

That is, if an input ZDD f is a terminal node, then the result is a terminal
node determined by a constant function op⊥ for f = ⊥ and op� for f = �.
Otherwise, the result is computed by applying opLO and opHI to the results of
its children LO(f) and HI(f), where opLO and opHI are any binary operations.
This constraint is not very strict, and one can easily find unary operations of
the form above.

Our framework consists of the following two parts.

1. Sort internal nodes of an input ZDD f in ascending order of maximum path
length (i.e. the maximum length of a path to �). This part is done with a
single thread.

2. Let multiple threads mutually exclusively acquire and process nodes in sorted
order in such a way that after each thread scans all nodes of the same maxi-
mum path length, it waits until the other nodes finish.
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In the latter part above, the processing for each node g, which is described
in Algorithm 3, is to compute the result of applying a unary operation to g in
a bottom-up fashion, and then to set the result to its auxiliary field AUX (g).
Thus, after all nodes are examined, the AUX field of the root node holds the
final output.

Algorithm 2. The function csort sets internal nodes of a ZDD f to an array
A in ascending order of maximum path lengths with the aid of the subroutine
maxlen. The AUX field of each node holds its maximum path length.

function csort(f,A)
Clear the AUX fields of all nodes in f ;
AUX (⊥) ← AUX (�) ← 0;
maxlen (f);
Set all internal nodes to A while traversing f .
Sort A by counting sort with respect to maximum path length.

end function

function maxlen(f)
if AUX(f) is not set, and f is an internal node then

m0 ← maxlen (LO(f)); m1 ← maxlen (HI(f));
AUX (f) ← max{m0,m1} + 1;

end if
end function

The function csort defined in Algorithm 2 computes the former part of our
framework. First, it computes the maximum path length for each internal node
and sets its value to the AUX field. The traversal of all nodes in a ZDD f requires
O(|f |) time, as does the subroutine maxlen. Let m be the maximum path length
of the root node of f . Since m ≤ |f |, the counting sort part requires O(|f |) time.
Therefore, the total time for csort is O(|f |). An extra space is required essentially
in the traversal of f and in counting sort, which is clearly O(m) in total. From
the argument above, we have the following proposition.

Proposition 1. Algorithm 2 can be implemented to run in time proportional
to an input ZDD size. The required extra space is proportional to the maximum
path length of the root node.

The function unaryop thread defined in Algorithm 3 is in charge of the latter
part of our framework. For each internal node g, the resulting ZDD is stored in
the AUX field of g. We can safely use the AUX field of g, since the maximum
path length for g is not needed after that. When we set to work on g, the results
for their children LO(g) and HI(g) must already be computed. This is guaranteed
in our framework, because we scan nodes in ascending order of maximum path
length, and from the following proposition, it follows that each node is examined
after the works for its children are over.



500 S. Takeuchi et al.

Algorithm 3. Compute the results of applying the unary operation character-
ized by op⊥, op�, opLO, opHI to nodes in the section of an array A from curr to
end, which initially hold the start and end positions of nodes with the same max-
imum path length, respectively. The variable curr is shared with other threads.

function unaryop thread(op⊥, op�, opLO, opHI, tid, A, curr, end)
AUX (⊥) ← op⊥; AUX (�) ← op�;
loop

i ← fetch&add (curr, 1);
if i > end then

return NULL;
end if
g ← A[i]; l ← AUX (LO(g)); h ← AUX (HI(g));
AUX (g) ← getnode para (tid,V(g) , opLO(l, h), opHI(l, h));

end loop
end function

Proposition 2. If a node g has maximum path length i, then its children have
a maximum path length less than i.

Proof. Assume that a child of g has maximum path length j (≥ i). This implies
that there is a path longer than j starting from g and leading to �. >From the
maximality of i, we have j < i, which is a contradiction.

The function fetch&add is an atomic operation, and fetch&add (curr, 1) exe-
cutes in one indivisible hardware step that it first returns the current position
curr and then increments curr by one. Thus, different threads cannot acquire
an identical ZDD node. We can safely obtain ZDD nodes with getnode para.
Therefore, nodes in the same section can be completely independently processed
by multiple threads, although since processing costs vary depending on nodes,
threads that finish earlier must wait for the other threads.

Processing by multiple threads is better than that by a single thread in
the sense that extra costs for parallel processing are the overhead caused by
atomic operations and the cost by Algorithm 2; the former cost can be ignored,
while according to Proposition 1, the latter cost cannot be a computational bot-
tleneck if the computation requires much more than an input size. In particular,

Table 1. Data sizes

HIT SUP

|BDD| #Itemsets |BDD| #Itemsets

p6 1000 25,640,936 2,251,757,096,338,520 25,640,936 42,717,346,724

win25600 1,250,409 overflow 1,250,409 overflow

lose12800 2,200,193 overflow 2,200,193 overflow

bms2 10 2,386,383 overflow 2,386,383 8,880,670

ac 30k 350,954 overflow 350,954 31,828,666
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a significant effect of parallel processing will be expected if processing costs of
nodes are distributed evenly. In another scenario, if the cost of a computation
requires only an input size, then unfortunately our method will not be a good
choice.

4 Experiments

To evaluate performance of the proposed framework, we conducted computa-
tional experiments.

4.1 Experimental Settings

We performed experiments on a computer that consists of four octa-core 2.67 GHz
Intel Xeon E7-8837 processors (i.e., 32 CPU cores in total) and 1.5 TB DDR3
memory shared among cores. We implemented all the algorithms in C and com-
piled with the version 4.3.4 of GNU C compiler. We used the atomic function
offered by GNU C compiler.

To make input data, we used p6 1000, win25600, lose12800, bms2 10 and
ac 30k from the Hypergraph Dualization Repository1. We computed the BDDs
that represent hitting sets and supersets of above datasets.

Table 1 summarizes the sizes of data. The sizes of both BDDs and uncom-
pressed data are the number of BDD nodes and the number of item sets, respec-
tively. “Overflow” represents the number of item sets larger than 264. We can
see BDDs represents the very large data in a very compact way.

4.2 Experimental Results

We computed all minimal sets for each input dataset. Table 2 shows the execution
time, and Fig. 3 shows the speedups of unary operation when the number of CPU
cores (shown as “#Threads”) varies.

The proposed method with multi-cores computes minimal sets more quickly
than that with a single core. For p6 1000, the proposed method scaled well,
and speedup is around four with eight cores in both the hitting set and the
superset. On the other hand, the speedups saturated and resulted in around 1.5
for datasets bms2 10 and ac 30k. One reason for inefficient parallel computation
is that most execution time is short (less than 10 seconds) except for p6 1000
and bms2 10. In such a case, both start-up and termination overhead becomes
larger in the total execution time. When near the root node, the number of nodes
to process decreases and execution time per node increases, our method cannot
scale well even though execution time is long enough.

1 http://research.nii.ac.jp/∼uno/dualization.html, accessed on 14 Jan. 2014.

http://research.nii.ac.jp/~uno/dualization.html
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Table 2. Experimental results (sec.)

# Threads 1 2 4 8

HIT p6 1000 261.86 152.64 94.62 64.69

win25600 5.46 3.7 2.63 1.8

lose12800 12.27 8.34 6.1 4.2

bms2 10 187.02 141.37 117.03 113.16

ac 30k 1.48 1.21 1.04 0.93

SUP p6 1000 46.69 29.95 19.98 15.06

win25600 2.42 1.66 1.17 0.8

lose12800 3.62 2.9 2.02 1.5

bms2 10 4.71 3.68 3.2 3.44

ac 30k 2.52 2.27 1.88 1.84

Fig. 3. Speed-up (left : Hitting set, right: Superset)

5 Conclusion

In this paper, we proposed a general framework for parallel unary operations on
ZDDs. To achieve efficient parallelization, we focused on unary operations and
shared memory parallelization. We analyzed the computational complexity and
evaluated the effectiveness of our method by computational experiments.
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Abstract. This paper presents a method of constructing a ZDD that
represents all connected subtrees in the given tree and analyzes the size
of the resulting ZDD. We show that the size of the ZDD is bounded by
O(nh) for a tree with n-nodes and h-height. Furthermore, by properly
ordering the ZDD variables, we can further reduce the size to O(n logn),
which is surprisingly small compared to represent at most O(2n) subtrees.

1 Introduction

In this paper we consider representing all subtrees in the given rooted tree using
Zero-Suppressed Binary Decision Diagrams (ZDDs), a variant of Binary Decision
Diagrams (BDDs) [1]. If we use a ZDD to represent subtrees, we can leverage
the power of the decision diagrams to perform various operations on subtrees
such as enumeration, set operations including intersection or union, and so on.
Since each subtree can be seen as a set of vertices or edges and ZDD can, in
many cases, efficiently represent a family of sets, however the number of subtrees
can be extremely huge. For example, a n-node star, a tree that has n− 1 leaves,
has 2n−1 + n − 1 subtrees. We believe that no known works reveals that how
efficiently (or how badly) ZDDs can represent this huge number of set.

In general, there are two approaches constructing ZDDs; first is the ‘bottom
up’ approach that repeatedly uses Bryant’s apply-algorithm [1]. Alternatively,
the ‘top-down’ approach can be used to construct nodes from the root to ter-
minals with a single pass. The latter approach is adopted, because the former
approach requires an exponential number of steps. In top-down methods, a table
or an array, also known as mate, is introduced to manage to check which nodes
can be shared in the ZDD. Since not all vertices in the tree relate to decide each
level of ZDD nodes, we only have to maintain mate entries for the set of vertices
that have edges to decided vertices and undecided vertices. This set of vertices
is called frontier [2] or elimination front [3,4].

We can roughly estimate BDD/ZDD size from the number of varieties of
mate entries, and this tells us the size is O(nh2) for an n-vertices and h-height
c© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 504–510, 2014.
DOI: 10.1007/978-3-319-13186-3 45
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rooted tree. By taking into consideration zero-suppression, the required number
of nodes can be reduced. We will show that ZDD requires only O(nh) nodes.
Moreover, by properly ordering the tree edges, each of which is corresponded
to a ZDD variable, we also show that the bound can be further tightened to
O(n log n).

The resulting subtree ZDD has many applications. For example, we can easily
construct an algorithm to construct a table of subtree sizes to their counts as
follows:

Subtree counts for Fig. 2

# nodes 2 3 4 5 6 7 8 9 10 11 12,

count 11 15 22 30 38 43 41 31 17 6 1

Subtree counts for Fig. 4

# nodes 2 3 4 5 6 7 8 9 10 11 12 13 14 15.

count 14 19 26 38 52 71 94 114 116 94 60 28 8 1

This table can be obtained by using a generating function [2], and its time com-
plexity is O(n2 log n) for n-nodes tree. Another fascinating example is subtree
pattern matching, such as jumbled pattern matching on trees [5]. Since subtree
ZDD can compactly represent all subtrees, if another ZDD that represents any
combination that matches the pattern, without regard to the tree structure, is
also reasonably small, the straightforward approach of taking the intersection of
these two ZDDs will be useful.

2 Top-Down Construction of the Subtree ZDD

We represent each subtree as a set of used edges and construct a ZDD whose
variables correspond to every edge in the given rooted tree. Thus the total num-
ber of the ZDD variables will be equal to the size of the target tree minus 1. Note
that we can also construct ZDDs whose variables correspond to tree vertices in
the same way. Also note that when we use edges, the resulting ZDD does not
contain trivial subtrees that consists of single vertices.

Following conventional methods, top-down construction determines ZDD
nodes from the root to the terminal sink nodes with a single pass. Top-down
construction can be designed by defining (1) the traversal order of the target
graph, and (2) information associated with frontier vertices (the mate).

For traversal order, we adopt the preorder of the tree. Since the frontier is a
set of vertices that have edges to decided vertices and undecided vertices as noted
previously, the frontier of the target vertex x as a set of vertices that appears
in the path from the root to the parent of x, with edges to undecided vertices.
For example, let us suppose that the target tree is Fig. 1 and we represent each
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Fig. 1. Sample tree #1

Fig. 2. Sample tree #1 labeled with our traversal order

subtree as a set of edges labeled as Fig. 2. In this example, when we define edge
1–2, the frontier will be {0, 1}, and {5} for edge 5–7.

The role of the mate is to tell the following undecided nodes if they can
consist subtrees or not, so we can represent this by a binary array of frontier
length. Among the 0/1 patterns of this array, given that we are making sub-
trees, patterns in which vertices in the frontier are disconnected never appear.
Thus, the patterns in the mate has to distinguish are f(f−1)

2 when the size of
the frontier is f . This estimation can be applied both to BDDs and ZDDs. If we
take zero-suppression and the true/false status of the target node into consider-
ation, we can further tighten the estimation. When the target node is true, the
above-mentioned variations in the mate are limited to such combinations that
1s (i.e. the edge is selected) must successively appear from the parent of x to
make a subtree. All other variations will directly fall into the bottom sink, that
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Fig. 3. The subtree ZDD for sample tree #1

is, zero-suppressed. As a result, at most f variations remain for each level of
the ZDD.

Figure 3 depicts the resulting subtree ZDD for the tree in Fig. 2. Another
example is shown in Fig. 4 and the resulting subtree ZDD in shown in Fig. 5.

3 Estimating the ZDD Size

Each subtree represented in the resulting ZDD is identified as a path from the
ZDD’s root to the top sink. Since each ZDD node has only two child nodes, to
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Fig. 4. Sample tree #2

Fig. 5. The subtree ZDD for sample tree #2

convey information about connections from higher level variable to lower level,
we require multiple nodes at the same level. This determines the ZDD’s width,
and this widths corresponds to the number of variations represented by mate.
In our top-down construction, this width is equal to the length of frontier, and
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the length is at most the height of the tree. Therefore, we can estimate subtree
ZDD size estimation by O(nh).

In general, variable order impacts BDD size, so to reduce the size of the
resulting ZDD, we introduce the following ordering.

Definition 1. A right-heavier ordering is a special type of preordering that
restricts sibling ordering such that a node with a larger number of descendants
comes later.

The order in Fig. 2 satisfies this right-heavier ordering.

Lemma 1. Among all preordering configurations, right-heavier ordering gives
the smallest sum of frontier size at every tree vertex of the given ZDD.

Proof. Assume that vertex x in the tree has k descendants and we denote each
subtree rooted at these k descendants as T1, ..., Tk. Every frontier of nodes in
Ti(1 ≤ i ≤ k) can be divided into the following three parts:

1) from root node to the parent of x,
2) possibly x,
and 3) the descendants of x.

Every descendant of Ti(1 ≤ i ≤ k), (1) are the same and (3) is irrelevant to
the order of Ti. As for (2), if we define the ordering as TO1, ..., TOk for these k
subtrees, the frontiers for the nodes within TOk are 0, and 1 for others, since
vertices that do not have edges to undecided vertices, they are not included in
the frontier. Thus, processing the subtree with the largest number of descen-
dants minimizes total frontier size, and the right heavy ordering satisfies the
condition. ��
Theorem 1. For any n-nodes tree, the frontier size never exceeds log2 n if we
use right-heavier ordering.

Proof. Assume that the size of frontier S is greater than log2 n at leaf vertex x.
According to the definition of the frontier, S branches must exist from the root
to the parent of x. In addition, since we are using right-heavier ordering, there
must exist a subtree whose size is not smaller than the subtree that contain x
on each branch.

We denote y1 as the parent of leaf x, and y2 as the parent of y1. To avoid the
condition where x itself becomes the heaviest subtree, there must be a subtree
rooted at a sibling of x. Thus, the subtree rooted at y1 must be greater than 3.
In the same way, there must be a subtree rooted at some sibling of y1. Thus, the
size of the subtree rooted at y2 must be greater than 2∗|y1|+1. Here |y1| denotes
the size of the subtree rooted at y1. Recurrently, size of the subtree rooted at yi
satisfies |yi+1| ≥ 2|yi| + 1. This lead to yS = 2S − 1.

This contradicts S > log2 n, because this means 2S − 1 > 2log2 n = n. There-
fore, S ≤ log2 n. ��
Corollary 1. For any n-nodes tree, the number of nodes of a subtree ZDD is
not greater than n log2 n.
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4 Conclusions

In this paper we presented a method of constructing a ZDD that represents all
the subtrees in the given tree. We also showed that the size can be reduced to
O(n log2 n) by defining the variable order according to a special type of tree
preorder. This size is incredibly compact compared to the number of subtrees
store, which can be exponential as expressed by O(2n − 1).
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Abstract. We propose a unified fusion framework for time-related rank,
applied tofindvaluable posts or recommendanswers in threadeddiscussion
communities. In our model, we simultaneously consider the special struc-
ture and semantics of threaded discussion communities. As for the struc-
ture, we construct a time-related rank model with respect to reply posts
analysis and attain an initial rank result. Concurrently, we reconstruct
semantic trees from raw statistical features (e.g. term frequency and doc-
ument length) to latent semantics and topics. With a more robust simi-
larity computation, we produce several semantic trees. For each tree, we
again compute the time-related rank score and get a series of rank results.
Finally, we fuse our results in the unified fusion framework incorporating
qualitymeasures tomake afinal decision.Ourmodel canbe easily extended
when new features or models are added. Experimental results show that
our model contributes satisfactory results.

Keywords: Fusion · Quality measure · Time-related rank · Information
retrieval

1 Introduction

With the Internet growing prosperously, increasing web users would like to
share their hobbies, experiences etc. on the Internet. As a result, many kinds
of threaded discussion communities are booming and play a more and more
important role in content contribution for the web. Benefit from the openness of
many threaded discussion communities, we can access the content and get the
reply structure of each thread without much difficulty. Unlike the World Wide
Web with huge and heterogeneous information, a threaded discussion commu-
nity always keeps its eye on one or a few domains, which provides a concentrated
source to us to access information for the specific domain. Providing the hot-
ness and the character for a stable information dispatcher, mining the threaded
discussion communities and gaining valuable posts or users become a urgent
task. Unlike traditional mining tasks which conduct knowledge discovery on
normalized data in database, the threaded discussion mining aims to find valu-
able information in non-normalized posts which are proposed by the web users
constantly.
c© Springer International Publishing Switzerland 2014
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Researchers have heavily counted on the vector space model such as term
frequency (TF) to represent a document, which is based on the hypothesis the
document is represented as an unordered collection of words, neglecting grammar
and word order. To summarize and extract the main idea of a corpus with many
related documents (always, the corpus is modeled as a matrix called the term
document matrix), a series models are adopted to choose and weight the terms
in the corpus. The latent semantic indexing (LSI) [1] is a widespread method in
information retrieval to find the relations between terms and concepts by trans-
forming the vector space to a new orthogonal space, which behaves effective
in many applications (e.g. [2,3]). The latent Dirichlet allocation (LDA) [4] is
a generative probabilistic model for collections of discrete data, which assumes
that each document is a mixture of several topics and that each word’s creation
is attributable to one of the document’s topics. LDA is a three-level hierarchi-
cal Bayesian model, where a topic is draw from the multinomial distribution
conjugated with a Dirichlet distribution prior, and each word is draw from a
multinomial probability conditioned on the topic.

Those models we mentioned above try to understand the meaning of the text
corpora only from one perspective of the document content. While on the web,
especially user generated content (UGC) web, there exists rich meta data besides
the content, such as time stamp when the user posts a message or even reply
structure that shows who replies whom. The threaded discussion community is
a typical kind of those webs with rich structure information. Providing the more
extra structure information then a bag of discrete text data, we can rank posts
according to their value or recommend answer to the given question.

Classical structure methods like PageRank [5] or HITS [6] have achieved
great success in information retrieval. However, they are not quite suitable for
the threaded discussions without explicit link structures. What is more, the
threaded discussion community always varies instantly, where the users may
produce many new posts even at one minute, which is not suitable to PageRank
because it is liable to the stability of the whole web.

In this paper, we propose a time-related rank model which both considers the
time stamps of each posts and the reply-to structure of the discussion thread.
With semantic reconstruction, we easily fuse the content to the proposed rank
model. The main contributions of this paper are summarized as follows:

– We construct a unified framework to fuse different models incorporating qual-
ity measures. Our framework is carried out in two steps. First we construct
the quality measure model, then we use the result as a priori to the fusion
model. Posit that the threaded discussions in one community are in the same
knowledge domain, we choose a subset of threaded discussions to evaluate the
quality of the models. Then we popularize the result to the whole threaded
discussions in the same community.

– We propose a time-related rank model to alleviate the influence of the time
factor when rank different posts with different time stamps, which is difficult
for classical models such as PageRank to handle.
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– We propose a method to reconstruct the structure of the posts in a thread
according to their semantics. Thus, the structure and semantics of a thread
with many posts can be easily adopted in our unified fusion framework.

The rest paper is organized as follows. Section 2 introduces the related work.
Section 3 briefly introduces the characteristics of threaded discussion communi-
ties. Section 4 prepares the needed work including the time-related rank model
and the semantic reconstruction. Section 5 gives a careful description of our uni-
fied framework which combines several semantic models together based on qual-
ity measures. Section 6 provides a thorough set of experiments on two real data
sets collected from the apple discussion forum1 and Slashdot.org2. We conclude
the paper in Sect. 7.

2 Related Work

To the best of our knowledge, little previous research studies the time-related
rank in threaded discussion communities. However, there are still a lot of work
related to the threaded discussions mining, which can be mainly categorized
into semantic models and structure models. As for the semantic models, with
information extraction, [7] aimed at ranking answers for given questions in web
forums. References [8,9] reconstruct the relationship among posts and threads
based on the similarity of topics and semantics. Previous structure models such
as PageRank [5] and HITS [6] are under the assumption that the whole web is
stable in general, while the threaded discussion communities are not. FGrank [10]
modifies PageRank to suitable to the forum pages by constructing page level link
graph based on the topic hierarchy without considering the reply-to graph of the
posts. Other than the separated models, [11] proposes a sparse coding approach
to simultaneously modeling semantics and structure of threaded discussions. It
uses the reply-to graph as ground truth and justifies the reply reconstruction of
the post by content similarity. However, we believe that the reply-to relationships
of the posts should fuse with the content to get a better result.

3 The Problem Setting

Recent years, with the development of the World Wide Web, a lot of UGC web
communities have been arising. The threaded discussion community is a typical
UGC web community that doesn’t emphasize the function of social communi-
cation like Facebook or Twitter but supply a place to solve problems or share
profound insights, such as mailing list, BBS or Q&A forums. The typical struc-
ture of a threaded discussion community is shown in Fig. 1. A threaded discussion
community is constituted by a lot of threads in the same knowledge domain. The
process of the development of a threaded discussion community can be treated
1 https://discussions.apple.com/community/ipad
2 https://slashdot.org

https://discussions.apple.com/community/ipad
https://slashdot.org
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Fig. 1. A typical structure of a threaded discussion community

as the threads’ creation and development, which is described as follows. First,
one user releases the first post, which attracts a few users to discuss. Then, they
propose posts one by one until a consensus is reached. With the creation of more
and more threads, the threaded discussion community becomes mature. There
are so many posts in a thread and so many threads in a threaded discussion
community. Which posts are more valuable or have more insight then others
and should be recommended to the other users? That is the main problem we
should solve in this paper.

We assume that a threaded discussion community C is constituted by N
threads, and the i-th thread Di is represented as a directed graph Gi(V,E, ts).
The node v ∈ V is associated with a post which can be modeled by TFIDF, LSI
or LDA. There is a time stamp tsv ∈ ts which stands for the moment when the
post v is proposed. The edge (u → v) ∈ E exists between two node u, v if post u
replies post v. Supposing that there is a metric function f mapping the post v to
its value f(v), we get the rank result just according to this value. PageRank is
one of this metric function in ranking web pages according to their reputation.
In threaded discussion communities, inspired by PageRank, we propose a time-
related rank model which is more suitable for our problem.

4 The Preparation Work

Before the unified fusion process, we introduce the time-related rank model.
Through semantic reconstruction with several existing vector space models, we
easily fuse the content analysis in the rank model.

4.1 The Time-Related Rank Model

The rank model should consider three important factors in a threaded discussion
with many posts if the post ranks high. (1) The post should be released timely
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in a thread. (2) The post should attract discussion posts as many as possible.
With large amount of discussion, the post becomes focused and should also be
recommended to the other users. (3) The post with many replied posts which
should reply immediately. A post that attracts many users to discuss immediately
shows the post is active in a short-term response. In conclusion, a post that is
timely released and with large posts replying immediately should rank high.

Given a thread D represented by a directed graph G(V,E, ts), we construct
the model as follows. The weighted matrix W is calculated with the element
w(u, v) = K(tsu, tsv). We define a function h(v) = H(tsv) to depict the timeli-
ness of post v in the thread. We treat the time-related rank (trr) score calculation
of each node as an iterative procedure. In step t, the trr score of node v

trr(t)(v) = h(v)
∑

(u→v)∈E

trr(t−1)(u)
w(u, v)

(1)

We repeat the iterative procedure until divergence, and rank the posts in a
thread with respect to the trr score.

4.2 Semantic Reconstruction

It is hard to analyze the semantics of each post individually because the post
released by the users is short and sparse, which means the post itself has incom-
plete semantics and misses a large part of background knowledge. We reconstruct
a semantic tree based on one vector space model from a thread with many posts
where each node represents a post and near neighbors have similar semantics.
Thus, the post is not individual in semantics with the help that the neighbors
provide the context information in the semantic tree.

Given a thread D with m posts {Li}mi=1, their time stamps {tsi}mi=1 where
tsi < tsj if i < j and the similarity measure function S(Li, Lj), we reconstruct
the semantic tree through the following method. In our similarity computation,
we define the similarity measure function as the weighted sum of two parts. The
first part is a cosine similarity, and the second part is a similarity between two
posts with respect to the post length. The parameter λ here weights the two
parts.

S(Li, Lj) = λ
LiLj + ‖Li‖ ‖Lj‖

2‖Li‖ ‖Lj‖ + (1 − λ)
2 ‖Li‖ ‖Lj‖

‖Li‖2 + ‖Lj‖2
(2)

As for post Lj , we choose one post as its predecessor from the ahead posts. The
predecessor should have the most similarity with Lj .

L∗ = arg
Li

max
1≤i≤j−1

S(Li, Lj) (3)

Let j decrement from m to 2, then the semantic tree is reconstructed.
After semantic reconstruction, we again calculate the trr score just as the

reply structure analysis in a thread. As for the semantic tree and the reply
structure graph, it is easy to tackle whatever “combine then rank” or “rank
then combine”.
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Fig. 2. The unified fusion framework based on the quality measures

5 The Unified Fusion Framework

In the introduction section, we have simply listed three vector space models:
TFIDF, LSI and LDA. The first model is directed and contains many details of
a document, while it may also include junks. The second model is a way to get
the concepts or latent classes of a document, which is totally from the matrix
decomposition of TFIDF, but may remove noise. LDA is a generative topic model
which is widely used to cluster words with similar semantics. No one model can
handle all the data sets. In our unified framework, we first construct a quality
measure model to test how much the model is suitable for subset threads of
the threaded discussion. The quality measure model is based on the assumption
that in the same threaded discussion community, the same knowledge domain is
adopted. For example, in the apple discussion forum, people are talking about
the apple products. Second, we populate the quality of each model to the other
threads. As Fig. 2 shows, our framework consists three main parts: semantic
reconstruction, quality measure and fusion procedure. The first part has been
described. Now we study the next two parts.

5.1 The Quality Measure for the Semantic Models

Our quality measure model is based on the assumption that all the discussion
threads are in the same knowledge domain, which makes our model very suit-
able for the web communities that concentrate on a few central issues. Central
discussions can produce profound insights easier than talking too many issues
simultaneously. We randomly choose Nt threads from the whole threads. For
the i-th thread Di, there are mi posts {Lj , tsj , yj}mi

j=1 in it where Lj is the con-
tent of the j-th post in thread Di, tsj is the time stamp of the post and yj the
label which stands for the rank or the score that the other users give. As for each
model, there is a quality factor measuring the contribution to our result. Suppose
that there are K semantic models. The quality vector is q = (q1, .., qk, .., qK).
With post Lj and its time stamp tsj , after combining several semantic models,
we get the output ŷj = f(Lj , tsj ,q). Our quality measure becomes to solve the
following optimization problem.
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(a) Combine then rank (b) Rank then combine

Fig. 3. The two strategies of quality measure for semantic models

q∗ = arg
q

min
Nt∑

i=1

mi∑

j=1

(ŷj − yj)2 (4)

There are two strategies to handle the fusion of semantic models. They are
combine then rank and rank then combine.

Combine then Rank. The strategy is a pre-combination which combines the
models of the post with the quality factors, reconstructs one semantic tree and
calculates trr score at last. As Fig. 3a shows, we obtain the fusion representation
xj of the post Lj by merging different representations into a new vector.

xj = (q1Lj,1, .., qkLj,k, .., qKLj,K) (5)

Our semantic reconstruction is based on the new fusion representation. Given
the reconstructed semantic tree, we calculate the trr score trr({xj , tsj}) and
then translate it into output ŷj = T (trr({xj , tsj})). The translation function
T (.) maps the trr score to rank or the mark the other users give.

Rank then Combine. The strategy first reconstructs each semantic tree on
each model, then calculates trr score respectively, finally combines the trr scores
in one score with the quality vector. As Fig. 3b shows, the output is

ŷj = T

(
K∑

k=1

qktrr({Lj,k, tsk})

)
(6)

5.2 The Final Fusion

The reply structure of a thread and the semantics of the posts in the thread
should be both considered in our problem. The posts those with much value and
should be recommended to the other users must have at least two characteristics.
(1) The posts should be ranked high with respect to the trr score in the reply
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structures, which suggests that the posts have much value in the eye of the users
who have read the posts and actively participated in the discussion. (2) The
posts should be ranked high in the semantic tree. The semantic tree is based on
the similarity measures between posts. Those posts which are ranked high in the
semantic tree suggest that they are more similar to the thoughts of the other
users.

In the framework of the time-related rank model, we can easily combine the
results of the two important factors:

trr = αtrrst + (1 − α)trrse (7)

where trrst represents the trr score from the reply structure of the thread, and
trrse stands for the trr score based on the semantic reconstruction. The parame-
ter α can be acquired by training the subset threads used in the quality measure.
Then we rank each post in the thread according to the trr score.

6 Experiments

We collect two kinds of data sets over a period of time by a web crawler designed
for the threaded discussion communities. One is from the iPad Q&A board in the
apple discussion forum, the other is from the technique community Slashdot.org .
These two data sets are chosen because of the following reasons: (1) The two
data sets are from two kinds of typical threaded discussion communities. One
is the Q&A forum, and the other is an open discussion forum where everyone
can participate and judge the comments. Both of them have time stamps in
each post, and the reply structure can be extracted without much difficulty.
(2) These two data sets are all or at least partial labeled. The iPad Q&A data
set can label the answers “Helpful” by other users or “Solved” by the questioner,
while Slashdot.org can give each comment a score ranging from −1 to 5 by all
the participators. The quality vector q and the weight α in final fusion are
acquired by supervised learning, which relies on the labeled data. For each data

Table 1. The basic statistics of the data sets

Data set iPad Q&A Slashdot.org

Number of threads 1130 664

Number of posts 8489 146569

Number of users 2175 14241

Average thread length 7.51 220.74

Average words per post 63.09 76.33

Average posts per user 3.90 10.29

Timestamp(mins from 1970) 21075992 - 21590652 22091472 - 22633163

Number of topics 5 5
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sets, we select 5 hottest topics and ignore the unqualified threads that have
posts fewer then 3 or without labels or ratings. The basic statistic results are
shown in Table 1, from which we know that the two kinds of threaded discussion
communities are quite different in average thread length, users active degree and
so on. However, proving the similarity in content and structure organization,
we can get the valuable answers to the questions or recommend the popular
comments in our unified fusion framework.

6.1 Evaluation for the Time-Related Rank Model

Our model is different from the previous studies largely because we consider the
time stamp which represents the timeliness of the post in a thread. There are
two time intervals considered in our trr model. One is how long the post has
stayed on the webpage until now, the other is between the post and its reply
posts. Let us take iPad Q&A data set as an example. As shown in Fig. 4, every
post belongs to one thread and has a time stamp that represents the released
time. Figure 4a shows that the distribution of the posts in each thread in the
time line. Every post is either unlabeled or labeled with “Helpful” or “Solved”.
Figure 4b shows the time intervals between post and its reply posts follow the
power law distribution. The most of the time intervals between reply posts are
less than a few hours. When the time interval becomes large, the number quickly
decreases.
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Fig. 4. Timeliness in iPad Q&A data set

In the experiment with the trr model, we define the time interval function
K(tsu, tsv) = log(tsu − tsv) between post v and its reply post u. The timeliness
of post v is h(v) = H(tsv), which can be calculated as

H(tsc, tsv) = exp
(

− tsv − tsmin

tsmax − tsmin

)
(8)

As for each thread, tsmax is the time stamp of the timeliest post and tsmin is
the latest.
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Table 2. The rank evaluation results

Data set iPad Q&A Slashdot.org

Criteria TS(ASC) TS(DESC) PR TRR TS(ASC) TS(DESC) PR TRR

Spearman’s RC 0.8449 0.5859 0.7856 0.8378 0.3247 0.1108 0.4648 0.5119

Spearman’s FR 0.8418 0.5882 0.7824 0.8351 0.3212 0.1156 0.4664 0.5111

In the iPad Q&A data set, the post in a thread can only be one of three labels,
“Unlabeled”, “Helpful” or “Solved”. We rank them 3, 2, 1 respectively. While in
Slashdot.org , the posts those are marked a score from -1 to 5 are directly ranked
from 7 to 1. We rank the posts in a thread according to four criteria:(1) time
stamp in ascending order (2) time stamp in descending order (3) PageRank
score (4) trr score, as shown in Table 2. Mallows model with Spearman’s rank
correlation and footrule [12] is introduced to measure the results. The iPad
Q&A data set is from a forum that many senior iPad users or even service staff
answer the questions timely. As a result, when the question is released by a
green hand, it can be solved the first time, which is shown in the table that rank
the time stamp in ascending order performs best. Our trr model performs much
better then PageRank because we take the timely release and timely reply into
consideration. While on the dataset from Slashdot.org, our trr model performs
best.

6.2 The Semantic Reconstruction Experiments

We select three models TFIDF, LSI and LDA to conduct the semantic recon-
struction. In the similarity calculation (see Eq. 2), the parameter λ balances
the angle and the length of two post vectors. We carry out an experiment to
choose the best λ for three models on each data set. As shown in Fig. 5, we
choose λ for the three models λiPad = (0.8, 0.7, 0.7) on iPad Q&A data set, and
λSlashdot = (0.6, 0.6, 0.6) on Slashdot.org .
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6.3 Evaluation for the Unified Fusion Framework

The quality measure follows the training paradigm. For each data set, we ran-
domly choose γ = 0.2 of the whole threads to train. The similarity parameters on
each data set in the semantic reconstruction are adopted in our quality measure.
The topic numbers that we choose in LSI and LDA are both 5. As shown in
Table 3, the quality measure of three semantic models on two strategies is con-
sistent, the quality of TFIDF is the best because the posts are short in threaded
discussion communities. With words in a post as much as possible, we can get
the semantics of the post much better. While the disadvantage is also obviously,
TFIDF is more time-consuming then other two models.

Table 3. The quality measure for the unfied fusion framework

Data set iPad Q&A Slashdot.org

Quality qtfidf qlsi qlda qtfidf qlsi qlda

Combine then rank 0.51 0.41 0.08 0.66 0.25 0.09

Rank then combine 0.54 0.38 0.08 0.69 0.22 0.08

The training process also gets the fusion parameter α between semantics and
structure incorporating quality measures. Based on all the above parameters we
get from the experiments, we get the final fusion time-related rank result on
the remaining test data set. As shown in Table 4, our fusion framework which
combines both semantics and structure information of the thread performs much
better than the model just from structure or semantics in time-related rank.

Table 4. The rank results for the unified fusion framework

Data set iPad Q&A Slashdot.org

Criteria St Se(CR) Se(RC) Fusion St Se(CR) Se(RC) Fusion

Spearman’s RC 0.8133 0.6228 0.6452 0.8456 0.4121 0.3373 0.3487 0.5521

Spearman’s FR 0.8025 0.6182 0.6438 0.8424 0.3351 0.3256 0.3412 0.5414

7 Conclusions

We have described a time-related rank model in our paper, which takes the time
stamp of the post into consideration. Based on the assumption that the post
which is timely released and with large posts replying immediately should rank
high, we have designed an algorithm to alleviate the influence of the time factor
when rank different posts with different time stamps. We have also proposed a
method to reconstruct the structure of the posts in a thread according to their
semantics. Finally we have constructed a unified framework to fuse different
models incorporating quality measures. In the unified fusion framework, the
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structure and semantics of a thread with many posts can be easily adopted.
Experiments on two data sets from two kinds of typical threaded discussion
communities have demonstrated that our time-related rank model works better
than PageRank. The unified fusion framework is also easily extended when new
features or models are added.
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Abstract. Friend recommendation is one of the most important services of
social networks. There is a great interest in determining a user’s perception,
which is a set of social features based on which the user make friends with
others, to provide high quality recommendations. This perception varies from
person to person. With various types of relationship, it would also be changed.
In this paper, we present a method to recommend friends in social networks
based on user’s perception in each of his/her friend groups. We use social
genomes to represent friend group perceptions. We conduct experiments on a
Facebook dataset obtained by using our Facebook application and Facebook
Graph API. The results show that the proposed method using perception for
each group outperforms the prior one that use only one perception for all friends
of a user.

1 Introduction

Social networks have become more and more popular. Well-known social networking
websites on the Internet can be listed as Facebook, Twitter and Google+. To some
extent, they are also contributing to a change in human social behaviors. In social
networks, friend recommendation systems play an important role in providing quality
customized user experiences. They are changing the way people interact with the Web
by providing more personalized information access experiences than searching [14].

The main challenge in developing a relevant friend recommendation system is the
dynamic nature of human perception of friendship [2, 5]. That perception varies from
person to person [13]. Another significant point is that, with various types of rela-
tionship, it would also be changed. That means, in two different groups, the perceptions
of friendship of a user may be also different. The goal of our research here is to gain
insights into the preferences that a user considers when forming relationship with friend
groups by studying human interaction within social networks, in order to provide better
quality, i.e., more relevant, friend recommendations.

In the literature, the network-based approach is mostly used and generally performs
well in providing high quality recommendations [4]. Friends-of-friends is a method in
this approach, which implies that the probability that a person gets a new friend via
their friends is higher than directly with an arbitrary person [7]. That is, if a person is a
friend of a friend of a user, then that person is a good candidate friend to be
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recommended to that user. It appears that popular social networks such as Facebook,
Twitter, or LinkedIn employ friends-of-friends for friend recommendation. In [9], the
authors proposed a method that used a genetic algorithm to optimize three indices
derived from structural properties of social networks in solving the friend recom-
mendation problem. In [8], the authors described a friend suggestion algorithm that
used a user’s implicit social graph. That implicit social graph was built based on virtue
interaction of a user with his/her friends. However, those methods do not provide any
insight into human cognitive components [4].

Another approach is social-based. It focuses on estimating a particular user’s
interests from the data that are implicitly or explicitly generated by the user. In [15], the
authors presented a friend recommendation system using a preference model based on
user rating of several portrait photos. In [14], the authors measured the similarity
between individuals in terms of their location histories and recommended a group of
potential friends to a user. However, the social-based approach is not as efficient as the
network-based one [4].

Meanwhile [4] presented a method that combined network topology and a genetic
algorithm. In that work, to recommend friends to a user, the friends-of-friends method was
used as a filtering step to remove irrelevant individuals. A social genome was used to
represent the friendship perception of the user. That is, such a social genome was used to
examine the user’s possibility to pursue a relationship with an individual. The work’s
result showed that combination of network-based and social-based approaches was more
effective in recommendation, in comparison to each of its individual counterparts. Besides,
its contribution was improvement of friend recommendation based on user perception.

In [4] only one perception was used for all current friends of a target user to whom
new friends are to be recommended. However, in reality, a user usually has different
friend groups with different perceptions. Moreover, he/she actually gets new friends via
each of his/her friend group that shares some common interests. For example, for the
“neighbor” group of a user, a common interest could be “nearby living place’.
Meanwhile, in a “sport association” group, a common interest could be “good health”
that sports may bring back.

Therefore, in this paper, we propose a method that employs user perceptions in
separate groups to recommend friends in social networks. That means it looks for the
features in each friend group that attract a user in creating relationship with new friends
via that group. It is expected that obtained multi-group-based perceptions would be
more relevant to friend recommendation to a user than a single perception of all friends
of that user.

The details of our method are explained in Sect. 2. Experimental results are pre-
sented and discussed in Sect. 3. Finally, in Sect. 4, we conclude the paper and discuss
some directions for future work.

2 Proposed Method

As mentioned above, user perception of friendship is significant to friend recommen-
dation, and it changes across different contexts, i.e., friend groups. Our proposed method
departs from [4] with using multiple perceptions for different friend groups of a target
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user, instead of just a single perception for all current friends of that user. That is, the
method first detects the user’s friend groups and determines his/her perception for each of
the detected groups. The new friends to be recommended to that user will be obtained via
each of his/her friend group using the friends-of-friends method and the user perception
of that group. In Sect. 2.1, we present our employed method to detect clusters of friends
of a user. Section 2.2 defines social genomes to represent friend group perceptions.
Section 2.3 presents the final filtering step to recommend friends to a user.

2.1 Friend Group Detection

One could consider a social network as a graph with communities in which the vertices
correspond to the individuals in the network, and the edges correspond to the friend
relation between individual pairs. Not as in a random graph, in a social network graph,
edge distribution is not uniformed. That forms separate groups of vertices in each of
which there is a high density of connecting edges, while there are much fewer edges
connecting those groups [6]. In each group, the vertices probably share common
properties and/or play similar roles within the graph [10]. Therefore, if an individual
has similar properties to the common ones of a group, he/she is more likely to be
connected to the group than an arbitrary individual.

In order to recommend appropriate new friends to a target user, our proposed
method first explores current friend groups of that user. To detect friend groups of a
user, we use the Markov clustering algorithm (MCL) that simulates the diffusion
process of random flows in a graph, in which “a random walk that visits a dense cluster
will likely not leave the cluster until many of its vertices have been visited.” [11]. By
doing many random walks on the graph, they will gather in and form groups of
vertices.

As shown in [12], MCL produces good results in most of cases, but its run time
increases significantly when a graph size goes large. However, for our method, it is
used only for small friend groups of a certain user. According to Facebook statistics,
the average number of friends of a Facebook account is only 130. Also, due to the
simplicity of this algorithm, we employ it for detecting user’s friend groups. The next
step is to determine the common features of each friend group of a user as a basis to
recommend new friends to that user.

2.2 User Perception Discovery

Commonly, a person likely pursues a relationship based on similar features or similar
preferences (e.g., similar musical tastes, similar hobbies, etc.) [13]. That means, in
perception of a person, he/she tends to get relations with those who have similar features
or similar interests. It is natural and frequent for humans to change their perception of
friendship. This perception varies from person to person. In relations with different
friend groups, this perception is also changed. For examples, in a social network, when
setting relationship with friends in “neighbor” group, a user usually pays attention on
“nearby living place” of his/her friends. But, in “sport association” group, a user tends to
communicate with someone who has similar “interest” in sport. Or, in “schoolmate”
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group, “age range” and “education” are concerned features. As shown in our experi-
ments presented later in this paper, an individual whose features are close to the common
ones of a particular friend group of a user has a higher probability to become that user’s
new friend than another individual whose features are close to the common ones of all
friends of that user.

In this paper, user perception of friendship is represented by a binary genome
whose genes are based on certain social features. The social features are preferences
that a user may apply in the decision to pursue a friendship. As in [4], each bit of a
genome corresponds to a feature. Its value is set to 1 or 0 depending on whether the
corresponding feature is the same as that of the user or not.

In our research on Facebook, the social features that we consider are the followings
obtained using our developed Facebook application and Facebook Graph API:

1. Shared Friends: the more friends an individual shares with a user, the more likely
that individual becomes a new friend of the user. If an individual shares at least one
friend with the user, the corresponding bit of the individual’s genome is set to 1;
otherwise, it is set to 0.

2. Location: living nearby each other helps making friends. If the location of an
individual is the same as that of the user, then the corresponding bit of the indi-
vidual’s genome is set to 1; otherwise, it is set to 0.

3. Age Range: individual ages are divided into ranges such as [15, 20], [21, 25], and so
on. If an individual and the user have the same age range, then the corresponding bit
of the individual’s genome is set to 1; otherwise, it is set to 0.

4. Gender: people of the same gender usually have similar interests and thus tend to
make friends with each other. If an individual has the same gender as the user, then
the corresponding bit of the individual’s genome is set to 1; otherwise, it is set to 0.

5. General Interests: one tends to make friends with another having common general
interests. If an individual shares at least one general interest with the user, the
corresponding bit of the individual’s genome is set to 1; otherwise, it is set to 0.

6. Education: people who once studied together in the same school will likely become
friends later. If an individual and the user were once in the same school, then the
corresponding bit of the individual’s genome is set to 1; otherwise, it is set to 0.

7. Work: like education, working in the same place is also a good condition for making
friends. If an individual works in the same organization as the user, then the
corresponding bit of the individual’s genome is set to 1; otherwise, it is set to 0.

8. General Groups: Facebook allows a user to create or join in a group through which
the user may gets new friends. If an individual is in at least one common group with
the user, then the corresponding bit of the individual’s genome is set to 1; otherwise,
it is set to 0.

Figure 1 illustrates an example social genome where active genes, whose values are
1, include Shared Friends, Location, Gender, and General Groups. Actually, there are
other features that may affect friendship creation [1, 5]. In [4], the authors used 10
features, among which there are 4 features that are not in our list of 8 features described
above, namely Photo Tags, Events, Movies, and Religion/Politics. However, in [4] the
used features were only to demonstrate that using user perception of friendship improves
friend recommendation, while our work here is to show that using multi-group
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perceptions gives better recommendation results than using a single perception.
Moreover, not every social feature has its personal information available on a social
network like Facebook to be used for experiments.

Given a friend group of a user, in order to discover the user’s perception about
individuals in the group, we employ the Niched Pareto Genetic Algorithm (NPGA) [3],
which is an advancement of genetic algorithms for multi-objective problems, i.e.,
having more than one fitness function. For the friend recommendation problem here,
there are two objective functions. That is, the solution is the group representative
genome that has the most number of active genes and the most number of individual
genomes satisfying it. An individual genome is said to satisfy the group representative
genome if and only if the active genes of the former include those of the latter.

2.3 Friend Recommendation

For a certain user, after detection of the user’s friend groups and discovery of the user’s
perception in each group, new friends could be recommended for the user as follows.
First, candidate friends via a detected friend group are those obtained by using the
friends-of-friends method. Second, for each friend group, a candidate whose genome
matches with the group representative genome will be shortlisted. Finally, the top
individuals in each shortlist are recommended friends to the user.

Figure 2 presents the pseudo-code of our proposed friend recommendation method
based on user group perceptions. The input includes a target user u to whom new
friends are recommended, the set F of current friends of u, and the set P of individuals
who are not u’s friends yet. The output is recommended friends to u, assuming that the
maximum number of recommended friends is 10. In line 1, MCL algorithm is used to
detect friend groups of u, as presented in Sect. 2.1. In line 4, the representative genome
for each group is discovered using NPGA. In line 5, for each detected group, the
friends-of-friends method is used to select candidate friends of the user. In lines 6–11,
candidate friends are scored and ranked using the user perception-based method in [4],
and the top ones are shortlisted. Finally, in lines 13–15, the best ranked individuals
from each shortlist are recommended, so that the total number of recommended friends
is 10.

3 Evaluation

In the previous sections, we introduce our proposed method in friend recommendation
by using more group representative genomes than in [4] to express multi-perceptions of
friendship with different friend groups of a target user, to whom new friends are to be

Fig. 1. An example of social genomes
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recommended. We now present the evaluation of the proposed method against the prior
one that uses only one representative genome for all current friends of a user.

3.1 The Dataset

For our experiments, a Facebook user dataset consisting of 13,403 nodes and 225,223
edges is built by using our developed Facebook application and Facebook Graph API.
Target users and the population from which friends are selected for recommendation to
those users are covered by this dataset. The goal of our experimentation is to show that
if different social genomes are used to represent user perceptions in different friend
groups, then better friend recommendation can be achieved.

3.2 Experiment Setup

In [4], 100 target users from a Facebook sub-network consisting of 1,200 users were
chosen for evaluating the friend recommendation method therein. For each of those 100
users, 10 of his/her current friends were randomly removed and that method would then
recommend 10 replacing ones for that user. Recommended friends are said to be

Fig. 2. Friend recommendation using multi-group-based user perceptions
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relevant to a target user if they match with the 10 removed ones for that user in the test
dataset. Therefore, the precision of a method is calculated by the following formula:

Precision ¼ Number of revelant recommended friends
Total number of recommended friends

That is, ideally, the precision of a method would be 100 % if all removed friends
are recommended by the method. Since the number of removed friends and the number
of recommended friends are equal, which is 10 in this case, the Recall measure is the
same as the Precision one.

Similarly, we choose 80 users in the built Facebook dataset presented above to
recommend friends, also with 10 removed current friends for each of them and 10
recommended friends by our proposed method. Those 80 target users are chosen
because we could obtain their complete current friend lists each of which has at least 50
friends (so that finding a representative genome makes sense), and their current friends
have sufficient information on the 8 selected features for determining each group
representative genome.

Due to the common characteristic of genetic algorithms, the discovered represen-
tative genome of each friend group may slightly vary across different runs, which also
affects friend recommendation results. Therefore, in our experiments, for each target
user, the recommendation precision of a method is taken as the average of those in
different 5 runs.

3.3 Experiments

We have tested and compared the performance of the two following methods:

Method A. Recommending friends to a user using a single perception about all
current friends of that user (as in [4]).
Method B. Recommending friends to a user using multi-perceptions about different
friend groups of that user (our proposed method).

Table 1 presents the average precision on 5 runs of each method on 80 chosen
Facebook target user accounts. It shows that the proposed multi-perception-based
method outperforms the single-perception-based one.

Meanwhile, Fig. 3 illustrates the statistics of friend recommendation results using
the two methods. The horizontal axis represents the number of relevant recommended
friends. The vertical axis represents the number of target users having those numbers of
relevant recommendations. For example, as shown in the chart, using method B there
are 19 users having 6–7 relevant recommendations, while there are only 7–9 users if
using method A.

Table 1. Experimental results. Columns (a) and (b) respectively show the average precisions of
method A and method B on 80 Facebook target users.

Method A (a) Method B (b)

Average Precision on 80 users 35.85 % 63.53 %
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Figure 4 shows the recommendation precision of each method on each target user.
The users are arranged on the horizontal axis according to their recommendation
precision using method B in the ascending order. It shows that, for every user, the
precision using method B is higher than that of method A.

4 Conclusion

In this paper, we have proposed to use multi-group perceptions for friend recom-
mendations in a social network, instead of using a single perception in previous work.
Our proposed method first detects the current friend groups of a user and discovers the
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user perception for each group, which is then used to recommend new friends to that
user. The experiment results have shown that our method outperforms the prior one
using only a single perception about all of the current friends of a user. Furthermore,
our research has provided an insight, in terms of individual features, as to how and why
each particular user may form relationship with a certain group of friends.

However, the current approach may not work as expected in certain cases. One case
is that, in a social network like Facebook, users have the option of excluding infor-
mation from their profiles and, furthermore, may post false information. Another case is
the cold start problem of new comers in a network, who have just a few friends. In such
cases, there may not be sufficient truthful information to determine user perception to
be used for friend recommendation. Dealing with little or uncertain user profiles is
among the topics that we are working on.
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Abstract. Traditional methods for identifying communities in networks
are based on direct link structures, which ignore the content informa-
tion shared among groups of entities. Recently, community detection
approaches by using both link and content have been studied. It is neces-
sary to identify communities with different sentiment distributions based
on corresponding topics, which cannot be identified by existing commu-
nity discovery techniques. To directly detect the sentiment-topic level
communities and to better explore the hidden knowledge within them,
we propose to integrate social links, content/topics, and sentiment infor-
mation to work out a novel community model. Experimental results on
two types of real-world datasets demonstrate that our model can not
only achieve comparable performance compared with a state-of-the-art
community model, but also can identify communities with different topic-
sentiment distributions.

1 Introduction

The rapid growth of social medias provide us more chance to contact with other
people and share our interests and opinions online, such as Facebook, Myspace,
Twitter, etc. Email is considered as another kind of communication tool, which
brings us more convenience to send or receive messages. A huge amount of
data are generated online every day. Discovering previously unknown knowledge
and relationships among people is very useful and necessary for individuals and
organizations.

Example 1 (Email Networks): Email is widely used in our daily life, espe-
cially in companies and universities. Email correspondence produces abundant
social messages associated with social relations. For teachers, their email recip-
ients can be students, colleagues, friends, family members, librarians, and book
publishers, etc. To get a high-level overview of the emails in our mailboxes, it
is very interesting and necessary to discover our social communities in an auto-
matic way. In each community, we are interested in the topics we discussed,
people we contacted with, and the sentiment on some topics. Such information
is latent and unobservable.

Example 2 (Hotel Twitters): Twitter, a popular microblogging platform,
is not only used by individuals, but also very popular in many organizations,
c© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 535–548, 2014.
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such as companies, hotels, and online supermarkets. As we know many hotels
have their own twitter accounts. The customers can send their tweets about
opinions and reviews to the hotels, and can comment on other tweets about
the environment, food, and service of the hotels. To make full use of the data,
it is useful to automatically identify communities associated with this twitter
account. The communities with obvious negative polarities should be considered
firstly. The hotel managers can take actions to address the main issues these cus-
tomers proposed, and then response to these groups of people about the quality
improvement of the hotel to win more customers, and to avoid the negative
information proliferation across communities. Note that if we only extract col-
lections of tweets including same sentiment topics by using traditional sentiment
analysis methods instead of mining communities, the important social links will
be ignored.

Based on the above examples, it is demanding to devise an effective commu-
nity discovery approach to tackle these issues. The research on communities has
a long history, and it has been paid widely attention in the past decade. In [2,9],
Girvan and Newman propose a popular divisive community detection algorithm
based on the concept of betweenness. To improve the speed of the algorithm in
[2], a modified algorithm is proposed by Tyler et al. in [15]. Also some overlap-
ping community detection methods has been proposed, like [4,17]. In addition,
dynamic community discovery has been studied in recent years [3,10], where
communities are not static but evolve over time.

However, most of the existing community identification methods intend to
learn the community structures just using links, which ignore the content infor-
mation in social networks. In recent years, the research on community detec-
tion has attracted increasing attention and achieved great progress. Discovering
communities by combining link and content has been proposed in the literature
[12,14,18–20], however, these methods fail to consider the valuable sentiment
information in social networks.

In this paper, we propose a novel Sentiment-Topic model for Community
discovery, called STC, which is built by using social links, topics and sentiment
in a unified way, where the sentiment is studied based on its corresponding topic.
The main goal of this approach is to discover sentiment level communities, i.e.,
to find out some communities containing dominant sentiments on certain topics
even though not all communities have dominant sentiment topics. In our model,
we define a community as a collection of people who are directly or indirectly
connected and share some sentiment topics with some members in this collection.
Note that not all the topics are discussed by every member of the community,
also not all the members have the identical sentiment towards a certain topic, and
the connectivity among members is also a very important factor. In many cases,
even if two groups of people have similar sentiment-topic distributions, they are
not included in the same community when the two groups follow different user
distributions.

The rest of this paper is organized as follows: Sect. 2 introduces the related
work. We present our community discovery model, the generative process and
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parameter estimation in Sect. 3. In Sect. 4, we present and discuss the experi-
mental results on two real-world datasets, the comparison with an up-to-date
model is also reported. We give short discussion in Sect. 5, and the conclusions
with future work are presented in Sect. 6.

2 Related Work

Traditional algorithms are focused on identifying disjoint communities [2,9],
while in many real-world networks communities are allowed to overlap to some
degree, where an entity can be included in multiple communities. The clique
percolation method proposed by Palla et al. [11] is an early technique for over-
lapping community detection. Later, many algorithms have been proposed to
improve the performance of the detection methods, such as OSLOM [4], SLPA
[17], etc.

The above mentioned community identification methods ignore the content
of social interactions in social networks. An early framework for community dis-
covery using link and content elements is proposed in [19], the authors proposed
two community-user-topic (CUT) models based on joint user and topic distribu-
tions. In [18], Yang et al. propose to integrate a popularity-based conditional link
model with a discriminative content model into a unified framework to discover
communities. For maximum likelihood inference, a novel two-stage optimization
algorithm is proposed.

CART (Community-Author-Recipient-Topic) [12], a Bayesian generative
model, is proposed to integrate link and content information in the social
network for discovering communities, which is an extension of the Author-
Recipient-Topic (ART) model [7]. It is assumed that the authors and recipients
are generated from a latent group. Another novel method for detecting com-
munities in social networks using links and content is proposed in [14]. In such
method, the discussed topics, social links, and interaction types are all used to
build several generative community models, namely, TUCM (Topic User Com-
munity Model), TURCM-1 and TURCM-2 (Topic User Recipient Community
Models) and full TURCM model. More recently, a community profiling model,
Collaborator Community Profiling (COCOMP), has been proposed by Zhou
et al. in [20] to identify the communities of each user and their relevant topics
and groups. In COCOMP, both the social links and topics between users are
also considered. In [8,13], content and links are also learnt together to identify
communities.

However, the above methods fail to consider the sentiment information of top-
ics, which is an important factor when discovering more meaningful communities
on a level of sentiment. The joint sentiment/topic model (JST) [6], an exten-
sion of the traditional Latent Dirichlet Allocation (LDA) model [1], is proposed
to detect document-level sentiment and topic from documents. In [5], Li et al.
introduce two probabilistic joint topic and sentiment models, namely, Sentiment-
LDA and Dependency-Sentiment-LDA. Sentiments are related to topics in both
of the models. However, JST, Sentiment-LDA, and Dependency-Sentiment-LDA
are not proposed for community discovery.
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To overcome the above problems and identify more meaningful communi-
ties, we propose our community model, STC, using topic, sentiment and user
interactions in a unified way, which takes the topic-sentiment into consideration.

3 Our Community Discovery Model

The graphical representation of our proposed community model, STC, is shown
in Fig. 1. There are mainly two different variables in this model, the latent vari-
ables and the observable ones:

– The latent (hidden) variables: Community assignment c (c = 1, 2, · · · ,M);
Topic assignment z (z = 1, 2, · · · ,K); Sentiment label assignment l (l =
1, 2, · · · , S).

– The observable variables: Word w (the word in the document); Person u (the
person who is sharing the document).

μ ψ c u λ δ

γ π l z θ α

β φ w
S
K

K
M

U

M

N
D

Fig. 1. Graphical notation of our proposed model.

3.1 Generative Process

Suppose there are K latent topics and S sentiment polarities, for each topic,
and for each sentiment, we have: φk,s|β ∼ Dir(β), where φ is the topic-sentiment
distribution over words.

Let M be the number of communities, each community is related to three key
parameters: (1) user participant mixture λ; (2) topic mixture θ; (3) sentiment
mixture π. Specifically, in each community m (m = 1, 2, ...,M), θm is the topic
mixture (proportion) for the community m, which follows a Dirichlet distribu-
tion Dir(α), λm is the user participant mixture with respect to community m,
which has a Dirichlet distribution with hyperparameter δ. And πm,k is the senti-
ment mixture for topic k of community m. Note that the sentiments are studied
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based on topics, it is not reasonable to study sentiments without considering the
corresponding topics. For example, given two topics “laptop” and “weather”,
the sentiment words “nice” and “bad” can be used to describe both topics. It is
not clear which topic is discussed by people with a sentiment word “nice” if the
topic is not provided.

θm|α ∼ Dir(α), λm|δ ∼ Dir(δ), πm,k|γ ∼ Dir(γ).

We define a community proportion ψ based on the whole corpus, ψ|μ ∼ Dir(μ).
In this model, α, β, δ, γ, μ are the hyperparameters of Dirichlet distributions.

Then the generative process for each document d, d = 1, 2, ...,D is shown as
follows: Choose a community assignment cd for a document d: cd|ψ ∼ Mult(ψ).

Assume there are Ud people sharing a document d. For each person ud,p

(p = 1, 2, ..., Ud) associated with document d, the generative process is: Choose
a user ud,p from the participant mixture of community cd: ud,p|λ, cd ∼ Mult(λcd).

Suppose there are Nd word tokens in a document d, For each word token
wd,n (n = 1, 2, ..., Nd) in document d. The generative process is:

(1) Choose a topic assignment zd,n from the topic mixture of community cd:

zd,n|θ, cd ∼ Mult(θcd).

(2) Choose a sentiment label ld,n from the cd-th community’s sentiment mixture:

ld,n|cd, zd,n, π ∼ Mult(πcd,zd,n).

(3) Choose a word wd,n from the distribution φk,s over words defined by the
topic zd,n and sentiment label ld,n: wd,n|zd,n, ld,n, φ ∼ Mult(φzd,n,ld,n).

From the graphical representation shown in Fig. 1, the joint probability for
the proposed model can be written as Eq. 1.

P (u, c, z, l,w, λ, ψ, θ, π, φ|δ, μ, α, γ, β)
= P (u|c, λ)P (c|ψ)P (z|c, θ)P (l|c, z, π)P (w|z, l, φ) (1)

P (λ|δ)P (ψ|μ)P (θ|α)P (π|γ)P (φ|β).

3.2 Model Inference and Parameter Estimation

In this model, a document belongs to a single community rather than multiple
communities. Each document is shared by at least two people (i.e., an author
and at least one recipient) to make sure there is at least one link associated with
a document. Once the sender (or the author) of the document is known, the
user links associated with this document will be displayed. For inference, the
statistics and variables are described in Table 1.

Let t = (d, n), the conditional posterior probability of cd, zt, and lt can be
written as follows.
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Table 1. List of statistics and variables.

Statistic/Variable Description

Dm the number of documents assigned to community m

D the total number of documents

nm,k (n−d
m,k) the number of times word tokens in the documents of community

m are assigned to topic k (excluding document d)

nm,k,s (n−d
m,k,s) the number of times word tokens in the documents of community

m are assigned to topic k and sentiment label s (excluding
document d)

nm (n−d
m ) the total number of words in the documents of community m

(excluding those in document d)

nk,s,v (n−t
k,s,v) the number of times a word v is assigned to topic k and

sentiment label s (excluding the word in position t)

nk,s (n−t
k,s) the number of times words are assigned to topic k with

sentiment label s (excluding the word in position t)

fd,k the number of word tokens in document d associated with topic k

fd the total number of words in document d

fd,k,s the number of word tokens in document d associated with topic
k and sentiment label s

n−t
cd,k

the number of times word tokens in community cd are assigned
to topic k excluding the word in position t

n−t
cd,k,s

the number of times word tokens in community cd are assigned to
topic k and sentiment label s excluding the word in position t

n−t
cd the total number of words in the documents of community cd

excluding the word in position t

gm,p (g−d
m,p) the number of times a person p is involved in the documents of

community m (excluding document d)

gm (g−d
m ) the number of times persons are involved in the documents of

community m (excluding document d)

ed,p the number of times a person p is involved in the document d

ed the number of persons who are sharing the document d

ld(k) the sentiment set of topic k in document d

zd the topic set of document d

ud the person set of document d

P (cd = m|c−d,u, z, l,w)

∝ D−d
m + μm∑M

j=1 μj + D − 1
×

∏
k∈zd

∏fd,k−1
i=0 (αk + n−d

m,k + i)
∏fd−1

i=0 (
∑K

k=1 αk + n−d
m,k + i)

(2)

×
∏

k∈zd

∏
s∈ld(k)

∏fd,k,s−1
i=0 (γs + n−d

m,k,s + i)
∏fd,k−1

i=0 (
∑S

s=1 γs + n−d
m,k,s + i)

×
∏

p∈ud
(δp + g−d

m,p)
∏ed−1

i=0 (
∑P

p=1 δp + g−d
m + i)

.
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When the community assignment cd for document d is obtained, for simplicity,
the posterior distribution of zt and lt can be derived as follows.

P (zt = k, lt = s|w, z−t, l−t, cd)

∝ n−t
cd,k

+ αk
∑K

k=1 n−t
cd,k

+ αk

× n−t
cd,k,s

+ γs
∑S

s=1 n−t
cd,k,s

+ γs
× n−t

k,s,v + βv
∑V

v=1 n−t
k,s,v + βv

. (3)

The updated parameters are represented as follows:

ψm =
Dm + μm∑M
m=1 μm + D

, λm,p =
gm,p + δp∑P
p=1 gm,p + δp

, θm,k =
nm,k + αk∑K
k=1 nm,k + αk

,

πm,k,s =
nm,k,s + γs∑S
s=1 nm,k,s + γs

, ϕk,s,v =
nk,s,v + βv∑V
v=1 nk,s,v + βv

.

4 Experiment and Result Analysis

4.1 Experiment Setup

In the experiments, two types of datasets, the email dataset and the twitter
microblog dataset are used. For Enron dataset1, we randomly select five user fold-
ers, one of them called ‘arnold-j ’ is used for the experiment of individual user’s
perspective (denoted as arnold-j), and the other four folders, namely, ermis-f,
shively-h, whalley-g and zipper-a are used together as a whole dataset (denoted
as EnronFourUsrs). We conduct series of preprocessing work for arnold-j and
EnronFourUsrs2, like the initial duplicated email removal and the basic text
mining preprocessing (stopwords removal, stemming, etc.). The second type of
dataset is a twitter corpus3, which includes 5513 tweets, covering 4 main topics,
namely, Apple, Google, Microsoft, and Twitter. We kept the tweets belonging to
one of the three sentiments (i.e., positive, negative and neutral), then the empty
tweets and the ones without recipients are all removed. Some screen names are
extracted from the text of tweets as the recipients, we also preprocess it to
make the final document format the same as the Enron datasets. As for the four
main topics in original twitter dataset, in fact, each main topic can be divided
into several subtopics. The final preprocessed datasets for our experiments are
shown in Table 2.

As the work in [5,6], we also use the subjectivity lexicons as prior informa-
tion for model learning. Specifically, we use MPQA4 [16] as the sentiment prior
knowledge.

In our model, the initial values of the symmetric hyperparameters are set as:
α = 50/K, β = δ = γ = μ = 0.1. The collapsed Gibbs sampling algorithms are

1 http://www-2.cs.cmu.edu/∼enron/
2 Note that we will use Enron to represent EnronFourUsrs in the following sections.
3 http://www.sananalytics.com/lab/twitter-sentiment/
4 http://www.cs.pitt.edu/mpqa/

http://www-2.cs.cmu.edu/~{}enron/
http://www.sananalytics.com/lab/twitter-sentiment/
http://www.cs.pitt.edu/mpqa/
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Table 2. Basic information for the final datasets in the experiments.

Dataset # Docs # Links # Users

EnronFourUsrs 3804 38597 5623

arnold-j 2441 11474 2550

twitter 2247 3459 3460

executed 500 iterations to estimate the parameters in the models. The datasets
are divided into two parts, 80 % of which are used for model training, and the
rest are considered as held-out test set.

4.2 Analysis for Distributions Within Communities

In our model, each community has multiple topics, and each topic has multiple
sentiment polarities, we studied the distributions within communities on different
datasets.

Figure 2 gives the distribution of topics in individual communities. It can be
seen from Fig. 2(a) that the topics are almost even within a single community
9 on Enron dataset. We also report selected communities on twitter dataset, in
Fig. 2(b) and 2(c), some topics are dominant obviously in the communities.
In Fig. 2(b), topic 3 (google android) is the dominant topic in community 1.
In community 13, topic 6 (apple use) and topic 8 (iphone service) have large
proportions, which are all the subtopics of “apple”. These distributions imply
that in some communities, people are only very interested in certain number of
topics, which is in accordance with our main goal and community definition.

Fig. 2. Distribution of topics in individual communities, M = 20, K = 10.

Apart from the analysis on the topic distribution within selected individual
communities, we also investigated the topic distributions for all the communi-
ties, and the sentiment distribution for all the topics in an individual commu-
nity. Figure 3(a) and 3(b) give the topic and sentiment distributions on twitter
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Table 3. Arnold-j’s biggest community (community 4), M = 5, K = 10.

Topic ID Topic Positive Negative Neutral people (denoted by the username

of the enron email address)

4 (0.1337) trading 0.3701 0.4498 0.1801 john.arnold (0.3746),

3 (0.1215) power supply 0.5739 0.2403 0.1858 jennifer.fraser(0.0282),

5 (0.1167) contract 0.3579 0.3363 0.3058 ina.rangel(0.0217)

dataset, respectively. It is obvious from Fig. 3(a) that different communities have
nearly different topic distributions, although some topic distributions for some
communities are a bit similar. As can be seen from Fig. 3(b) about the senti-
ment distribution for topics in community 0 that the sentiments for different
topics can be different, which is common in real-world life that two communities
may have different sentiment towards certain topics even if they have similar
topic distributions (i.e., the two communities are talking about similar range of
topics).

(a) Distribution of topics in all communities for twitter
dataset.

(b) Distribution of sentiments of all topics in community
0 for twitter dataset.

Fig. 3. Distribution of topics within communities (sentiments for topics) for twitter
dataset, M = 10, K = 4.

4.3 Community Analysis on Individual Users

We also studied the communities for a single user, arnold-j (John Arnold, a
vice president in Enron company). Table 3 lists the largest community member-
ship (community 4) for arnold-j, Column 1 and 2 show the main relevant topics
and the corresponding probabilities within this community, columns 3–5 list the
sentiment proportions for the corresponding topics, and the final column repre-
sents the top three active persons with high likelihoods in this community. It is
obvious from Table 3 that the dominant sentiment polarity can vary with topics.
Also we can see that John Arnold is the core people in this community.

In twitter dataset, we choose one entity with the screen name ‘@Apple’ to
study the hidden knowledge in its community. Table 4 shows the selected com-
munities and sentiment topics that @Apple related to. Column 1 gives three
selected participated communities, column 2 and 3 list the top two mainly dis-
cussed topics for each community with proportions, and the last three columns
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Table 4. Selected communities of the user @Apple (ScreenName), M = 20, K = 10.

Community Topic ID Topic Positive Negative Neutral

9 6 (0.3075) iphone service 0.9152 0.0492 0.0356

8 (0.2967) apple use 0.9398 0.0335 0.0267

10 3 (0.2895) google android 0.8445 0.0618 0.0937

1 (0.1327) twitter operation 0.6029 0.1972 0.1999

5 7 (0.1373) microsoft 0.1595 0.7182 0.1223

2 (0.1315) twitter share 0.6311 0.2307 0.1382

describe the sentiment proportions for the corresponding topics. It is obvious
from Table 4 that the mainly discussed topics among communities are different,
which demonstrates that community 9, 10 and 5 are well identified, and also
proves the effectiveness and feasibility of our model.

Based on the topics listed in Table 4, we show the top five words for each
sentiment polarities of topic 1 and topic 6 in Table 5, each column lists a collec-
tion of highly ranked sentiment words and topic words. From these words, we
can observe that topic 1 is about twitter, and topic 6 is about apple. It’s a first
attempt to detect sentiment-topic level communities via our STC model, while
the sentiment information cannot be detected by the existing COCOMP model.

Table 5. Top ranked words for selected topics with different sentiments extracted by
STC model.

Topic 1 (Twitter Operation) Topic 6 (Apple Use)

Positive Negative Neutral Positive Negative Neutral

twitter wrong yeah appl account touch

win poor custom steve site babi

tech troubl absolut job close player

world mark move great longer feel

good damag launch love brand report

4.4 Comparing with COCOMP Model

Note that the ground-truth communities are usually unavailable, which make the
evaluation challenging. To evaluate our model, we also analysed the perplexity
value, and made comparison with the state-of-the-art COCOMP model [20],
which is a topic-level community discovery model. Each word in our model is
determined by two factors, namely topic and sentiment, while there is only one
factor, topic, for the COCOMP model. In our STC model, to generate a target
word, both the topic and sentiment should be correctly assigned, otherwise the
perplexity value will get worse, while only a correct topic assignment is required
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(a) Perplexity under varying number of topics, M =
20.

(b) Perplexity under varying number of communities,
K = 5.

Fig. 4. Perplexity results comparison between COCOMP and our model for twitter
dataset.

in COCOMP model. The computation equations for the perplexity of our model
is shown in Eq. 4. The lower perplexity tends to have the better performance.

Perplexity(Dtest) =
∑M

m=1 log P (w̃m|w)
∑M

m=1 nm

. (4)

P (w̃m|w)

=

nm∏
n=1

K∑
k=1

S∑
s=1

P (wn = t|zn = k, ln = s) P (ln = s|zn = k, cwn = m)P (zn = k|cwn = m)

(5)

=
V∏

t=1

(
K∑

k=1

S∑
s=1

φk,s,tπm,k,sθm,k

)n
(t)
m

.

log P (w̃m|w) =
V∑

t=1

n(t)
m log(

K∑

k=1

S∑

s=1

φk,s,tπm,k,sθm,k). (6)

In Eq. 4, Dtest shows the held-out testing documents, w̃m denotes the words
from testing documents appeared in community m, w represents the words in
the training documents. nm is the number of words in community m. As for
Eq. 5, n

(t)
m is the number of times a term t observed in community m, and cwn

represents the community that the word wn appears in.
The perplexity results for the two datasets are shown in Figs. 4 and 5. In each

figure we illustrated the values of perplexity for our STC model and COCOMP
with varying number of topics and communities. As can be seen from Fig. 4(a)
and 4(b), the perplexity values of our model are lower than the COCOMP
model. Although in Fig. 5(a) and 5(b), the perplexity value are worse than the
COCOMP to some extent, it is still comparable to the COCOMP. Enron email
and Twitter are two different types of social networking sites, the former is more
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(a) Perplexity under varying number of topics, M =
20.

(b) Perplexity under varying number of communities,
K = 5.

Fig. 5. Perplexity results comparison between COCOMP and our model for Enron
dataset.

formal than the latter. Generally, there are more sentiment information in tweets
than in emails. It is not the main concerning about which model has better per-
plexity value as long as our model has closer performance with COCOMP. Our
model is proposed to identify sentiment level communities, which is not consid-
ered by COCOMP and other community discovery methods.

5 Discussions

We build our community discovery model, STC, by using social links, topics and
sentiment information in a unified way. Those three factors are very significant
to the identification of the meaningful community structures. However, it is not
indicating that the more additional information incorporated into the model, the
better result we can get. When the information is not important, the redundant
factors can make the model more complex and inefficient. Not all the communi-
ties have sentiment information, our model is proposed to identify communities
that have a certain degree of sentiment polarities.

6 Conclusion and Future Work

Discovering communities from networks has been widely studied in recent years,
which can help us to understand the latent knowledge and distributions within
them. In this paper, we propose a novel community discovery model, STC, to
explore communities with different topic-sentiment distributions. This model is
built by combining content, links and sentiment words seamlessly, which can
identify communities in a level of sentiment analysis. While most of existing
methods for community identification fail to consider the valuable sentiment
factor in the networks. Experimental results validated on two types of real-
world datasets show that our model can detect sentiment-level communities and
can achieve comparable performance, which might be applicable for the opinion
analysis and decision making in large business and marketing service.
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There are several future extensions to investigate for this work. The topic
and sentiment words in our experiment are mixed together, it is interesting to
separate them. In addition, discovering communities which have obvious senti-
ment differences on a certain topic is also very useful. Another direction is to
investigate the evolution of communities with the change of users’ sentiment
topics.
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11. Palla, G., Derényi, I., Farkas, I., Vicsek, T.: Uncovering the overlapping community
structure of complex networks in nature and society. Nature 435, 814–818 (2005)

12. Pathak, N., DeLong, C., Banerjee, A., Erickson, K.: Social topic models for com-
munity extraction. In: The 2nd SNA-KDD Workshop, vol. 8 (2008)

13. Ruan, Y., Fuhry, D., Parthasarathy, S.: Efficient community detection in large
networks using content and links. In: WWW, pp. 1089–1098 (2013)

14. Sachan, M., Contractor, D., Faruquie, T., Subramaniam, L.: Using content and
interactions for discovering communities in social networks. In: WWW, pp. 331–
340 (2012)

15. Tyler, J., Wilkinson, D., Huberman, B.: Email as spectroscopy: automated discov-
ery of community structure within organizations. In: Communities and Technolo-
gies, pp. 81–96 (2003)

16. Wilson, T., Wiebe, J., Hoffmann, P.: Recognizing contextual polarity in phrase-
level sentiment analysis. In: HLT-EMNLP, pp. 347–354 (2005)

17. Xie, J., Szymanski, B., Liu, X.: Slpa: uncovering overlapping communities in social
networks via a speaker-listener interaction dynamic process. In: ICDM Workshops,
pp. 344–349 (2011)

18. Yang, T., Jin, R., Chi, Y., Zhu, S.: Combining link and content for community
detection: a discriminative approach. In: KDD, pp. 927–936 (2009)



548 B. Yang and S. Manandhar

19. Zhou, D., Manavoglu, E., Li, J., Giles, C., Zha, H.: Probabilistic models for dis-
covering e-communities. In: WWW, pp. 173–182 (2006)

20. Zhou, W., Jin, H., Liu, Y.: Community discovery and profiling with social messages.
In: KDD, pp. 388–396 (2012)



Considerations About Multistep Community
Detection

Antonio A. Gentile(B), Angelo Corallo, Cristian Bisconti,
and Laura Fortunato

Department of Innovation Engineering, University of Salento, 73100 Lecce, Italy
antonio.gentile@unisalento.it

http://emi.unisalento.it/sna

Abstract. The problem and implications of community detection in
networks have raised a huge attention, for its important applications
in both natural and social sciences. A number of algorithms has been
developed to solve this problem, addressing either speed optimization
or the quality of the partitions calculated. In this paper we propose a
multi-step procedure bridging the fastest, but less accurate algorithms
(coarse clustering), with the slowest, most effective ones (refinement).
By adopting heuristic ranking of the nodes, and classifying a fraction of
them as ‘critical’, a refinement step can be restricted to this subset of the
network, thus saving computational time. Preliminary numerical results
are discussed, showing improvement of the final partition.

Keywords: Clustering · Community detection · Graph partitioning

1 Introduction

Network analysis has been adopted as a powerful tool in several fields related to
complex phenomena [5]. Among the various strategies, outlined to understand
large-scale structures, a successful one has pointed out the natural tendency of
real-world networks to form clusters: groups of nodes densely connected among
them. Even though the concept is intuitively clear, an operational definition
of a ‘network cluster’ is itself under debate: for a concise review of suggested
definitions, see [11]. Identifying these dense structures inside a network may be
crucial for a wide variety of reasons.

The importance of these applications has led recently to the intense develop-
ment of algorithms, aiming to solve automatically the detection of communities,
or to check for the clusterability of the network [10]. The focus is here on the
specific case of community detection, where number and size of the clusters are
free parameters of the problem [24], which addresses also the issue of determining
if a good partitioning is achievable.

On a different basis, one could distinguish among classes of algorithms,
grouped according to their focus. A first class, devoted to capturing the global
picture of the network clustering, aiming at a fast solution of the clustering
c© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 549–561, 2014.
DOI: 10.1007/978-3-319-13186-3 49
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problem given, which especially suits large networks. Such algorithms will be
generically indicated in the following as coarse grain, since in general they use
global metrics as the figure of merit to optimize1, and often embed approximated
methods [4,8], thus potentially leading to a relatively high rate of misclassified
nodes (e.g. see [14]). On the opposite side, fine grain algorithms, in particular
those involving metrics at the node/edge level2, or hierarchical structures: in this
case, the aim is a precise assignment of the single nodes to the various commu-
nities. Moreover, these refinement algorithms frequently adopt ‘exact’ methods,
for the optimization task they deploy.

The purpose of this paper is to provide a strategy, enabling to bridge these
two different classes. At the moment, in fact, the norm is the straightforward
application of a single step algorithm [10], or multi-step approaches with different
optimization schedules for the same metric [23]. There is a reason behind this
tendency. Small networks can efficiently rely on time consuming algorithms, thus
making superfluous to adopt faster methods. These last ones are instead the only
feasible chance for large networks. In this paper, we envisage that it is possible
to overcome this difficulty, by running a refinement step on only a fraction of
the whole network. This fraction is identified via heuristic metrics: we call them
‘heuristic’ because, as better shown in the following, the metric chosen not only
draws on the characteristics of the network analyzed, but must rely on some
‘preliminary’ clustering results, as computed via coarse algorithms.

In Sect. 2, after a brief introduction on the framework of our proposal, we will
provide a detailed assessment of general features and applicability of our multi-
step scheme, and discuss a few metrics which may be adopted as heuristics.
Characteristics and a first testing of the method, based on heuristics proposed,
will be illustrated in Sect. 3. Some remarks and outlines of future developments
conclude this work.

2 Framework and Methods

In the following, we are going to use concepts and metrics derived from graph
theory, assuming that:

Proposition 1. The network to analyze can be represented by a graph G.

For G we adopt the following synthetic definition:

Definition 1. A (directed) (weighted) graph is the ordered pair G(V,E), with V
and E respectively the n vertices (vi) and m edges belonging to G. If (directed),
the edges {vi, vj} are ordered pairs. The (weighted) values of the edges among
vertices can be embedded in an ‘adjacency matrix’ Aij of dimension n, where:
aij = 0 iff there is no edge linking vi to vj.
1 E.g. the optimization methods using: E/I ratios, information-compression measures,

..., Hamiltonian-like quantities (spin-hamiltonians, modularity, ...). Another good
example is the class of methods known as block modeling [10].

2 Like the edge betweenness, information centrality, other cost functions, directly
referred to the network structure (Kernighan-Lin approach, ...), or real-world analo-
gies: current-flow, message-passing, ...
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G may be a digraph3. This case is explicitly analyzed in the following, where the
ordering in the indexes of matrix A (in this case non-symmetric) will be supposed
to follow the rule: edge i → j is embedded in the element aij , and viceversa.
Also the case of a multimodal graph can be treated in principle, supposing that
a clustering problem, as in Definition 2, is well posed for the graph considered.

As pointed out in the introduction, we intend to address the general problem
of automatic clustering in a network. Therefore, we will mainly refer to:

Definition 2. ‘Community detection’ as the optimal partition problem4 of find-
ing Ck non-overlapping, non-empty components (i.e. subgraphs) of G:

⋃
k Ck = G.

Their number k may be an input of the problem, or left as a free parameter.

Proposition 1 and Definition 2 are strictly required, for the following discussion to
make sense. The assumption of ‘no-overlap’, instead, may be (partially) relaxed,
though leading to interesting applications. Moreover, if the partitions Ck optimize
a ‘quality function’5, it would be eased a quantitative comparison among different
solutions (eventually found at different steps, or by different combinations, of the
global scheme as in Fig. 1). Further comments can be found in [12].

Fig. 1. Flowchart of the multi-step method proposed in the text. In blue/violet are
distinguished the operational steps. Other colors are referred to generic data (color
figure online).

2.1 The Multi-step Scheme

Our contribution for a multi-step approach is the proposal of heuristic met-
rics, that have both low computational time-complexity, and a good efficiency
in classifying the nodes according to their degree of membership to possible
communities. These metrics enable the adoption of a scheme including:

1. a coarse grain algorithm for the initial clustering guess,
2. an efficient, heuristic metric for the retrieval of a reduced set of nodes, requir-

ing further analysis upon cluster assignment,
3. a refinement algorithm, to be run on the nodes produced by the previous

step, so to improve the ‘quality’ of the final partitions.
3 For a detailed review of peculiarities of clustering approaches in directed graphs, the

interested reader may refer to [21].
4 We stress not to confuse it with the graph partitioning, i.e. a specific clustering

problem.
5 Which may equivalently be a ‘cost function’, for a survey see [10].
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These three main elements, along with some other features which will be intro-
duced in the text, are in Fig. 1, which shows the global multi-step structure.

The very same introduction of a refinement brings along the problem of iden-
tifying a measure, able to compare different clustering solutions (i.e. a relative
measure). A general discussion about the problem is clearly outside our scope:
additional information can be found in [15,18,26].

In the following, the ultimate target will be to approximate those partitions,
which would be provided if the fine-grain analysis chosen was to be performed
on the whole network (implicitly assumed to be the best partitioning available).
About the distance among partitions provided at different steps in our procedure,
we adopt the ratio between the minimum number of elements to delete from a
graph D(P, P ′), so that the two induced partitions become identical, and the
size of the graph [12]: D(P, P ′) := nD(P, P ′)/n.

An effective multi-step procedure requires a few qualitative hypotheses:

Proposition 2. refinement algorithm used must be able to perform displace-
ments of single nodes;

Proposition 3. the heuristic metric chosen must perform as a good figure of
merit, in quantifying the ‘criticality’ of the nodes in the network;

Proposition 4. however chosen, the fastest method (eventually approximate)
to compute the metric in Proposition 3 should at least outperform, in time-
complexity, the refinement clustering algorithm.

Proposition 2 derives from the necessity, once a node-ranking has been estab-
lished, to analyze, and eventually modify, the cluster attribution of specific nodes,
so to address the way the refinement algorithm works. The second statement
emphasizes how a perfectly efficient metric should rank first only those nodes
which will be misassigned by the coarse grain algorithm. Clearly, given that
a variety of algorithms could be used as coarse-grain, this ‘perfect efficiency’
is indeed a relative concept, and independently from the refinement algorithm
there is no way to define it. Finally, for an alternative clustering procedure to
be competitive, with respect to the refinement algorithm, all of its steps must
be (much) faster to compute, as stated in Proposition 4.

A first naive approach, for retrieving the critical nodes of the network, could
be to adopt centrality measures from network theory. However, there are a few
drawbacks [12], such as the implicit assumption, that the refinement should
involve the most ‘important’ nodes. Misclassifying a central node is likely more
problematic, but there is no general reason why the coarse-grain algorithm should
perform worse on most central nodes.

Let us introduce a few qualitative statements, aiming to satisfy the require-
ments in Propositions 2–4. As the first, the assignment of a node to a clus-
ter depends the distribution of its links to neighbour nodes [10]: this leads to
introducing the node degrees. In order not to relate the heuristic to the impor-
tance of the node, some normalization factor must be introduced. In undirected
graphs, we will use a total ‘symmetrized’ degree for each node j, dT (j) :=∑

i (aij + aji)/2.
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Given the hypothesis of computing heuristics only after a first coarse assign-
ment of nodes to clusters, one is able to distinguish among edges inside or outside
a given cluster, via the binary function com with values in {−1, 1}:

com(i, j) :=

{
−1 (if i and j belong to different communities)
+1 (if i = j ∨ if i and j belong to same cluster)

(1)

We claim that a 1st order heuristic metric, suitable for quantifying the criticality
of node j, can be formulated as:

H1(j) =
1

2dT (j)

∑

i

(aij + aji) com(i, j) (2)

while for the 2nd order heuristic we suggest:

H2(j) =
1

2d2T (j)

∑

i�=j

(aij + aji) com(i, j)Q dT (i)H1(i) (3)

Q :=
δ(G)
Δ(G)

(4)

is a normalization factor, with δ(G) and Δ(G) the minimum and maximum degree
of the nodes in G, respectively.

A few remarks. The expressions about the order refer to the width of the
network sample taken into account for each node: edges shared with its neighbour
nodes in the 1st case, and also all edges shared by its neighbour nodes in the
2nd.

Both heuristics are bounded: as it is easy to verify, −1 ≤ H1, H2 ≤ +1.
Thus, the first order heuristic may be interpreted as a normalized measure of the
correlation of the node with its cluster of assignment, disregarding its neighbour
nodes. Evidently, a positive correlation is here an index of robust assignment,
whereas negative correlations indicate misassignment.

Qualitatively, re-introducing in (3) the heuristic H1 accounts for the cluster
assignment of neighbour nodes: the stronger the connection of a neighbour node
i to its own cluster, the higher we expect its contribution to the (mis)assignment
score of analyzed node j, if com(i, j) = +1 (−1). The factor

M := QdT (i)/dT (j), (5)

instead, can be interpreted as a measure relating the contribution from node
i to its relative ‘importance’ in the network, compared to node j (thus the
presence of Q). That is, M reduces the contribution from H2, compared to H1:
if dT (i)/dT (j) = ρ ⇒ M < ρ2.

Another interesting point to analyze is how to combine the two heuristics.
We suggest, as the most profitable figure of merit, the convex combination:

H(j) := αH1(j) + (2 − α)H2(j) (6)
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with α ∈ [0, 2]. In the following, illustrating the proposal, we will restrict con-
siderations to the simplest case with α = 1.

It is worth to comment how the introduction of heuristics as above may be
regarded as a ‘mean field like’ procedure, where only pairwise, nearest neighbour
interactions are considered (which is the case, for example, in Ising models). The
quantity H itself can be interpreted as a potential, once changed in sign. One
may notice that procedures based on optimization of Hamiltonians have already
been thoroughly applied to the clustering problem (e.g. [20,25]). Indeed, with a
terminology drawing on this parallel, a key difference in our approach is that we
are defining and using local potentials, whereas the traditional approach involves
the optimization of a global potential.

2.2 Further Comments on the Heuristics

Given that the heuristics, in the form introduced so far, were only intuitively
justified to be reliable metrics for our aim, it is plenty of possible modifications,
simplifying or generalizing the particular version given in (2) and (3).

We will take in consideration a few cases which may be interesting for some
particular applications. As the first, whenever a speed-up in the computation of
the heuristics is required, it is envisaged the possibility to slightly change the
definition of com (1), so to skip operations on positive (or, equivalently, negative)
terms. Therefore, this version of the algorithm could use e.g.:

com+(i, j) =

{
0 (if i and j belong to different communities)
+1 (if i = j ∨ if i and j belong to same cluster)

(7)

or viceversa for com−(i, j). Steps involving null terms in the computation of H1

and H2 would be excluded by conditional restraints.
A more interesting case is given by directed graphs (i.e. ‘digraphs’). In fact, to

keep the general case as simple as possible, we have always avoided directionality
considerations in (2) and (3), by using the averaged term (aij+aji)/2. Intuitively,
this is equivalent to the replacement of multiple directed (weighted) edges, for
each couple of nodes, with a single undirected weighted edge. Even if approaches
like this have been applied to highly successful analyses of naturally directed
graphs [1], it is well recognized how intrinsic directional features may add insight
to static [6] or dynamic [17] analyses of networks. Notice that the heuristics
introduced may be readily generalized to include different expressions for an
‘in-metric’ Hin

1,2 as well as an ‘out-metric’ Hout
1,2 . I.e. for the inner case:

Hin
1 (j) =

1
dinT (j)

∑

i

aij com(i, j) (8)

Hin
2 (j) =

1
[dinT (j)]2

∑

i�=j

aij com(i, j)Q dinT (i)Hin
1 (i) (9)

Now, considerations about robustness of products of inner and outer quantities,
for clustering procedures, may apply to this case. In fact, multiplying Hin

1 and
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Hout
1 , the product (H ′

1) closely resembles6 the vertex-cluster affinity, employed
in [27] for the graph degree-linkage method, where the cluster would here be the
neighborhood N of each critical vertex. The contribution from H ′

2 can instead
be seen as an improvement of this affinity. Therefore, drawing on these previous
results, we claim that a robust implementation of our procedure in directional
cases uses the node heuristics:

H ′
1(j) := Hin

1 Hout
1 (10)

H ′
2(j) := Hin

2 Hout
2 (11)

and the obvious generalization of (6) for their combination.
It is still left open, the possibility to drastically change the form of the heuris-

tic. For example, given that H1 is claimed to be a measure of the membership
degree of node j to its initial community, one could recall how this indication is
embedded in the elements of the membership matrix, as defined in [3]. However,
the additional definitions of ‘positions’ and ‘distances’ in a metric space, required
in the definition of this matrix, may be rather artificial for some graphs [10].

Again modifying preliminary definitions: Q, as given in (4), may be consid-
ered a rough figure of merit for the degree ratio in (5). E.g. one could assume a
Gaussian behaviour in the degree distribution, and thus suppose Q to be in the
form of a standard deviation7:

Q2 =
2

n(n − 1)

∑

i,j
i�=j

[δD(i, j)]2, (12)

with δD(i, j) = (dT (i) − dT (j)). Therefore, it may be objected that:

M ′ := exp(−δD(i, j)2/Q2) (13)

is a more reliable measure as a degree distance among nodes i and j and should
replace M (5) in (3). Notice that (13) provides a measure, on the strength
of the connection between the nodes, resembling the dimensionality reduction
procedure invoked for graph construction in [2] and related works. However,
two considerations hold. The first and more important is that computing the
quantity in (12) is a computational problem much more costly (and in some
cases even tricky [7]), than the linear scan required for computing (4). A second
noticeable problem is that the naive introduction of this ‘standard variance’ form
for Q does not fit well our requirements. Indeed, it is introduced an unwanted
symmetry: M ′ is a factor reducing the importance of H2, indifferently of whose
node is the degree centrality increasing. In formulas, where ε is O(e−n2

):

limdT (j)/dT (i)→∞M −→ 0 (14)
lim|dT (j)−dT (i)|→∞M ′ −→ ε (15)

6 The similarity of these quantities does not imply similarity in their usage, as in [27]
the vertex-cluster affinity (and its derivatives) are directly used for the agglomerative
step of the algorithm, whereas we use them only to classify the quality of single-node
attributions to clusters.

7 Notice that the expected value for the population is trivially < δD >= 0.
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There are certainly various possibilities to solve the issue: e.g. introducing further
parameters in δD, or defining it differently. However, in our opinion this unneces-
sarily complicates the global picture, and therefore move on to test numerically
the performance of the heuristics outlined.

Table 1. Analysis of computational complexity (average, per node) and memory usage
(globally) of the quantities involved in the calculation of the heuristics in Eqs. (2) and
(3), for an undirected graph. c.g.? indicates that the complexity of this step depends
on the coarse algorithm applied. com(i, j) is supposed to be retrieved from a stored
vector of single-node assignments.

H1(i) dT (i) com(i, j) Q ...
∑

i (aij + aji) ... Total

H1(i) - O(m/n) c.g.? - O(m/n) O(m/n)

H2(i) O(m/n) O(m/n) c.g.? O(1) O(m/n) O(m
n

+ 1)

size O(n) O(n) O(n) O(1) O(m) O(m + n)

2.3 Discussion About Implementation

We are now left with checking the respondency of our proposal for a heuristic,
to the requirements stated in Pts. 2–3 of Proposition 2. Observing Table 1, it
is easy to see that H1 has a complexity of O(m) and H2 has a complexity of
O(m + n), under the following assumptions: the graph is undirected and stored
as an ordered edgelist8, coarse communities have already been calculated and
stored in a vector. Notice how redundant terms in the two heuristics can ease the
subsequent calculation of both quantities H1,2. Such a complexity is a reasonably
good result: one of the fastest coarse algorithms for community detection runs
with complexity O(n+m) on sparse graphs. Additionally, operations leading to
the heuristics’ complexity are very basic, thus we envisage very low factors.

In order to perform a test for the multi-step scheme, following also Fig. 1,
two elements are required to be explicitated.

A coarse grain algorithm for the first step. We chose to use the fast Newman
(FN) approach [22] with a greedy modularity optimization of the modularity, as
suggested in [8]. Within this implementation, it is known to run in O(n log2n)
on sparse graphs. This method is of widespread adoption in the literature9 and
in several network analysis softwares.

A refinement algorithm for the final step. In this case we introduced a mod-
ified Girvan-Newman (GN) method, based on the edge betweenness : a perfect
example of an algorithm unfeasible to be used straightforward for large networks,
as it requires O(n3) time (sparse case). The original version of this algorithm
was not intended to perform single node re-assignments [13], so that it is here
modified, even though keeping the same local measure as the working princi-
ple. In brief, here the edge betweenness is calculated only for critical edges, i.e.
8 If not, an additional step with complexity O(m log m) must be taken into account.
9 Its combined simplicity and robustness make the FN method very popular, even if

several works have started to point out its ineffectiveness for specific cases [14,16].
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those edges linking couples of nodes, of whose at least one is critical. The last
edge to be removed, before a node is isolated, is also the one ruling the commu-
nity assignment10. Notice that the refinement algorithm used is allowed both to
eventually shrink the number of clusters composing the final partitioning, and
to create new clusters, eventually not resolved by the coarse step.

The adoption of a refinement step poses a non-trivial problem: given unaware-
ness of the percentage of nodes classified in the wrong cluster by the coarse algo-
rithm, how many nodes must be ‘refined’ analyzed, among those scoring worse in
H? That is, we need to impose a threshold to the heuristics (see Fig. 1), selecting
as critical nodes only those having a lower value of H. In our opinion, this point
requires a good insight about the structure of the network, and if investigated,
can provide interesting results. A pragmatic and prudential solution is: pose
the threshold in H as high, as the additional computational time, required for
refinement, is considered feasible by the adopter. For numerical tests below, we
will adopt instead an ‘absolute’ approach: the refinement algorithm will be run
on all, and only, those nodes having negative values of H.

0 5 10 15 20 25 30 35
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

X: 10
Y: −0.08824

vertex ID

H

X: 3
Y: 0.2096

X: 9
Y: 0.2176

Fig. 2. H (Eq. 6) for the Zachary’s karate club case. Datatips are displayed in the first
case for those vertices exhibiting the lower scoring, and therefore the most critical ones.
Vertices IDs are the same as in [13].

10 Specifically, we progressively remove critical edges with high edge-betweenness. The
algorithm has three hierarchical rules to assign node to the refined community vector :
(i) if a critical node i is left with one only edge linking it to a non-critical node j
(i.e. aij + aji �= 0), i acquires the same community assignment of j: i ∈ Ck iff
j ∈ Ck; (ii) for critical nodes pointing to each other, before becoming isolated by
the edge-removal procedure (‘queued nodes’), it is attempted the creation of a new
community; (iii) if this attempt fails, the transitivity principle introduced in the text
is used to infer the non-critical node ruling the community assignment.
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Fig. 3. Combined heuristic H for the Girvan-Newman benchmark cited in the text.
Generated using the code as in [19], with average degree d̄ = 16, and mixing parameter
μ = 0.6.

3 Preliminary Tests

This paragraph is devoted to show how the particular implementation of a multi-
step scheme (as outlined in Sect. 2.3) works for a real case, and in particular to
test if the heuristics, introduced so far, are capable of satisfying the requirements
stated at the beginning of this section.

Test-cases. We have chosen to focus on the split of a karate club in two
different ‘communities’, studied in [22]. This example fits well a preliminary,
qualitative discussion, because it is small enough (n = 34) to let us follow in
detail the performance of the heuristics11. In Fig. 2 is the sum of the heuristics H1

and H2 for all the vertices of the karate club network, after a coarse assignment
of clusters has been performed through the application of the FN algorithm. It
is evident how almost all of the nodes have positive values of both H1,2. This
confirms that H captures the good performance of the FN algorithm in this test.
We can also state that our core claim is satisfied: the node #10, known to be
misclassified by the coarse algorithm [22], is the one scoring worse, and even has
a negative H, as shown in Fig. 2. Notice also that the GN refinement correctly
classifies this node, displacing it into the ‘right’ cluster. Recalling D(P, P ′), the
coarse method has in this case a distance of D ∼= 0.029 from the partition found
by our scheme: this distance can be understood as the improvement provided
for the solution12.

11 Yet it is complex enough to pose difficulties for the fast coarse algorithm chosen [24].
12 Noticeably, for this specific case, the GN method is known to classify incorrectly node

#3 [13], which actually ranked worst, immediately after node #10, in the H scoring.
This further suggests how the heuristic proposed is indeed efficient, in sorting nodes
with uncertain cluster assignment.
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As a counter-example, in Fig. 3 we report the heuristics, calculated after
the same coarse step, run on an artificial network13 with n = 128. This network
resembles a ‘Girvan-Newman benchmark’ with communities of variable size, and
with parameters which are known to make the community assignment fail, when
performed by the FN algorithm [9,19]. It is immediately evident how the average
scoring of the heuristic H is much worse than the previous case, and how most
of the nodes exhibit negative scoring. This indicates again that the heuristics
scouts nodes misclassified in the coarse step.

4 Conclusions

Summarizing the main results of this work: we have proposed the adoption of
a multi-step scheme, to improve the results of clustering algorithms, with a
particular focus on community detection. This scheme basically includes: the
adoption of a (state-of-art) fast, coarse algorithm for the first step; an accurate
refinement algorithm, specifically adapted for this purpose; to bridge these two
elements, a novel set of heuristic metrics. These last ones are the core of the
proposal: they are intended to scout those nodes potentially tricky in the cluster
assignment, and thus worth to be analyzed by the refinement step. We have
shown, with the aid of test-cases, that the heuristic introduced satisfies the
requirements of being computable with low time-complexity, and may efficiently
retrieve those nodes which turn out to ‘deceive’ the less accurate algorithms.

In future developments there is the plan to systematically investigate to what
extent our approach reveals useful for application to real world and computer
generated networks (thus identifying its limits). In particular, the aim will be
about large scale networks, for which it may also be unknown the ‘true partition-
ing’ (whether obtained via a direct observation, or as provided by the applica-
tion of the refinement to the whole network). In this case the only possible check
would be the comparison with results, as provided by different fast algorithms.
Another direction, for further analyses, is given by the limitations already found
for modularity-based approaches [14]: we claim that our multi-step strategy may
(partially) solve the degeneracies displayed by these approaches for particular
cases. Verification of this conjecture could lead to important applications.
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Abstract. The graph-theoretic analysis of dynamic networks has
attracted much research interests recently. Change point detection
is essential to understand the dynamic structure of time evolving net-
works. This work proposes an edge-centric approach to detect the change
points of dynamic networks. In the proposed method, a singular value
decomposition (SVD) is performed on a newly defined edge-segment
matrix and the decomposition is projected to a lower dimensional latent
space. Then the dissimilarity between graph segments is calculated for
detecting the change points. The approach applies to directed/undirected
and weighted/unweighted dynamic graphs. Experiments are conducted
on both a synthetic dataset and the Enron email dataset. Results show
that change points of the dynamic networks are effectively detected by
the proposed approach.

Keywords: Change point detection · Dynamic networks · Graph seg-
ments · Latent semantic analysis

1 Introduction

Research on graphs naturally arises in the study of social networks, sensor net-
works, and citation networks, etc. In a graph formulation, nodes represent indi-
vidual objects, and edges represent relationships and interactions among these
objects. The majority of existing studies assume the underlying graph is static.
That is, the topology of the network remains unchanged over time. However,
most of the real networks are dynamic and exhibit structural changes over time.
The changes are expressed by dynamic relationships among nodes in the net-
work. Dynamic networks are attracting increasing interest due to their potential
in capturing natural and social phenomena over time. An example of dynamic
networks is the proximity based mobile social network [1], where the connec-
tions among the objects depend highly on the physical proximity and change
constantly over time.
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An inherent problem in dynamic networks is change point detection. This is
a new challenge in graph mining, where one needs to discover the unknown struc-
tures hidden deep inside of the graphs, and detect their anomalous changes.
A change point always corresponds to an anomaly in networks. Therefore, change
point detection helps to understand the anomalous behaviours or faults in dynamic
networks [2]. In the public safety case, change point detection of a mobile social
network may assist to identify terrorist activities [3]. Moveover, the detection of
change points is an important step to summarize the network activity with a fewer
number of static graphs [4], which can be used to reduce the amount of data for
representing a highly dynamic network.

This work proposes an edge-centric change point detection algorithm. In
this algorithm, a new edge-segment matrix is used. The algorithm is analo-
gous to latent semantic analysis (LSA) [5], which is a technique in natural lan-
guage processing for analyzing relationships among a set of documents and the
terms. Using the proposed method, the change points of the latent structures are
detected by evaluating the dissimilarities between consecutive graph segments.
In this work, the terms “network” and “graph” are used interchangeably.

The rest of this paper is organized as follows. Related works are briefly
reviewed in Sect. 2. The edge-centric algorithm is proposed in Sect. 3. In Sect. 4,
experiments with synthetic and real datasets are provided, which demonstrate
the effectiveness of the proposed algorithm. Finally, the conclusion and future
work are provided in Sect. 5.

Notations. In the sequel, vectors are denoted by boldface lower-case letters,
and matrices by boldface upper-case letters. For a matrix A, A

′
is the transpose.

Let vec(A) denote the vector of columns of A stacked one under the other.

2 Related Work

The structure of a dynamic network may change considerably between consec-
utive snapshots. Change point detection is a form of anomaly detection, which
always arises in dynamic analysis.

Some previous studies in dynamic networks adopt a two-step approach [6,7]
for mining the network structure. First, static community detection algorithms,
e.g., modularity maximization [8], is applied to each snapshot of the network at
different time steps. Second, community evolution is introduced to interpret the
change of communities over time. The work in [9] considers the smoothness of
the structure between consecutive snapshots. The authors propose a formulation
which automatically provides a trade-off between the accuracy of the clustering
obtained, and the deviation from one time step to the successive. In highly
dynamic networks where not all of the nodes belong to reasonable communities,
the static community detection for each snapshot may not result in meaningful
outcome. Therefore, the two-step and smooth approach is not applicable to such
cases.

From another perspective, many heuristic statistics have been proposed to
capture the community variation. Change detection is then performed by com-
paring the statistics to a predefined threshold. In [2], the angle of the principal
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eigenvector is tracked in a dynamic computer system. An anomaly is declared if
the angle changes by more than some threshold. Authors in [4] define an aver-
age distance between consecutive graph snapshots based on nodes’ connectivity.
Then they propose to detect the change points with this distance measure. In
[10], scan statistics, which capture the history of a node’s neighborhood, are
introduced to detect anomalous behaviors. In [11], the authors propose to use
a fusion of nine different statistics to detect anomalies and change points. The
work in [12] introduces a parameter free method based on information theo-
retic principles to find community structure and change points. Authors of [13]
consider an anomaly score based on the eigen decomposition of the adjacency
matrix. Then a statistical test based on randomized power martingale is used
to detect the change points. Although the above detection statistics are intu-
itively interpretable, some of them are rather complex. Besides, algorithms in
[2,4,11,13] are designed for undirected networks, and algorithms in [10–12] are
designed for unweighted networks. The work in [14] considers dynamic weighted
directed graphs. The detection algorithm compares a simple similarity measure
to a predefined threshold. However, as shown in [14], the performance is severely
influenced by the choice of the threshold.

This work proposes a novel edge-centric approach for change point detection
in dynamic networks. The approach is based on the singular value decomposition
(SVD) of the edge-segment matrix. It is able to detect the change points of
the latent structures in directed/undirected and weighted/unweighted dynamic
networks.

3 Proposed Method

In this section, the edge-segment matrix is defined. Afterwards, an edge-centric
change point detection algorithm is proposed.

3.1 Edge-Segment Matrix

A dynamic graph is a sequence of random graphs denoted by G = {G(1), G(2), · · ·,
G(T )}, where T < ∞ is the length of the sequence. Each snapshot G(t) =
(V (t), E(t)) is a static graph with vertex set V (t), edge set E(t) and adjacency
matrix A(t) = [A(t)

i,j ]. Without loss of generality, it is assumed that the vertex set
V (t) is the same for all graph snapshots; otherwise, one can introduce all-zero
rows and columns into the adjacency matrices.

A graph segment [12] is a set of consecutive graphs G(s) = {G(ts), G(ts+1), · · · ,

G(ts+1−1)}, where ts < ts+1. Define GS(s) =
⊕ts+1−1

t=ts
G(t) as a cumulative graph

for the s-th graph segment. The corresponding adjacency matrix is defined as
AS(s) = [AS

(s)
i,j ], where AS

(s)
i,j =

∑ts+1−1
t=ts

A
(t)
i,j .

Define e(s) = vec(AS(s)). That is, e(s) is a vector containing the weights of
all the edges in the cumulative graph GS(s). For undirected graphs, only the
upper (or equivalently, the lower) triangular part of the adjacency matrix AS(s)

is considered.
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Now, the edge-segment matrix can be defined as

E = [e(1), e(2), · · · , e(Ts)] , (1)

where Ts is the number of graph segments. Generally, for the purpose of a fair
comparison between different graph segments, it is assumed that each segment
is of equal length. The length can be chosen appropriately according to the size
of datasets and the requirement of applications.

3.2 Edge-Centric Change Point Detection Algorithm

Notice that the edge-segment matrix is analogous to the term-document matrix
in LSA. The weight Ei,j corresponds to the term frequency of the i-th term
(edge) in the j-th document (graph segment). As in LSA [5], by performing an
SVD on the edge-segment matrix, and projecting the decomposition to a lower
dimensional latent space, then the dissimilarity between two graph segments can
be captured by the cosine distance between the corresponding feature vectors.
Explicitly, the SVD of E is expressed as,

E = UΣV′ .

The elements of the diagonal matrix Σ are called singular values and the
columns of U and V are called left and right singular vectors, respectively. Let
Σk denote the reduced matrix with only the highest k singular values. Also,
U and V′ are reduced to Uk and V′

k to have k dominant columns and rows,
respectively. Therefore, a reduced-rank approximation of E is obtained as,

Ek = UkΣkV′
k .

This corresponds to projecting the vector representation of each edge and
graph segment into a k-dimensional subspace whose axes form k latent directions.
The resulting reduced-dimension representation Ek is the best rank-k approxi-
mation to the original matrix in the least-squares sense [15].

The graph segments are now characterized by the column vectors of ΣkV′
k

[5]. The relation between two graph segments can be described by the cosine
distance between their corresponding k-dimensional representations,

d(i, j) = 1 − q′
iqj

|qi||qj | , (2)

where qi is the i-th column of ΣkV′
k. This is the key idea that we propose to

detect the change points in dynamic graphs. Intuitively, if the network structure
does not change much over time, consecutive graph segments of the dynamic
graphs have similar descriptions and a small cosine distance. Whenever a graph
segment changes severely with respect to previous ones, a large distance is
caused.

Based on the cosine distance between consecutive graph segments, change
point detection can be performed by comparing the distance to a pre-defined or
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dynamic threshold. For the latter, typical mean-standard deviation based meth-
ods are readily applicable. For example, define Dt = {d(1, 2), d(2, 3) · · · , d(t −
1, t)} to be the set of cosine distances calculated by (2) up to time t. The dynamic
threshold can be defined as,

dtht = mean(Dt) + α · std(Dt) ,

where α is a positive number; mean(·) and std(·) denote the mean and stan-
dard deviation of a dataset, respectively. Parameter α can be chosen empirically
according to the number of change points to be retrieved. At the t-th step,
the detection algorithm compares d(t, t + 1) to the threshold dtht . Whenever
d(t, t + 1) > dtht , a change point is declared; moreover, in the following steps,
d(t, t + 1) is set to be mean(Dt) for calculating the dynamic threshold.

Also, as in LSA, the edge-segment matrix can be preprocessed by local and
global weighting before the SVD operation for improving the retrieval perfor-
mance. Empirical studies report that the Log-Entropy weighting functions work
well in practice [16,17]. In the Log-Entropy weighting scheme, the local weighting

li,j = log(Ei,j + 1)

is applied to each entry in the matrix. The global weighting

gi = 1 +
∑

j

pi,j log pi,j
log Ts

,

where pi,j = Ei,j∑
j Ei,j

, is applied to row i of the matrix.

Then, each entry Êi,j of the weighted edge-segment matrix Ê is computed as,

Êi,j = gili,j .

3.3 Discussions

In dynamic graphs, edges are characterized by their appearance in the graph
segments; graph segments are characterized by the edges that they contain. Using
the above proposed method, the edges and graph segments are now represented
as vectors in the k-dimensional space. Through dimension reduction, the method
extracts the most significant features of the dynamic graphs. In literature, it
is shown that for a fairly large range of values of k, the reduced dimensional
approach performs substantially better than computing the similarity directly
between two graph segments [18].

Recall that in LSA, not only does a query term match documents that contain
it, but it matches documents that contain similar terms as well. In dynamic
networks, an edge does not necessarily appear in every graph segment. But by
performing similar operations as in LSA on the edge-segment matrix, an edge can
still have a strong relation with some segments that do not contain it, as long as
some strongly related edges appear in the segments. That is, this method focuses
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on the latent community structure instead of on individual edges. Therefore,
this method potentially uncovers the dynamic latent structures embedded in
the edge-segment matrix.

The proposed method is simple and elegant in that the most expensive step
only requires a partial SVD operation to compute the first k singular values and
singular vectors. Analogous to LSA, the order of edges is unimportant in the
edge-segment matrix for change point detection. Moreover, an edge which never
appears–corresponding to an all-zero row vector in the matrix, can be removed to
reduce the dimension of the problem. Since the edge-segment matrix is always
sparse, the partial SVD can be computed efficiently through sparse iterative
algorithms, for example, the Arnoldi [19] and the Lanczos [20,21] algorithms. In
the case that the detection needs to be performed dynamically and sequentially,
incremental SVD algorithms [22] can be utilized.

Moreover, the proposed approach is also general enough, since it can be
applied to directed/undirected and weighted/unweighted dynamic graphs. As
will be shown in the following section, this edge-centric approach effectively
detects the change points in synthetic and real dynamic networks.

4 Experimental Evaluation

4.1 Synthetic Dataset

In this experiment, the performance of the proposed method is evaluated with a
synthetic network as in [14]. A graph stream including 16 random graphs are gen-
erated. In each graph snapshot, a total of 128 nodes is partitioned into 4 known
equal-size communities of 32 nodes. Three synthetic change points separate the
stream into 4 fragments: G(1)–G(4), G(5)–G(8), G(9)–G(12) and G(13)–G(16). The
community structure is shown in Table 1.

Table 1. The community structure of the dynamic graphs

Graphs Community 1 Community 2 Community 3 Community 4

G(1)–G(4) {1–32} {33–64} {65–96} {97–128}
G(5)–G(8) {121–128}∪{1–24} {25–56} {57–88} {89–120}
G(9)–G(12) {113–128}∪{1–16} {17–48} {49–80} {81–112}
G(13)–G(16) {105–128}∪{1–8} {9–40} {41–72} {73–104}

Suppose each node has on average 12 edges within the community and 4 edges
to members of other communities. The weight of an edge is drawn uniformly from
1 to 10 for intra-community edges, while from 1 to 6 for inter-community edges.

The proposed change point detection approach is applied to the above syn-
thetic network. Each graph segment is assumed to consist of one snapshot. The
data is preprocessed by the Log-Entropy method. In the following, it is assumed
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(b)

(a)

Fig. 1. Dissimilarity between consecutive snapshots: (a) dissimilarity measure com-
puted by the method in [14]; (b) cosine distance calculated by the proposed method.

that k = 3, unless specified otherwise. The cosine distances between consecutive
segments are depicted in Fig. 1(b). The cosine distance corresponding to point
t on the x-axis is the dissimilarity between snapshots t − 1 and t. Figure 1(b)
obviously shows that the proposed approach has detected all the three change
points.

For comparison, Fig. 1(a) demonstrates the dissimilarity calculated by the
method proposed in [14]. It is noticed that the dissimilarity measure therein
cannot clearly determine the three change points. Moreover, the result strongly
depends on the predefined threshold. In our result Fig. 1(b), fortunately, the
cosine distance corresponding to a change point tremendously deviates from
that for the stationary part. Therefore, the change points are more obviously
identified by the proposed algorithm.

4.2 Enron Email Dataset

The Enron email dataset consists of the email communications in Enron Corp.
from Jan 1999 to July 2002 [23]. A node represents an individual employee and
an edge represents an email exchange between two employees. A most densely
connected subgraph with 155 nodes is considered. Most of them correspond to
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Fig. 2. Cosine distance between consecutive graph segments of the Enron dataset.

Table 2. Change points v.s. important events

Change points Important events

A Jun 2001: Rove divests his stocks in energy

B Aug 2001: Kenneth Lay takes over as CEO

C Oct 2001: Enron draws down $3 billion credit line

D Nov 2001: Enron restates 3rd quarter earnings

E Dec 2001: Enron is Bankrupted

F Feb 2002: Lay implicated in plot to inflate profits and hide losses

G Mar 2002: The indictment reported by the Wall Street Journal

on January 28th is handed down

the core members in the executive committee. The directed sender-to-recipient
graphs are constructed on a weekly basis. That is, the length of each graph
segment is a week. We restrict to an interval of 65 weeks from Jan. 2001 to Mar.
2002. In each cumulative graph, the weight wi,j of a link represents the number
of emails sent from employee i to j in that week. The Log-Entropy weighting is
applied to the raw data.

Using the proposed edge-centric approach, the cosine distance between con-
secutive graph segments is illustrated in Fig. 2. As shown in the result, sev-
eral change points are detected, which correspond to important events in Enron
Corp., as listed in Table 2. Notice that the algorithm in [13] is also tested on the
Enron dataset. However, as shown in [13], the algorithm therein only correctly
detects the change point B. Clearly, experiments on real dataset also show that
our proposed method effectively detects the change points in a dynamic network.
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5 Conclusions and Future Work

This work proposes an edge-centric approach to detect the change points of
the structure of dynamic networks. An edge-segment matrix is defined. The
proposed approach uses an LSA based technique on the edge-segment matrix.
Then each graph segment is represented by a low-dimensional vector. The dis-
similarity between consecutive graph segments can be computed as the cosine
distance between their representative vectors. A change point is declared if the
cosine distance is relatively large. The proposed method is general enough in
that it is applicable to all kinds of dynamic graphs (e.g., directed/undirected,
weighted/unweighted ones). Evaluations on both synthetic and real datasets
show that the proposed method effectively detects the change points in dynamic
networks.

Future work. In the future, we will perform more experimental evaluation of the
proposed method on different datasets. More detailed analysis on the choice of
the dimensionality k will also be conducted.

Acknowledgments. This work was partly supported by the Tsinghua-Qualcomm
Joint Research Program.
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Abstract. Social media is an area where users often experience censor-
ship through a variety of means such as the restriction of search terms
or active and retroactive deletion of messages. In this paper we examine
the feasibility of automatically detecting censorship of microblogs. We
use a network growing model to simulate discussion over a microblog fol-
low network and compare two censorship strategies to simulate varying
levels of message deletion. Using topological features extracted from the
resulting graphs, a classifier is trained to detect whether or not a given
communication graph has been censored. The results show that censor-
ship detection is feasible under empirically measured levels of message
deletion. The proposed framework can enable automated censorship mea-
surement and tracking, which, when combined with aggregated citizen
reports of censorship, can allow users to make informed decisions about
online communication habits.

1 Introduction

The recent and continuing popularity of the social aspect of the Internet, in par-
ticular social media and online social networks (OSNs), has facilitated unprece-
dented new ways of communication and levels of information sharing. This new
freedom has challenged many governments, organisations and businesses which,
for legitimate reasons or not, are struggling to control dissemination of news
events, digital content and other sensitive information. When the censorship is
acknowledged, justification ranges from maintaining public order and safety [9]
to protection of morality from obscenity [20] to the protection of intellectual
property or copyright [21]. In most cases, however, censorship is unquestion-
ably a hindrance to a free and transparent society where citizens are able to
participate by expressing ideas and opinions openly and without fear of reprisal.

Exposing censorship and the methods used to achieve it puts pressure on repre-
ssive elements and allows citizens to make informed decisions about how they par-
ticipate in society. Projects such as Herdict [12,18] and ConceptDoppler [7] have
undertaken to measure and track censorship online. However, Herdict relies on
user reports and neither Herdict nor ConceptDoppler focus on user communica-
tion in OSNs.

c© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 572–583, 2014.
DOI: 10.1007/978-3-319-13186-3 51
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Recent research has focused on identifying sensitive keywords as well as influ-
ential or controversial users who are more likely to be censored [1,24,25]. How-
ever, these entities cannot always be anticipated before the censorship occurs,
and therefore it is desirable to focus on features that are not content-based.

This paper proposes a novel method for censorship detection that does not
rely on keyword lists or other forms of content. Instead, the approach classifies
communication graphs derived from OSNs based solely on topological proper-
ties. More specifically, this work makes the assumption that user communication
behaviour on microblogs, i.e., the posting and replying of messages, is gener-
ated by a random process that can be approximated using a graph generator.
More importantly, however, is the further assumption that acts of censorship,
specifically message deletion, results in a definite and measurable effect on the
communication graphs.

Combined with the aforementioned citizen reports of censorship, OSNs and
other online communities that deviate from known norms could be flagged as
being censored and users could be warned to adapt strategies for organising and
disseminating information.

This paper contributes to the understanding of the effects of social media
censorship on network structure in the following two ways:

1. We identify salient topological features and show how they are affected by
varying levels of censorship;

2. We propose a framework for automatic censorship detection at the network
level that is content-agnostic.

In light of recent political events such as the Arab Spring of 2011, the current
conflict in Syria and the ongoing censorship of media in China, there is an urgent
need for a framework for the measurement of censorship online to ensure freedom
of speech and access to information, and, in the larger context, maintain a free
and open Internet. The approach aims to fill this gap and in doing so facilitate a
better understanding of network censorship and ultimately provide a means for
automated measurement, tracking and monitoring of censorship on the Internet.

The remainder of the paper is organised as follows. First we highlight related
work that examines censorship of microblogs, primarily on the Sina Weibo net-
work popular in China. Then in Sect. 3 we present the methodology which out-
lines the data generation, graph feature extraction and classifier setup. Finally,
Sect. 4 presents the results and discussion.

2 Related Work

Censorship in the context of social media has been defined as the “suppression,
limiting or deleting of objectionable” content or any other form of speech or
expression [8,9]. There have been numerous works documenting instances and
trends of censorship and circumvention strategies online, generally anecdotal
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or qualitative in nature, often relying on first-hand accounts [15,19,20]. How-
ever, some recent research has employed quantitative methods to measure and
compare censorship practices on different OSNs [1,24,25].

Detection of deleted posts has been used in previous work to quantify censor-
ship. The most pervasive methodology involves sampling microblog posts over a
period of time to capture sensitive political events while querying the service at
regular intervals to determine if any of the posts have been deleted [1,24,25].

Bamman et al. [1] uncovered politically sensitive terms more likely to be
actively and retroactively deleted in a comparison between censorship on Twitter
and China’s Sina Weibo microblogging services. A random sample of collected
messages found that 16.25 % were deleted from the Weibo network. Geographic
distribution was found to have a strong impact on message deletion rates, with
up to 53 % of sampled messages originating from some Chinese provinces deleted.

Initial research by [24] shows that active and retroactive censorship to a large
extent succeeds in stemming the spread of information on microblogs. In a sub-
sequent work, the authors studied the time distribution of deleted messages and
found that nearly 30 % of deletions happen in the first 5–30 min and up to 90 %
of deletions occur within 24 h of the posting [25]. Extrapolating the sampled data
to message posting rates, the authors estimated that up to 4,200 workers working
eight hour shifts would be required to match the demand for censorship levels
on Sina Weibo alone. Furthermore, the authors uncovered censorship behaviour
such as peak hours where censorship occurs and the practice of deleting entire
repost cascades started from a single sensitive post. Ultimately, a complex array
of censorship practices filter the continuous stream of Weibo posts such that
sensitive topics do not enter into mainstream discussion.

Network perturbation and resilience is a closely related field where network
metrics are studied under destructive processes that iteratively remove nodes or
edges [4,11,23], however, these works do not consider censoring models for these
processes nor do they formulate the problem as one of classification.

Despite these important works, no research to date has explored the effects
of censorship on the underlying structure of the network and furthermore no
research exists that attempts to automatically detect and classify censorship in
these networks. Given that online social networks have certain universal prop-
erties [2], it is likely that common strategies of censorship such as limiting or
deleting content or users from the network would have measurable effects on
these properties. This research constitutes a first step to fill this gap by studying
these effects.

3 Methodology

In this section we detail the methodology. First, we define a reply-graph over a
microblog follow network. Then, we show how we use the configuration model to
generate reply-graphs and present two methods to simulate censorship of these
networks. Next, we introduce topological features extracted from the reply-graph
that are then used to train a support vector machine in order to classify network
censorship. Finally, our experimental setup is presented.
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3.1 Definitions

Consider a directed multigraph G = (V,E) without self loops where the nodes
V represent users and the edges E represent microblog posts over the follow
network. That is, an edge eij ∈ E if user vi is followed by user vj and a post
from vi is shown in vj ’s timeline. Note, an edge eij does not imply an edge eji.
This notation corresponds to the flow of information over the edges E. As an
example, the user vi, who is followed by the set of users S, posts a new microblog
entry m. Then, for each vj ∈ S, a new edge eij is created in G, meaning that
the entry m was visible in the timelines of users S.

To remain general, we refer to the graph G as the reply-graph as in [16], but
with the constraint that an edge is only possible if there is a follow relationship
between two users.

3.2 Configuration Model

Due to the limited availability of censored microblog reply-graphs, we have
chosen to generate random graphs with similar characteristics. Simulation of
network data is commonly used when access to data is limited or when charac-
teristics of the network must be carefully controlled. Since our aim is the study of
reply-graphs, we make use of the directed multigraph configuration model (CM)
proposed by [17] that permits random graph construction with arbitrary in and
out degree distributions.

Power laws have been observed in the degree distributions of online social
networks [2] although the ubiquity of data conforming to this distribution is
often overstated [3] and depending on the network in question a closer fit may
be found in any number of exponential distributions (e.g., Pareto-lognormal
distribution [10]). However, to simplify network generation in this preliminary
work we assume the degree distributions follow a power law and generate the
reply-graphs accordingly. We fix the power law exponent to α = 2.0 for both
the in and out degree distributions that are used as input to the CM and set the
network size to |V | = 1000 nodes.

3.3 Simulating Censorship

We focus on the censorship of microblog posts which are represented by the edges
E of G. That is, we do not consider the case where user accounts (the nodes
V of G) are suspended or deleted. Two censorship strategies are compared.
The first is based on a uniform sampling of a fraction of the edges in G. This
strategy can be likened to a population of users that are subjected to uniform
censorship, that is, each user’s post has the same probability of being deleted.
This carries with it the assumption that each user is equally likely to post about
a topic considered worthy of censorship, which is unlikely to be the case in
the real world [25]. Nonetheless, a uniform sampling of deleted edges serves as
a useful baseline. The second strategy is based on the removal of repost (or
retweet) cascades. Such a cascade occurs when users, upon seeing a message
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posted by one of their followees, choose to repost the message to their followers.
The information cascades over the network according to the popularity of the
original post. Censoring of entire cascades has been empirically documented in
previous work [25] where censors were shown to retroactively remove a post
and all subsequent reposts. We simulate repost cascades using the independent
cascade model (ICM).

ICM, originally proposed by Kempe et al. [13], is used to model spreading
processes such as disease or information cascading through OSNs. The method
starts with a set of activated (infected) seed nodes and at each iteration a coin
is flipped to determine whether the information flows across an outgoing edge of
a newly activated node. On success, the information spreads and the activated
node attempts to spread the information in the next iteration. A global transmis-
sion probability is used for the coin flip and in our experiments this probability is
set to 0.1 to allow for larger cascades that will form the censored edges of G. For
simplicity, the seeds are selected by ranking the nodes according to out degree
and taking the top five, corresponding to the fraction 0.005 of the nodes V in
G. Cascades are generated with ICM until the total number of edges reaches the
censorship threshold. Figure 1 shows an example set of cascades generated over
G using ICM.

For both the uniform and ICM-based censorship strategies, we remove a
fraction γ of the edges in G for each γ ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6} where the
total number of edges removed equals γ × |E|. This range allows us to study the
detection of levels of censorship that have been empirically measured [1].

Fig. 1. An example set of generated repost cascades starting with three initially acti-
vated seed nodes (top row).

3.4 Network Features

Communication graphs derived from OSNs have specific characteristics distin-
guishing them from other networks such as random graphs [2,10,14,22]. For
example, node degree distributions of OSNs have been shown to be exponen-
tially distributed, following power laws [2] or Pareto-lognormal mixtures [10].
OSNs also exhibit small diameters [2] that shrink with network growth [14] and
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have a higher number of triangles1 compared to random graphs [2]. Centrality
measures also show characteristic behaviour. In [6] the authors measure the sta-
bility of various centrality measures of OSNs sampled at different thresholds and
show that certain centrality measures are less robust to uniform sampling. Other
research has examined spectral eigenvalue distributions for classification of bio-
logical networks as the eigenvalues are known to summarise various topological
properties of graphs [22].

We motivate our choice of graph features by drawing on the aforementioned
work. Based on these characteristics, we derive the following features and posit
that they can be used to discriminate between censored and uncensored reply-
graphs based on the assumption that acts of censorship fundamentally change
network structure. We abbreviate feature names in parentheses for use in the
figures and tables that follow.

Average degree (avgdeg) is defined as 2×|E|
|V | , ignoring edge direction. The

assortativity coefficient (assort) is the degree correlation between pairs of
connected nodes for the undirected equivalent of G. The diameter (dia) of G
is defined as the maximum shortest path for the undirected equivalent of G
and the radius (rad) is the minimum of the set of maximum path lengths from
every node to every other node in the undirected equivalent of G.2 The average
clustering coefficient (clustering) is defined as 1

|V |
∑

i∈V Ci where Ci is the
local clustering coefficient measuring the number of edges divided by the number
of total possible edges between the neighbours of node i for the undirected
equivalent of G. The average betweenness centrality (betcent) is the average
of the number of shortest paths that pass through any node in G.

For simplicity, we assume the in and out degree distributions of G to follow
a power law. As such, we include the estimates of the power law exponent α
(in alpha fit and out alpha fit, respectively) as well as the goodness of fit mea-
sured by the negative log-likelihood (in likelihood fit and out likelihood fit).
The parameters are estimated by maximum likelihood estimation (MLE) as
described in [3]. Finally, we calculate and retain the first 50 eigenvalues of
the Laplacian matrix (spec0-49).

The resulting feature vector F is of length 60 (10 topological features plus
50 Laplacian eigenvalues).

3.5 Classification

The classifier used in this work is the support vector machine (SVM) [5] with
the radial basis function (RBF) as a kernel with parameters complexity C = 1.0
and gamma g = 0.01. The choice of classifier and kernel is motivated by satis-
factory experimental results and the pervasive use of SVMs in machine learning
literature although we note that any number of classification methods could be
1 If actors A and B are connected and B and C are connected, there is a high proba-

bility that actors A and C are also connected.
2 Diameter and radius are calculated on the largest connected component.
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readily used. For brevity we omit details of SVMs and statistical learning theory
and refer the reader to [5].

3.6 Experimental Setup

The experimental setup is as follows:

1. Generate N = 100 directed multigraphs G with |V | = 1000 nodes using the
CM

2. Simulate censorship uniformly and with ICM by removing γ × |E| edges,
yielding Gγ

cu and Gγ
cICM

3. Compute topological features F , F γ
cu and F γ

cICM of G, Gγ
cu and Gγ

cICM ,
respectively

4. Classification by pairwise 10-fold cross validation on (F , F γ
cu), (F , F γ

cICM )
with class labels {0, γ}
To account for variance, Step 4 is repeated 10 times, each using a different

random seed. The Java-based WEKA machine learning toolkit is used for clas-
sification and feature selection3 and all experiments are conducted on an Intel
quad-core i5-2520M CPU laptop running at 2.50 GHz.

4 Results and Discussion

In this section we (1) show the effects of censorship on graph features, (2) present
the classification results and (3) highlight salient graph features discovered through
feature selection. Some figures have been fit with a statistical smoother and include
shaded 95 % confidence intervals for readability.

4.1 Censorship Effects on Graph Features

Figure 2 shows the effect of censorship on the topological network features. In
(a), we see that under uniform censorship, assortativity is not a discriminating
feature. However, for censorship of repost cascades with ICM, we see a substan-
tial increase in assortative nodes for mid to moderate levels of edge removal.
At γ = 0.6, there are less assortative nodes since at this high level much of the
network structure has been lost. The average clustering coefficient (b) shows
different trends for uniform and ICM. For uniform it peaks at γ = 0.1 and then
slowly declines while for ICM the decline is immediate with a fluctuating mean
for larger values of γ. The trends for average degree (c) are similar to both strate-
gies with a predictable decline as γ increases. Unsurprisingly, network diameter
(d) and radius (e) behave similarly because they both describe characteristics
of the shortest paths. For ICM, the metrics increase with γ, consistent with
previous work [14]. For uniform edge removal, the growth is slower. Average
betweenness centrality (f) shows a declining behaviour as γ increases.
3 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Fig. 2. Topological features as a function of the fraction of censored edges.

Moving our focus to the in and out degree distributions, Fig. 3(a) and (b)
show the estimated exponent α of the power law for the in and out degree dis-
tributions, respectively. Recall that the networks were generated with a value of
α = 2.0. The estimated value of α is lower than expected, possibly due to the
scale of the network and the fact that the configuration model may not accurately
portray the given distributions in the resulting network. However, the estima-
tions vary with γ, which indicates discrimination potential. The likelihoods of
the power law fitting, shown in (c) and (d), are also informative features. As
we deviate from the power law in the uncensored network by simulating censor-
ship, the distributional fit becomes less and less accurate. While the power law

Fig. 3. Estimated power law exponent α and log-likelihood values for in and out degree
distributions as a function of the fraction of censored edges.
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assumption is simplistic, we expect that this can be readily generalised to other
distributions if the degree sequences for uncensored networks are known a priori.

For satisfactory pairwise classification of censored versus uncensored net-
works, discriminating features should exhibit different values for γ = 0.0 and
γ >= 0.1. Through visual inspection of Figs. 2 and 3,4 we can see that when
used together, the chosen features appear to support our hypothesis that cen-
sorship, even at lower levels (γ = 0.1), fundamentally alters network structure.

4.2 Classifying Censorship

Figure 4 shows the classification accuracy of the SVM as a function of varying the
fraction of censored edges for the uniform and ICM-based censorship strategies.
Accuracy is substantially higher than random (50 %), and quite satisfactory for
a two-class problem. We see that censorship of repost cascades (ICM) has a
much stronger affect on network structure for lower values of γ than the uniform
strategy due to the inherent structural correlation between repost cascades and
the reply-graph. Interestingly the accuracy plateaus to 97 % at γ = 0.6 which
indicates that censorship at γ >= 0.5 is trivial to detect. For uniform edge
removal, there is a steep transition between γ = 0.2 and γ = 0.4 after which it
matches classification accuracy of ICM.

Table 1. Feature selection results for the two censorship strategies.

Censorship strategy γ Selected attributes

ICM 0.1 assort, spec2, spec3, spec38

0.2 avgdeg, in alpha fit, out alpha fit, assort, spec21

0.3 avgdeg, in alpha fit, assort, rad, betcent, spec1, spec13,
spec29, spec35, spec48

0.4 out alpha fit, assort, rad, spec1, spec12

0.5 out alpha fit, assort, rad, spec0

0.6 out alpha fit, assort, rad, spec2

Uniform 0.1 in alpha fit, spec1, spec10, spec13

0.2 clustering, betcent, spec22, spec29, spec36

0.3 dia, rad, clustering, betcent, spec12, spec13, spec15

0.4 avgdeg, dia, rad, spec1, spec7, spec17, spec19, spec30,
spec34, spec35

0.5 avgdeg, dia, rad, clustering, betcent, spec0, spec5,
spec9, spec18, spec28, spec32, spec45, spec47

0.6 clustering, spec8

4 We omit plots for the Laplacian eigenvalues due to space considerations.
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4.3 Feature Selection

Feature selection was performed for each γ using a greedy forward search on
the entire dataset with the RBF SVM for both uniform and ICM. These results
are presented in Table 1. For ICM, topological features such as assortativity and
radius appear to be selected for most values of γ along with the in and out degree
α estimation and various spectral eigenvalues. For uniform edge removal, aver-
age degree, clustering, diameter and radius are selected as well as betweenness
centrality and some spectral eigenvalues. The MLE estimation of α is mostly
absent, possibly due to high correlation with other features.

Fig. 4. Classification accuracy as a function of the fraction of censored edges.

5 Conclusion

In the cat and mouse game of censorship and circumvention, sensitive word lists
play a central role and are invaluable for measuring censorship [1]. However,
in this paper we have shown that network structure is also a very promising
avenue for measurement and detection of censorship. We examined the feasi-
bility of automatically classifying networks as either censored or uncensored
based on topological features. We compared two censorship strategies: (1) a uni-
form strategy where every post has an equal probability of being removed and
(2) a strategy based on removing entire repost cascades. As expected, deletion of
repost cascades was shown to result in higher classification accuracy. In the real
world, however, models of censorship are far more complex and involve sensitive
topics, users, as well as a combination of seemingly arbitrary post removals.

We identified salient topological properties including assortativity, average
degree, deviations from scale-free degree distributions and average clustering
coefficient that provide a starting point for exploring other local and global
network features in the context of censorship detection.

There are some shortcomings in the present work. First, both the power law
assumption and the configuration model for network generation are simplistic,
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so other degree distributions and network generators need to be examined. Sec-
ond, we ignored the problem of sampling an online social network by directly
generating the communication graphs. In reality, it not feasible to collect the
complete communication graph due to the scale of the data. Thus, a future work
will incorporate network sampling into the methodology to show how this affects
classification. This is expected to negatively impact classifier accuracy. Third,
the scale of the simulated networks size is small, with |V | = 1000, however, we
expect that for larger networks the features and subsequent classification results
will stabilise, although at the cost of increased complexity. Finally, the methods
presented in this preliminary study must be validated on real data. For this to
be feasible it may be necessary to use different online social networks as sources
of censored and uncensored reply-graphs.

There are several directions in which this work can be extended. Given that
censorship primarily affects the diffusion of information, in addition to edge
removal, we will examine how different levels of node censorship (i.e., suppression
or removal of user accounts) affects the spread of information through an online
social network. Second, the classification framework could be extended to provide
a quantitative estimation of the level of censorship (i.e., the estimation of γ) in
a given online social network.
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Abstract. Twitter becomes a popular microblogging platform that let people to
express their opinions on the web in recent years. Companies with new products
always want to find consumers or public opinions about their products and
services after they released new products. Due to this reason, more and more
researchers use the opinion mining technology on this microblog media that
contains abundant and real-time information, to extract useful opinions and
information. In this paper, we aim to mine the opinions on Twitter and further
extract the competition relations discussed on Twitter. For Example, if we want
to know how people express their opinion about “Packer” (an American football
team name), we also want to know what the Packer’s competitors are. In this
paper, we introduce a hashtag graph and use the ranks in this graph to represent
the competition behavior and competition components (competitors).

Keywords: Twitter � Microblog � Opinion mining � Sentiment analysis

1 Introduction

In recent, after the big growth of blogs, microblogging service like Twitter, Plurk and
Google+ has received more and more attention. A microblog differs from a traditional
blog in that its content is typically smaller in both actual and aggregate file size [1].
These small message make users can easily share their daily life, express opinion on
something and obtain instant information.

Twitter, one of the most popular microblogging services allows user (twitterer) to
post message (tweet) through the website interface, SMS, or a range of apps for mobile
devices. It has over 140 million active users, generation over 340 million messages per
day [2]. As a result of rapidly increasing numbers of tweets, Twitter becomes valuable
source for mining people’s opinion and sentiment. In addition that easy accessibility of
Twitter can not only enable information sharing in real-time but also allows companies
to quickly know that the opinion expressed by customer about their products after they
are released.

Businesses always want to find consumer or public opinions about their products
and services after they released. Intuitively, a newly released product that causes a lot
of online discussions is a way to give expression to the experience of users. User can
express their opinion about product or service through review site, forum discussion,
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blogs, and social networks, and we call them “review” in the rest of the paper. Many of
pervious works use text mining technology to mine the review on the web to realize
how the opinion expressed about some product. This area of study is called “opinion
mining” or “sentiment analysis”. And this technology can replace the opinion polls,
surveys, and focus groups which are used to gather public opinions about its products.

Tradition opinion mining from review on the web focuses on specific domain such
as movie, book or consumer product. Figure 1 shows that the Liu et al. [3] proposed a
system with a visual comparison of consumer opinions of different. The authors find
out which feature has opinion expressed on it, and identify the opinion polarity
regarding those features. Each bar in Fig. 1 shows the percent of reviews that express
positive (above x-axis) and negative (below x-axis) opinions on a feature of a camera.
We can easily see that digital camera 1 is a superior camera.

With the explosive growth of microblog, opinion mining application on it also
received more and more attention in resent year. O’Connor et al. [4] link the sentiment
on Twitter to public polls. Chamlertwat et al. [5] analysis the tweets about smartphone
and extract the features and its opinion.

In our work, we change the view on opinion mining question. If opinion polarity
shows that product 1 performs better than product 2 on the feature. It means that
product 1 is indeed better than product 2 or product 2 worse than product 1 on this
feature. Like the above case, camera 1 is better than camera 2 and camera 2 worse than
camera 1 on “battery” feature both lead opinion polarity shows that camera 1 performs
better than camera 2. In other word, opinion polarity or sentiment polarity is relative.
Because of opinion polarity or sentiment polarity is relative, we want to know can
camera 2 to be found when we mining the opinion about camera 1. We define the
competition component like camera 1 and camera 2 that both components contain
relative opinion polarity between them.

About competition, Wikipedia give it a definition:

“Competition in biology, ecology and sociology is a contest between organisms, animals,
individuals, groups, etc. for territory, a niche, or a location of resources, for resources and
goods, for prestige, recognition and awards, for mates and group or social status, for leader-
ship.” [6]

As Wikipedia says, the competition occurs if and only if two or more components
compete over same or similar resources. In real world, hTC, Samsung and Nokia are all
smartphone manufacturers, and they release various smartphones to grab more

Fig. 1. The opinion comparison shown in [3]
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market share. In other words, hTC, Samsung and Nokia are components, compete over
smartphone market share. Customer will consider the price, performance, even the
build-in software as features when they are choosing a smartphone. McCain compete
with Obama, two presidential candidates, both of them want to win presidential
election in 2008. In this case, McCain and Obama (components) all need to get vote
(resources) as much as they can in election. Voter will take candidates’ political party,
political views or their personality into account when they give their vote to one of the
presidential candidates. Twitter provide us a real-time information platform, we can
mine the latest opinion on it. Identifying the competition component on Twitter allow
us know which component is competitor at this time.

Although identify the competition component on Twitter is similar to tradition
opinion mining question, there are something different between them.

First, not like tradition way, those always focus on specific domain with explicit
component to assign opinion polarity. For the sake of finding which component may
have relative opinion polarity is an important step in identifying the competition
component.

Secondly, in order to identify competition component, we need to find out the
feature about the component. Furthermore, only the same features can be put together
and compare it’s opinion. It is common that people use different words or phrases to
describe the same feature, for instance, “photograph”, “photo”, “pic”, “picture” and
“image” all refers to the same feature in digital camera review. It is necessary to find a
way to build a feature synonym set. Since feature synonym set be built, the features can
match up together if they express in different words. However feature synonym and
matching problem is another problem need to solve in our work.

As we mention above, tradition opinion mining always focus on specific domain to
extract feature. Like Hu and Liu [7, 8], they solved synonym and feature matching
problem easily by using WordNet [9] to build the feature synonym set. Unfortunately,
there is no easy way to solve this problem in our work. To take a simple example, we
assume two components are “Google” and “Apple” respectively. “Android” and “iOS”
are the features extract from Google and Apple. The “Android” and the “iOS” all refer
to mobile operating system distributed by Google and Apple respectively. But we
cannot find the semantic relation between them through WordNet. Therefore, we need
an alternative to solve this problem.

2 Related Works

In the approach proposed by Hu and Liu [7, 8], there were two types of the product
features: frequent features and infrequent features. The frequent feature indicates the
features that are usually mentioned in user reviews, and the uncommon features are the
infrequent features. The authors observed that the features of a product almost formed
by the noun, although user writes reviews in different phraseology. Based on the
observations, they use data mining system to extract the frequent noun items as fre-
quent feature candidates. The frequent features usually accompany with opinion words.
If there is any opinion word not occurs with frequent features, they try to extract the
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noun or noun phrase which is not frequent feature and appear nearest opinion words in
a sentence, and define the noun or noun phrase as infrequent feature.

Liu et al. [3] used a supervised rule discovery to extract the product features. First,
they generate Part-of-Speech tag for each word. After tagging, the product features are
picked manually. The product features are given a label [feature], and they utilize
association mining system CBA to look for rules of occurrence of [feature]. The rules
which they generated can be applied to find out the feature they really want in reviews.

Turney [10] used semantic orientation (SO) to assign the sentiment of the words
which extract from reviews. Author observed that the word of positive semantic ori-
entation would appear together with positive reference opinion word more than with
negative reference opinion word. Otherwise, word of negative semantic orientation
appear closed to negative reference opinion word more than with positive reference
opinion word.

Based on this observation, Turney presented a Semantic Orientation (SO) mining
method based on Pointwise Mutual Information (PMI) for sentiment assignment. PMI
is a measurement usually used to calculate the correlation degree between the two
words. And PMI is defined as follows:

PMI word1;word2ð Þ ¼ log2
p word1 & word2ð Þ
p word1ð Þp word2ð Þ
� �

pðword1 & word2Þ is the probability that word1 and word2 appear together. pðword1Þ
and pðword2Þ are the probabilities that word1 and word2 occur respectively. The SO of
a phrase is calculated here as follows:

SO phraseð Þ ¼ PMI phrase; ''excellent''ð Þ � PMIðphrase; ''poor''Þ

The phrase to be estimated would be identified as positive if the SO value was cal-
culated more than zero, and negative otherwise.

Pang et al. [11] experimented several supervised machine learning techniques to
classify the sentiment at the document level. Those approaches classify the document
into classes, positive and negative. In order to train the classifier, authors selected some
common text features like n-gram and part-of-speech tags in hand-labeled training data.

3 Method

3.1 Problem Definition

We describe the competition component problem more specifically as follows:

• C: the set of component
• F: the set of component’s feature
• O: the set of feature’s opinion polarity score [+1, −1]
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One component ci 2 C contains features and features’ opinion:

ci ¼ Fi;Oif g

And oij 2 Oi is the opinion of the feature fij 2 Fi. The components are always
discussed under a certain feature set. If two components have relative opinion between
them on a feature, it means than they compete over this feature. We define this
“component-feature-component” pair as a “competition behavior”.

Two components c1 and c2 have relative opinion between them o1x � o2y
�� ��� �

, on
the feature f1x and f2y . f1x and f2y are same feature or similar feature. Therefore
“c1 � f1x � f2y � c2” composed a competition behavior.

We quantify composed a competition behavior into a numerical score called
“CBS”.

CBS c1; c2; f1x ; f2y
� � ¼ o1x � o2y

�� �� � FMSðf1x ; f2yÞ;
where o1x � o2y

�� ��[ a ða is a thresholdÞ

FMSðf1x ; f2yÞ is a feature matching score. When two components’ features f1x ¼ f2y ,
and the FMSðf1x ; f2yÞ ¼ 1. It means that when two components’ features completely
similar to each other, CBS obtains all o1x � o2y

�� �� which called “relative opinion score”.
We can aggregate the CBS score after we have measured all features’ CBS scores
between components. A high CBS score indicates that two components compete with
each other.

3.2 Method Flowchart

We briefly describe our method flowchart in this subsection, and we illustrate it on
Fig. 2. After process the raw Twitter data, we extract the competition component
candidates and component’s feature at first. In order to extract competition behavior,

Fig. 2. Method flowchart
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we use semantic orientation and a hashtag network to build a competition behavior
identification model. At the last step, we aggregate all the information to find the
competition component list.

3.3 Dataset

Our dataset is obtained from TREC 2011 microblog track. This dataset contains
15,576,810 tweets from 2011/01/23 to 2011/02/08. After we filtered the non-English
tweets, the number of tweets in the left dataset is reduced to 4,084,579.

3.4 Data Preprocessing

Part-of-Speech Tagging (POS). According to our observing, competition component
candidates and component features are usually nouns or noun phrases in tweets, and the
words contain opinion are adjectives that appear near by the features. Thus the Part-Of-
Speech (POS) tagging is crucial step. We use the POS tagger which reserved tagging
tweets and it developed by Gimpel et al. [12]. For example, (N) indicates common
noun and (A) indicates adjective. Because of this POS tagger cannot tag noun phrases;
we use four easy rules to identify bigram noun phrase. These rules were inspired by the
observation. We found that bigram noun phrase appear very often in tweets, and it is
the combination of two types of word: common noun and proper noun. Table 1
describes the four rules and example.

Stemming and Remove the Stopwords. Although, after doing the word segmentation
and POS tagging process, the data were still noisy. First, every word needs to pass the
stemming process. Stemming is the process for reducing inflected words to their stem.
For example, stemming reduces the words “stemmer”, “stemming”, and “stemmed” to
the root word, “stem”.

In general, the words like “a”, “the” and “this” are treated as noisy word, because
they appear too much times. We here apply the inverse tweet frequency to help us to
identify the stopwords in our data.

The word i‘s inverse tweet frequency is defined as follow:

itf ði; TÞ ¼ log
jTj

t 2 T : i 2 tf gj j

Table 1. Noun PHRASE EXAMPLE

Rule Example

(N) + (N) video game
(N) + (^) president Mubarak
(^) + (N) Google map
(^) + (^) Michael Jackson
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Here, jTj denotes the total number of tweets and T is the set of all tweets, and
t 2 T : i 2 tf gj j is the number of tweets which contain the word i. itf is a measure of

whether the term is common or rare across all tweets. Then we remove about three
hundred words and fifty hashtags.

3.5 Feature and Candidate Extraction

Here, we need to find the competition component candidates for the query component
cq. We observed that competition components co-occur in one tweets which contain
conjunction (like “and, or, &”) or preposition (with, for, to).

We extract nouns and noun phrases as competition component candidates from
tweets which contain cq and conjunction term. It can simply construct a set of nouns
and noun phrases contain competition component candidates. Next, PMI-IR can be
used to reduce the competition component candidate set. PMI-IR is defined as follow:

PMI�IRðcq; candidateÞ ¼ log2
frequenceðcq & candidateÞ

frequence cq
� � � frequenceðcandidateÞ

 !

Where frequenceðxÞ denotes the number of tweets contain term, frequence x & yð Þ
means the number of tweets contain term x and term y. PMI-IR is a measure for
measuring the independence of two distinct terms. Information will be greater for two
terms which are strongly dependent upon each other. We discard the feature which has
high PMI-IR value and low PMI-IR value.

We also find that the words contain opinion are adjectives and appear near by the
features. Hence, our system extracts nouns and noun phrases as component’s feature
from tweets which contain cq and adjectives.

3.6 Feature Matching Between Components

Hashtag network: Hashtags in Twitter are the words or phrases prefixed with the
symbol “#” such as “#hashtag”. Twitterer use hashtag to categorize tweets and high-
light topics. Table 2 shows four tweets which contain hashtags.

Table 2. Tweet WITH MULTI HASHTAGS

Tweet

Should Google Increase its 20 % Time? http://bit.ly/hq6xXc #socialmedia #tech
Apple hires former NSA, Navy analyst as security czar http://twlv.net/rvikQD #socialmedia
#tech #apple

#electronics #deals #sale #gadgets #technology #tech: Nokia plans to sack half its board:
report http://bit.ly/gYG5Lk

New: Canon S35 Ink Cartridge for Canon Printers - Black #tech #gadgets #electronics http://
bit.ly/h648u7
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Above four tweets all discuss about different thing, but they all have same hashtag:
“#tech” (i.e. technology). In this case, we observed important characteristic about the
hashtags:

• Four tweets all relate to the topic “technology”.
• Google, Apple, NSA, Nokia and Canon may have some semantic relation, because

they both appear in the tweets about “technology”.
• Electronic and technology have semantic relation because hashtag “#electronic” and

“#tech” categorize together.

From mentioned the observation above, we build a hashtag semantic relation network
for Twitter. On this network, every node is a hashtag. If two hashtags co-occur in one
tweet, they will have an edge between them. To put it differently, nodes have some
semantic relation between them if they have the path can link each other. The shorter
path indicates the stronger semantic relation, and the longer path indicates the weaker
semantic relation.

For example, if we only use the first tweet and the last tweet form Table 2 to build
the hashtag network, the conducted network is shown in the Fig. 3.

Feature Matching. We show how hashtag network help us to matching the compo-
nent’s feature in Fig. 4. At the first step, we extract the hashtags that appear with the
features. Like we mention above, hashtags can link to each other means that two
hashtag have some semantic relation. We use this idea to matching the features.

Fig. 3. An example of a hashtag network

Fig. 4. Hashtag network and feature matching
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3.7 Assign the Polarity of Opinions and Find Competition Behavior

In this section, we measure the opinion polarity for each extracted feature from
component. In order to assign the polarity of opinion, we use the variation of point-
wise mutual information and the Turney’s [10] proposed method.

The variation of point-wise mutual information (V-PMI) apply to measure the
strength between features and terms which have opinion polarity meaning.

PMI 0 ci; S; fij
� � ¼ frequence S; fij

� � � log2 PðS; fijÞ
P Sð Þ � PðfijÞ

• ci: a specific component
• S: a set of opinion words (Adjective), S ¼ fs1; s2; s3. . .g
• fij : a feature j of the component ci

P S; fij
� � ¼ frequenceðAdjective s 2 S & fij appear in one tweetÞ

frequenceðAdjective & fij appear in one tweetÞ

And the polarity of the fij :

Polarity fij
� � ¼ PMI 0 ci; Sp; fij

� �� PMI 0 ci; Sn; fij
� �

• Sp: a set of positive opinion words (Adjective)
• Sn: a set of negative opinion words (Adjective)

4 Experiment

In this section, we show the performance for four specific queries. The answer set is
annotated by human and is shown in Table 3.

4.1 Candidate Extraction

Here, we extract the component candidate like we mentioned above section. Table 4
shows that use the PMI value to cut the candidate set (PMI cut) were better than only
select the component by the appear frequency (Top 30).

Table 3. Dataset for evaluation

Query Answer set of candidates

Google Twitter, Apple, FB, Facebook, Microsoft, HP, Bing
Apple Google, Microsoft, Motorola, Blackberry, Orange, HP
Android iPhone, BlackBerry, iOS, BB, Symbian, iPad, MeeGo
Packer Steelers, Bears
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4.2 Feature Extraction

Figure 5 shows that at the point P@10 almost every query can find its feature. The
query “Packer” was different from others because people always use the word “GB
Packer”, “Green Bay Packer”, “Superbowl Packer”, “NFL Packer” and “Super Bowl
Packer” to talk about “Packer”.

Our feature extraction approach will extract the noun or noun phrase which
describes the query, these noun or noun phrases cannot be features. At the point P@50,
almost every query’s precision still remain 0.6 to 0.7.

4.3 Competition Component Extraction

We select 30 competition component candidates with PMI cut and evaluate its per-
formance by using mean average precision. The high MAP value indicate that we can
promote the rank of correct candidate.

Table 4. Candidate Extraction Threshold

Query Precision Recall

Google Top 30 0.1666 0.625
PMI cut 0.2 0.75

Apple Top 30 0.1333 0.5
PMI cut 0.2 0.75

Android Top 30 0.2666 0.6666
PMI cut 0.2333 0.5833

Packer Top 30 0.1666 0.3571
PMI cut 0.2 0.4286

0

0.2

0.4

0.6

0.8

1

P@10 P@20 P@30 P@40 P@50

Fig. 5. Performance of Top-n precision
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In Table 5, each column means that:
Average CBS Score: Ranking the candidates by the average CBS score between the

candidates.
Average Shortest Path: Ranking the candidates by the all features’ average shortest

path on the hashtag network between the candidates.
Aggregate: Ranking the candidates by normalize above two values and average it.

Average shortest path is an important feature to identify the correct candidate.
Average CBS score should be another dominate feature, but our assign feature polarity
approach will affect by the adjective opinion words which is not describe the feature.
We can use the aggregate way to improve our final result.

5 Conclusion

In this paper, we introduce the competition behavior and competition component. It is
different from traditional opinion mining way. Traditional opinion mining can only tell
us how good or how bad about something. We mining the inside of the opinion, and
find the feature and the competition component candidates. By using the hashtag
network, we can solve the feature matching problem. Our initial indicate that the easy
approach is useful to extract the candidate and the feature. Competition behavior can be
identified through those approaches.

In future work, Twitter’s other features (reply, retweet, mention, follow) can be
used to find another way to extract the candidate. And we can use the distance between
two words to improve the CBS score.
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Abstract. The hasty information growth of social network poses the infor-
mation searching efficiency trials for network mining research. Social network
graphs and web graphs are huge sources of highly densely connected hypertext
links so that the social networks can be described by a directed graph. This kind
of network has inherent structural characteristics such as overly expanded,
duplicated, connectedness, and circuit paths, which could generate serious
challenges for structured searching for sub-network isomorphism and commu-
nity detection. In this paper, an efficient searching algorithm is suggested to
discover social network communities for overcoming the circuit path issue
embedded in the social network environment. Experimental results indicate that
the proposed algorithm has better performance than the traditional circuit
searching algorithms in terms of the time complexity as well as performance
criteria.

Keywords: Strongly connected component � Circuit path � Information
communities

1 Introduction

Recently more and more information sources are represented as a network where the
information will be richer than what the node only has been represented. For example,
the Web pages have been processed by keyword analyses or matrix representation for
each node; however the nodes are connected each other with hypertext links that can
give much deeper level of information with link based algorithms like PageRank.
Another example is Patent information where it also can be analyzed swallow levels
without citation analysis. Much more information sources are engaged in graph based
features such as news or blog, Wikipedia, Twitter, YouTube, Facebook, Transporta-
tion, Chemical components, Medical information, Bio-informatics, Supply Chain
Management, Social Annotations, XML and RDF/RDFS/OWL with Semantic Web,
AppStore and App Marketplace, etc. [2, 3, 6, 8, 10, 15, 18].

The Web also is a typical huge source of information and continues to grow
explosively at a million pages per day. This leads to a large number of web pages being
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retrieved for most queries, hence searching information on the Web is becoming an
increasing difficult task. Accordingly, the importance for structuring the Web has been
increasing. There are significant amount of hyperlinks in the Web, which comprise of
the searching paths. Those paths, called ‘circuit’, can be traversed circularly. The
circuits are inevitably existent in Web structure and can be considered as serious
problems diminishing the effectiveness in information searching. In other words, the
circuit is a web community within which the web pages are frequently accessible
among them. In this paper, the efficient searching algorithm is suggested to find all
the circuits embedded in the Web. It, however, is very hard to detect circuits since there
are fundamentally huge numbers of web circuits in a web site, and there is a perfor-
mance issue to isolate the duplicated web circuits [4, 9, 12, 15].

From a web-as-a-graph perspective, as shown in Fig. 1, a Social networkis suited to
represent the Web, where a web page is set as a vertex and hyperlink as an edge that is
widely accepted as the basic approach to analyze the Web structure [1, 5, 6, 8]. The
Web structure can be easily constructed the search and storing data structure by using
graphs.

According to our physical research on the web, we found that there are some
interesting features in the web graphs such as a strongly connected component (SCC)
and a tree structure. In Fig. 2, the node 1 can be a root node so called a homepage
having a tree structure (i.e., nodes 2, 6, 7, 8), and two SCCs (i.e., a series of nodes 5,
12, 11 and 3, 4, 10, 9, respectively) etc. Note that the web communities can only
possible within the circuits. However, on detecting the web circuits, conventional
algorithms are very weak to differentiate the duplicate circuits. Note that a circuit with
5, 11, and 12 is the same circuit by 11, 12, and 5 and/or by 12, 5, and 11. In this paper,
by detecting the SCC, an efficient searching for the web communities can be possible to
find for overcoming the duplicate circuits embedded in the Web.

This paper is organized in the following way. Section 1 reviews the related basic
definitions. Sections 2 and 3 introduce some definitions and the proposed searching
algorithms. Section 4 presents and analyses our experiment. Finally, Sect. 5 concludes
the paper.

Fig. 1. The web can be described as a graph

Social Network Community Detection Using Strongly Connected Components 597



2 Social Network and Web Circuits with SCC

Social Network. Graph G(V, E) consists of vertex V and edge E that connects between
vertexes <v, w> for v, w ∈ V. Let P be the arbitrary web pages to be structured. The first
page for starting searching is represented as P0 2 P and the linked sequence of pages is
defined as Pif g ði 2 Z; i[ ¼ 0Þ, where i is the page index. If Pj j ¼ nðn 2 Z; n 6¼ 0Þ,
then P ¼ P0; . . .Pn�1f g. The set of Web pages, P, can be described by Web graph,
Gp ¼ Ip;Ep

� �
, where Ip is the vertex of Gp, that is, the set of the index i. Ip is the set of

vertices of Gp, hence can be defined as I Gp
� � ¼ 0; . . .; n� 1f g: Ep is the edges of Gp

and represents the links connecting two pages. Given two indices i; jði; j 2 IpÞ, the link
\i; j[ 2 Ep means that an index i enters into the j. Since Ep represents the set of all
links in Gp;E Gp

� � ¼ \i; j[f g, if 8\i; j[ 2 Ep.

Circuit. When the Social network graph Gp ¼ Ip;Ep
� �

is searched, the circuit is
defined as a sequence of the Web page indices i1;; . . .; ik; k� n

� �
satisfying the fol-

lowing conditions: If ix; iy 2 Ipð1� x; y� k; k� 2Þ are indices, E0
p ¼ \i1; ix [ ;\ix; if

y[ ;\iy; ik [ g ðE0
p � Ep; ÞE0

p and i1 ¼ ik, then C1 ¼ i1; ix; iy; ikðC1 � I Gp
� �

;C1 �
C Gp
� �Þ is called a circuit, where C Gp

� �
is the set of all circuits in Gp. In this case,

i1 ! ix ! iy ! ik is called the circuit path.

Repetition Circuit. The Social network graph Gp ¼ Ip;Ep
� �

can have the repetition
circuits which are the circuits discovered repeatedly in the Web searching. Let
be Cj j ¼ k the length of the circuit path C. If C1 ¼ i1; i2. . .; ik�1; ik C1ð
� C Gp

� �
; C1j j ¼ kÞ;C2 ¼ i2; i3. . .; ik; i1 C2 � C Gp

� �� �
, and C2j j ¼ k, then C’ and

C are identical circuits. For example, one circuit 1 ! 2 ! 3 ! 1 and another circuit
2 ! 3 ! 1 ! 2 have the same path lengths and the order of connection patterns. If
these circuits are discovered when searching, these two circuits are considered as
repetition circuits (see Fig. 3).

Fig. 2. The example web structure consists of web nodes and arcs
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In the social network environment, the more the links exist and the longer the paths
will be, and the more frequent many repetition circuits may be derived. The repetition
circuits should be avoided for which this paper will present an algorithm to remove
such repetition circuits.

SCC. A Strongly Connected Component is a maximal subgraph that exist circuit paths
among all nodes in the subgraph. The graph G is an SCC, if there is a path between v
and w p1 : v ! w; p2 : w ! vð Þ [13, 16]. For example, there are two SCCs in Fig. 3,
such as 3 ! 4 ! 9 ! 10, and 5 ! 12 ! 11. In the first SCC, there are multiple
circuits in an SCC.

Theorem 1. In the SCC of graph G, there exists a circuit.

Proof: Assume that a graph G does not have an SCC. Unless the graph has an SCC,
there is no path from a node in G that returns to the node again. Since there is no path
from a node to the same node, so no circuit exists. By contradiction, the theorem is
proved.

Theorem 2. The number of the circuits in SCC is the same as the graph G.

Proof: Assume that a graph G has two SCCs, called SCC1 ð SCC1j j ¼ mÞ and SCC2
ð SCC2j j ¼ nÞ, and there is an SCC that includes the two SCCs. If there is a path that
connects the two SCCs, then the two SCCs are included in a big SCC, which is a
contradiction that there are two SCCs. There is no circuit outside each SCC, therefore
the number of circuits in graph G is the same as the sum of the number of circuits of
each SCC. So that SCC1 þj jSCC2j j ¼ mþ n.

3 Circuit Searching Algorithms

The basic algorithm for circuit searching is backtracking approach based on depth-first
search [5, 13, 17]. In depth-first search, edges are explored out of the most recently
discovered vertex v that still has unexplored edges leaving it. When all the edges of v’s
have been explored, the search backtracks to explore edges leaving the vertex from

Fig. 3. The repetition circuits
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which v was discovered. This process continues until we have discovered all the
vertices that are reachable from the original source vertex. If any undiscovered vertices
remain, then one of them is selected as a new source and the search is repeated from
that source. This entire process is repeated until all vertices are discovered.

(1) procedure CircuitDetectionWithSCC_init() 
(2) begin 
(3) // visited[] := false,  possibility[] := false, stack[] := false  
(4) for (i = 1 to v) 
(5)  begin 
(6)              if (roots[i] = true) 
(7)              begin 
(8)               root := AdjacencyList[i]; 
(9)               CircuitDetectionUsingSCC(root); 
(10)            end 
(11)   end 
(12) end 

(13) procedure CircuitDetectionUsingSCC(Node v)  
(14) begin 
(15)       visited[v.key] := true; 
(16)  Push(v.key); 
(17)       for (each vertex w adjacent from v) 
(18)       begin 
(19)      if (w.key  root.key) 
(20)        begin 
(21)    if (visited[w.key] = true)  
(22)    begin 
(23)         if (possibility[w.key] = false) 
(24)                     begin 
(25)              continue; 
(26)                  end 
(27)                     //Enumerating Circuit Path; 
(28)                     continue; 
(29)    end 
(30)    CircuitDetectionUsingSCC(w);  
(31)          end 
(32)      else 
(33)          begin 
(34)             //Enumerating Circuit Path; 
(35)    continue; 
(36)         end 
(37)       end 
(38)  visited[v.key] := false; 
(39)  possibility[pop()] := false; 
(40) end  

Fig. 4. Circuit Detection Algorithm (CduSCC)
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The graph can be represented using the adjacent list, where each vertex is defined as
node. Each node is composed of value and the pointer pointing to the next node.
The value here indicates the index of Web page and the pointer the edges incident
to the next vertex [11, 18]. The first mode in adjacent list is the head node which can be
the list of all the node indices.

Figure 4 shows the pseudo-code of the basic circuit searching algorithm based on
SCC search. If the number of vertices is V and the number of edges is E, then the
normal running time for searching the vertices is O(V) and visiting the edges O(E) and
the total cost is O(V + E) in a diagraphs without circuits. Whenever the circuits are
found, the time complexity is increased to O(VEC), where C is the number of circuits.
Hence the total cost is O(EV(C + 1)). Since it compares all vertices in stack with the
newly pushed vertices, the running time is O EV C � 1ð Þ=2ð Þ. It has a drawback for
searching the multiple repetition circuits.

All vertices are examined to confirm in the conventional approaches that have to
visit even after a circuit searching, that is executed again from the unvisited vertices
[10, 13]. Whenever the circuits are found, the running time needs to be taken because
of the comparison with all the vertices in the stack.

The searching algorithm proposed in this paper finds only the circuits discovered
from the starting vertices based on depth-first search. Then the pre-visited vertices are
ignored for further searching to eliminate the repetition circuits. The starting vertex is to
be the first vertex of a circuit, which results in the time complexity O(1).

4 Experiment

The proposed algorithms are examined using Tiernan and Weinblatt model [14]. The
RemoveN method detects all the theoretically possible circuits but repetition circuits in
fully connected graphs. The conventional method, named Backtrack, on the other
hands, is confirmed that the repetition circuits are getting more detected when the
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number of vertices is increasing and the comparative performance is getting worse. As
the number of vertices is increasing, the number of detected circuits is shown to
increase rapidly.

The algorithm may generate exponentially more circuits by increasing number of
edges leaving from a particular vertex. Moreover, it will face with more repetition
circuits. Therefore it will take more execution time because the detected circuits should
be compared with each other to eliminate the repetition circuits. In this respect,
the proposed algorithm will be very effective in the social network structure, where the
vertices and edges are growing explosively. We also apply the proposed algorithm to the
google-watch.org site using the AnchorWoman system [7], which has been developed
using C# in Compaq server in order to test the performance. Figure 7 shows the target
nodes and links found and the detailed nodes are summarized. In Figs. 5 and 6, the
complexity analyses have be done in terms of the increment of the number of vertices
and those of SCC, where our algorithm outperformed conventional backtrack approa-
ches which means that the more the number of SCC, the better the performance
expectation. We can conclude that our approach can generate much advanced results
without sacrificing system consumption such as CPU and memory.

We experimented on the real world environment with the hurricane data center in
Louisiana State University (http://hurricane.lsu.edu) where about 4.3 million nodes and
16 trillion edges are derived. The SCCs are generated which can be called as an
information community inside of the graph, and interestingly some form of Trees are
generated which may be an information guideline even if it is not yet thoroughly
analyzed, since it is out of our focus to find out the SCCs. The sample results are
represented in Fig. 7 and Table 1 respectively.
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5 Conclusion

The network graph algorithm is applied to transform the network structure into directed
graph, where a strongly connected component can be derived. We have introduced a
new algorithm for structuring the social community through finding out and eliminating
the repetition circuits for a graph environment. Traditional algorithms dealing with the
circuit generation issues have been not enough efficient in terms of the time com-
plexity, in this paper, however, our approach proved to be polynomial. Therefore the
proposed algorithm presented as a very efficient with respect to the number of nodes
and arcs as well as the number of SCCs. In the future research, our approach can be a
strong alternative for the social network analysis or the Web search agent, where the
real-time searching performance can be a high priority. Moreover it can be applied to
the various graph environments such as bio-informatics, social activity networks,
patent graphs, data graphs, vehicle trajectory graphs, etc.

Fig. 7. Nodes and arcs with SCCs and Tree structure in a part of hurricane web site

Table 1. Node and the corresponding URL for hurricane web site

Node id Path URL

Node0 http://hurricane.lsu.edu
Node1 http://hurricane.lsu.edu/navbar.htm
Node2 http://hurricane.lsu.edu/home_page.htm
Node3 http://hurricane.lsu.edu/newsbriefs.htm
Node4 http://hurricane.lsu.edu/personnel.htm
Node5 http://hurricane.lsu.edu/research.htm
Node6 http://hurricane.lsu.edu/publications.htm
Node7 http://hurricane.lsu.edu/academic_programs.htm
…… ……

Node138 http://hurricane.lsu.edu/mission_statement.htm
Node139 http://hurricane.lsu.edu/katrinacontact.htm
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Abstract. The quantitative analysis of volume information about gray matter
(GM) on magnetic resonance (MR) images is important in both research and
clinical diagnosis of patients with epilepsy. In this paper, a k-means method and
an expectation maximization algorithm are implemented respectively to achieve
segmentation of GM on MR images at the transverse and coronal plane. The
experiments were performed on both multi-modal and mono-modal MR images
and the similarity index values for the accuracy of automatic segmentation with
manual segmentation were consistently high for patients with epilepsy (trans-
verse plane: 0.806; coronal plane: 0.837). The results demonstrated that the
automatic segmentation methods implemented in this paper are accurate and
efficient to realize extraction of GM of patients with epilepsy in both transverse
and coronal plane.

Keywords: Epilepsy � Automatic segmentation � K-means � Expectation
maximization

1 Introduction

Epilepsy is a common neurological disorder, often accompanied by convulsions,
foaming at the mouth and other symptoms [1]. The pathological mechanism of epilepsy
is unclear but it is suggested to be associated with brain trauma, stroke, brain cancer,
drug misuse, and alcohol abuse. Epilepsy affects about 1 % of people worldwide and
the vast majority of patients need long-term use of medications to control seizures. The
treatments of epilepsy depend on doctors’ subjectivity and experience most of the time
because the doctors determine drug dosages during treatment according to verbally
description of the symptoms. Clinical studies indicate structural gray matter abnor-
malities exist on brain MR images of patients with epilepsy and volume changes of
gray matter (GM) may provide the foundation of physiological status for GM [2]. Thus
quantitative volumetric information helps doctors diagnose and cure the epilepsy better.
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Volume measurement of GM requires segmentation performed in advance thereby
the structure of GM distinguished from other tissues clearly. Image segmentation is the
process of partitioning a digital image into multiple non-overlapping regions according
to the similarity or difference between regions. Segmentation of GM aims to extract the
structure of GM from the whole brain region, reveal the etiology of epilepsy, and
investigate the pathogenesis in further. The techniques employed in traditional image
segmentation include threshold methods, grey clustering, edge detection and region
extraction. In consideration of general characteristics of medical images such as arti-
ficial noise, low contrast, inhomogeneity, and blurred boundary, segmentation of brain
varies from supervised methods to unsupervised methods. Supervised methods are able
to obtain more accurate models whereas the training is lengthy, labor-intensive and
sometimes the results tend to migrate from the standard ones. By contrasts, unsuper-
vised methods employ certain models to fit different types of data without label and the
models can be solved by numerical iteration method, etc. Unsupervised methods are
widely used in automatic segmentation of medical images [3], including fuzzy c-means
(FCM), expectation maximization (EM) algorithm, k-means, etc. K-means method is
faster than FCM and EM when performing segmentation on multimodal medical
images whereas it is not good at dealing with fuzzy border caused by partial volume
effect. Gaussian mixture model (GMM) models the gray distribution of brain MR
images well [4] and parameters in the model can be estimated by EM algorithm via
maximum likelihood estimation (MLE).

In this paper, k-means clustering algorithm is utilized to perform GM segmentation
using two modalities of MR images of patients with epilepsy, namely, T1 fluid
attenuated inversion recovery (FLAIR) and double inverse recovery (DIR) images. In
addition, GMM is employed to model the gray distribution of different brain tissues on
T1 fast spoiled gradient echo (FSPGR) images. The performances of different auto-
matic segmentation methods are evaluated in comparison with results of manual seg-
mentation, which are consider as the ground truth in medical image segmentation.

2 Methods

2.1 Image Preprocessing

Image preprocessing is necessary before the segmentation of GM to minimize the effect
of image artifacts and align different MR sequences in the same space. Three pro-
cessing steps are generally considered in automatic segmentation of GM, which are
intensity inhomogeneity correction, registration, and brain extraction.

• Intensity inhomogeneity (IIH) correction: The IIH usually refers to the slow,
nonanatomic intensity variations of the same tissue across the medical images due
to inhomogeneity of the static or radio-frequency nonuniformity, which can sub-
stantially reduce the accuracy of segmentation. Thus, IIH correction was realized by
N3 inhomogeneity correction module [5] in MIPAV software (iterations = 100, end
tolerance = 0.001) in this paper.

• Registration: Image registration [6] is demanded when combining information of
multimodal MR sequences to achieve segmentation of GM. It determines a
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transformation which makes different modalities of MR images into the same space.
An optimized automatic registration method in MIPAV software was employed to
perform registration between T1 FLAIR and DIR images. The optimized automatic
image registration is a non-rigid registration method, and it determines a transfor-
mation by minimizing a cost function, which is evaluated at different image reso-
lutions from the lowest to highest. Each step of increasing resolution is performed
by setting the previously determined optimal transformation as initial value and
optimizing the value continuously until the performance of registration achieve
satisfactory effect.

• Brain Extraction: To avoid non-brain tissue including skull and scalp signals
disturbing segmentation of GM, a FSL’s Brain Extraction Tool (BET) [7] was
employed to constrain the segmentation task performed only on the remaining brain
voxels.

2.2 K-means Algorithm

K-means algorithm [8] is an iterative algorithm of clustering which is simple,
straightforward, and adaptable. It can perform segmentation of multimodal images
quickly and efficiently. Let X denotes a set of voxels in a d dimensional space, namely,
X ¼ fxiji ¼ 1; 2; . . .;Ng, and vector xi ¼ fx1i ; . . .; xdi g is a sample in X. The aim of
K-means algorithm is to construct k clusters so that all the samples should be assigned
to different clusters. The centers of different clusters are represented as cj, j ¼ 1; . . .; k.
All the voxels of images are assigned to their own classes according to similarity.
Euclidean distance method is often used to find the similarity and the procedure of
clustering is performed by minimizing a cost function iteratively. The cost function can
be expressed as:

Cost ¼
XN
i¼1

ðargminj xi � cj
�� ��

2
2Þ ð1Þ

The concrete realization process of K-means algorithm is illustrated as follows:
Step 1: Set of the number of clusters k and initialize starting value of clustering

centers cj, j ¼ 1; . . .; k.
Step 2: Reassign samples in X to closest cluster center and update cluster label (CL)

such that CLi is cluster ID of ith voxel in X.
Step 3: Update the clustering centers cj, j ¼ 1; . . .; k by computing means of

samples in jth cluster.
Repeat step 2 and step 3 until the convergence of cost function given by Eq. (1).

2.3 EM Segmentation

Gaussian mixture model (GMM) [9] is the most commonly used model for statistical
segmentation of brain MR images. It is a parametric probabilistic density model that
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assumes all the data points are generated from a mixture of finite number of Gaussian
distribution components. The probability density function (PDF) of GMM is given by

uðyi; ziÞ ¼
Xk
i¼1

pjwðyi; xi; lj;RjÞ ð2Þ

where k denotes the number of single Gaussian component, namely, the number of
clusters. yi denotes the gray intensity of an arbitrary voxel in MR image, and zi is the
corresponding estimated clustering label of yi. w is the PDF of single Gaussian com-
ponent in GMM with mean lj, variance Rj, and proportion of the jth class. The vector
of all the unknown parameters is declared to be

H ¼ ðzi; li;Ri; piÞ ð3Þ

The unknown parameters can be estimated by MLE and ML parameters estimates
can be obtained using an expectation-maximization (EM) algorithm. The log likelihood
of the data set is given by

log LðHÞ ¼
Xn
i¼1

logf
Xk
j¼1

pjwðyi; xi; lj;RjÞg ð4Þ

EM algorithm is implemented by a two-step iterative method, namely, the expec-
tation step (E-step) and the maximization step (M-step). The E-step is performed on a
Q function on the ðk þ 1Þth iteration of EM algorithm and computes

QðHjHðkÞÞ ¼ E log LðHÞjy;HðkÞ
h i

ð5Þ

where E log LðHÞjy;HðkÞ
h i

is the expectation of the complete-data log likelihood. The

M-step updates the estimate of Hðkþ1Þ to maximize QðHjHðkÞÞ as following

Hðkþ1Þ ¼ argmaxQðHjHðkÞÞ ð6Þ

In consideration that the initialization of starting value of unknown parameters
affects the performance of EM algorithm, k-means clustering algorithm is often used to
initialize unknown parameters in EM algorithm.

3 Experiments and Results

The experiments were performed on images of 4 patients (two males and two females)
diagnosed with epilepsy, who were participating in research studies at Shanghai
Zhongshan Hospital. This study was approved by the Institutional Review, and written
informed consent was obtained from all patients. All images were acquired on the same
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3T MR scanner (GE MEDICAL SYSTEMS), including a 3D T1 FLAIR sequence
(TR = 1786.6 ms, TE = 26.328 ms, TI = 860 ms), a 3D DIR sequence (TR = 15002 ms,
TE = 85.176 ms, TI = 2950 ms), and a 3D T1 FSPGR sequence (TR = 6.932 ms,
TE = 2.248 ms, TI = 700 ms). The automatic segmentation of GM in patients with
epilepsy was classified into two independent processes according to different modality
of MR images employed by automatic segmentation.

3.1 K-means Segmentation on T1-FLAIR and DIR

T1 FLAIR is a kind of rapid inversion recovery spin echo sequence with fast imaging
speed and good contrasts between GM and white matter (WM). DIR sequence

Fig. 1. Segmentation results of GM on three slices at the transverse plane using k-means
method. (a)–(c) original T1 FLAIR images. (d)–(f) results obtained by manual segmentation on
DIR images; the red, yellow and green line indicate outer contour, inner contour, and closed
contour of GM respectively. (g)–(i) results of automatic segmentation (Color figure online).
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combines two inversion pulses to suppress signals of WM and cerebrospinal fluid
(CSF), making GM clearly stands out. The combination of T1 FLAIR sequence and
DIR sequence provides more information when perform segmentation of GM and
makes the border detected of GM more robust to noise.

K-means algorithm is capable of attaining fast segmentation of different regions of
interest (ROI) using multi-modality images. As mentioned before, the MR images of
the two modes, namely, T1 FLAIR and DIR, were corrected by intensity inhomoge-
neity correction module. Then the reference image set and floating image set were
constructed by choosing images from DIR and T1 FLAIR, respectively. Non-rigid
registration was performed to match the floating images to the reference images and
BET tool mentioned before was employed to remove non-brain tissue. After the image
preprocessing, k-means segmentation was implemented on the two-modality images
and the results were shown in Fig. 1. It can be found that the results are well in
accordance with results of manual segmentation performed by a neurologist and
radiologist referring to the corresponding T1 FLAIR and DIR images.

The volumes of GM of different patients can be figured out based on results of
k-means segmentation and the information of GM volume will be useful for diagnosis
of epilepsy by doctors. It is an observable fact that localizations of k-means segmen-
tation exist as follows:

1. K-means segmentation may be sensitive to noises in DIR images, making the
extracted GM affected by noise to some degree.

2. K-means algorithm sometimes has a drawback of local minimum problem, and
segmentation more than once may be needed to settle this issue.

3.2 EM Segmentation on T1 FSPGR

T1 FSPGR sequence is able to implement fast imaging of brain and the contrast of GM
in T1 FSPGR in comparison with WM is apparent. Operations of intensity inhomo-
geneity correction and brain extraction were performed before the EM segmentation.
The results of EM segmentation and manual segmentation are shown in Fig. 2. It is not
hard to find that the GM is well segmented by EM algorithm. The volume of GM in
brain can be computed to provide doctors more information for their diagnosis with
epilepsy. In fact, a deep segmentation of hippocampus in the coronal plane is of great
sense for research of epilepsy.

3.3 Performance Evaluation of Automatic Segmentation

The results of automatic segmentation are compared with those of manual segmenta-
tion, namely, the gold standard. The similarity index (SI) and extra fraction (EF) [10]
are calculated for selected slices, respectively. The SI are used to comparing the
similarity between results obtained by automatic and manual segmentation while the
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EF are used to measure the extent of false positive (FP) existing in the results of
automatic segmentation. The SI and EF are computed as follows:

SI =
2� ðM \ AÞ

Mþ A
ð7Þ

EF =
!M \ A

M
ð8Þ

where M denotes the volume of GM segmented using manual method and A is the
volume of GM obtained by automatic method. M \ A represents the volume of cor-
rectly classified voxels while !M \ A corresponds to areas misclassified by automatic
method, namely, the false positives. The SI indicates a good segmentation when its
value is close to 1. Average value of SI and EF were computed using results of
automatic and manual segmentation on four slices of each patient and the results of
different patients are presented in Table 1. The results demonstrate high similarities and
low FP rates between results of automatic and manual segmentation.

Fig. 2. Segmentation results of GM on three slices at the coronal plane using EM algorithm.
(a)–(c) results of manual segmentation performed on original T1 FSPGR images; the red, yellow
and green line indicate outer contour, inner contour, and closed contour of GM respectively.
(d)–(f) results obtained by manual segmentation on DIR images. (g)–(i) results of automatic
segmentation using k-means method (Color figure online).
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4 Discussion

In this paper, GM of patients with epilepsy was segmented on images at the transverse
and coronal plane, respectively. K-means algorithm was used to perform segmentation
of GM at the transverse plane by combining information of T1 FLAIR and DIR
sequences. EM segmentation was implemented on T1 FSPGR images at the coronal
plane to extract GM in brain. Both of the two methods achieve good segmentation of
GM. In fact, k-means algorithm is computationally faster than EM algorithm if only a
classification is need. GMM based EM segmentation is good at modeling gray dis-
tribution of different brain tissues including WM, GM, and CSF. In further, fuzzy
information is employed in EM segmentation while it is not considered in k-means
method. The results of automatic segmentation were compared with those of manual
segmentation and the performances were demonstrated well. The volumes of GM of
patients with epilepsy can be figured out to provide doctors with diagnostic basic for
clinical treatment. Our ongoing and further work includes automatic segmentation and
quantification measurement of hippocampus in MR images of patients with epilepsy.
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Abstract. To facilitate the implementation of the Family Smoking Prevention
and Tobacco Control Act of 2009, the Federal Drug Agency (FDA) Center for
Tobacco Products (CTP) has identified research priorities under the umbrella of
tobacco regulatory science (TRS). As a newly introduced field, the current
landscape of TRS research is unclear. In this work, we conducted a bibliometric
study of TRS research by applying author topic modeling on MEDLINE cita-
tions published by currently-funded TRS principle investigators. Our initial
results show that author topic modeling can address the issue of research
interests reasonably. Furthermore, a network involving authors, topics and
words can be established for more detailed bibliometric analysis. This network
may also be useful to grantees and funding administrators in suggesting
potential collaborators or identifying those that share common research interests
for data harmonization or other purposes.

1 Introduction

To facilitate the implementation of the Family Smoking Prevention and Tobacco
Control Act of 2009, the Federal Drug Agency (FDA) Center for Tobacco Products
(CTP) was formed to oversee tobacco regulatory activities. Its responsibilities include
setting performance standards, reviewing premarket applications for new and modified
risk tobacco products, requiring new warning labels, and establishing and enforcing
advertising and promotion restrictions. In order to meet these responsibilities, the CTP
has identified research priories for tobacco regulatory science (TRS) in order to inform
and guide the CTP’s regulatory decision-making. While tobacco researchers have been
examining some of the CTP’s TRS research priorities for many years, they have not
necessarily been doing so under the umbrella or specific title of ‘tobacco regulatory
science’. Therefore, examining and identifying research topics from the corpus of TRS
work could help to more clearly define this growing research area. In this paper, we
applied author topic modeling [1], a variation of Latent Dirichlet Allocation (LDA), to
simultaneously model the content of documents and the interests of authors. Namely,
given the broader TRS research field, we attempted to discover topics as well as
general research interests utilizing MEDLINE citations for currently funded TRS
investigators.
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In the following, we introduce the background information about author topic
modeling and then describe our experimental methodology as well as results and
interpretation of our analyses.

2 Background

LDA is known for its ability to model document contents as a mixture of topics (which
comprise words describing similar things). This results in improvements in the study of
hidden semantics of documents compared with previous models like Latent Semantic
Indexing (LSI) [2], probabilistic LSI [3], vector semantics [4] and so on. Modeling
interests of authors is in fact not new in the bibliometric research. As early as 1999,
McCallum proposed a mixture author model with the mixture weights for different
topics fixed [5]. Then, in 2004, Rozen-Zvi proposed author topic modeling [1], which
is the integration of LDA and the author model. It aims at extracting information about
authors and topics from large text collections simultaneously. Since then, author topic
modeling has been widely used in applications such as bibliometrics analysis [6],
information extraction [7], social network analysis [8] named entity recognition [9] and
MeSH indexing interpretation [10].

However, modeling author-topic-words relations in tobacco regulatory science has
not been done so far. Therefore, our work aims at filling this gap so as to extend author
topic models into medical corpus analysis. We believe that this research will be ben-
eficial for advanced information retrieval and will inform the emerging field of tobacco
regulatory science.

3 Materials and Methods

3.1 Author Topic Modeling

Author topic modeling is a variation of LDA, aiming to extract information about
authors and topics from a large text collection simultaneously. It is a class of Bayesian
graphical model for text document collections represented by bag-of-words. In the
standard LDA, each document in the collection of D documents is modeled as a
multinomial distribution over T topics, where each topic is a multinomial distribution
over W words and both sets of multinomial are sampled from a Dirichlet distribution.

Different from LDA, author topic modeling incorporates authors by adding one
more variable, which is uniformed assigned by a set of authors, an observed set in some
corpus. As in LDA, a topic is chosen from a distribution over topics specific to that
author, and the word is generated from the chosen topic.

To learn the model parameters, we use Gibbs sampling where the equation for
author topic modeling is,

P zid ¼ t; yid ¼ ajxid ¼ w; z:id ; y:id;A; a; b
� �

/ NWT
wt;:id þ bP

w0 NWT
w0t;:id þWb

NTA
ta; þ aP

t0 N
TA
t0a;:id þ Ta
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where, a and b are Dirichlet priors for topic distributions, zid ¼ t and yid ¼ a are the
assignments of the ith word in document d to topic t and author a respectively and
xid ¼ w indicates that the current observed word is word w. NTA represents the topic-
author count matrix, where NTA

ta;:id is the number of words assigned to topic t for author
a excluding the topic assignment to word wid . Similarly, NWT is the word-topic count
matrix, where NWT

wt;:id is the number of words from wth entry in the vocabulary assigned

to topic t excluding the topic assignment to word wid . Finally, z:id and y:id represent
the vector of topic assignments and vector of author assignment in all corpus except for
the ith word of the dth document respectively.

Following the same convention, the posterior distribution of hta, the topic distri-
bution of each document and /wt, the topic distribution of each word, can be estimated
with the following equations where D refers to the corpus.

hta ¼ p tja; dð Þ ¼ E½htajz:id ;D; a�

¼ NTA
ta;:id þ aP

t0 N
TA
t0a;

þ Ta

/wt ¼ p wjtð Þ ¼ E½/tajz:id ;D; b�

¼ NWT
wt; þ bP

w0 NWT
w0t; þWb

Fig. 1. Word cloud for top words of 20 topics
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This model can be understood as a two-stage stochastic process. An author is
represented by a probability distribution over topics, and each topic is represented as
probability distributions over words.

3.2 Data Gathering and Preprocessing

We obtained all MedLINE citations published by the principle investigators (PIs, 133
in total) of TRS grants funded by the CTP through Tobacco Regulatory Science
Research Program (TRSP) (http://prevention.nih.gov/tobacco/portfolio.aspx). Since
each article can have multiple authors, the author set considered here are PIs (can
appear in any place in the paper) plus the last author of the paper. The final author set
includes 2,740 authors. The document set includes those MEDLINE citations with
abstract available, resulting in 7460 abstracts.

For each document, we remove stop words using a stop word list available at
Mallet software package. We further filter words based on Term Frequency-Inverse
Document Frequency (TF-IDF), where words with high document frequencies and
relatively insignificant for single document are removed. We then stem the words by
applying the potter stemmer [citation] and words with occurrence lower than 2 are
discarded.

3.3 Author Topic Modeling Experiment

We ran the author topic modeling developed by [11] on it for 50 iterations. Topic
number T is selected as 20. The hyperparameters a and b are fixed as 50/T and 0.01
respectively.

4 Results and Analysis

4.1 Topic Interpretations

Figure 2 shows the ordered proportion of the 20 topics and Fig. 1 shows the word cloud
of the top 20 words for each topic. In order to find out what each topic is focused on,
we assign each topic a name based on the top 20 words.

We can see that the 20 topics have comparatively balanced distributions ranging
from 0.034 to 0.071. One thing worth noting is that some of the topics may be
somewhat irrelevant to TRS.

For those relevant to tobacco research, the topics derived have a broad diversity as
discussed in the following:

The top 20 words in the most prevalence topic (T1) include Smoke, cigarette,
cessation, abstinence, control, measure. T2 which ranks 2nd contains words like
intervention, health, program, network, base, train, social, prevent, address, support
and community. T3 focuses on adolescent-related topics, including alcohol, family
relationship and behavior. T4 is similar to T3, but emphasizing more on social ele-
ments, including school, law, industry and so on. Those topics suggest policy-making
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and social studies such as preventing teenager-smoking related research are one of the
major trends in TRS research. Treatment is most dominant word in T5. Among them,
most of words are quite relevant to this keyword. These words suggest that research on
clinical practice of smoking related diseases is also tackled by TRS researchers. T6
evidently clusters research on ethnic, gender, age and surveys of smoking revealed by
words American, African, white, group, population, ethnic, woman and age. In con-
trast, T7 talks about temporal study of smoking-related diseases since temporal words
like time, year, month and clinical words like assess, measure, average, quantity,
disease and datum are seen there with a good proportion.

Topics from T8 to T20 are all related to direct clinical studies because from now on,
we can see there are quite a few domain-specific terms among each topic and under-
standably, they occupy fewer proportions due to the domain constraints. But the fewer
portions do not mean that they are less important for the modeling. On the contrary,
they can show how discriminative the author topic modeling can be. For example, the
word cell is the dominant word in T8. Surrounding it are words mouse, receptor,
express, airway pressure, vitro, response, inhibition, epithelial and mediation.
Therefore, this topic talks more about experiments on the influence of smoking on
cells. Their proportions are relatively smaller. T9 is obviously discussing relationships
between smoking and cancers where cancer, risk, association, control cohort, air, lung
and genotype are the prime terms. Furthermore, pollution, exposure, woman and breast
also suggest that the indirect influence of smoking is included in this topic. As seen, the

Fig. 2. Topic Proportion
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core of T10 is child with smoking related terms asthma, screen, vaccine and HPV. As
we mentioned above, all of those topics are more specialized. Without domain
knowledge, it can be hard to understand why HPV is related to smoking. In fact,
according to Troy et al. [12], a case-control study of childhood passive smoke exposure
(CPSE) is with human papillomavirus (HPV) infection. Nicotine in T11 has the highest
proportion, as much as 5 %. It is not hard to imagine that this topic should mainly
discuss nicotine and its effects. Words such as cocaine, brain, response, behavior, kg,
mg, reinforce and nach prove this. T12 seems to mainly study the disorder brought by
smoking and their correlations. It is composed of words including disorder, function,
schizophrenium, depression, correlation, discrimination and so on. T13 comprises of a
couple of rarely seen terms, such as abbreviations, DNA, NNAL (urinary total
4-(methylnitrosamino)-1-(3-pyridyl)-1-butanonol, which level can be affected by
smoking) and nnk (4-(Methylnitrosamino)-1-(3-pyridyl)-1-butanone, one of the most
prevalent and procarcinogenic compounds in tobacco), organic chemical elements,
pyridyl and enzyme cancer terms, carcinogen, adduction, body and function terms,
lung, liver, urinary, metabolic and so on. Among them, metabolic is the leading term
unifying all of them. The majority of these topics are related to the harmful and
potentially harmful constituents of tobacco products listed as one of the ten interest
areas of TRS that have been highlighted by the FDA. Gene, genetic, genome sequence,
individual, variant and identify in T14 show that this research topic on tobacco is from
the genetic perspective while protein, mouse, regulation, binding, express and so on in
T15 more from regulation and binding mechanism of the protein. T16 is also about
cancer. However, different from T9, it focuses on lung cancer and treatment. The
corresponding cell apoptosis can be indicated from words like survival, anti, treat,
apoptosis and so on. T17 seems to mainly be related to the medical absorption since we

Fig. 3. Author-topic network
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can see words like intake, concentration, ratio, oral, serum, urinary, waterpipe and
others to name a few. T18 also talks about lung, but it is not about lung cancer. Instead,
it is more about the general aspects of lung injury since ventilation, plasma, injury,
acute and edema are there. Although smoking affects lung so much, T19 tells us that
heart diseases are quite related as well where heart, cardiovascular, cardiac, vascular,
endothelial, phosphoric, artery, and coronary are high frequent terms. According to
Wheat et al. [13], inhalation of tobacco increases apoptosis and suppresses the VEGF-
induced phosphorylation of Akt and endothelial nitric oxide synthases in the aorta. The
last one, T20, looks like associating smoke and diabetes through similar mechanism in
T19. Acrolein, an element rich in tobacco, is the main element, which prevents the
nitric oxide, to lead to smoking-caused diseases. All those 20 topics, we can say that
most of them have a good alignment with TRS. This shows that author topic modeling
is capable of modeling the topic distributions of the collection.

4.2 Author-Topic Relations

Now, if we turn to the correspondence of
top authors (if the author has more than
0.01 portion of articles in that topic, he
would be counted as a top author) and
topics in Fig. 3, more interesting patterns
can be found. Figure 3 is a network with
each topic as the hub (the red octagons)
and authors form nearest neighbors of
each topic if their research involves that
topic (the green plate). For better visual-
ization, we use initials for authors to
represent them. The correspondence of initials and full names is seen in the supple-
ment. Based on this network, it is found that the top 5 authors in each topic are the
prime principle investigators in corresponding topics. For example, Hatsukami D,
Cummings K and Eissenberg T, who rank top 3 in T1, are all senior tobacco
researchers who mainly focus on tobacco addiction characterization, reduction and/or
treatment. Meanwhile, as shown in the network, there are connections between topics.
That means that many authors’ research areas cover more than one topic.

At first glance, Fig. 4 is similar to Fig. 3, aiming at showing how many authors
appear in one topic. But the main goal of Fig. 3 lies in telling us who are top authors in
a topic while Fig. 4 tells some topic is the most studied one for some author. For
example, the 3 counts for T7 in Fig. 4 indicates that there are three authors whose
highest portion are in T7 while the 14 nearest neighbors around T7 in Fig. 3 show that
14 authors have portions larger than 0.01 in their research for topic 7. Figure 4 shows
that T2, T12, T15 and T17 are the most studies topics since for each of them, 10
authors published large number of articles on them. This trend does not align with that

Fig. 4. Author counts in topics maximum
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of topic proportion. To a large degree, we can say that the topic proportion shows that
how many researchers are studying what topics while authors counts reflected in Fig. 4
show that which topic has been intensely studied by a few researchers. If we count T5
and T9 (there are 9 authors respectively), the data suggests that tobacco prevention and
treatment are popular topics among those researchers.

Another interesting thing is to look at co-occurrence of authors among multiple
topics (for simplicity, we only consider two). It can reflect two aspects, one on the
closeness of two topics (the two or more can be subtopics of a big topic) and the other
on interactions of two topics (they may not be related but depend on each other)

It is found that T15 and T8 co-occur together 10 times, ranking the highest. It
means that 10 authors study both topics. Both topics involve genetic expressions, cell,
and protein. The combination of T16 and T8 follows closely where topic 16 is about
lung tumor study from gene and cell level. The topic dependence relation can be
illustrated by the large number of topics
co-occurring with T2 (intervention). This
topic is not really funded by the FDA’s
CTP, so why do they have such a high
proportion of research (0.065)? If we
look at other topics which investigators
focus on in addition to T2, we can dis-
cover clues. Three topics occurring quite
commonly with T2 are T1, T3 and T4
(4 times respectively). These four topics
are about smoking cessation, vulnerable
populations, and youth initiation and
access, all of which are TRS priority areas. The link between smoking cessation and
intervention is interesting, as interventions focusing on cessation are specifically
mentioned as not a fundable TRS area. Investigators with this topic pair, which is
common in tobacco control research in general, may be looking at other related topics
that do fall under the TRS scope, such as nicotine reduction, consumer perception (of
certain products as a cessation aid) and effective communication strategies. In addition,
T7 (temporal study) co-occurs with T2 three times as well. This connection between
temporal study and intervention would be a necessary one, as intervention research
requires studies across time.

4.3 Topic Clusters Based on Authors

If we look at authors and topics they are assigned, we can see both extremes. Figure 5
shows that 83 top authors are in fact focus on only one topic. A few authors have high
topic involvements. The highest one is Williams D who studies 7 topics. The next four
are Srivastava S (6 topics), Glantz S (5 topics), Baker T (5 topics) and Elashoff D
(5 topics) respectively. Williams D, as the most diverse researcher, is in fact a leading
social and behavior scientist focusing on public health [14]. His research has enhanced
the understanding of the complex ways in which race, racial discrimination,

Fig. 5. Author-topic involvement
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socioeconomic status and religious involvement can affect physical and mental health.
His topics in the tobacco regulations cross from intervention study, health and race,
gender, age, functional disorder and genetic analysis and so on. Glantz S is American
Legacy Foundation Distinguished Professor of Tobacco Control at the University of
California – San Francisco whose research focuses on the health effects of tobacco
smoking and who is active in the nonsmokers’ rights movement and has advocated for
public health polices to reduce smoking. His research topics include T1, T2, T4, T7 and
T10, which quite match his research focus.

Baker T is involved in T7, T10, T12, T14 and T15 while Elashoff D in topic T5, T7,
T9, T12 and T16. They have two overlapping both with T7 and T12 assigned to them.
Both of them seem to study topics related to treatment of smoking related diseases.
What Elashoff D is studying is more cancer related. The topics both of them share are
more general aspects like temporal study, function disorder and genetic tests. The
remaining topics Baker T has, like T10, T14 and T15 involve smoking cessation,
intervention, influences on children and protein binding and regulations. On the other
hand, Elashoff D’s remaining topics including T5, T9 and T16 are all either cancer-
related or organ-injury relevant. In Baker T’s webpage [15], it states that Baker T
concentrates on tobacco-dependence treatment and outcomes. He and his team are not
only looking at smoking cessation, but also determine how quitting affects the person’s
physical health, mental health, quality of life and social interactions. Then, Elashoff D’s
research include statistical analysis of high-throughput microarray, biomarker discov-
ery and validation studies. Meanwhile, he has extensive working on cancer related
projects with collaborations in oral, lung, prostate, breast and skin cancers [16]. It
seems that those descriptions confirm what we have found from those topics.

As mentioned before, topics discovered are not necessarily all primarily about
tobacco and nicotine in this work. Instead, it focuses on finding the interactions between
authors, topics and words and what trends can be traced under the frame of TRS.
Observing along this thought, we found connections between tobacco and other related
topics unique to TRS research. For instance, Srivastava S, a project lead on a TRS center
grant, is not primarily a tobacco researcher. Instead, he is faculty in an environmental
cardiology department. His topic profile includes T6, T8, T13, T15 and T16. From his
webpage, we found that his research priority is toxicity, which can explain the con-
nections of the 6 topics: all of them are less or more related to his priority. It is also a
topic area prominently featured in the FDA’s TRS priority and interest areas.

On other extreme, there are a few PIs who are only assigned one topic. One of them
is Delnevo C whose topic is T6, which is about ethnic, gender and age related study of
smoking. In the website, it says that his research interests are clinical prevention
services, tobacco control and survey research methods. Another one is Donny E whose
topic is T11, which is about the nicotine effects. In his webpage, it says that nicotine
reinforcement, regulation of tobacco and implications for health are his primary
research interests. Likewise, Farrelly M is a leading expert in tobacco control and
policy interventions, for youth in particular. The only topic assigned to him is T4,
exactly matching his interests.
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5 Discussion and Conclusion

5.1 Summary

In this work, we employ author topic modeling to model principle investigators on
tobacco and their topics of research based on PubMED literatures. Author topic
modeling has been shown to be an effective approach in modeling corpus of computer
sciences as well as more general ones, like publically available emails, collections of
diverse research articles. No research is done in modeling a constraint domain like
tobacco regulations. The results show that this approach can efficiently cluster col-
lections of articles into discriminative categories without any supervision. More
interestingly, it can associate topics to authors in a high accuracy. This indicates that we
may incorporate author topic modeling into author identification systems to infer the
identity of an author of articles using topics generated by the model. The relevance of
this analysis to TRS is at least twofold. First, this analysis is a ‘proof of concept’ that
can be beneficial assess the change over time in TRS as new projects are funded and
collaborative science in this area changes. The results can thus we used to assess the
extent to which new research reflects the funding priorities of the FDA. Second, author
topic modeling outcomes can be used by investigators to assess who is conducting
research in a particular research domain in order to foster collaborative science. By
fostering collaborative science in TRS, it becomes possible to speed advances in that
science by fostering communication between scientists that can avoiding un-needed
duplication and impact decision-making on new science that can benefit regulatory
decision-making.

5.2 Limitations and Future Work

One limitation for this approach is that author topic modeling assumes that the topic
distribution of each word in one document is only associated with one of the known
authors, thus correlations of authors cannot be reflected from words of the same doc-
ument and instead, must be found across multiple documents, which have the
same authors. For large amount of corpus, this may not be a big problem. Nonetheless,
this limitation can be overcome if we introduce the topic-author associations as multiple
to multiple. As mentioned above, one of the major limitations of our work is the one to
one author-word correspondence. Hence, in our future study, we will extend author
topic modeling into group author topic modeling. In addition, considering that research
topics may change every few years even for the same investigators, it would therefore be
reasonable to model temporal changes. One more extension can be that we may build a
predictive model based on author topic modeling so that we can assign authors to
unknown articles or we can predict what main topics an unknown article is about.
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Abstract. Drug-drug interactions (DDIs) are a major contributing factor for
unexpected adverse drug events (ADEs). However, few of knowledge resources
cover the severity information of ADEs that is critical for prioritizing the
medical need. The objective of the study is to develop and evaluate a Semantic
Web-based approach for mining severe DDI-induced ADEs. We utilized a
normalized FDA Adverse Event Report System (AERS) dataset and performed
a case study of three frequently prescribed cardiovascular drugs: Warfarin,
Clopidogrel and Simvastatin. We extracted putative DDI-ADE pairs and their
associated outcome codes. We developed a pipeline to validate the associations
using ADE datasets from SIDER and PharmGKB. We also performed a cross
validation using electronic medical records (EMR) data. We leveraged the
Common Terminology Criteria for Adverse Event (CTCAE) grading system and
classified the DDI-induced ADEs into the CTCAE in the Web Ontology Lan-
guage (OWL). We identified and validated 601 DDI-ADE pairs for the three
drugs using the validation pipeline, of which 61 pairs are in Grade 5, 56 pairs in
Grade 4 and 484 pairs in Grade 3. Among 601 pairs, the signals of 59 DDI-ADE
pairs were identified from the EMR data. The approach developed could be
generalized to detect the signals of putative severe ADEs induced by DDIs in
other drug domains and would be useful for supporting translational and
pharmacovigilance study of severe ADEs.

Keywords: Drug-drug interaction � Adverse drug events � Adverse event
report system (AERS) � Severity � Semantic web technologies

1 Introduction

Drug-drug interactions (DDIs) are a major contributing factor for unexpected adverse
drug events (ADEs) [1]. A semantically coded knowledge base of DDI-induced ADEs
with severity information is critical for clinical decision support systems and transla-
tional research applications. In particular, there is emerging interest in investigating
genetic susceptibility of DDI-induced ADEs and developing genetic tests to identify all
those at risk of ADEs prior to prescribing potentially dangerous medication [2, 3], in
which the severity information is essential for prioritizing the medical need to evaluate
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the potential impact of pharmacogenomics information in reducing ADEs [4]. How-
ever, few of knowledge resources cover severity information of ADEs.

While recognizing, explaining and ultimately predicating DDIs constitute a huge
challenge for medicine and public health, informatics-based approaches are increas-
ingly used in dealing with the challenge [5]. Semantic web technologies provide a
scalable framework for data standardization and data integration from heterogeneous
resources. For instance, Samwald et al. [6] developed a Semantic Web-based knowl-
edge base for query answering and decision support in clinical pharmacogenetics, in
which three dataset components are integrated. In our previous and ongoing study, we
developed a standardized knowledge base of ADEs known as ADEpedia (http://
adepedia.org) leveraging Semantic Web technologies [7]. The ADEpedia is intended to
integrate existing known ADE knowledge for drug safety surveillance from disparate
resources such as FDA Structured Product Labeling (SPL) [7], FDA Adverse Event
Reporting System (AERS) [8], and the Unified Medical Language System (UMLS) [9].

The objective of the study is to develop and evaluate a Semantic Web-based
approach for mining severe DDI-induced ADEs. We utilized a normalized FDA AERS
dataset and performed a case study of three frequently prescribed cardiovascular drugs:
Warfarin, Clopidogrel and Simvastatin. We extracted putative DDI-ADE pairs and their
associated outcome codes. We developed a validation pipeline to validate the associa-
tions using ADE datasets from SIDER and PharmGKB. We also performed a cross
validation using electronic medical records (EMR) data. We leveraged the Common
Terminology Criteria for Adverse Event (CTCAE) grading system and classified the
DDI-induced ADEs into the CTCAE in the Web Ontology Language (OWL).

2 Background

2.1 FDA Adverse Event Reporting System (AERS)

FDA AERS is a database that provides information on adverse event and medication
error reports submitted to FDA [10]. By the definition of FDA, the “serious” means that
one or more of the following outcomes were documented in the report: death (DE),
hospitalization (HO), life threatening (LT), disability (DS), congenital anomaly (CA)
and/or other (OT) serious outcome. In our previous study, we produced a normalized
AERS dataset known as AERS-DM [11]. The dataset contains 4,639,613 unique
putative Drug-ADE pairs in which the drugs are represented by RxNorm [12] codes
and the putative ADEs are represented by MedDRA [13] codes. The data set also
contains the unique ID number (known as ISR) for each corresponding AERS report,
which is a primary link field between the AERS data file. We used the ISR field to
identify the outcome codes of each AERS report. Table 1 shows the outcome code
definitions in AERS database.

2.2 Common Terminology Criteria for Adverse Event (CTCAE)

CTCAE is a widely accepted, standard grading scale for adverse events throughout the
oncology research community [14]. The current released version is CTCAE 4.0.
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This version contains 764 AE terms and 26 “Other, specify” options for reporting text
terms not listed in CTCAE. Each AE term is associated with a 5-point severity scale.
The AE terms are grouped by MedDRA Primary SOC classes. In the CTCAE, “Grade”
refers to the severity of the adverse event (AE). The CTCAE displays Grades 1 through
5 with unique clinical descriptions of severity for each AE based on a general
guideline. Table 2 shows the grade definitions in the CTCAE grading system.

2.3 ADE Datasets

SIDER (SIDe Effect Resource) is a public, computer-readable side effect resource that
contains information on marketed medicines and their recorded adverse drug reactions
[15]. The information is extracted from public documents and package inserts, in
particular, from the US FDA Structured Product Labels (SPLs). The current version
was released on October 17, 2012.

Table 1. Outcome code definitions in AERS database

Outcome code Definition

DE Death
LT Life-Threatening
HO Hospitalization - Initial or Prolonged
DS Disability
CA Congenital Anomaly
RI Required Intervention to Prevent

Permanent Impairment/Damage
OT Other

Table 2. Grade definitions in the CTCAE grading system

Grade Definition

Grade 1 Mild; asymptomatic or mild symptoms; clinical or diagnostic observations
only; intervention not indicated

Grade 2 Moderate; minimal, local or noninvasive intervention indicated; limiting age-
appropriate instrumental ADL*

Grade 3 Severe or medically significant but not immediately life-threatening;
hospitalization or prolongation of hospitalization indicated; disabling;
limiting self care ADL**

Grade 4 Life-threatening consequences; urgent intervention indicated
Grade 5 Death related to AE

Note: Activities of Daily Living (ADL)
* Instrumental ADL refer to preparing meals, shopping for groceries or clothes, using the
telephone, managing money, etc.
** Self care ADL refer to bathing, dressing and undressing, feeding self, using the toilet, taking
medications, and not bedridden.
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PharmGKB DDI-ADE Dataset is a database of DDI side effects based on FDA
AERS reporting data [16], in which the confounding factors for prediction of the side
effects are corrected through leveraging covariates in observational clinical data [17].

2.4 Semantic Web Technologies

The World Wide Web consortium (W3C) is the main standards body for the World
Wide Web [18]. The goal of the W3C is to develop interoperable technologies and
tools as well as specifications and guidelines to lead the web to its full potential. The
resource description framework (RDF), web ontology language (OWL), and SPARQL
(a recursive acronym for SPARQL Protocol and RDF Query Language) specifications
have all achieved the level of W3C recommendations, and are becoming generally
accepted and widely used. RDF is a model of directed, labeled graphs that use a set of
triples. Each triple is modeled in the form of subject, predicate and object. SPARQL is
a standard query language for RDF graphs. OWL is a standard ontology language used
for ontology modeling.

3 Methods

In this study, we utilized a normalized AERS dataset known as AERS-DM that
was produced in a previous study [11]. The dataset contains 4,639,613 unique putative
Drug-ADE pairs in which the drugs are represented by RxNorm codes and the
putative ADEs are represented by MedDRA codes.

Figure 1 shows the system architecture of our approach. We first extracted a subset
of putative DDI-ADE pairs (in which only two drugs are listed on a report) with their
associated outcome codes from original AERS-DM dataset.

Fig. 1. System architecture.
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Second, we developed a validation pipeline that comprises three datasets. The first
dataset is a subset of original AERS-DM in which only one drug is listed on a report.
This dataset was used to build a knowledge base of severe ADEs in a previous study.
The second one is the SIDER 2 dataset. Table 3 shows a list of drug-ADE pair
examples from the dataset, in which drug names are coded in STICH ID (http://stitch.
embl.de) and ADE names are coded in MedDRA. We excluded the putative DDI-ADE
pairs based on the Drug-ADE pairs of the two datasets. The validation would ensure
that the reported ADEs could not be explained by a single drug effect. The third one is a
PharmGKB dataset that is used as “silver” standard. Table 4 shows a list of DDI-ADE
examples from the dataset, in which drug names are coded in STICH ID and ADE
names are coded in UMLS Concept Unique Identifiers (CUIs).

Third, we converted all the datasets used in this study into the Semantic Web RDF
format and loaded them into an open source RDF store known as 4store [19]. We
established a SPARQL endpoint that provides standard query services against the RDF
store. And then we developed the extraction and validation algorithms using Java-
based Jena ARQ APIs [20].

Third, to cross-validate the DDI-induced ADEs, we used the NLP-processed EMR
data of a cohort of 138 k patients with health home care provided by Mayo Clinic
Rochester where medications and problems have been extracted and normalized to
RxNorm codes and the UMLS concepts from the medical records using MedTagger
and MedXN (http://www.ohnlp.org/). For each DDI-induced ADE triples (D1, D2, P),
we obtained the number of patients who are administrated with any of the two drugs or
both (i.e., N(D1), N(D2), and N(D1,D2)) and the number of patients with putative
ADEs (i.e., N(D1,P), N(D2,P), and N(D1,D2,P) after taking the drugs. An occurrence
of problem P is considered as putative ADE if it happens within 36 days of drug
administration [1, 17] and there is no occurrence of P in the EMR before the drug
administration. We then used the following metric to measure the signal enrichment of
DDI-induced ADE:

Score D1;D2;Pð Þ ¼ log2
NðD1;D2;PÞ
NðD1;D2Þ

�
maxðN D1;Pð Þ

N D1ð Þ ; N D2;Pð Þ
N D2ð Þ

� �
:

Finally, we developed the mappings between AERS outcome codes and CTCAE
grades and classified validated DDI-ADEs into the CTCAE. We asserted that DE in
AERS corresponds to Grade 5 in CTCAE; LT corresponds to Grade 4; the rest of
outcome codes (HO, DS, CA, RI and OT) correspond to Grade 3. In this study, we
utilized the CTCAE version 4.0 [14] rendered in OWL format. Figure 2 shows a
screenshot of a Protégé4 environment displaying the categories and severity grades in
CTCAE classification.

4 Results

We were able to extract a set of putative DDI-ADE pairs and their associated outcome
codes for the three target drugs: Warfarin, Clopidogrel and Simvastatin from nor-
malized AERS-DM dataset. We then validated the putative DDI-ADE pairs using the
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validation pipeline based on three datasets. Table 5 shows the number of validated
DDI-ADE pairs for each target drug. In total, 601 pairs were validated. Of them, 61
pairs are classified in Grade 5, 56 pairs in Grade 4 and 484 pairs in Grade 3. Table 6

Fig. 2. The categories and severity grades of CTCAE classification in a Protégé 4 environment.

Table 3. A list of Drug-ADE examples from SIDER dataset, in which drug names are coded in
STICH ID and ADE names are coded in MedDRA.
stitch_idl stitch_id2 UMLS_con

cept_id
drug_name side_effect_name MedDRA_

concept_type
UMLS_concept_id MedDRA_side_effect_name

−100003914 −39468 C0038454 levobunolol ccrebrovascu LLT C0038454 Cerebrovascular accident

−100003914 −39468 C0038454 levobunolol ccrebrovascu PT C0038454 Cerebrovascular accident

−100003914 −39468 C0015230 levobunolol rash LLT C0015230 Rash

−100003914 −39468 C0015230 levobunolol rash PT C0015230 Rash

−100003914 −39468 C0015230 levobunolol rash PT C0011603 Dermatitis

−100003914 −39468 C0033377 levobunolol ptosis LLT C0033377 Ptosis

−100003914 −39468 C0033377 levobunolol ptosis PT C000S745 Eyelid ptosis

−100003914 −39468 C0033377 levobunolol ptosis PT C0156353 Uterovaginal prolapse

−100003914 −39468 C0030554 levobunolol paresthesia LLT C0030554 Paraesthesia

−100003914 −39468 C0030554 levobunolol paresthesia PT C0030554 Paraesthesia

−100003914 −39468 C0006266 levobunolol bronchospasr LLT C0006266 Bronchospasm

−100003914 −39468 C0006266 levobunolol bronchospasr PT C0006266 Bronchospasm

−100003914 −39468 C114S670 levobunolol respiratory fa LLT C1145670 Respiratory failure

−100003914 −39468 C114S670 levobunolol respiratory fa PT C1145670 Respiratory failure

−100003914 −39468 C0027424 levobunolol nasal congest LLT C0027424 Nasal congestion

−100003914 −39468 C0027424 levobunolol nasal congest PT C0027424 Nasal congestion

−100003914 −39468 C0023380 levobunolol lethargy LLT C0023380 Lethargy

−100003914 −39468 C0023380 levobunolol lethargy PT C0023380 Lethargy

−100003914 −39468 C0947912 levobunolol myasthenia LLT C0947912 Myasthenia

−100003914 −39468 C0947912 levobunolol myasthenia PT C0151786 Muscular weakness
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shows a list of validated DDI-ADE pair examples for the drug “Simvastatin”, in which,
drugs are coded in RxNorm RxCUIs and ADEs are coded in MedDRA codes.

For the cross-validation using the EMR data, we found that, there are 89 drug pairs
prescribed concomitantly in 9.5 k patients, accounting for 6.9 % of all patients in the
EMR dataset we used. Out of 601 putative DDI-ADE pairs, the signals of 59 (D1, D2,
P) pairs were identified. Table 7 shows the detailed statistics of those pairs occurred in
no less than five patients.

For integrating the validated DDI-ADE pairs with the CTCAE, we produced an
OWL rendering for each pair, asserting the validated DDI-ADEs under AE terms in
CTCAE (see Fig. 3 for an example).

5 Discussion

In a previous study, we used a similar Semantic Web-based approach to build a
knowledge base of severe ADEs using the FDA AERS reporting data [8]. In this study,

Table 4. A list of DDI-ADE examples from PharmGKB dataset, in which drug names are coded
in STICH ID and ADE names are coded in UMLS CUI.

stitch_idl stitch_id2 drug1 drug2 event_umls_id event_name

CID000000085 CID000000206 carnitine galactose C0004623 Bacterial infection

CID000000085 CID000000206 carnitine galactose C0015967 body temperature increased

CID000000085 CID000000206 carnitine galactose C0018932 haematochezia

CID000000085 CID000000206 carnitine galactose C0020433 Bilirubinaemia

CID000000085 CID000000206 carnitine galactose C0022346 icterus

CID000000085 CID000000206 carnitine galactose C0026946 fungal disease

CID000000085 CID000000206 carnitine galactose CG030305 pancreatitis

CID000000085 CID000000206 carnitine galactose C0040034 thrombocytopenia

CID000000085 CID000000206 carnitine galactose C0085605 Hepatic failure

CID000000085 CID000000206 carnitine galactose C0151766 Abnormal LFTs

CID000000085 CID000000206 carnitine galactose C0243026 sepsis

CID000000085 CID000000271 carnitine calcium C0002792 anaphylactic reaction

CID000000085 CID000000271 carnitine calcium C0002871 anaemia

CID000000085 CID000000271 carnitine calcium C0002962 angina

CID000000085 CID000000271 carnitine calcium C0004238 AFIB

CID000000085 CID000000271 carnitine calcium C0010054 arteriosclerotic heart disease

CID000000085 CID000000271 carnitine calcium C0010200 Cough

CID000000085 CID000000271 carnitine calcium C0012833 dizziness

CID000000085 CID000000271 carnitine calcium C0013404 Difficulty breathing

CID000000085 CID000000271 carnitine calcium C0015802 femur fracture

Table 5. The number of validated DDI-ADE pairs for three drugs.

Drug Number of DDI-ADE pairs
Grade 5 Grade 4 Grade 3

Warfarin 32 11 157
Clopidogrel 17 29 166
Simvastatin 12 16 161
Total 61 56 484
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Table 6. A list of validated DDI-ADE pairs for the drug “Simvastatin” classified by CTCAE
grades

CTCAE
grade

AERS
outome
code

Drug code
by RxCUI

Drug name Drag code
by RxCUI

Drug name ADE code
by
MedDRA

ADE name

Grade 5 DE 36567 Simvastatin 1911 Aspirin 10002906 Aortic stenosis

Grade 5 DE 253198 Rosiglitazone
maleate

36567 Simvastatin I0006580 Bundle branch
block left

Grade 5 DE 36567 Simvastatin 203160 Losartan
Potassium

10007515 Cardiac arrest

Grade 5 DE 36567 Simvastatin 1191 Aspirin 10010071 Coma

Grade 5 DE 253198 Rosiglitazone
maleate

36567 Simvastatin 10012689 Diabetic
retinopathy

Grade 4 LI 36567 Simvastatin 203029 Tegretol 10002948 Aphasia

Grade 4 LI 36567 Simvastatin 203029 Tegretol 10003119 Arrhythmia

Grade 4 LI 203114 Amiodarone
hydrochloride

316675 Simvastatin
80 MG

10006002 Bone pain

Grade 4 LT 36567 Simvastatin 225807 Exelon 10007515 Cardiac arrest

Grade 4 LI 36567 Simvastatin 203029 Tegretol 10012455 Dermatitis
exfoliative

Grade 3 DS 36567 Simvastatin 1191 Aspirin 10012455 Denuatitis
exfoliative

Grade 3 DS 36567 Simvastatin 190465 Viagra 10018429 Glucose
tolerance
impaired

Grade 3 DS 36567 Simvastatin 83 367 atorvmtin 10020765 Hypersomnia

Grade 3 DS 36567 Simvastatin 35296 Ramipril 10050296 Intervertebral
disc
protrusion

Grade 3 HO 317636 Gemfibrozil 600
MG

316675 Simvastatin
80 MG

10000486 Acidosis

Table 7. A list of putative DDI-ADE pairs signaled in the EMR data. D1 - drug1, D2 - drug 2,
P - problem, N – number, and Score – enrichment score.

D1
(RxCUI)

D2
(RxCUI)

P
(MedDRA)

ADE name N
(D1)

N
(D2)

N
(D1,
D2)

N
(D1,
P)

N
(D2,
P)

N(D1,
D2,P)

Seore
(Dl, D2,
P)

1191 36567 10002906 Aortic stenosis 38149 7494 2926 104 34 15 4.991

196503 36567 10038428 Renal disorder 10894 7494 1472 40 56 7 4.550

36567 83367 10028417 Myasthenia
gravis

7494 2841 828 42 10 5 4.409

11289 3407 10013887 Dysarthria 6330 1927 641 43 7 6 4.360

1191 36567 10015090 Epistaxis 38149 7494 2926 126 28 9 4.257

25480 36567 10019245 Hearing
impaired

4683 7494 280 35 70 5 3.935

174742 36567 10017955 Gastrointestinal
haemorrhage

4769 7494 642 54 42 9 3.880

1191 32968 10037423 Pulmonary
oedema

38149 1436 1291 142 8 8 3.338

1191 32968 10005191 Blister 38149 1436 1291 135 9 7 3.048

17767 36567 10013971 Dyspnoea
exertional

2786 7494 561 62 89 11 2.995

1191 36567 10047924 Wheezing 38149 7494 2926 354 73 27 2.969

261551 36567 10012680 Diabetic
neuropathy

1883 7494 329 39 20 5 2.630

1191 32968 10038428 Renal disorder 38149 1436 1291 175 9 6 2.452

1191 32968 10040882 Skin lesion 38149 1436 1291 269 21 16 2.024

1191 32968 10046555 Urinary
retention

38149 1436 1291 292 16 11 1.757

1191 32968 10061623 Adverse drug
reaction

38149 1436 1291 368 20 15 1.549

36567 58927 10017076 Fracture 7494 3416 318 139 59 6 1.219
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we focused on mining the DDI-induced ADEs and their severity information, and
configured the validation pipeline differently using a collection of ADE datasets. The
standardization of ADE datasets is essential for enabling interoperability and compa-
rability heterogeneous data sources. We used a normalized AERS dataset, in which the
drug names are normalized using standard drug ontologies RxNorm and NDF-RT and
the ADEs are normalized using MedDRA, whereas the datasets from SIDER and
PharmGKB used STITCH compound IDs to code drug names and used UMLS CUIs to
code ADEs. Apparently, the solid mappings between RxNorm codes and STITCH IDs
would be required in future, which will be part of our research efforts in constructing a
standardized drug and pharmacological class network [21].

We also tested the signals of putative DDI-ADE pairs validated by the pipeline
using a large EMR data. We were able to detect some strong signals indicated by the
enrichment score as illustrated in Table 7. This would potentially provide a very useful
tool for the knowledge-driven detection of the DDI-induced ADEs from the EMR,
though a rigorous patient chart review with a panel of clinicians would be needed in
future to verify the signals to establish the causality of the drug-drug interaction.

For measuring the severity of ADEs, we used the CTCAE severity grading system.
We found that the AERS outcome codes used to record serious patient outcomes in the
AERS reporting data correspond well to the CTCAE Grades 3 to 5. Semantic web
OWL rendering of the DDI-ADE dataset provides seamless integration with the
CTCAE itself, enabling a standard infrastructure for automatic classification of ADEs
based on the severity conditions specified in the CTCAE.

In summary, we developed a Semantic Web-based approach to mine severe DDI-
induced ADEs. The dataset produced in this study will be publicly available from our

Fig. 3. The OWL representation of an example DDI-ADE
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ADEpedia website (http://adepedia.org). The approach developed could be generalized
to detect the signals from EMR for putative severe ADEs induced by DDIs in other
drug domains and would be useful for supporting translational and pharmacovigilance
study of severe ADEs.
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EHR Data (90TR000201).
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Abstract. Pharmacogenomics (PGx) as an emerging field, is poised to change the
way we practice medicine and deliver health care by customizing drug therapies on
the basis of each patient’s genetic makeup. A large volume of PGx data including
information on relationships among drugs, genes, and single nucleotide poly-
morphisms (SNPs) has been accumulated. Normalized and integrated PGx infor-
mation could facilitate revelation of hidden relationships among drug treatments,
genomic variations, and phenotype traits to better support drug discovery and next
generation of treatment. In this study, we constructed a normalized cancer based
PGx network (CPN) by integrating cancer orientated PGx information from mul-
tiple well known PGx resources including the Pharmacogenomics Knowledge
Base (PharmGKB), the FDA Pharmacogenomic Biomarkers in Drug Labeling, and
the Catalog of Published Genome-Wide Association Studies. The ultimate goal of
the CPN is to provide comprehensive cancer specific PGx information to support
oncology related research, including cancer based drug discovery – drug repur-
posing. We have successfully demonstrated the capability of the CPN for drug
repurposing by conducting two case studies.

Keywords: Pharmacogenomics � Cancer � Network � Drug repurposing

1 Introduction

In 2003, the US Food and Drug Administration (FDA) recognized the importance of
PGx data for the evaluation of drug safety and efficacy by starting a voluntary data
exchange program, which requests that pharmaceutical companies submit genomic data
along with their new drug packages. So far, the FDA has documented PGx information
for more than 100 drugs associated with more than 50 genes [1]. Of these drugs, 42
FDA cancer drugs include PGx information in their package inserts. Clearly, cancer
therapy is one of the most intensively studied topics in PGx [2–4], and therefore
relevant PGx data are accumulating quickly. Thus, it is critical to determine how to use
and integrate cancer based PGx information effectively and to enable revelation of
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hidden relationships among drug treatments, genomic variations, and phenotype traits
to better support drug discovery and next generation of treatment. To our knowledge, no
integration efforts have been directed specifically toward cancer based PGx. Suggested
Ontology for Pharmacogenomics (SO-Pharm) [5] and Pharmacogenomics Ontology (PO)
[6] are two existing ontologies for general PGx integration. They provided a first step
toward integrating and representing PGx (and related) knowledge in the web ontology
language (OWL), a web standard [7]. SO-Pharm contains so many classes and relations to
represent generic PGx information that it is computationally expensive “and leads to
significantly higher complexity for knowledge composition” [8]. It therefore presents
challenges to users “in asserting knowledge or making routine queries” [8]. PO is a case-
driven PGx data integration platform that aims to question-answering. Our study aims to
integrate PGx information by focusing on oncology domain from diverse PGx resources.
In addition, we will not only integrate existing PGx information, but also add inferred
associations, which will support the novel indication detection for used drugs.

Idiosyncratic information without semantic interoperability and standard-based
annotation, however, adds no value to the scientific commons. These idiosyncratic data
must be annotated using standard terms and elements that correspond to the way scientists
might search, integrate, inference, or expand upon the data. In the oncology community,
the FDA and National Cancer Institute (NCI) attempt to document approved cancer drug
information in a meaningful way. For instance, cancer drugs can be browsed by approved
date with detailed description from the FDA; [9] they also can be queried/browsed by
specific cancer type from the NCI [10], in which cancer drugs have been mapped to the
NCI Thesaurus [2]. Nevertheless, to our knowledge, there is no data normalization effort
made for cancer based PGx information. Lack of such effort hinders data sharing and
further data integration. The CPN constructed in this study has been highlighted with
normalization tags by leveraging the controlled terminologies and vocabularies.

In this study, we integrated multiple well known PGx resources including the
PharmGKB [1], the FDA Pharmacogenomic Biomarkers in Drug Labeling [11], and
the Catalog of Published Genome-Wide Association Studies [12] to construct a cancer
based PGx network, named CPN. A majority of terms contained in this network have
been represented with relevant standards. To demonstrate the capability of the CPN for
drug repurposing, two case studies have been performed.

2 Materials

2.1 NCI Cancer List

National Cancer Institute (NCI) has maintained the alphabet links for information on a
particular type of cancer. In this study, we have manually collected 160 distinct cancer
types through de-duplication including bladder cancer, breast cancer, leukemia, and so
on from NCI by Nov 14, 2013 [13].

2.2 Pharmacogenomics Knowledge Base (PharmGKB)

PharmGKB contains genomic, phenotype and clinical information collected from PGx
studies. It provides information regarding variant annotations, drug-centered pathway,
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pharmacogenomic summaries, clinical annotations, PGx-based drug-dosing guidelines,
and drug labels with PGx information [1]. In this study, we used PGx information
extracted from a relationship file received from the PharmGKB by May 8, 2013, which
provides associations between two PGx concepts, including drug, gene, disease, SNP
and haplotype. Some examples are shown in Table 1. All fields listed in Table 1 were
extracted and applied in this study.

The detailed information about individual disease, drug and gene terms were
extracted from the corresponding Disease, Drug and Gene files downloaded from the
PharmGKB by November 15, 2013 [14].

2.3 FDA Pharmacogenomic Biomarkers in Drug Labeling

The US Food and Drug Administration (FDA) provides a table of biomarkers for some
FDA-approved drugs. The table contains “Therapeutic areas” field indicating the
treatment intention of the drugs, such as “Oncology”, “Psychiatry”, and etc., as well as
the “HUGO Symbol” field representing associated genes. In this study we extracted
these two fields that are “Oncology” related. The table was downloaded by Dec 3, 2013
[9].

2.4 Catalog of Published Genome-Wide Association Studies

NIH provides a Catalog of Published Genome-Wide Association Studies (GWAS),
which has identified single nucleotide polymorphisms (SNPs) and reported genes for
major disease traits. We extracted cancers and related genes and SNPs from the
“Disease/Trait”, the “Reported Gene(s)” and “SNPs” fields respectively. The Catalog
was downloaded by Dec 3, 2013 [12].

2.5 National Center for Biomedical Ontology (NCBO)

The NCBO provides an ontology-based web service that can annotate public datasets
with biomedical ontology concepts [15]. We used the NCBO Bioportal REST service
[16] to access biomedical ontologies. In this study, we utilized this service to normalize
drug and disease terms with Systematized Nomenclature of Medicine-Clinical Terms
(SNOMED-CT) [17] and RxNorm [18].

Table 1. Examples of PGx associations extracted from the PharmGKB

Entity1_id Entity1_ name Entity1_ type Entity2_id Entity2_ name Entity2_ type PMIDs

PA443512 Urinary
Bladder
Neoplasms

Disease rs762551 rs762551 VariantLocation 18798002

rs762551 rs762551 VariantLocation PA443434 Arthritis,
Rheumatoid

Disease 18496682

PA443434 Arthritis,
Rheumatoid

Disease PA27093 CYP1A2 Gene 18496682;19581389

PA27093 CYP1A2 Gene PA450688 olanzapine Drug 19636338;21519338
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3 Methods

To construct the CPN, we designed an approach that contains three steps: cancer based
PGx association identification, cancer based PGx concept normalization, and the CPN
construction. In the first step, we identified cancer based PGx associations from the
PharmGKB, the GWAS Catalog and the FDA Biomarker table. Then we mapped
cancer based PGx concepts to standard vocabularies, for instance, drugs to RxNorm,
diseases to SNOMED-CT, genes to HUGO gene symbol and so on. Once the PGx
associations were normalized, we built the CPN. Figure 1 presents the architecture of
this approach. More details about each step and case studies will be described in the
following sections.

3.1 Cancer Based PGx Association Identification

To extract cancer based PGx associations, we first manually searched for the 160
distinct NCI cancer terms that were manually collected through de-duplication and
called as seeds against the PharmGKB. Once the seeds have been found in the Phar-
mGKB dataset, we performed an iterative search to identify related PGx associations
for these seeds. This search was not terminated until it accomplished the extraction of
the fourth-degree concepts that are four nodes away from the seeds. In detail, starting
from the seeds, we searched for the first-degree concepts that are directly connected to
the seeds, the second-degree concepts that are the neighbors of the first degree concepts

Fig. 1. The architecture of the approach being used for the CPN construction
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were retrieved afterwards, then the third-degree concepts that are the neighbors of the
second-degree concepts, followed by the fourth–degree concepts. We iteratively
extracted the associations related to these seeds from the fields listed in Table 1. For
instance, beginning with the seed “Urinary Bladder Neoplasms”, we can iteratively find
its associations, including SNP “rs762551” - “Urinary Bladder Neoplasms”, disease
“Arthritis, Rheumatoid” - “rs762551”, gene “CYP1A2” - “Arthritis, Rheumatoid”, and
drug “Olanzapine” - “CYP1A2”, which is shown in Table 1. These association pairs
were the building blocks for constructing the CPN. Besides drug, disease and gene, we
also extracted haplotype and SNP information that exist in the PharmGKB relationship
file. To reflect an assumption that concepts with shorter distance to the seeds might
have stronger associations with these seeds, we assigned different weight scores to the
PGx concepts based on their degrees. The first degree concept was conferred with a
higher weight score of “4”, then the second degree with “3”, the third degree with “2”
and the fourth degree with “1”.

Additional PGx information available from the GWAS Catalog and the FDA
biomarker table has also been extracted and imported into the CPN. We manually
identified the seeds in the GWAS Catalog based on the NCI cancer terms. We then
extracted the PGx associations related to the seeds from the fields of “Disease/Trait”,
“Reported Gene(s)” and “SNPs” in the GWAS Catalog. Note that in this part we were
not performing an iterative search to find other indirect associations, as we were
interested in identifying and assigning a higher weight score for PGx associations co-
occurring in the PharmGKB and this catalog. Meanwhile, we extracted PGx pairs
between “Oncology” drugs and associated genes from the FDA biomarker table.

3.2 Cancer Based PGx Association Normalization

We normalized disease terms by SNOMED-CT [17], drugs by RxNorm [18], genes by
the Human Genome Organization (HUGO) [19] gene symbols, SNP by the National
Center for Biotechnology Information [20] reference SNP ID number (rsID). Genes,
SNPs, haplotypes derived from the three resources have already been represented in
standard forms. Therefore, no additional normalization has been performed accord-
ingly. In this study, we primarily focused on the normalization for drug and disease
terms.

Disease Term Normalization. The PharmGKB has provided manual annotations for
disease terms with normalized vocabularies, including SNOMED-CT [17], Medical
Subject Headings (MeSH) [21], Unified Medical Language System (UMLS) [22], etc.,
which are available in the downloadable Disease file. However, the mappings to
SNOMED-CT are incomplete. Therefore, we normalized disease terms without
SNOMED-CT codes by employing the NCBO Bioportal REST service [16] pro-
grammatically. The REST service accepts a list of disease names as input and outputs
an XML file annotated with SNOMED-CT codes. A Java program has been written to
automatically invoke this REST service and parse the XML file to retrieve SNOMED-
CT codes. We also applied the NCBO REST service to map cancer terms from the
GWAS catalog to SNOMED-CT. It is worthy to note that we specified “isexact-
match = 1” as one of the input parameters when executing the NCBO REST service.
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In another word, the mapped SNOMED-CT terms are exactly matched to the input
disease names, thus, no additional evaluation is needed to validate the mapping per-
formance. We manually checked and mapped the unmapped disease terms to
SNOMED-CT.

Drug Term Normalization. The same mapping strategy has been applied to the
diseases for drug terms, (1) we reused the normalized terms from the PharmGKB;
(2) the NCBO Bioportal REST service was invoked to retrieve RxNorm Concept
Unique Identifiers (RxCUIs) for those PharmGKB drugs and the drugs from the FDA
biomarker table (no drug information in the GWAS catalog) that are without RxCUIs;
(3) manual annotation was performed for unmapped drugs.

3.3 Cancer Based PGx Network Construction

Once the normalized cancer based PGx associations have been identified, we linked
these associations with common concepts to construct the CPN. In the CPN, the nodes
correspond to the individual cancer based PGx concepts including drug, gene, disease,
SNP and haplotype. The edges correspond to the PGx associations. Table 2 shows the
types of PGx associations contained in the CPN.

Enriched with PGx information from the PharmGKB, the GWAS catalog and the
FDA biomarker table, the CPN could be used to infer novel PGx associations. We have
explored Cytoscape [23] to visualize the CPN.

4 Results

4.1 Cancer Based PGx Association Identification

PharmGKB. Total 38 distinct seeds have been identified from the PharmGKB.
Accordingly, we have extracted 2,964 concepts that are associated with these seeds,
corresponding to 13,221 PGx pairs. Among these pairs, there are 402 drugs, 205
diseases, 825 genes, 1333 SNPs and 199 haplotypes.

Table 3 shows results of PGx associations extracted from the PharmGKB. For
example, there are 38 seeds (cancer terms) associated with 393 Disease-Gene pairs, 37
Disease-Haplotype pairs and 530 Disease-SNP pairs. The numbers shown in Table 3
are unique.

Table 2. Types of Association available in the CPN

Pairs     

Resources
Drug-
Gene

Drug-
Hap-
lo-

type

Drug-
Dis-
ease

Drug-
SNP

Drug-
Drug

Dis-
ease-
SNP  

Disease-
Hyplo-
type  

Gene-
Dis-
ease  

Gene-
Gene  

Gene-
SNP

PharmGKB √ √ √ √ √ √ √ √  
GWAS

Catalog √ √ √ 
FDA

Biomarkers √ √
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FDA Biomarkers and GWAS Catalog. We manually identified 42 oncology drugs
from the FDA biomarker table. As some of drugs are associated with multiple genes,
total 55 drug and gene pairs corresponding to 44 genes were extracted.

We extracted 31 cancers with the GWAS catalog, of which there are 2455 PGx
pairs corresponding to 720 genes, 31 diseases and 598 SNPs.

4.2 Cancer Based PGx Association Normalization

Among 402 drugs extracted from the PharmGKB in this study, 323 were mapped to
RxNorm by the PharmGKB. For the rest of 79 drugs without RxCUIs, 53 were mapped
to RxNorm by invoking the NCBO REST service automatically. For 205 PharmGKB
disease terms being used in this study, 186 have been mapped to SNOMED-CT by the
PharmGKB, and another 10 were mapped to SNOMED-CT by calling the NCBO
REST service programmatically. Out of 42 drugs from the FDA biomarker table, 41
were mapped to RxNorm by using NCBO REST service. Out of 31 cancer terms
identified from the GWAS Catalog, 29 were mapped to SNOMED-CT by the NCBO
REST service. At last, we manually reviewed 27 drugs and 11 disease unmapped to the
standards, additional 5 drugs and 8 diseases were successfully mapped. Reasons for the
failed mapping will be discussed in the discussion section.

In summary, 394 out of 416 (94.7 %) unique drug concepts have been mapped to
RxNorm, and 215 out of 218 (98.6 %) unique disease concepts been mapped to
SNOMED-CT.

4.3 Cancer Based PGx Network (CPN)

The CPN contains 4,342 distinct nodes and 15,600 pairs in total. A sub-network
extracted from the CPN specifically for “urinary bladder cancer” is shown at the left
lower corner of Fig. 1. The entire CPN can be visualized as cancer terms centralized
concentric circles gradually expanded with cancer associated concepts.

4.4 Case Studies

The CPN provides comprehensive PGx information to support advanced cancer rele-
vant research. Specifically, we can identify possible drug repurposing candidates from

Table 3. Results of PGx association extraction from the PharmGKB

Degree
of
concepts

Number
of
concepts

No. of pairs

Disease-
Gene

Disease-
Haplotype

Disease-
SNP

Drug-
Gene

Drug-
Haplotype

Drug-
SNPs

Drug-
Drug

Gene-
Gene

Seeds 38 393 37 530 0 0 0 0 0

1 605 1018 50 1155 1827 77 1607 0 195

2 735 1700 278 2483 2972 974 3716 1 944

3 2646 1705 277 2492 2965 974 3710 1 982

4 1196 0 0 0 0 0 0 0 0

Total 2964 1723 277 2500 3012 974 3718 1 1016
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the CPN by utilizing network analysis approaches. The below two case studies illus-
trate how to leverage the information extracted from the CPN for drug repurposing.

The first case. “Paclitaxel” is used to treat Kaposi’s sarcoma, as well as the lung,
ovarian, and breast cancer, which is documented in the “Indications & Usage” section
of the structured product label [24]. In this case study, we were interested in revealing
the new indications of Paclitaxel from the CPN. We searched against the CPN with
RxCUI “56946” (Paclitaxel), and obtained 78 directly related concepts, including
“MTHFR” and “rs1801133”, from which “Alzheimer Disease” with SNOMED-CT
code, “26929004”, have been identified. Figure 2 shows a zoomed out sub-network of
Paclitaxel, where blue solid lines indicate the direct association existed in the CPN,
while the red dotted line indicate the indirect inference applied in this case study.

As an SNP, rs1801133 is encoding a variant in the MTHFR gene, which encodes
an enzyme involved in folate metabolism [24]. Then associations of Paclitaxel-
MTHFR-“Alzheimer Disease”, can be further validated by literatures as follows, (1)
Paclitaxel potentiated the inhibitory effect of specific antisense against MTHFR on
human colon and lung carcinoma xenografts [2, 25] (2) The severity and biochemical
risk factors of Alzheimer’s disease may be influenced by the MTHFR 677T allele in an
Egyptian population [26] and the association between MTHFR A1298C polymor-
phisms as a possible risk factor and Alzheimer’s disease was verified [27].

By conducting network analysis upon the CPN, we found that Paclitaxel is related
to “Alzheimer Disease” through MTHFR and “rs1801133”. Evidences are mounting in
the literature that Alzheimer disease may be a new indication of the cancer drug
Paclitaxel, for example Paclitaxel may rescue neurons from undergoing hallmark tau-
induced Alzheimer disease cell pathologies [28] and Paclitaxel has the potential to treat
Alzheimer disease [29]. That is to say,“Paclitaxel” may be a potential drug repurposing
candidate for the treatment of Alzheimer Disease.

Fig. 2. A sub-network of Paclitaxel taken from the CPN

646 L. Wang et al.



The second case. “Capecitabine” is originally indicated for the treatment of breast
cancer and colorectal cancer as stated in the drug label [30]. In this case study, we were
interested in alternative indication identification for Capecitabine. We first searched for
the RxCUI, 194000 (Capecitabine) and extracted 51 related nodes including the gene
“CYP1A1”, from which related nodes including “Urinary Bladder Neoplasms” have
been identified. A sub-network of Capecitabine visualized by Cytoscape in the CPN is
shown at the right lower corner in Fig. 1, where the edges in red indicate all associ-
ations for Capecitabine (194000), and the green edges indicate associates from
Capecitabine to DPYD and C18orf56.

Figure 3 shows a zoomed out sub-network of Capecitabine, where blue solid lines
and the red dotted line represent the same meaning as in Fig. 2. The association
between “Urinary Bladder Neoplasms” and “Capecitabine” could be inferred through
multiple paths as shown in Fig. 3. Among all paths between these two, the shortest path
is Capecitabine-CYP1A1-Urinary Bladder Neoplasms, of which the association could
be proved from literatures: (1) “CYP1A1 rs1048943 A > G (Ile462Val) polymorphism
is a potential prognostic marker for survival outcome after docetaxel plus capecitabine
chemotherapy” [31]; (2) active CYP1A1 and CYP1B1 overexpression is revealed in
bladder cancer [32]. (3) the combination of Capecitabine and radiation therapy offers a
promising treatment option for bladder cancer patients who are not candidates for
surgery or cisplatin-based chemotherapy [33]; (4) a patient with metastatic bladder
cancer responded well to second-line capecitabine with a clinically meaningful pro-
gression-free survival [34]. Through this validation chain, the inference that the breast
cancer drug, “Capecitabine” might be used for urinary bladder cancer could be made.

In conclusion, we identified “Capecitabine” as a potential drug repurposing can-
didate for the treatment of urinary bladder cancer from the CPN with strong evidence
supports including multiple inference paths and confirming literatures.

Fig. 3. A sub-network of Capecitabine taken from the CPN
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5 Discussion

We have constructed the CPN by integrating the cancer based PGx information derived
from three public PGx resources, the PharmGKB, the FDA biomarker table and the
GWAS Catalog. The CPN built in this study offers comprehensive cancer based PGx
information to support cancer orientated research, especially for drug repurposing.

5.1 Benefits Gained from the CPN

Supporting further data Integration. Data integration is essential in the big data era.
It is important to aggregate different pieces of data from different areas to solve fun-
damental scientific questions. Particularly, in this study we have integrated data from
various PGx data resources and built a cancer based PGx data repository. The concepts
(nodes) included in the CPN were normalized with multiple standard biomedical ter-
minologies and domain standards. The majority portion (99.4 %) of the concepts has
been normalized, only 0.6 % of concepts failed to be normalized. Manual review for
the failed mapping concepts showed that some drugs were unmapped due to chemical
IUPAC names being used as drug names by the PharmGKB, which were not included
in RxNorm, for example, “1-methyloxy-4-sulfone-benzene”. Or failures were resulted
from drug class names being used, such as “Analgesics and Anesthetics” and “Anti-
inflammatory and Antirheumatic Products”. In terms of diseases, the names of the
unmapped diseases were either presented too-broadly, such as, “Substance-Related
Disorders” or too narrowly, such as “Therapy-Related Acute Myeloid Leukemia”, that
cannot be mapped to SNOMED-CT. Once the normalization task is accomplished,
more relevant data can be deposited and integrated into the CPN, such as Electronic
Medical Records (EHRs), DrugBank [35] and KEGG [36].

Supporting Oncology Based Drug Discovery. PGx data including the detailed
information for drugs, diseases, genes, SNPs, etc., has been regarded as a basis for
individualized medicine. While generic PGx data could be obtained publicly, drug,
disease, gene, SNP and haplotype resources have not, as yet, been well-integrated to
support the oncology based drug discovery. With various association types including
Disease-Gene, Drug-Gene, etc. as shown in Table 2, the CPN can serve as a highly
relevant cancer knowledge base and a valuable platform for oncology based research
on drug repurposing. Thus, it would result in the shortening of the entire process for
drug development, as our second case study has successfully proved such capability of
the CPN. Additionally two advantages inherent in the CPN will strengthen its appli-
cation in drug repurposing, including: (1) the CPN contains both direct and indirect
cancer based PGx associations, thus, more drug candidates can be identified via
automated inference; (2) a majority of concepts contained in the CPN are normalized
with standard vocabularies, which enables further integration with other relevant
resources to support more novel indication identifications.
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5.2 Limitation and Future Study

Path Ranking. The current version of the CPN includes cancer based PGx information
extracted from three major PGx resources. Although only 38 cancer terms have been
found in the PharmGKB, 42 cancer drugs identified from the FDA biomarker table, and
31 cancer terms found from the GWAS catalog, the total number of nodes and edges of
the CPN is 19,942, as we included all associations up to four nodes away from the
cancer seeds. In this study, we focused on the CPN construction and the demonstration
of the capability of the CPN. We did not work on path ranking to output a ranked list of
paths that are associated with specific concepts from the CPN. However, when we
conducted case studies, in order to filter out the most significant paths based on the
queries, some initial ranking rules have been applied. For example, weight scores
according to the degrees of concepts, path length, and VIP pairs from the PharmGKB
have been applied for path ranking. In the future study, we will incorporate these rules
with other ranking methods, such as PageRank [37], and genetic association p-values
derived from GWAS [12], to output the most correlated paths for a particular query.

Disambiguating Drug-Disease Association. Detailed information on specifying drug
and disease association is critical for drug repurposing, as we have to determine
whether this drug is used to treat this disease or this drug may cause such a disease as
an adverse drug event. Consequently, the novel indication may be identified for this
drug for further evaluation. In this study, all drug and disease associations were directly
extracted from the original resources, no additional step has been applied to disam-
biguate such associations. In our previous study, we have employed NDF-RT and SPLs
to annotate drug and disease relationships in the PharmGKB [38]. We will apply the
annotation results [38] along with the existing annotations from NDF-RT, ADEpedia
[39], LinkedSPLs [40] into the future study, inserting a particular tag for differentiating
indications and adverse drug events.

In this study we have integrated three existing PGx resources into the CPN, and
successfully demonstrated its capability for drug repurposing. As more PGx resources
are available publicly, such as DrugBank, KEGG, etc., we propose to extract further
cancer based PGx information from them. Also we will identify PGx associations from
pathways, and apply Natural Language Processing (NLP) [41] tools and algorithms to
extract such associations from literatures. The ultimate goal will be leveraging semantic
web technologies (SWT) [42] to present such comprehensive cancer based PGx
information in RDF [43] or OWL [7], which can support automated inference for drug
repurposing.
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Abstract. Vaccines have been one of the most successful public health inter-
ventions to date. The use of vaccination, however, also comes with possible
adverse events. The U.S. FDA/CDC Vaccine Adverse Event Reporting System
(VAERS) currently contains more 200,000 reports for post-vaccination events
that occur after the administration of vaccines licensed in the United States.
Although the data from VAERS has been applied to many public health and
vaccine safety studies, each individual report does not necessary indicate a
casuality relationship between the vaccine and the reported symptoms. Further
statistical analysis and summarization needs to be done before this data can
be leveraged. In this paper, we introduces our preliminary work on summarzing
the VAERS data and representing the vaccine-symptom correlations as well as
the meta data of their relations using RDF. We then apply network analysis
approaches to the RDF data to illustrate a use case of the data. We further
discuss our vision on integrating the data with vaccine information from other
sources using RDF linked approach to faciliate more comprehensive analyses.

1 Introduction

Vaccines have been one of the most successful public health interventions to date with
most vaccine-preventable diseases having declined in the United States by at least
95–99 %. The use of vaccination, however, also comes with possible adverse events.
The U.S. FDA/CDC Vaccine Adverse Event Reporting System (VAERS) is a national
vaccine safety surveillance program for post-vaccination adverse events (AE) that
occur after the administration of vaccines licensed in the United States [1]. Currently
the VAERS contains more than 200,000 reports in total. Patients or healthcare pro-
viders submit reports about cases of adverse events they have experienced on the
VAERS website by providing information ranging from vaccine type, gender, age,
symptoms and detailed description of occurred symptoms to onset dates, life-threat-
ening status, hospitalization status, and death-status. The objectives of VAERS are to
detect new, unusual, or rare vaccine adverse events; determine patient risk factors for
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particular types of adverse events; identify vaccine lots with increased numbers or
types of reported adverse events; and assess the safety of newly licensed vaccines [1].

Although a report was submitted into the VAERS system, that by no means is an
absolute declaration that the vaccine had direct correlation with the reported symptoms.
The causality relationship between a vaccine and an adverse event cannot be simply
assumed by the VAERS report. In this study, we do not only focus on the raw data
from the VAERS system, but also the correlation of vaccines and symptoms. Through
statistical analysis, the correlation can be determined by relating frequency of a specific
symptom to the corresponding vaccine and the related symptom with all the vaccines in
the system. We represent information obtained and summarized from the VAERS
database in the Resource Description Framework (RDF) format to facilitate further
integration with other vaccine relevant data for more comprehensive analysis. Armed
with such knowledge, the ability to predict adverse events, or to design new vaccine
approaches that minimize or eliminate serious vaccine-related reactions could be
devised, consistent with a more personalized or individual approach to vaccine
practice.

After the vaccine-adverse event correlations are identified, how to organize these
high-dimensional correlation data and facilitate pattern recognition by clinician experts
is still a big challenge. In recent years, network analysis emerges as a very promising
approach to address this. Network analysis allows simultaneous representation of
complex associations (e.g., protein-protein interactions) among key elements (e.g.,
gene or proteins) in a system (e.g., gene regulatory networks). For example in the social
networks, the nodes are individuals, organizations, or even the entire societies, and the
edges are social relationships between the nodes. During last two decades, network-
based computational approaches gained popularity and have become a new paradigm
to investigate associations among biological entities (e.g., drugs, diseases, and genes).
Applications of these approaches include drug repositioning [2, 3], disease gene pri-
oritization [4–6], and identification of disease relationships [7, 8]. These network
analysis approaches are usually developed based on the observations from real-world
networks. First, most real-world networks (e.g., WWW network, protein-protein
interaction network, and social network) are not randomly organized but are driven by
preferential attachment and growth (e.g., some nodes have more connections than
others). Such networks are called “Scale-free” networks. In the “scale-free” network,
the most highly connected nodes are called “hub” nodes. Second, most real world
networks are modular, comprised of small, densely connected groups of nodes. Net-
work analysis metrics and algorithms have been designed to identify network hub
nodes and modules in a scale-free network. For instance, in our previous work, we
developed a network analysis approach to identify vaccine-related networks and their
underlying structural information from PubMed literature abstracts, which were con-
sistent with that captured by the Vaccine Ontology (VO) [9]. The modular structure and
hub nodes of these vaccine networks reveal important unidentified knowledge critical
to biomedical research and public health and to generate testable hypotheses for future
experimental verification.

The rest of the paper is organized as follows. In Sect. 2, we discuss our method-
ology on data collection, summarization, representation, and analysis. In Sect. 3, we
discuss the result of our preliminary study. In Sect. 4, we introduce our vision on

Linked Vaccine Adverse Event Data Representation 653



further integrating the VAERS data with more vaccine data sources. Finally in Sect. 5,
we conclude the paper and discuss future directions.

2 Methods

2.1 The VAERS Data Preparation

All of the VAERS data was downloaded from the reporting system’s website (http://
vaers.hhs.gov/index). All of the necessary files were downloaded from the reporting
system in zip files from 1990 to 2013 and loaded into a MySQL relational database.
More specifically, three tables are included in the database: Data, Vaccine, and
Symptom. The Data table contains information including VAERS ID, date the report
was received, the state patient was in, age of patient, sex, and detailed description of the
symptom (e.g., if the symptom was life threatening, if the patient in the report died and
if-so the date of death, if the patient ever attend the ER for treatment, and if so, how
many days was the patient administered at the hospital.) The Vaccine table includes
information about the vaccine administered to the patient such as vaccine manufacturer,
type of vaccine, dosage of the vaccine, vaccination route, vaccination site, and vac-
cination name. Vaccine types are annotated with Vaccine Code. The Symptom table
contains a list of symptom terms (MedDRA terms) involved in the report. Completed
information about one report can be jointed from the three tables using VAERS ID.

2.2 The VAERS Data Summarization

As we discussed before, the VAERS is a spontaneous reporting system which contains
unverified reports with inconsistent data quality. Symptoms reported occurring after
vaccination do not necessarily have a causality association with the vaccine. In addition
to the raw data downloaded from VAERS, we also used statistical methods to sum-
marize meta-level features of vaccine-symptom pairs. For each vaccine-symptom pair,
we calculated the following features (1) the number of reports that contains the pair;
(2) the number of reports by year that contain the pair; (3) the demographic distribution
among the reports that contain the pair (total and yearly) grouped by gender and age
groups; and (4) overall proportional reporting ratio (PRR) and yearly PRRs [10].
A PRR is the ratio between the frequency with which a specific symptom (adverse
event) occurs for a vaccine of interest (relative to all symptoms reported for the vac-
cine) and the frequency with which the same symptom occurs for all vaccines reported
to the VAERS (relative to all symptoms for all vaccines reported to VAERS) [11].
A PRR greater than 1 suggests that the post-vaccination symptom (adverse event) is
more commonly observed for individuals administrated with the particular vaccine,
relative to all other vaccines reported to the VAERS.

2.3 RDF Representation

We represented vaccine-symptom pairs as well as the summarization features in
Resource Description Framework (RDF). RDF is a W3C standard that specifies a
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graph-based data model for representing data. Each piece of information is represented
as a triple: subject, predicate and object. The RDF representations will allow efficient
querying and visualization of relationships between important biomedical entities.
A distinguishing characteristic of RDF and ontologies compared to the conventional
relational database is “their degree of connectedness, their ability to model coherent,
linked relationships” [12]. After representing the associations using RDF graphs, it will
enable us to leverage existing Semantic Web tools to explore the Semantic Web Linked
Data in a flexible and scalable way. Moreover, it will enable powerful data integration
among heterogeneous data sets, which is a well-known challenge in the translational
science study community.

Figure 1 shows a sample RDF graph representation of vaccine adverse event
associations. Using RDF, we can represent the association of a vaccine and an adverse
event annotated with meta-information of the association. Each vaccine and AE will be
assigned with a unique identifier. Using RDF reification, each association is also
assigned with a unique identifier. The summarization data we collected from the pre-
vious section can be used to annotate the associations.

2.4 Network Analysis

The network analysis and visualization was performed in the Cytoscape tool [13].
Cytoscape is an open-source platform for integration, visualization, and analysis of
biological networks. Its functionalities can be extended through Cytoscape plugins.
Scientists from different research fields have contributed more than 160 useful plugins
so far. These comprehensive features allow us to perform thorough network-level
analyses, visualization of our association tables, and integration with other biological
networks in the future. We used NetworkAnalyzer plugin (http://med.bioinf.mpi-inf.
mpg.de/netanalyzer//index.php) to calculate average node degree, average path length,
and network diameter for each vaccine-adverse event network generated from VAERS.

Fig. 1. Sample RDF graph representation of vaccine adverse event association
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3 Result and Use Case Discussion

Overall, we have extracted 2,346,367 pairs of vaccine-symptom combinations from the
VAERS system, with 83,148 distinct pairs. Over a 23-year period, 72 different vaccines
and 5441 different adverse events were identified to have significant associations, i.e.,
associations reported in at least one year report in the system. The average shortest path
and the network diameter were 2.58 and 6, respectively (Table 1). This demonstrates
that vaccine-adverse event network is dense network, with any given node connected to
all other nodes through an average of approximately two other nodes and a maximum
of six nodes. This is explained partly that many vaccines are coadministered. However,
given that there are more adverse events than vaccines in the network, it is plausible
that many adverse events were reported together.

We further investigated how the vaccine-adverse event network evolves during
three decades. Figures 2, 3, 4 represent the vaccine-adverse event networks extracted
from VAERS reports submitted in 1990, 2000, and 2010. The overall network prop-
erties of three networks were shown in Table 1. Among three networks, 14 nodes were
in all three networks, including 6 vaccines and 8 adverse events (Fig. 5). Haemophilus
B Polysaccharide Vaccine (HBPV) is used for a routine immunization of children

Table 1. General characteristics of the networks

Nnode Nlink Average degree Average path length Network diameter

Overall 298 2786 13.87 2.58 6
1990 75 92 2.45 5.43 13
2000 98 116 2.37 4.81 10
2010 123 139 2.26 5.1 13

Fig. 2. Vaccine-adverse event network reconstructed from extracted from VAERS reports in
1990. Green rectangle: vaccine; yellow vee: adverse event. Edge: vaccine-adverse event
association with PRR ratio greater than 1. Edge width denotes the PRR ratio of the edge (Color
figure online).
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24 months to 5 years of age. In three years we investigated, HBPV was associated with
different adverse events with significant PPR ratios, suggesting that HBPV may cause
different adverse events in different years. This could be due to the difference how this
vaccine was manufactured in these years. Such network analysis can help clinician

Fig. 3. Vaccine-adverse event network reconstructed from extracted from VAERS reports in
2000. Green rectangle: vaccine; yellow vee: adverse event. Edge: vaccine-adverse event
association with PRR ratio greater than 1. Edge width denotes the PRR ratio of the edge (Color
figure online).

Fig. 4. Vaccine-adverse event network reconstructed from extracted from VAERS reports in
2010. Green rectangle: vaccine; yellow vee: adverse event. Edge: vaccine-adverse event
association with PRR ratio greater than 1. Edge width denotes the PRR ratio of the edge (Color
figure online).
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experts easily identify such differences and design experiments to further investigate
the underlying biological mechanisms.

4 Linking with Other Resources

One unique benefit of RDF representation is that it provides a flexible way to link data
from different sources together. With current technologic advances such as high
throughput sequencing, transcriptomics, epigenetics, and proteomics, there are big
amount of amount of data available for better understanding associations and mecha-
nisms of VAEs and immunogenicity. With the RDF representation, we can intergrade
the VAERS data with data from other sources such as PubMed literature, Vaccine
Label data, and Vaccine ontology to create a Linked VAE data repository. Figure 6
shows the overview. For PubMed data, we have created the SemMed-RDF repository
for representing associations among genetic factors, diseases, and drugs extracted from
PubMED abstracts [14] based on the Semantic MEDLINE database [15]. This
knowledgebase currently contains 843 k disease-disease, 111 k disease-gene, 1277 k
disease-drug, 248 k drug-gene, 1900 k drug-drug, and 49 k gene-gene associations,
annotated with their provenance information. We have the identified vaccine relevant
associations with diseases, symptoms, and genes from SemMed-RDF [16]. This data
can be integrated with the VAERS RDF data. In addition, we can also link vaccine
relevant information from publicly available ontologies such as Vaccine Ontology
(VO) [17] and the Ontology of Vaccine Adverse Event (OVAE) [18]. VO has modeled
and classified various vaccines, including all licensed vaccines used in the USA.
For each licensed vaccine, VO includes vaccine name, disease or pathogen name,
manufacturer, CDC CVX (Codes for Vaccine Administered), host species (e.g.,
human), vaccine type based on preparation (e.g., killed or inactivated vaccine), vaccine
antigen component, and vaccination route). The hierarchy structure of the vaccine in
VO classifies the vaccine type based on pathogen taxonomy. OVAE is an ontology that
represents and classifies the adverse events recorded in package insert (vaccine label)

Fig. 5. Venn diagram of nodes among 1990, 2000, and 2010. (a) vaccine nodes; (b) adverse
event nodes.
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documents of commercial vaccines licensed by the USA Food and Drug Administra-
tion (FDA). Combined these sources, we can create the linked VAE Data, a centralized
comprehensive knowledgebase for vaccines and their associations with genetic factors,
diseases, and AE can be generated for large-scale computational studies of VAE
mechanisms.

5 Conclusion and Future Work

In this paper, we discussed our preliminary effort on representing data summarized
from VAERS database using RDF. We then applied network analysis on top of the data
to illustrate how network-based analysis can be applied to identify underlying asso-
ciation patterns among vaccines and adverse events. Based on this preliminary work,
we plan to extend this work in future research including: (1) identification of network
modules in the vaccine-adverse event network; (2) investigation of vaccine-vaccine

Fig. 6. Linked VAE data overview
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associations by bipartite network projection strategy; (3) incorporation of more
comprehensive vaccine-disease association databases (e.g., Semantic MEDLINE
database) to construct more complete vaccine-related networks.

Acknowledgement. YZ’s effort is supported by the Center for Individualized Medicine at
Mayo Clinic.
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Abstract. This paper proposes a query ranking model (QRM) for query
recommendation to the Web users of a search engine. Given an initial
query in a search session, a set of queries for the user to select as the
next query are ranked based on the joint probability that the query is
to be selected by the user and that the result of the query is to be
clicked by the user, and that the clicked result will satisfy the user’s
information requirement. We define three utilities to solve the model,
including a query level utility and two document level utilities that are
the perceived utility representing user’s action on the query result and
the posterior utility representing user’s satisfaction on the search result.
We present the methods to compute the three utilities from the query log
data. Experiment results on real query log data have demonstrated that
the proposed query ranking model outperformed six baseline methods in
generating recommendation queries.

Keywords: Query recommendation · Query log analysis · Query rank-
ing · Query utility

1 Introduction

Search engines such as Google1, Yahoo!2, and Bing3 have become ubiquitous
tools for people to find information from the Web. A search task starts with a
query (usually one or a sequence of key words) issued to a search engine; the
search engine processes the query and returns a web page showing an ordered
list of sites which may contain the information the user wants; by viewing the
brief information of the sites in the list, the user chooses a site to click, browses
the documents at the open site to find the information in need or issues another
1 http://www.google.com/
2 http://www.yahoo.com/
3 http://www.bing.com/
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query to the search engine if the user is not satisfied. We call this process a query
cycle, which represents the basic steps of using search engines.

In reality, a search task can take many query cycles and long time to com-
plete. The query cycles for a search task form a search session. For a complicated
search task, it is often difficult for the user to issue a right query to find the
wanted information immediately. The user needs to go through a query refine-
ment process, by trying different queries, to obtain the final result. To assist
users to shorten search sessions and find the results as quickly as possible, query
recommendation technologies have been developed in many search engines to
improve Web search usability.

Existing query recommendation methods are based on similarity measures
between queries. Given a query q, the candidate queries {q1, q2, . . . , qm} for rec-
ommendation are ranked with respect to the similarity measure S(q, qi) where
S is computed from the query log data. The top k(< m) most similar queries
are recommended to the user in the return page of q by the search engine. Dif-
ferent log data are used to compute the similarity between two queries, such as
common clicked URLs [1] and consecutive reformulated queries [2]. The main
problem of this similarity approach is that although similar queries q1, q2, . . . , qk

were recommended to q, however, whether the query’s result would satisfy user’s
information need is unsure. Often, the results of several recommended queries
are irrelevant and need to be browsed and then search sessions are prolonged.

A promising approach for query recommendation was recently proposed to
model the expected information of query q and user’s satisfaction on the infor-
mation obtained from candidate queries [11]. This approach uses two utility
concepts. Perceived utility is defined as the probability that the user will click
a query result. Posterior utility is referred to as the useful information that the
user can obtain from the clicked results. From these utility concepts, a dynamic
Bayesian model QUM was built from search log data [11]. The experimental
results have shown that the recommended queries could find more relevant
documents.

The utility concepts in the QUM model were defined on the results of queries.
They are referred as document-level utilities. The QUM model has ignored the
query itself, i.e., the key word(s) which contains important information to query
recommendation. QUM made two assumptions that all queries in a search session
were issued from the same information need and the user was satisfied when
the user clicked the result of the last query in the search session. These two
assumptions do not accurately reflect the reality, which affects the performance
of QUM.

In this paper, we propose a query ranking model QRM for query recommen-
dation. The model is used to rank a set of queries which the user can select
from the return page of an initial query as the next query to issue to the search
engine. The ranking is based on the joint probability that a query is to be selected
by the user and that the result of the query is to be clicked by the user, and that
the user will be satisfied with the clicked result. We introduce three utilities to
solve the model. Two document level utilities are the perceived utility represent-
ing user’s action on the query result and the posterior utility representing user’s
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satisfaction on the search result. A query-level utility represents attractiveness
of a candidate query to the user. We propose three methods to compute the
utilities from query log data and a new method to measure the satisfaction of a
search session.

We used “Spring 2006 Data Asset” publicly available query log data from
Microsoft Research to evaluate the QRM model. In the experiments, we chose six
existing recommendation methods as baseline methods for comparison, including
relevance based recommendation [1–3,8], diversity query recommendation [4,9]
and utility based recommendation [11]. We defined four evaluation metrics to
evaluate the results of different methods. The experiment results have shown
that QRM outperformed all other methods in all evaluations.

The remainder of this paper is organized as follows. Section 2 gives basic
definitions on data representation and the problem statement. Models and solu-
tions to rank candidate queries for recommendation are introduced in Sect. 3.
Section 4 presents experiments and results, including real life data sets, perfor-
mance evaluation matrices, baseline techniques for comparisons and result dis-
cussions. Finally, conclusions and future research directions are given in Sect. 5.

2 Preliminaries

We first define query cycle as a primary data representation.

Definition 1. A query cycle is a 5-tuple QC =< UID, T,Q,C,U >, where
UID denotes a user identifier, T denotes a time stamp, Q denotes a query, C
denotes a state of query result: either “clicked” or “un-clicked”, U denotes a set
of clicked URLs.

A query log data can be considered as a set of query cycle records indexed by
UID and T . A Web search task is usually carried out through a sequence of
query cycles called a search session.

Definition 2. A search session SS is a sequence of query cycles

< QC0, QC1, · · · , QCi, QCi+1, · · · , QCn >

where QC0.UID = · · · = QCn.UID, QC0.T < · · · < QCi.T < QCi+1.T < · · · <
QCn.T , QCi+1.T − QCi.T ≤ tθ where tθ is a given time threshold.

The first query of a search session is most important because it reflects what
information the user wants to find in the search task. We call the first query as
the initial query.

Definition 3. The initial query ql of a search session SSl is in the first query
cycle QC0.

Given a time interval threshold tθ, we can easily extract all search sessions from
a query log file and reorganize the log file in search sessions. The search sessions
with the same initial query form a search session group.
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Definition 4. A search session group SSGl consists of a group of Nl search
sessions which have the same initial query ql. The first query cycles QC0 of all
search sessions are not included in SSGl.

Definition 5. Given an initial query ql, the set of all distinct queries in search
session group SSGl are defined as the candidate queries of ql, excluding ql itself.

Based on the above definitions, we formulate Web query recommendation as a
candidate query ranking problem. Let Q denote a set of initial queries from a
query log data and Ql = {ql,1, · · · , ql,Tl

} denote a set of Tl candidate queries to
ql ∈ Q. Given ql and Ql, we rank the candidate queries in Ql and select the top
K queries to recommend to the user.

3 Query Ranking Model and Solutions

3.1 Query Ranking Model

Let Q be a random variable to index candidate queries in Ql, C = {unclick =
0, click = 1} a random variable indicating whether the user clicks the return
result of candidate query ql,t or not, and S = {unsatisfied = 0, satisfied =
1} a random variable indicating whether the user is satisfied with the clicked
document or not. Given that the user has issued an initial query ql, we can
use the joint probability P (Q = ql,t, C = 1, S = 1|ql, ql,t ∈ Ql) to measure
the potential usefulness of a candidate query ql,t to the user. The higher the
probability, the more useful the candidate query ql,t to the user. To simplify the
computation, we make an assumption that the conditional probabilities of three
random variables are independent. Therefore, we have

P (Q = ql,t, C = 1, S = 1|ql, ql,t)
=P (Q = ql,t|ql, ql,t) ·P (C = 1|Q = ql,t, ql, ql,t) ·P (S = 1|C = 1, ql, ql,t) (1)

Since it is difficult to compute the three conditional probabilities, we define three
utility measures to indirectly compute them.

Definition 6. Given an initial query ql and a candidate query ql,t ∈ Ql, per-
ceived utility αl,t under ql and ql,t is defined as the probability that user will click
the query result of ql,t.

Definition 7. Given an initial query ql and a candidate query ql,t ∈ Ql, poste-
rior utility βl,t under ql and ql,t is defined as the information gain that the user
obtains from the clicked result.

Definition 8. Given an initial query ql and a candidate query ql,t ∈ Ql, the
query-level utility γl,t under ql and ql,t is defined as the attractiveness of ql,t to
the user.

Given the above definitions, we note the following relations: αl,t = P (C =
1|Q = ql,t, ql, ql,t), βl,t ∝ P (S = 1|C = 1, ql, ql,t) and γl,t ∝ P (Q = ql,t|ql, ql,t).
Therefore, we have P (Q = ql,t, C = 1, S = 1|ql, ql,t) ∝ αl,t ∗ βl,t ∗ γl,t. Since
ranking is relative, we can use αl,t ∗ βl,t ∗ γl,t to rank candidate queries in Ql,
which is equivalent to using the joint probability (1).
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3.2 Search Session Satisfaction State

Given an initial query ql and search session group SSGl, we first determine the
relevance of each candidate query ql,t to ql. We extract all queries ql,t, ql and
their clicked URLs from SSGl and QC0 of all SSl,j ∈ SSGl, and then create
a bipartite graph in which the edge between a query and a URL indicates that
the query and the URL occur in a query cycle. Let U(i) be the set of URLs
connected to query node i in the bipartite graph. We construct a new graph
G = (V,E) where V = Ql ∪ {ql} and E = {e(i, j)|U(i) ∩U(j) �= ∅, i, j ∈V }. On
G, if a query node has a path to the initial query ql, we say that the query is
relevant to ql. We use Ol,j,i = 1 to indicate that the query in query cycle i of
search session j is relevant to ql. Otherwise, Ol,j,i = 0

For each search session SSl,j in SSGl, we compute the smoothed total num-
ber of clicked URLs θl,j for SSl,j as

θl,j = σ(
Ml,j∑

i=1

I(Ol,j,i = 1) · |Ul,j,i|), (2)

where Ml,j is the number of query cycles in SSl,j , |Ul,j,i| is the number of clicked
URLs in query cycle i and σ(x) is a monotonic smoothing function of

σ(x) =
1

1 + exp(−x)
(3)

The average of θl,j is

θ̄l =

∑Nl

j=1 θl,j

Nl
. (4)

Using θ̄l as a threshold, if θl,j ≥ θ̄l, we say the user was satisfied with SSl,j

and write Sl,j = 1. Otherwise, Sl,j = 0 if θl,j < θ̄l.

3.3 Perceived Utility α

Given an initial query ql and the set of candidate queries Ql and search session
group SSGl, perceived utility αl,t is estimated as

αl,t =

∑Nl

j=1

∑Ml,j

i=1 I(Ql,j,i = ql,t) ·I(Cl,j,i = 1)
∑Nl

j=1

∑Ml,j

i=1 I(Ql,j,i = ql,t)
, (5)

where Ql,j,i is the query in query cycle i of SSl,j , Cl,j,i = 1 indicates that the
result is clicked in query cycle i of SSl,j , I(.) is an indicator function, Ml,j is
the number of query cycles in SSl,j and Nl is the number of search sessions in
SSGl. The larger the proportion of the results from candidate query ql,t which
were clicked, the higher the perceived utility αl,t for query ql,t, and the more
potentially useful the candidate query ql,t to the user.
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3.4 Posterior Utility β

Posterior utility βl,t for candidate query ql,t is defined as the information gain that
the user obtain from the clicked result. Given a search session SSl,j , let βl,j,k be the
information gain obtained from query cycle k. The total information gain accu-
mulated up to query cycle i in SSl,j is

∑i
k=1 (I(Cl,j,k = 1) ·I(Ol,j,k = 1) · βl,j,k),

The probability that the user is satisfied up to query cycle i is defined as

P (Sl,j,i = 1|Cl,j,1:i,Ol,j,1:i) = σ(
i∑

k=1

(I(Cl,j,k = 1) ·I(Ol,j,k = 1) · βl,j,k)), (6)

where Cl,j,1:i and Ol,j,1:i are two vectors of 0 or 1, indicating the states of clicks
and relevance of queries and σ(x) is the smooth function (3).

Since Sl,j,i has only two states, we have

P (Sl,j,i = 0|Cl,j,1:i,Ol,j,1:i) = 1 − P (Sl,j,i = 1|Cl,j,1:i,Ol,j,1:i), (7)

The probability for occurrence of search session group SSGl is

Nl∏

j=1

Ml,j∏

i=1

P (Sl,j,i|Cl,j,1:i,Ol,j,1:i)
Sl,j,i · (1 − P (Sl,j,i|Cl,j,1:i,Ol,j,1:i))1−Sl,j,i , (8)

We take the logarithm of (8) and maximize L(βl) with constraints βl ≥ 0 by
optimizing the objective function

Λ(βl) = L(βl) +
Tl∑

t=1

λt · βl,t − μβ‖βl‖2, (9)

subject to

βl,t ≥ 0(1 ≤ l ≤ L, 1 ≤ t ≤ Tl), (10)
λt ≥ 0(1 ≤ t ≤ Tl), (11)

λt · βl,t = 0(1 ≤ l ≤ L, 1 ≤ t ≤ Tl), (12)

where λt are Lagrangian coefficients and μβ is the regularization parameter. The
Eqs. (10), (11) and (12) are Karush-Kuhn-Tucker (KKT) optimality conditions.
And we also impose a L2-norm constraint on the objective function to avoid
singular solutions.

As in [10], we convert the inequality constraints βl ≥ 0 to equality constraints
by introducing slack variables zt (1 ≤ t ≤ Tl) which satisfy βl,t − zt = 0, where
zt ≥ 0. Due to the fact that λt and zt must be positive or zero, we put all λt

and zt in a quadratic form, i.e., λ2
t and z2t .

Applying these steps, we get the following transformed optimality conditions:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂

∂βl,t
(L(βl) +

m∑

t=1

λ2
t βl,t − μβ‖βl‖2) = 0,

−βl,t + z2t = 0,

λ2
t βl,t = 0.

(13)
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Using Newton-Raphson method, we can solve (13) by iteratively solving following
equations to obtain all βl

⎧
⎪⎨

⎪⎩

βl,t(T ) = βl,t(T − 1) + Δβl,t(T − 1)
zt(T ) = zt(T − 1) + Δzt(T − 1)
λt(T ) = λt(T − 1) + Δλt(T − 1)

(14)

where T is the iteration number and
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Δβl,t =
−βl,t

∂L(βl)
∂βl,t

+ 2μββ2
l,t

βl,t
∂2L(βl)

∂β2
l,t

− 2μββl,t − λ2
t

,

Δzt =
βl,t − z2t + Δβl,t

2zt
,

Δλt =
−λ2

t βl,t − λ2
t Δβl,t

2λtβl,t
.

(15)

3.5 Query-Level Utility γ

Query-level utility is defined as attractiveness of a candidate query to the user,
and it affects the user’s behavior of carrying out search sessions. Given a search
session group SSGl, let Ql

′ ⊂ Ql be the subset of candidate queries that occur
in the first (i − 1) query cycles of SSl,j . The probability that candidate query
ql,t is reformulated by the user in query cycle i of SSl,j is defined as

P (Ql,j,i = ql,t|Ql
′) =

I(ql,t ∈Ql
′) · γl,t∑

ql,∗∈Ql
′ γl,∗

+
I(ql,t ∈(Ql − Ql

′)) · γl,t∑
ql,∗∈(Ql−Ql

′) γl,∗
, (16)

where γl,t is the query-level utility of ql,t, I(.) is an indicator function, (*) spans
Ql.

The probability for occurrence of search session group SSGl is

Nl∏

j=1

Ml,j∏

i=1

P (Ql,j,i|Ql
′), (17)

We take the logarithm of the likelihood function (17) and obtain

L(γl) =
Nl∑

j=1

Ml,j∑

i=1

log(
I(ql,t ∈Ql

′) · γl,t∑
ql,∗∈Ql

′ γl,∗
+

I(ql,t ∈(Ql − Ql
′)) · γl,t∑

ql,∗∈(Ql−Ql
′) γl,∗

), (18)

The solution to (18) is similar to solving βl except that we replace βl,t with
γl,t in (14) and (15) and substitute ∂L(γl)

∂γl,t
to ∂L(βl)

∂βl,t
whereas ∂2L(γl)

∂γ2
l,t

to ∂2L(βl)
∂β2

l,t

in (15).
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4 Experiments

The real query log data ‘Spring 2006 Data Asset’ from Microsoft Research4 was
used in the experiments. We removed symbols such as “?”, “#”, “+”, etc. and
converted capital letters to lower cases. We found that the log data had about
6.5 million unique queries and 4.9 million unique URLs. We reorganized the log
data into search sessions and search session groups. There were about 3 million
sessions and 1.8 million SSGs. We treat the initial queries of SSGs as test queries.

4.1 Baseline Methods

We selected six baseline methods in three categories for comparison.

relevance based query recommendation:

– Adjacency (ADJ): Given a test query q, the top K frequent queries in the
same search session adjacent to q are recommended to the user [7].

– Co-occurrence (COO): Given a test query q, the top K frequent queries
occurred in the same search session with q are recommended to the user [5].

– Query-Flow Graph (QFG): In this method, a query-flow graph is first con-
structed based on the queries appearing in succession in the same search
session, and a random walk is performed on this graph for query recommen-
dation [2].

diversity query recommendation:

– Hitting Time(HT): In this method, a query relation graph is constructed from
a query-URL bipartite graph. A random walk is conducted on the graph and
the hitting times are used to select queries [9].

utility based query recommendation:

– Query Utility Model(QUM): This is a utility query recommendation method
which is focussed on document-level utility [11].

– Document-Level Utility(DLU): To evaluate the benefit of query-level utility,
we defined a document-level utility only(use α ∗ β to recommend queries)
method as a baseline method for comparison.

4.2 Evaluation Metrics

To evaluate the recommendation results, we look into both query-level utility
and document level utility. The query-level utility affects the attractiveness of
a recommended query to the user whereas the document-level utility affects the
relevance of the recommended query result to the initial query. We use relative
length and lexical similarity of recommended queries to evaluate their query-level
4 http://research.microsoft.com/users/nickcr/wscd09/

http://research.microsoft.com/users/nickcr/wscd09/
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utilities and use QRR and MRD introduced in [11] to evaluate their document-
level utilities. Given the test query ql, four evaluation metrics are defined as

RLQRR(ql,t) = RL(ql,t) ∗ QRR(ql,t) (19)
RLMRD(ql,t) = RL(ql,t) ∗ MRD(ql,t) (20)
LSQRR(ql,t) = LS(ql,t) ∗ QRR(ql,t) (21)

LSMRD(ql,t) = LS(ql,t) ∗ MRD(ql,t) (22)

where

– RL(ql,t) measures the relative length of ql,t computed as RL(ql,t) = |ω(ql)|
|ω(ql,t)|

where ql,t is the recommended query and ω(.) denotes the set of terms in a
query.

– LS(ql,t) measures lexical similarity of two queries as LS(ql,t) = ql·ql,t

‖ql‖‖ql,t‖
where q represents a term vector of a query.

– QRR(ql,t) measures the query relevant ratio as

QRR(ql,t) =

∑Nl

j=1

∑Ml,j

i=1 I(Rl,j,i > 0) ·I(Ql,j,i = ql,t)
∑Nl

j=1

∑Ml,j

i=1 I(Ql,j,i = ql,t)
, (23)

– MRD(ql,t) measures the mean relevant document as

MRD(ql,t) =

∑Nl

j=1

∑Ml,j

i=1 Rl,j,i ·I(Ql,j,i = ql,t)
∑Nl

j=1

∑Ml,j

i=1 I(Ql,j,i = ql,t)
, (24)

where Rl,j,i is the number of clicked relevant documents in query cycle Ql,j,i.
To compute Rl,j,i, we need the URLs clicked by recommended queries being
labeled as ‘relevant’ or ‘irrelevant’. We totally labeled 25, 356 URLs in the
query log.

When we evaluate the performance of QFG, ADJ, COO and HT, the metrics 23
and 24 are extended to whole data set rather than l − th SSG.

We evaluate the average performance of the top 10 recommended queries
(such as queryl,t) as

AV G(ql, 10) =
∑10

t=1 metrics(queryl,t)
10

. (25)

To consider the ranking position of a recommended query, we use discounted
cumulative gain[6] to evaluate the top 10 recommended queries queries as

DCG(ql, 10) =
10∑

t=1

2metrics(queryl,t) − 1
log(t + 1)

, (26)

where metrics(.) can be any equation from 19 to 22.
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Fig. 1. Evaluation on the results of seven methods with the query-level and document-
level utility metrics. Sub-figure (a) shows the results with metrics of RLQRR and
RLMRD; Sub-figure (b) shows the results with metrics of LSQRR and LSMRD.

4.3 Experiment Results

We ran the seven methods on the whole data set and randomly selected 100
test queries whose candidate queries are more than 40 but less than 100 and
evaluated them with the average value of metrics 25 and 26 which are denoted
as average@10 and DCG@10 respectively. Figure 1 shows the bar charts of the
evaluation results. The higher a bar, the better the result.
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Table 1. Executing time of seven methods on 600 test queries.

Method QRM DLU QUM QFG COO ADJ HT

Executing Time(min) 48.56 29.86 22.79 20.63 1.2 1.3 13.92

Since utility based methods can recommend queries with more relevant doc-
uments in their search results than that of queries recommended by similarity
based methods, the utility based method QRM, DLU and QUM performed bet-
ter than similarity based method HT, COO, ADJ and QFG as shown in Fig. 1.

QRM performed better than DLU as shown by the right bar because QRM
considered document-level utility as well as query-level utility, and can recom-
mend more attractive candidate queries which are more similar to its test query
and contain fewer key words, but DLU considered only document-level utility.
The comparison between results of QRM and DLU indicate that the additional
query-level utility can improve the attractiveness of recommended queries effec-
tively. DLU and QUM are both document-level utility based methods. QUM
performed worse than DLU due to that it did not distinguish irrelevant queries
and use unrealistic search session satisfaction state estimating method. However,
DLU took irrelevant queries into consideration and use a reasonable estimating
method and can recommend queries whose search results contain more relevant
documents, so it performed better than QUM.

The t-test (p − value ≤ 0.05) over the results also showed that the perfor-
mance improvement of QRM was significant comparing with other baselines.

4.4 Executing Time

We randomly selected 600 test queries and ran each of seven methods to recom-
mend 10 queries for them on a same Linux server. We recorded the executing
time of seven methods in Table 1. From Table 1, we can see that the overhead of
QRM increases only 1–3 times than other baselines except COO and ADJ. COO
and ADJ cost fewest because they just summarize some statistical information
from organized search sessions. It is worth noting that, for each test query, QRM
recommends candidate queries independently, therefore, we can ran QRM in a
parallel computing framework with little executing time.

5 Conclusions

In this paper, we have presented QRM, a model based method for query rec-
ommendation in a search engine. In QRM, three levels of information are used
in building a ranking model, including the recommended query itself, the user
behavior in a search session and the user satisfaction of the search session. We
have defined query-level utility, perceived utility and posterior utility to com-
pute the model. Experiment analysis on a real world data set has demonstrated
that in comparison with six baseline query recommendation methods, QRM was
superior to other methods in selecting candidate queries.
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Our future work is to develop an incremental query update method to keep
the recommendation queries up to date. Another challenging task is to extract
recommendation queries from big query log data. Distributed algorithms need
to be developed to carry out this task.
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ment Fund under Grant No.JC201005270342A.
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Abstract. We in this paper explore a new mining paradigm, called
Indoor Traversal Patterns (abbreviated as ITP), to discover user tra-
versal behavior in the mall-like indoor environment. The ITP algorithm
can identify user traversal sequences from uncertain user itineraries with
the RFID-based indoor positioning technology. Note that it is a highly
challenging issue in the indoor environment to retrieve the precise loca-
tions in the indoor environment. Since previous works on mining user
moving patterns usually rely on the precise spatiotemporal information
from GPS signals, it is difficult to apply similar approaches to discover
user traversal behavior in the indoor environment. We therefore develop
a framework to transform the RFID antenna data to uncertain user tra-
versal transactions, and further diminish the uncertainty before mining
the indoor traversal patterns. Our experimental studies show that the
proposed ITP algorithm can effectively overcome the impact from loca-
tion uncertainty and discover high-quality traversal patterns, to provide
insightful observation for marketing decision.

1 Introduction

As the growth of modern cities, a significant portion of outdoor activities in
human daily life has shifted to indoor activities nowadays. The trend leads to
the apparent increase of time spent in some indoor spaces, e.g., shopping malls,
for most people, thus driving the applications of discovering the human behavior
in the indoor space. The existing algorithms for mining user behavior from user
trajectories, such as user moving patterns or the visiting sequences, are generally
developed for the outdoor environment [3], in which the precise user locations
from GPS signals or cellular positioning can be acquired consecutively. However,
due to the privacy concern and the limitation from hardware deployment [17],
to retrieve the precise locations is a highly challenging issue in the indoor envi-
ronment, making the extension of previous algorithms used in the outdoor space
needs further justification in the indoor environment [8].

Recent advancements in indoor positioning technologies, such as Wi-Fi, RFID
and Bluetooth, enable the development of various location-based services in the
c© Springer International Publishing Switzerland 2014
W.-C. Peng et al. (Eds.): PAKDD 2014 Workshops, LNAI 8643, pp. 677–688, 2014.
DOI: 10.1007/978-3-319-13186-3 60
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Fig. 1. An illustrative example of indoor traversal pattern.

indoor environment [15]. In particular, RFID is recently highlighted as an impor-
tant physical media for indoor positioning [17]. The technique has been exten-
sively utilized to track objects for supply chain management, health care, and
so on. Generally, RFID readers are deployed in some critical places. The reader
will recognize the presence of a user (with a RFID tag) when the user passes the
detection range of the reader. Due to the high penetration rate of RFID, it is a
practicable means to support marketing decisions for indoor vendors by mining
indoor user moving behavior under the RFID positioning media.

However, the RFID-based positioning will incur the uncertainty of user loca-
tions. Note that the raw data collected by RFID readers is unreliable due to
RF interference, limited detection range and tag orientation. In addition, RFID
readers cannot be deployed with the high coverage rate because of the consid-
erable capital cost and privacy concerns [5,13]. The inherent characteristics of
location uncertainty is not addressed in previous mining algorithms in the out-
door environment. How to discover user patterns in the uncertain environment
is still left unresolved in the literature.

As such, we in this paper study a new paradigm, called Indoor Traversal
Patterns (abbreviated as ITP), in data mining research. Specifically, the ITP
mining can be used to capture the user shopping behavior in a mall-like RFID-
based indoor environment. Figure 1 illustrates an scenario of mining ITP, where
simulates a floor in the shopping mall. In the example, each store is denoted by
Sj , and a set of RFID readers, denoted by Ri, are deployed in the aisle. The
shopping itinerary of each user will be partially identified by RFID readers while
he/she passes the corresponding detection range. For example, both users u1 and
u2 are detected by readers {R1, R2, R3, R4, R5, R6} successively. Note that a
significant portion of user trajectories is inexistent in the RFID-based indoor
environment. Moreover, since no reader can be deployed within the room for the
privacy issue [17], we cannot ensure whether u2 enters S20 or not. For every user
itinerary, we only have the sequence of passed readers and the corresponding
temporal information. The uncertain part, including the stay in the store, must
be inferred from the spatiotemporal RFID reading list.

In this work, we discuss the algorithm of mining ITP from the RFID-based
uncertain data set in the indoor environment. We rely on the previous work in
[17] to clean RFID raw data and provide precise temporal information of reading
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sequences. In Sect. 2, we will give related works and Sect. 3 will introduce the
mining framework. The experimental results are described in Sect. 4. Finally,
this paper concludes with Sect. 5.

2 Related Works

In this section, we review previous works related to frequent trajectory pattern
mining and RFID technologies.

Mining sequential patterns from user trajectories: The sequential pattern
mining problem was first introduced in [2], which defined the problem over a
database D of sequences and presented solutions of retrieving all the frequent
sequences in D. Giannotti et al. [3] developed an extension of the sequential
pattern mining paradigm that analyzes the trajectories of moving objects. They
introduced trajectory patterns as concise descriptions of frequent behaviors, in
terms of both space and time.

Liu et al. [7] proposed to employ RF tag arrays in mining frequent trajectory
patterns for activity monitoring. Specifically, they offset the noise of RF tag
data and mine frequent trajectory patterns as models of regular activities by
developing a practical fault-tolerant method.

However, due to the inherent differences in spatial characteristics, indoor
moving pattern mining need different models and cannot directly apply mature
techniques from their outdoor counterparts.

RFID-Based Track and Trace: RFID is a very popular electronic tagging
technology that allows objects to be automatically identified at a distance using
an electromagnetic challenge-and-response exchange of data [12]. An RFID-
based system consists of a large number of low-cost tags that are attached to
objects, and readers which can identify tags without a direct line-of-sight through
RF communications. RFID technologies enable exceptional visibility to support
numerous track and trace applications in different fields [16]. However, the raw
data collected by RFID readers is inherently noisy and inconsistent [5,10]. There-
fore, middleware systems are required to correct readings and provide cleansed
data [5]. In addition to the unreliable nature of RFID data streams, another lim-
itation is that due to the high cost of RFID readers, RFID readers are mostly
deployed such that they have disjoint activation ranges in the settings of indoor
tracking. Furthermore, privacy (i.e., readers are deployed in hallways rather than
rooms in office buildings) is also an important concern [13].

To overcome the above limitations, RFID data cleansing is a necessary step
to produce consistent data to be utilized by high-level applications. Tran et al.
[11] used a sampling-based method called particle filtering to infer clean and
precise event streams from noisy raw data produced by mobile RFID readers.
Three enhancements are proposed in their work to make traditional particle
filter techniques scalable. However, their work is mainly designed for warehouse
settings where objects remain static on shelves, which is quite different from our
setting where objects move around in a building. Therefore, Tran’s approach of
adapting and applying particle filters cannot be directly applied to our settings.
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Another limitation of [11] is that they did not explore further utilization of
the output event streams for high-level applications. Ku et al. [6] employed a
different sampling method called Markov Chain Monte Carlo (MCMC) to infer
objects’ locations on shelves in warehouses. Their method takes advantage of
the spatial and temporal redundancy of raw RFID readings, and also considers
environmental constraints such as the capacity of shelves, to make the sampling
process more precise. Their work also focuses on warehouse settings; thus is not
suitable for our problem of general indoor settings. The works in [9,13] target
settings such as office buildings, which are similar to our problem. They use
particle filters in their preprocessing module to generate probabilistic streams,
on which complex event queries such as “Is Joe meeting with Mary in Room
203?” can be processed. However, their goal is to answer event queries instead
of frequent trajectory pattern mining, which is different from the goal of this
research. Furthermore, a hot research topic of the robotics research community,
simultaneous localization and mapping (SLAM), also makes extensive utilization
of particle filters [14].

Lu et al. [8] captured the tracking data of users in indoor spaces to identify
typical movements behavior among objects. They utilize the indoor topology and
apply traditional frequent sequential patterns. In the work, readers are deployed
side by side in a defined region, so that they can get the precise region corre-
sponding to the location of the user. In such situations, their trajectories are
in fact precise and not uncertain. However, considering the privacy of users, it
is generally required that readers should be put sparsely on the aisle instead
of rooms. The technique of sequential pattern mining in this paper dose not
work in the case of location uncertainty. It is orthogonal to our work focusing
on handling trajectories with uncertain location information.

3 The ITP Framework

In this section, we describe our framework to discover indoor traversal patterns.
We first introduce the definition of indoor traversal patterns in Sect. 3.1, and the
system framework will be presented in Sect. 3.2.

3.1 Problem Definition

We give the necessary definitions as follows.

Definition 1 ITE (Indoor Traversal Event): Suppose that user ui is
detected by the RFID readerrjstarting from time tsj , and rj continues sens-
ing the appearance of ui until time tej. Then ui keep being detected by reader
rk, starting from time tsk and ending with tek. We have an indoor traversal event
of ui, which is denoted by the 4-tuple (ui, rj , rk, [tej , tsk]). And t(ei) denotes the
time interval from rj to rk.

Definition 2 UTP (User Indoor Traversal Path): Suppose that user ui is
successively detected by r1, r2, ..., rm, where rm is the last reader in the system



Toward Mining User Traversal Patterns in the Indoor Environment 681

Fig. 2. An illustrative example of indoor traversal path.

that senses the appearance of ui. The corresponding user indoor traversal path
is denoted by pi = {e1, e2, ..., en}, where ek is the indoor traversal event, for
1 ≤ n ≤ m.

An illustrated example of user u2 is shown in Fig. 2. For ease of presentation,
we ignore the case that ui stays in a location for a long time, longer than the
max interval in the system. For such cases, we could treat it as another path.

In addition, following the same principle which is generally used in previous
works, we also assume no reader is deployed in the room space due to the privacy
issue [17]. However, it is relatively easy to recognize if a user has a valid visit
(or windows shopping) in a room. A store can identify the visited time by their
experience. For example, a cloth shop can tell that its valid customer should stay
within the store longer than 3 min. As such, we give the following definition.

Definition 3 (Steady State In Rooms): For a region of room Sl, we can
define the time stayed in Sl is called valid, i.e., tstay(Sl) = [tmin(Sl), tmax(Sl)],
where tmin(Sl) and tmax(Sl) are the minimum time and maximum time that we
can say a user stays in Sl, respectively. In general, tmax(Sl) can be defined as
infinite.

Note that we assume readers are deployed in the road path, meaning that no
valid stay in a room for the indoor traversal event ek.

Definition 4 UVR (Uncertain Visited Rooms according to Indoor Tra-
versal Event): Suppose that the indoor traversal path pi = {e1, e2, ..., em}, we
can transform each successive traversal event ei to the set of uncertain visited
rooms. That is UV R(ei) = {Si,1, Si,2...Si,k}.
Definition 5 UVT (Uncertain Visited Transaction): Given the set of
uncertain visited rooms between any successive traversal events in the indoor
traversal path pi. We can completely transform the RFID antenna data to the
transaction of user uncertain visited rooms tri, i.e.,

tri =< {S1,1, S1,2...S1,k1}, ..., {Sm,1, Sm,2...Sm,km} > .
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Fig. 3. Overview of the ITP framework.

Problem Formulation (Top K Indoor Traversal Patterns Discovery):
Suppose that a pattern of ITP (indoor traversal pattern) is defined as the form:

< S1,1, S1,2, ..., Sf,mf >,

and its support value equals to its occurrence count in UVTs. Given the database
of uncertain visited transactions D and the desired number of patterns k, the goal
of the ITP framework is to discover top K indoor patterns (abbreviated as TKP)
from UVTs, according to the support of each ITP. �

3.2 System Framework

The ITP framework is devised to effectively resolve the issue of uncertainty in
the visited transactions, and also to efficiently discover the top k indoor traversal
patterns. The two core steps of ITP framework is shown in Fig. 3. The step one
is to transform the UTPs in Definition 2 to UVTs in Definition 5. The step
is named as Path to Transactions (abbreviated as P2T ). The second step is to
efficiently mine TKPs (top k indoor traversal patterns) from UVTs, and we
named the step as top k ITPs discovery (abbreviated as TID).

The details of these two steps are introduced in the following.
Step 1 : P2T (Path to Transaction)

The indoor environment is divided into disjoint rooms, and a set of posi-
tioning RFID readers is deployed in the aisle. Accordingly, we have a mapping
E2S : E → S, that maps an event with corresponding readers to their rooms.
Given an event ei with corresponding readers rj , rk, a region between rj , and
rk can be regarded as the set of rooms. E2S(ei) thus returns the room set
UV R(ei) = {Si,1, Si,2...Si,k} as we described in Definition 4.

With the big uncertainty in transforming the UTPs to UVTs, the returned
room set UV R(ei) could produce several traversal combinations, but only one
of them is the correct traversal transaction. So we need a traversal combination
filtering process (abbreviated as TCF ). In the process of combination filtering,
we make some rules of matching normal user behavior to filter the traversal
combinations with the low probability. Figure 4 shows four examples of possible
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(a) Visit no stores (b) Visit one store 6 (c) Visit store 3 and 6 (d) Visit one store 7

Fig. 4. The examples of possible combination of visited stores.

traversal combinations. In each case, there are four rooms S2, S3, S6, S7 on the
path from R1 to R2, and each room has a tstay(Sl) as we described in Definition 3.
We then describe how we filter out the less possible traversal combinations by
using this four cases.

The case shown in Fig. 4(a) is obviously filtered out at first. The goal of
our framework is to find TKPs in room set form. And there is no any room
information we can get from the traversal combination, and so it is not necessary
to keep such cases.

Besides, we assume that we have a time interval of 8 min between two suc-
cessive detections. Since it is generally expected that users will not stay awhile
in the road path, the case shown in Fig. 4(b) with low probability can be filtered
out comparing to the case shown in Fig. 4(c) during the P2T processing.

Algorithm 1. P2T algorithm
Require: The User Indoor Traversal Path, i.e., pi;
Ensure: Uncertain Visited Transactions, i.e., tr;
1: procedure P2T(pi)
2: t := NULL;
3: tr :=<>;
4: for each event e ∈ pi do
5: s := E2S(e);
6: t := all combinations of s;
7: for each ti ∈ t do
8: filter the less possible ti according to tstay(e) by using TCF ;
9: return ti;

10: tr.concat(ti);
11: return tr;

In addition, it is also reasonable that users tend to visit few stores in a short
time. As such, given a time interval of 8 min, the case in Fig. 4(c) can have
a probability smaller than the case in Fig. 4(d). Finally, a filtered process is
provided before executing the TID processing.

As the above we discussed, it could be inferred that given an UTP and
the mapping E2S, the UV R(ei) are available to produce an UVT. Algorithm 1
describes the process. It takes user indoor traversal path p as input and returns
uncertain visited transactions tr. The for-loop (lines 4–11) is iterated to gener-
ate tr. It generates traversal combinations from the a indoor traversal event e
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(lines 5–6) by given a room set UV R(ei), and filter the low possible ones accord-
ing to the time interval t(ei) (lines 7–9). Furthermore, We name the traversal
combination filtering process as TCF. Finally, we concatenate all returned ti
as tr and compute tr as the output (lines 10–11). The algorithm can be used to
produce UVTs.
Step 2 : TID (Top k ITPs Discovery)

We extend the Apriori algorithm [1] for mining TKPs from UVTs. Algorithm
2 describes the process. It takes the number of transactions |D| and the top tk as
input and returns TKPs. The for-loop (lines 3–13) is iterated to generate TKPs.
It computes 1-item set first (line 2). Then it generates all candidates of Ck+1 (the
candidate itemset of size k+1) according to Lk (the itemset of size k), and save
all candidates of Ck+1 in Lk+1 and the support of each candidate contained in
transaction t in S (lines 4–8). Finally, we choose the top k candidates according
to their support and return TKPs (line 9–13). The algorithm can be used to
produce TKPs from UVTs.

Algorithm 2. TID algorithm
Desc.: Ck:the candidate itemset of size k; Lk:the itemset of size k;
Input: |D|: the number of transactions; tk:the top k;
Output: TKP :the top k indoor traversal patterns;
1: procedure TID(|D|,tk)
2: L1 := {items};
3: for (k = 1;Lk! = ∅; k++) do
4: Ck+1:= candidates generated from Lk;
5: for (t = 1; t <= |D|; t++) do
6: increment the count of all candidates in Ck+1 that are contained in

transaction t;
7: Lk+1:= candidates in Ck+1;
8: Sk+1:= support of each candidate in Lk+1;
9: for (x = 1;x <= tk;x++) do

10: i:=the candidate with the biggest value in S;
11: TKP := i ∪ TKP
12: remove(i);
13: return TKP

In the future, we can also consider other heuristic methodologies to distin-
guish visited list into the certain part or the uncertain part. For example, we
may apply sigmoid function in [4] to achieve this goal during the execution
of the Apriori algorithm, and then we get the set of frequent indoor traversal
patterns. It is worth mentioning that the transformation from RFID antenna
data to uncertain visited transactions will need the data cleaning for the raw
data. This effort can be achieved by the implementation of previous work in [17].
The details flow of the framework is depicted in Fig. 3.
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4 Experimental Results

We in this section present our experimental studies. The ITP algorithm, includ-
ing both TID and P2T, are implemented in Java. All the experiments are exe-
cuted on a 3.40 GHz Core i7 machine with 4 gigabytes of main memory, running
on Windows 7 operating system.

4.1 Experimental Environment

Synthetic datasets are generated by using the data generator which was provided
from the authors of [17]. The generator, running on the Linux operating system,
can simulate the user walking behavior in the indoor environment with the pre-
defined room layout. The RFID readers, by default, are generally placed on the
aisle. We apply a layout of a underground market and simulate normal customer
purchasing behavior in the indoor environment. In the underground market, we
have 168 stores that sell several kinds of stuffs (i.e., clothes, food, drinks, shoes...,
and so on), and randomly placed 50 RFID readers on the aisle. In addition, for
a user itinerary, a dwell time is randomly assigned to behave the visiting time
period stayed in a store. The distribution of the dwell time in a store follows
the normal distribution, and the decision of a user entering into a store or not
also follows the normal distribution. Besides, we can set the parameter for the
number of customers to generate different amount of transactions. As such, we
finally generate a set of user trajectories, that is treated as the ground truth data
with the precise location in the indoor market. We further transform the ground
truth data to corresponding reader data, and so that we have both ground truth
and reader data for performance evaluation.

4.2 Result of Indoor Traversal Patterns Mining

In this section we evaluate the recall rate of generated ITPs (abbreviated as pg)
comparing to the ground truth ITP(abbreviated as pt). First, we get ITPs from
transforming reader data, and we fix the number of D to 10,000 and 20,000. The
number of pt is varied among 100, 200 and 500. Here the recall rate is defined as

|pg ∩ pt|
|pt| .

The results on the recall of frequent ITPs are shown in Fig. 5(a) and (b).
As we can see, results in both | D | = 10,000 or | D | = 20,000 have not only
the similar increasing curve lines, but also the similar recall at the start point,
when the number of pt equals to 100, 200 and 500. In addition, the recall rate
is monotonically increasing as the number of generated patterns increases. It
shows two important points. The first one is that when we generate the same
number of pg as pt, the recall we get will stay in a certainly small range around
a specific percentage value, and the number of transactions does not have the
obvious impact on the recall rate. The other one is that the growing rate of the
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Fig. 5. The recall of the generated ITPs.

Fig. 6. The recall of the ITPs.

recall is similar when they are in the same condition of the number of pt. It is
clear to see that the proposed ITP algorithm can retrieve high-quality result in
the uncertain environment.

Furthermore, we fix the number of pt to 100, and then vary the number of
D among 5,000, 10,000, 15,000 and 20,000. The results on the recall of frequent
ITPs are shown in Fig. 6. We can observe that as the size of D decreases, we have
to generate more ITPs to reach the recall value of 99 %. In addition, while the size
of D is small, we need to generate more ITPs to retrieve all ITPs discovered in
ground truth data. The reason is that in the TID process, we could miss couples
of items in the whole transactions, which would directly effect the support of
items and the consequence of frequent ITPs. While the size of D is small, the
missing items will obviously impact the result, as compared to the cases when
the size of D is huge.

Third, we fix the number of D to 20,000, and then vary the number of pt
among 100, 200, and 500. The results on the recall of frequent ITPs, and the
difference of recalls with respect to different number of pg are shown in Fig. 7.
It is clearly that for each curve line of the recall of ITPs, they are all increase
faster at first than in the end, which we can see from the curve of the difference
of recall. Besides the recall of the start point are all over 60 percentage. It shows
that most of the pt will be found out at first, then as the pg increases, the more
pg we have, the less difference of percentage of pt we get.
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Fig. 7. The increasing recall of the generated ITPs.

Fig. 8. The execution time of P2T, TID and total process.

4.3 Execution Time Analysis

In this section we discuss the execution time. We vary the size of D between 2,000
and 20,000, and compute the execution time of the P2T and TID processing,
which we mentioned in the previous section, and the entire processing time.

First, we can see that the result of P2T processing time is presented as a
perfectly linear increasing curve, as shown in Fig. 8(a). In addition, we report on
the mining efficiency of TID in Fig. 8(b). It is clear that for a small size of trans-
actions, the execution time is increasing with the significant difference. However,
when the number of transactions is huge, the execution time is increasing in an
ignorable difference. In Fig. 8(c), the curve of total execution time almost has
the same linear curve as the one of transform. Because the processing time of
TID and P2T are extremely different, the one of P2T is among 6 to 61 and the
one of TID is among 2 to 18. Obviously the processing time of P2T dominate
the entire time in the experiment.

5 Conclusions

We in this paper use the RFID readers to detect the user appearance, and with
this raw data from readers, we can identify user indoor traversal path. We devise
the novel framework, called ITP, to mine the top k indoor traversal patterns from
user indoor traversal path. While previous works all focus on identifying typical
movements of users with certain ITP mining in indoor environment, we are
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the first work to emphasize mining with location uncertainty. To diminish the
uncertainty incurred by the RFID-based positioning, we also conduct possible
ways according to the general user walking behavior.

In addition, the framework is implemented with empirical studies in order
to gain insight into the recall of uncertain ITP. The results show that the ITP
framework has a good stability feature to retrieve high-quality patterns. In the
future, we will consolidate the precision of discovered patterns and reduce the
false-positive patterns as possible.
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Abstract. Rapid and accurate diagnosis of patients with acute myocardial
infarction is vital. The ST segment in Electrocardiography (ECG) represents the
change of electric potential during the period from the end of ventricular
depolarization to the beginning of repolarization and plays an important role in
the detection of myocardial infarction. However, ECG monitoring generates big
volumes of data and the underlying complexity must be extracted by a com-
bination of methods. This study combines the advantages of polynomial
approximation and principal component analysis. The proposed approach is
stable for the 12-lead ECG data collected from the PTB database and achieves
an accuracy of 98.07 %.

Keywords: 12-lead ECG � Myocardial infarction � Principal component
analysis � Polynomial approximation � Support vector machine

1 Introduction

Myocardial Infarction (MI) is the death of heart due to the sudden blockage of a
coronary artery by a blood clot. Blockage of a coronary artery deprives the heart
muscle of blood and oxygen, causing injury to the heart muscle. Among the diagnostic
tests available to detect heart muscle damage, electrocardiogram (ECG) is one of the
most widely used non-invasive diagnostic tools for cardiopulmonary diseases.

ECG monitors the patients’ heartbeat and gives accurate and important information
about the activities of the atrium and ventricle. A human’s normal ECG waveform is
shown in Fig. 1. The basic components of an ECG complex are P wave, which
represents atrial depolarization, QRS complex, which represents ventricular depolar-
ization and T wave, which corresponds to the period of ventricular repolarization. One
normal cardiac cycle starts at the sinus node with the depolarization of the right atrium
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and spreads toward the entire atria in a well-ordered manner. Next, the depolarization
impulse reaches the ventricles and the fast contraction produces the QRS complex of
the ECG. Finally, ventricular repolarization generates the T-wave complex and the
cardiac cycle of one heart beat is terminated [1].

Clinical 12-lead ECG data are now available in most hospitals and include more
detailed information about cardiac disease. The standard 12-lead ECG is composed of
six leads: the limb leads, which corresponds to the subject’s four extremities, the
central terminal, which is the average of the potentials from the limb leads, and six
horizontal leads, which are also called chest leads [2]. These leads offer 12 different
angles for visualizing the activities of the heart and are named Lead I, II, III, aVL, aVF,
aVR, V1, V2, V3, V4, V5 and V6, respectively. Because of the different aspect of
recording the polarization and depolarization of a heart-beat cycle, the data volume
generated from 12-lead ECG is big and the complexity is high, though more complete
information of heart activities can be obtained for cardiac disease classification.

The key in treating ECG complex is using the morphology in time detection [3, 4].
The occlusion of a coronary artery following the rupture of a vulnerable atherosclerotic
plaque can represent typical two types of ECG manifestations: ST elevation and ST
depression plus T-wave changes [5]. In ECG monitor, ST segment means the change of
electric potential during the period which from the end of ventricular depolarization to
the origin of repolarization. Hence, ST shape change is a very important parameter for
the diagnosis of cardiac disease.

In the early stages of acute MI, the ECG may look normal. Therefore, it is very
important to identify a MI from a patient’s 12-lead ECG data in the beginning, so that a
medical doctor can suggest a patient for expeditious reperfusion therapy and improve
prognosis significantly. However, owing to the large volume, great complexity and
high dimensionality of 12-lead ECG data, accurately classifying MI and normal data is
not a trivial task. Therefore, this study proposes a hybrid approach including poly-
nomial approximation and Principal Component Analysis (PCA) to deal with the
challenge in this field. The whole idea is based on studying the effect of feature
extraction from ECG data by analyzing the morphological characteristics. In the next
section, the related literatures and our analysis workflow will be briefly described.

Fig. 1. Basic components of an ECG complex
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2 Literature Review

In normal conditions, the ST segment is a horizon line, but in heart diseases, it may
show as various waveforms [6]. In MI classification, ST segment change is an
important criterion for diagnosis or academic research. Therefore, lots of studies try to
use several approaches to extract the features from ST segment in ECG or utilize
machine learning techniques to distinguish the difference between normal and MI by
using the information in ECG waveforms. We briefly review the related researches
below.

2.1 ECG Waveform Analysis in Frequency Domain

Morphological analysis of ECG signals adopts various signal processing strategies over
the past two decades. Since ECG complex is a time series data, using Short Time
Fourier Transform (STFT) or wavelet can provide a degree of temporal resolution
indicating the changes in the frequency spread with time [7]. Wavelet coefficients
represent measures of similarity of local shape of the signal with mother and baby
wavelets. The multi-resolution properties of WT were effectively utilized for identi-
fying the characteristic points in the ECG waveform and hence for the analysis of PR,
RR, ST intervals [8, 9].

2.2 Feature Extraction by Principle Component Analysis

Principle Component Analysis (PCA) is a technique that is generally used for reducing
the dimensionality of multivariate datasets [10]. Considering a vector of n random
variables x for which the covariance matrix is Σ, the principal components (PCs) can be
defined by

z ¼ Ax ð1Þ

where z is the vector of n PCs and A is the n × n orthogonal matrix with rows that are
the eigenvectors of Σ. The eigenvalues of Σ are proportional to the fraction of the total
variance accounted for by the corresponding eigenvectors, so that the PCs explaining
most of the variance in the original variables can be identified.

PCA has been commonly used to analyze ECG features. The reduced dimensions
(features) can be used to represent the beat morphology. For certain periods in ECG,
PCA can be also applied to ST-T segment analysis for the detection of myocardial
ischemia and abnormalities in ventricular repolarization [11]. PCA in ECG signal
processing takes its starting point from the samples of a segment located in some
suitable part of the heartbeat. PCA utilizes a representation of the data in a statistical
domain rather than a time or frequency domain. In ECG signals, the information can
also be separated from the noise or baseline shift by PCA analysis [12].

Some researchers also use PCA to analyze multi-lead ECG [13]. A common way to
convert the multi-lead ECG into suitable data is to concatenate it. Ge et al. [14]
proposed the research to concatenate the 12-lead in the order: Lead I, II, III, aVR, aVL,
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aVF, V1, V2, V3, V4, V5, and V6. The dimension of the data will be higher than
single-lead, but the information of 12-lead can be solved by PCA at one time.

2.3 Modeling ECG Waveforms by Statistical Models

To solve the classification problem in ECG, lots of researchers use statistical models,
e.g. Hidden Markov Models (HMMs) [15]. HMMs are the stochastic models used for
representing an underlying stochastic process that is not observable, but can be
observed through the sequence of observed symbols. Because of the morphology of
ECG signals, HMMs are mostly adopted for classification [16] and segmentation or
delineation [17, 18]. HMMs can find the suitable segmentations of a heart-beat by
calculating the state transition. Because of its ability to model ECG waveforms, HMMs
can also be applied as a feature extractor for artificial intelligence-based classifier [19].
In [19], the log-likelihood calculated from HMMs can be regarded as the feature of a
single lead of ECG and this approach can be easily extended to multi-lead diagnosis.

2.4 ST Shape Change Classification by Polynomial Approximation

Polynomial approximation can also be called “curve fitting” or “polynomial fitting”.
A polynomial is a function that can be written in the form pðxÞ ¼ c0 þ c1xþ . . .þ cnxn

for some coefficients c0; . . .; cn. If, cn 6¼ 0 then the polynomial is said to be of order n.
A first-order (linear) polynomial is just the equation of a straight line, while a second-
order (quadratic) polynomial describes a parabola. The purposes of using polynomial
approximation are (1) to model a nonlinear relationship between dependent and
independent variables and interest on the shape of the fitted curve and the related
coefficients; (2) to approximate a difficult function (e.g. the density or the distribution
function).

In the medical field, curve fitting can be applied as a feature extractor of mor-
phological characteristics [20, 21]. For the various shapes in ST segment, some have
tried to use polynomial approximation method to extract the features in ECG [22, 23].
The analysis only considers the relative shape change of the ST segment, but this
approach can be used to describe the variation of ST shape and provide the important
features from the coefficient of polynomials.

2.5 Support Vector Machine

This section briefly describes the basic SVM and non-linear SVM concepts for typical
two-class classification problems. Assuming there is a training set with N samples
Xi; yijXi 2 <n; yi 2 f�1;þ1gð Þ, a hyper-plane can be defined by the following linear
function

f ðXÞ ¼ xTX þ b ð2Þ
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where w is the weight vector fw1;w2; . . .;wng and n is the number of attributes
(dimensions) and b is a bias. In order to obtain the separating hyper-plane with the
largest margin for each training example, the function yields f ðXÞ� 0 for y ¼ þ1 and
f ðXÞ\0 for y ¼ �1. The training set from the two different classes are separated by
the hyper-plane f ðXÞ ¼ 0 and the SVM classifier is based on the hyper-plane that
maximized the separating margin.

The main objective of linear SVM is to maximize the margin and the equation can
defined as

Mðw; bÞ ¼ min
xi:yi¼�1

dðw; b; xiÞ þ min
xi:yi¼1

dðw; b; xiÞ

¼ min
xi:yi¼�1

w; xih ij j
wk k þ min

xi:yi¼1

w; xih ij j
wk k

¼ 1
wk k min

xi:yi¼�1
w; xih i þ bj j þ min

xi:yi¼1
w; xih i þ bj j

� �
¼ 2

wk k

ð3Þ

Hence, a minimal problem can be given

minimize LðwÞ ¼ 1
2 wk k2

subject to yi w; xih i þ bð Þ� 1

�
ð4Þ

After Lagrangian transformation, we can conclude the dual problem in Eq. (5)

Maximize: LD ¼ P
i¼1

ai � 1
2

P
ij
aiajyiyj xi; xj

� �� �
Subject to:

P
i
aiyi ¼ 0; ai � 0; 8i

8<
: ð5Þ

SVMs can be extended to classify nonlinear data through nonlinear kernel mapping
function KðXi;XjÞ to replace the original dot operation. The modified function is as
follows.

Maximize: LD ¼ P
i¼1

ai � 1
2

P
ij
aiajyiyjK xi; xj

� �
Subject to:

P
i
aiyi ¼ 0; ai � 0; 8i

8<
: ð6Þ

SVMs are one of the kernel-based learning algorithm [22], there exist lots of
mapping functions [23] and here the most popular kernel functions are listed.

(1) Linear kernel

KðXi;XjÞ ¼ Xi � Xj ð7Þ

(2) Polynomial kernel of degree h:

KðXi;XjÞ ¼ ðXi � Xj þ 1Þh ð8Þ
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(3) Gaussian radial basis function kernel:

KðXi;XjÞ ¼ exp � Xi � Xj

		 		2.2r2
h i

ð9Þ

(4) Sigmoid kernel:

KðXi;XjÞ ¼ tanhðkXi � Xj � dÞ ð10Þ

As clinical data are linearly inseparable, the nonlinear SVMs are applied and
Gaussian RBF is selected as the kernel function in this study. With the kernel mapping
function, data from two classes can always be separated by a hyper plane found by
using support vectors and margins. In this study, Gaussian RBF kernel has the sigma
value of 1 and we use SVM in the Bioinformatics Toolbox of Matlab and randomly
selection cross-validation to retrieve the average accuracy.

3 Methodology

In this paper, two approaches for extracting features are compared. Each heartbeat is
analyzed in order to increase the accuracy for MI classification. One method is con-
catenating ST-T segments in 12-lead ECG and then, using PCA to extract the features.
The other method is applying PCA on coefficients of polynomial approximation.
Figure 2 shows the overall workflow in this study.

3.1 Pre-processing

This study adopts a simple way to decompress the effect of noise and baseline drift.
First, a low-pass filter is applied. The threshold of frequency is set as 40. Then each
lead is separated into several signals by Empirical Mode Decomposition (EMD) [24],
especially suited for nonlinear and non-stationary signals [25]. EMD can be formulated
as the following equation:

XðtÞ ¼
Xn
j¼1

IMFj þ r ð11Þ

The result of EMD produces n intrinsic mode functions (IMFs) and a residue signal.
The residue signal can be regarded as a trend line in the original signal. In this study,
the residue signal is regarded as the baseline wander due to the low frequency. After
subtracting the assumed baseline wander, a median-filter is used to make the signals
more stable and clear.
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3.2 Heartbeat Location

QRS-wave location is necessary for ST-T segment identification and heartbeat isola-
tion. To locate QRS wave, ICA is used to process the 12-lead ECG data and the
estimated sources are sorted by the kurtosis value calculated from each source. The
source with the largest kurtosis value is chosen. Following the approach proposed by
[26], heartbeat can be isolated automatically from the complete 12-lead ECG complex.
After locating the QRS-wave, the location of R-peak can be defined.

The next is to separate the ST-segment from the whole ECG complex. First, given
the R-R interval range between two heartbeats, we assume there is a point J. Second,
we calculate the one order difference of the candidate interval and selecting the first
minimum value as point J in ECG. As suggested by [6], the threshold for deciding the
range of different value is between 0.05 to 0.15. We use the ST segment to diagnosis
MI disease, and the end point of ST segment in this section means the peak of T wave.
To detect the T peak point in T wave, 12-lead ECG data are superimposed together and
calculate the maximum value between point J to the next R peak position. Figure 3
shows the result according to the above steps, and the interval between point J and T
wave is picked as the ST segment. Here, we define the ST-T segment as the interval
from the beginning of point J, followed by the QRS wave, to the peak of the T-wave.

Fig. 2. The proposed framework
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3.3 Feature Extraction by PCA

This study focuses on analyzing whether a single heartbeat belongs to MI in a 12-lead
ECG dataset. To combine the information in 12-lead ECG data, the segmented ECG
data from the corresponding 12-lead ECG are concatenated in the order of Lead I, II,
III, aVR, aVL, aVF, V1, V2, V3, V4, V5, and V6 [21]. PCA is used to reduce and
gather significant features.

3.4 Feature Enhanced by PCA

We also adopt another strategy of utilizing PCA to collect coefficients from the
polynomial approximation of 12-lead ECG. PCA not only can be used reduce features,
but can also be applied to find the most significant features from the original attributes
to generate better performance. This study uses polynomial approximation to gather the
features of ST segment.

4 Experimental Result

We applied four-fold cross-validation, repeated ten times, to the testing strategy
adopted in this research. The performance measurements include accuracy, sensitivity
(SE), specificity (SP) and positive predictive (PP). The related equations are listed as
below.

accuracy ¼ TPþ TN
TPþ FN þ FPþ TN

ð12Þ

SE ¼ TP
TPþ FN

ð13Þ
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Fig. 3. R peak (Δ), J point (*) and T wave (o) location in an ECG complex
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SP ¼ TN
TN þ FP

ð14Þ

PP ¼ TP
TPþ FP

ð15Þ

where TP (True Positive) is the number of matched events and FN (False Negative) is
the number of events that are not detected by this approach. FP (False Positive) is the
number of events detected by this approach. TN (True Negative) indicates the per-
centage of events identified as truly non-defective, or normal.

The 12-lead ECG data are collected from the PTB-database. There are 549 sets of
data, including 148 cases with MI and 301 non-MI cases. The classifier used here is
Support Vector Machine and the kernel function selected is RBF kernel with a sigma
value of 2. The rule for deciding whether the test case belongs to MI is if more than
three-quarters of the number of heartbeats is classified as MI, then the test case is MI;
otherwise, the test case will be classified as non-MI case.

Through PCA and polynomial approximation, we try to find the suitable parameters
(principle components or PCs) and the appropriate degrees. The number of PCs is
initially fixed at 15 and the range of degrees used in polynomial approximation starts
from two to ten. We build up a series of testing scenarios, in which the performance of
a range of number of PCs is tested with a fixed degree of polynomial approximation.
The accuracy increases when the degree of polynomial approximation is four and the
number of PCs is larger than seven.

According to our experimental result, we set the PC number at 12 to test a range of
degree of polynomial approximation from three to five. Table 1 shows the comparison
across different testing models based on their accuracy, sensitivity (SE), specificity (SP)
and positive predictivity (PP) measures. These measurements represent the mean
values after 30 cross-validations with the corresponding standard deviation.
“ST + PCA” indicates the original method of concatenating the ST segments from
12-lead ECG, with features extracted by PCA for SVM. The testing model with the PC
number set to 12 and the degree of polynomial approximation fixed at four gives the
best overall performance result for MI detection.

Table 1. The performance measurement

Accuracy SE SP PP

Poly3 + PCA Mean 96.79 % 98.74 % 92.42 % 96.69 %
std 0.0023 0.0011 0.0077 0.0032

Poly4 + PCA Mean 98.07 % 98.73 % 96.60 % 98.49 %
std 0.0029 0.0016 0.0080 0.0035

Poly5 + PCA Mean 97.96 % 98.71 % 96.26 % 98.34 %
std 0.0016 0.0013 0.0047 0.0020

ST + PCA Mean 96.40 % 97.73 % 93.44 % 97.10 %
std 0.0038 0.0023 0.0115 0.0050
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5 Conclusion

PCA and polynomial approximation are considered as two different methods for feature
extraction from the ST segment for one heartbeat. We find that these two approaches
can be combined to achieve higher performance in MI classification. We further
improve the performance of PCA by selecting the proper number of features enhanced
by PCA. Since the coefficients of polynomial function can express the variation of ST
shape changes, the proposed model indeed increases the performance and reduces the
feature space and complexity in a large volume of complex 12-lead ECG data. Through
PCA and polynomial approximation, the relationship between ECG and MI disease
become more precise.
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Abstract. Restaurant search and recommendation system is a very popular
service in many countries. In those systems, most of the restaurant information
such as restaurant name, address, phone number, and introduction are collected
manually. In this paper, we propose a restaurant information extraction method
which can automatically extract restaurant information from online reviews of
restaurants in blogs. In addition, by calculating TFIDFs of words in blog posts,
the hot keywords can be discovered and ranked. For restaurant search, users are
allowed to search by keywords, areas, and/or extracted hot keywords. The
experimental results show that the proposed method can achieve over 90 %
average accuracy of hot keyword extraction and about 95 % mean average
precision for restaurant search. In user study, the fact that the proposed system is
more useful than Google search in restaurant search is presented.

Keywords: Information retrieval � Opinion mining � TFIDF � Food and
restaurants � Restaurant search

1 Introduction

With the rapid growth and affordable cost of Internet bandwidth, more and more web
contents are generated by not only business content providers but also customers and
users. Nowadays, blogs, the web pages for users to post their words, are widely spread
and used. People post their moods, thoughts, and comments for something such as what
they buy, where they go, and what they eat. According to the statistics from
MBAonline.com in 2012, two million blog posts were written in one day. Such a huge
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number of data make the search results noisy and redundant. Therefore, mining useful
information in such big data becomes a vital issue.

Many blog posts are written for recording the dining. Users write down their com-
ments for the food and environment in restaurants they went to. This kind of blog posts is
not only a record of life but also useful information for other people. For example, when
people want to have dinner in an unfamiliar city, they usually search the reviews about
restaurants there on the Internet by keywords. However, users have to spend much time
to find and read the unorganized reviews. People usually want to collect more reviews
about the desired restaurant to confirm if it is really good. Thus, an automatic restaurant
information and keyword extraction system can reduce the time spent on collecting the
similar reviews of restaurants and can extract correct restaurant information such as
address and phone number. Some websites such as Yelp [1], Tabelog [2], and HOT
PEPPER [3] provides restaurant search services to users for America, English, and
Japanese restaurants. For Chinese restaurants, there are few restaurant search sites as
good as the above sites. Therefore, we focus on restaurant information and keyword
extraction for Chinese restaurants by mining contents of blog posts.

In this paper, we propose a method for automatic restaurant information and
keyword extraction based on the techniques of information retrieval and pattern min-
ing. Using the extracted information and keywords, we can develop a crowd sourcing
restaurant search system to view the real comments from other people instead of
business campaigns.

The remainder of this paper is organized as follows. The related literatures are
reviewed in Sect. 2. The proposed method for restaurant information and keyword
extraction is described in detail in Sect. 3. In Sect. 4, comprehensive experiments
including quantitative and qualitative evaluations are conducted and the experimental
results are presented. Finally, we conclude this work in Sect. 5.

2 Related Work

To extract the restaurant information, such as restaurant name, address, and phone
number, from unstructured text content of blog posts, called “named entity recognition
[4]”, many studies for English websites were well conducted [5, 6]. However, it is hard
to recognize the named entities in Chinese since the quality of Chinese word seg-
mentation technique is insufficient to segment the correct phrase of named entities.

Many researchers focused on opinion mining from the online reviews. Hu et al. [7]
created rules based on the number of frequencies from user reviews to extract the
product related characteristics, and then classified the reviews into positive ones or
negative ones by the extracted product characteristics. Jindal et al. [8] analyzed the
components of the comparative sentences discovered from online reviews to extract the
comparative targets and characteristics. The comparative sentences are categorized into
four types. For each type appropriate rules were generated and applied to extract the
comparative advantage target. Gu et al. [9] mined popular menu items of restaurants
from web reviews by analyzing the post frequencies. Kato et al. [10] extracted the
onomatopoeia from the online reviews by calculating the TFIDF of words and used the
onomatopoeia to search the desired restaurants of users.
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As an application, restaurant recommendation is an interesting topic for researchers.
Yu et al. [11] developed a context-aware travel planning system which can recommend
where to live, where to go, and where to dine. Gupta et al. [12] proposed a personalized
location based restaurant recommendation system. The user preferences and location
were taken into consideration to recommend the restaurants. Chu et al. [13] also
developed a context-aware Chinese restaurant recommendation system. Kitayama et al.
[14] constructed a restaurant information retrieval system by learning the relations
among search properties based on the operational context. Association rule mining is
applied to extract the relations among search properties.

3 Proposed Method

The proposed system can be divided in to two stages: (1) offline restaurant information
and keyword extraction stage and (2) online restaurant search stage. The system
framework is shown in Fig. 1. In the offline stage, the restaurant information such as
store name, telephone number, and address is extracted, and the keywords of restau-
rants are then computed by analyzing contents of blog posts. In the online search and
recommendation stage, users can type the keyword to search the desired restaurants,
and the proposed system will return the related restaurants to users. Furthermore, the
system can recommend the restaurant indirectly related to the keyword. The details of
the two stages are described in the following.

3.1 Offline Information and Keyword Extraction Stage

As shown in Fig. 2, the offline stage consists of four steps is described below.

Fig. 1. The system framework
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Step 1. Acquisition of blog posts
In this step, we collect the blog posts related to restaurants from Google search

engine. We use one keyword “dining record” (in Chinese) and another keyword for
area such as Taipei, etc. to search the blog posts containing reviews of restaurants. The
keyword for area can reduce the noise in search results since it narrow the search space.
Every returned result page Pi is then processed to extract the restaurant information.

Step 2. Word segmentation and part of speech (POS) recognition
For each page returned by Google, we parse the title Ti and main body Bi of the

result page Pi. The parsed texts are then analyzed by CKIP Chinese word segmentation
system [15]. CKIP can segment Chinese sentences into phrases or words and recognize
their POS. We only keep nouns for the following steps since names of restaurants and
keywords are usually nouns. Therefore, after the segmentation and filtering, a set of
nouns NTi ¼ fNTi

1 ;N
Ti
2 ; . . .;N

Ti
X g and another set NBi ¼ fNBi

1 ;NBi
2 ; . . .;NBi

Y g are obtained
from Ti and Bi, respectively.

Step 3. Restaurant Information Extraction
To extract restaurant information, first, we extract names of restaurants. According

to observations, the title of a blog post for dining record usually consists of the name of
the restaurant introduced in the post. That is, if a noun appears in NTi and NBi at the
same time, it is most likely part of the name of the restaurant. If there are more than one
nouns consecutively appearing in the same order in both the sets, the nouns are con-
catenated to form an extended noun as a candidate. For example, assume that the title
of a blog post is “Noodle Store: the good place for lunch”, and the main body is
“Looking for lunch? Come to Noodle Store.” After segmentation and filtering, the title
is segmented into nouns “noodle”, “store”, “place”, and “lunch”, and the main body
becomes “lunch”, “noodle”, and “store”. Since the words “noodle” and “store” appear
consecutively and in the same order in both sets, we can concatenate the two words to

Fig. 2. The flow chart of offline information and keyword extraction
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“noodle store.” The word “lunch” appears in both sets, so it also becomes a candidate.
“Noodle store” and “lunch” cannot be combined since the orders of these two words
are not the same. To select one of the candidates to be the name of the restaurant, we
define the name score Sname as

Sname Cð Þ ¼ a� Importance Cð Þ þ 1� að Þ � Freq Cð Þ � Length Cð Þ; ð1Þ

where C is a candidate, a is the weight, Freq(C) is the candidate appearing frequency in
the post, Length(C) is the number of words in C, and Importance(C) is the importance
of C. To define the Importance of a candidate, we randomly collect 300 names of
restaurants as training data to train the importance of words. A name of restaurant is
regarded as a transaction, and a word is regarded as an item. Frequent pattern mining
[16, 17] is then applied to find the common words for names of restaurants. For a
candidate C, words in C is regarded as items. Then we generate a set IC containing all
possible itemsets {I1, I2, …} for C. The importance of candidate C can be defined as

Importance Cð Þ ¼
X

Ii2IC ðLength Iið Þ � Support Iið ÞÞ; if Ii is inFPS; ð2Þ

where FPS is the frequent pattern set, Length(Ii) is the number of items of Ii, and
Support(Ii) is the support of the frequent pattern corresponding to Ii. The candidate with
the highest name score is selected to be the name of the restaurant in the post. After
selecting the name of the restaurant, the other restaurant information is then extracted
by searching the text nearby the name in main body. Usually, telephone numbers are in
some specific formats, such as 0x-xxx-xxxx, 09xx-xxx-xxx, etc. Using this constraint,
we can easily extract the phone number. Simultaneously, the address is extracted by
searching the area names downloaded from the website of post office.

To validate the correctness of the extracted name, address and phone number of a
post, we use the extracted name and the area as the keyword to search by Google. We
select the top K results and repeat step 1 to 3. For each result, we can obtain a set of
name, address, and phone number. The final restaurant information is decided by major
voting scheme. If no information is voted by more than one page, we may select the
wrong name of the restaurant. Hence, we select the next name candidate as the name,
and repeat the above procedure until a correct name is found or no candidate can be
processed.

Step 4. Keyword Extraction
Extracting keywords from the text of a blog post is an important task for restaurant

search and indexing. For keyword extraction, we calculate the TFIDF value of every
word. TF and IDF for a noun Nj in the post Pi are defined as

TFPi
Nj
¼ nPi

Nj

NTij j þ NBij j ð3Þ

IDFNj ¼ log
Pj j

i : Nj 2 Pi
� ��� �� ; ð4Þ
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where nPi
Nj

is the number of Nj appearing in Pi. And the TFIDF of a keyword Nj for a
restaurant R is defined as

TFIDFR
Nj
¼

X
Pi2R TF

Pi
Nj
� IDFNj : ð5Þ

The nouns with top 20 high TFIDF are selected as the keywords of the restaurant.
For each area, we aggregate all the keywords of restaurants in the area, and accumulate
the TFIDF values of the same keywords of different restaurants. The top 10 keywords
are selected to be the area keywords, which can be recommended to users as hot
keywords.

However, the long phrases may be segmented in the step of word segmentation,
which causes that a long phrase is hard to be a keyword. Therefore, we propose a
keyword expansion method to recover the long keywords. For each keyword of a
restaurant, we search the main body to find the position of the keyword. If the previous
and next words of the keyword in main body are nouns, we concatenate those words
together to form an expanded keyword. For example, “noodle” is a keyword of the
restaurant. “Seafood noodle” appears in the main body but the word “seafood” is not a
keyword. We can concatenate “seafood” and “noodle” to form an expanded keyword
since “noodle” is a keyword and the previous word of “noodle”, “seafood,” is a noun.
That is, with keyword expansion, when a user search by long keyword, the system can
still return the correct results.

3.2 Online Search Stage

Search by Keyword
Users can type their desired keywords or choose one of the hot keywords extracted from
blog posts, as the interface shown in Fig. 3. The restaurants contain the keyword(s)
are retrieved and ranked by the TFIDF of the keyword(s) in the restaurant. Users can
view the related paragraphs of the corresponding blog posts in the system for judging if
they go to the restaurant. As elaborated in Fig. 4, this mechanism emphasizes the texts
related to the keyword and provides a quick review of the blog posts for the restaurant to
users.

Search by Location
Users can search the nearby restaurants if the system obtains the location information
from the device or inputted by users. Google Map is used to calculate the distances
between the location of users and the restaurant addresses. Google navigation can plan
the routes among multiple destinations. Search by location and search by keyword can
work together.

4 Experimental Evaluation

4.1 Prototype System

We develop a prototype system to evaluate the proposed method for restaurant search.
Figure 4 shows the interface of the proposed interface consisting of area search
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component, keyword search component, hot keyword search component, list of search
results component, online map component, route planning component. The online map
and route planning component applies Google Map API to acquire the user location
and to plan the route to restaurants. By clicking a restaurant name listed in the search
result, the page will show all the blog posts related to the restaurant, as shown in Fig. 5.

4.2 Experimental Setting

We collect blog posts for restaurants in 19 areas in Taiwan as listed in Table 1. The
keyword for Google search is set to “dining record AREA” (in Chinese), where AREA
is the name of an area. At least 50 restaurants for each area and at least 4 blog posts for
each restaurant are collected. Totally 1099 restaurants and 5483 blog posts are used to
conduct the experiments. For better evaluation of the proposed method, we conduct
both quantitative and qualitative experiments.

Fig. 3. The search interface of the proposed system

Fig. 4. The prototype System
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Quantitative Experiments
For quantitative experiments, we apply three measurements for evaluating the accuracy
of hot keyword extraction, the average precision (AP) of search results, and the mean
average precision (MAP) of search results. Within an area, the accuracy of hot keyword
extraction is defined as

Acc ¼ # representative hot keywords
# hot keywords extracted

: ð6Þ

Whether a hot keyword is representative or not is decided by users.
Given a set of hot keywordsH = {H1,H2,…,HZ}, the AP within an area is defined as

AP ¼
P

i PrecisionðHiÞ
Hj j ; ð7Þ

Fig. 5. The quick review of the blog posts for the selected restaurant

Table 1. List of Taiwan areas used to search the blog posts

List of the areas used in the proposed method

台北市 (Taipei city) 彰化縣 (Changhua county) 屏東縣 (Pingtung county)
新北市 (New Taipei city) 雲林縣 (Yunlin county) 基隆市 (Keelung city)
桃園縣 (Taoyuan county) 南投縣 (Nantou county) 宜蘭市 (Yilan county)
新竹縣 (Hsinchu county) 嘉義縣 (Chiayi county) 花蓮縣 (Hualien county)
新竹市 (Hsinchu city) 嘉義市 (Chiayi city) 台栗縣 (Taitung county)
苗栗縣 (Miaoli county) 台南市 (Tainan city)
台中市 (Taichung city) 高雄市 (Kaohsiung city)
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where Precision (Hi) is the precision of the search results of Hi. And the MAP for the
proposed system is defined as

MAP ¼
X

i
APi=# areas: ð8Þ

Qualitative Experiments
We invite 12 university students to rate the user experiences of our proposed system.
Each participant performs 19 search tasks (One search task for one area) and rates score
1 * 5 on the following options.

• Convenience (1 is not convenient for users, and 5 is convenient.)
• Practicability (1 is less practicability, and 5 is more practicability.)
• Smoothness on use (1 is hard on use, and 5 is smooth on use.)
• Is it better than Google search for restaurant search? (1 means Google is much better

than the proposed system, and 5 means the proposed system is much better than
Google.)

4.3 Experimental Results

Figure 6 shows the accuracy of hot keyword extraction. Most of the accuracies of hot
keyword extraction are greater than 90 %. That is, the extracted hot keywords are
representative enough for users. However, in Taoyuan County, the accuracy of hot
keyword extraction is only 70 %. It means that in all extracted 10 hot keywords, three
of them are uninformative to be search keywords. The reason is that some of the blog
posts collected in the area of Taoyuan County are written by the same author. The
author often uses nicknames in his posts, and the nicknames are usually extracted as
keywords since the TF and IDF of the words are high. The average accuracy of hot
keyword extraction is 91.58 %, which provides sufficient information for users.

The average precisions are illustrated in Fig. 7. Same as the accuracy of hot
keyword extraction, most of APs are high enough to provide correct search results to
users. In some specific areas, about only 80 % APs are achieved, and we observe that
some conditions of the areas. First, the areas with low APs are less famous in res-
taurants so that few people write the blog posts for restaurants in those areas. Second, a
famous night market is in the area. Blog posts written for the night market make the
restaurant information noisy because there are many vendors in the night market. The
author introduces multiple vendors, and the information of different vendors is mixed
and hard to separate. As a result, a blog post focuses on multiple restaurants makes the
search results noisy. The MAP for restaurant search is 94.85 %, which is high enough
for users to obtain desired restaurant information.

4.4 User Study

In the qualitative experiments, the average convenience score rated by 12 participants is
4.25, the average practicability score is 3.75, and the average smoothness score is 4.0.
The result shows that the participants put a premium on the proposed system in
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convenience and smoothness. That is, the proposed system is well designed for good
user experience. Because the number of restaurants is not sufficient to make every
participant satisfied, the practicability score is lower than the other two scores. In the
last question “Is it better than Google search for restaurant search?” of this user study,
the average score is 4.75. Most of all participants give 5 points for this question. It
depicts that the proposed system is really useful for users who want to search a
restaurant.

Fig. 6. The accuracy of hot keyword extraction

Fig. 7. The average precision of areas
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5 Conclusion

We proposed an automatic restaurant information and keyword extraction system by
mining the blog posts data for restaurant search. From the large number of blog posts,
the restaurant information such as restaurant name, address, and phone number can be
automatically extracted and validated by pattern mining techniques. By using the
TFIDF approach, the representative words are extracted to be hot keywords for users’
references. The experiment results show that the average accuracy of hot keyword
extraction is over 90 % and the MAP of restaurant search is about 95 %. In user study,
we observe that the extracted hot keywords and the restaurant information are more
compact and practicable than the information searched from Google search.
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Abstract. This research is carried out in order to find out the effects of chronic
which posed on the recovery after operation of endovascular aneurysm repairing
in the method of associational data mining by analyzing the number of days
which the patient spending in hospital who had finished the operation of en-
dovascular aneurysm repairing; by the result of this research, we will find out the
chronic that can seriously affect the recovery and make it a reference for medical
personnel like clinicians so that they can target the chronic preventing the
potential harm happening ahead of time. It can also improve the recovery after
operation and achieve the goal of reducing days in hospital, as well as the waste
of medical resource.

Keywords: Aortic aneurysm � Endovascular aneurysm repair � Chronic dis-
ease � Association rules

1 Introduction

According to the Ministry of Health and Welfare [4], People have been dead of
Endovascular aneurysm reached the number of 714 during 2012, that means about 2
people died each day because of Endovascular aneurysm; blood vessel’s deterioration
is one of the significant reasons. With the age increasing, blood vessel’s deterioration
will result in Endovascular aneurysm. During the recent years, percentage of the elderly
in Taiwan has been growing and forms a new great threat of Endovascular aneurysm
that Taiwan society will have to face in the future.

There are two main methods to cure the Endovascular aneurysm, one is traditional
operation, and the other is EVAR (Endovascular aneurysm repair). The traditional is to
operate a thoracotomy surgery or Laparotomy directly and leave a larger wound on
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chest compared to minimally invasive surgery. That will cost the patient over one
month to stay in hospital. However, EVAR only needs a 3-cm wound which is wide
enough to do the operation. Because of this, patients can go home after a week living in
hospital.

In this research, we take the association rules to do analysis on patients and find out
the key chronic which can pose harm on the after-operation recovery, make it a
reference for clinicians so that they can target the chronic preventing the potential harm
happening ahead of time, improve the recovery after operation and achieve the goal of
reducing days in hospital, as well as the waste of medical resource.

2 Related Work

2.1 Aorta Aneurysm

The formation of aorta aneurysm is mainly caused by the calcification and degeneration
of arterial wall as well as some other factors. These factors result in the lack of
flexibility on arterial wall. When this appears on aorta, the aorta aneurysm comes out.
The worse is that aorta may burst and cause massive internal bleeding even
death till the diameter reach to 6 cm. The classification of aorta aneurysm is mainly
according to the place where it happens. The major types of aorta aneurysm can be
aneurysm of thoracic aorta which happens on thoracic aorta known as aorta ascendens,
arcus aortae and aorta descendens; and abdominal aneurysm which happens on aorta
ventralis. However, there’s another one called dissecting aortic aneurysm when the
lining of aorta wall burst causing blood flow into aorta wall forming cavum septi
pellucidi aorta aneurysm (Fig. 1).

I Aorta ascendens 
II Aortic arch 
III Aorta descendens 
IV Abdomial aorta 

Fig. 1. Clasification of the place in aorta [7]
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2.2 Endovascular Aneurysm Repair

Endovascular aneurysm repair is an original minimally invasive surgery which was
attached importance by Parodi J.C. [6] and other expects since 1991 in Endovascular
aneurysm curing application. Differing from the traditional thoracotomy surgery or
Laparotomy, Endovascular aneurysm repair only needs a 3-cm wound which is wide
enough to do the operation. During the operation, a stent catheter will be put at the narrow
place in aneurysm directly guided by a line via aneurysm. Then, stent catheter will be
pulled back slowly releasing a stent graft which let the blood flow smoothly through the
aneurysm reaching the goal of repairing aneurysm inside aneurysm. For the 3-cm wound
is the only needed, this operation can greatly share the burden of wound which brought
form itself. This advantage also leads to another result that patients will take less risk in
operation and the mortality rate is much more lower than the traditional one [2, 5].

The stents set in the operation of endovascular aneurysm repair can be divided into
two types, one is self-expandable stent, the other is balloon-expandable stent. Figure 2
shows the placement process of self-expandable stent. As we can see, firstly lead the
guide line to the affected part along with the aorta, then place the self-expandable stent
catheter to the part through the guiding of the line set before, now it’s the turn of
pulling back the catheter releasing the self-expandable stent graft. During the whole

Fig. 2. Process of self-expandable stent placement [7]
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process, we monitor the placement by X-ray machine. When pull back the catheter to
do the removing of the catheter, the stent graft will expand staying still in the aorta
aneurysm and remain fixed on aorta wall. When all of these done, we take back the
guide line at last.

Differ from the self-expandable one, the balloon-expandable stent cannot do the
placement by self-expanding. For that, we must use an expanding balloon helping to
place the stent with the aid of pressure from aerating the balloon. Figure 3 shows how
the work finishes.

2.3 Chronic Disease

According to the definition given by World Health Organization [8], Chronic diseases
are diseases of long duration and generally slow progression. The more is that chronic
occupies a large percentage in world major cause of death. A survey carried by World
Health Organization showed that, during 2008, people who died of chronic occupied
63 % in the quantity of total world death. And in Taiwan 2012, eight seats was taken by
chronic in the ten major cause of death including Cancer, heart disease, cerebrovascular
disease, diabetes, chronic lower respiratory disease, hypertensive disease, chronic liver
disease with cirrhosis and nephritis, nephritic syndrome and nephritis chronic diseases.
So, chronic is a major cause of death not only in Taiwan, but also in the world.

Fig. 3. Process of balloon-expandable stent placement [7]
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2.4 Association Rule

Association rule is an algorithm which does an analysis focusing on the attributes of
data and the association between items in data mining. For example, a database con-
tains data of two attributes: A and B, a data has two items of A and B, and another data
show that it also has items of A and B, then A and B may have certain association
A → B. As a result, when A appears, B will appears follow A.

Association rule filters rules mainly based on Minimum Confidence and Minimum
Support. Minimum Confidence represents the correct index of association rule. So
the higher the Minimum Confidence shows, the more possible the rule is right. And the
Minimum Support always shows the frequency that the association rule appears. In this
case, when the support appears that means the rule often appears in database, but
doesn’t mean it is a right rule.

2.4.1 Apriori Algorithm
Aprioro algorithm was proposed by Agrawal [1] in 1994. In this algorithm, association
rule make use of the earlier itemsets to calculate other related itemsets. If there’s data
package contains k items, we call this k-itemsets, and Lk means large k-itemsets as it
shows in the Fig. 4 below. Form the figure, algorithm will find the L1 itemsets first and
combine that as candidate L2 itemsets, then choose the support rate as the threshold
value to screen out L2; after that, repeat the process to screen out L3. Till the end of this
process that the algorithm cannot calculate any more, the program stops.

3 Research Method

The circuit of this research is a modification of data mining circuit developed by
FayyadU [3]. Figure 5 shows the circuit of this research step by step.

There are three steps in this research, the first is selecting the target data and setting
fields value; the second is data preprocessing; and the third is data mining. After the
algorithm finding out the association rule, it will be tested and verified. If the rule
doesn’t match with the requirement, the algorithm will back to any of the steps before,
modify and find out the correct one.

1  L1 = {Large 1-itemsets}; 
2  For (k=2;Lk-1 0;k++) do begin
3   Ck=apriori-gen(Lk-1); 
4   For all transactions t D do begin
5   Ct = subset(Ck,t); 
6   For all candidates c  Ctdo
7    c.count++; 
8  end
9  Lk = {c  Ck | c.count minsup} 
10 End 
11 Answer = UkLk; 

Fig. 4. Apriori Algorithm [1]
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3.1 Analysis Procedure

The main research process is divided into three steps as follows:

A. Select the target data and set the fields value
The original data consists of a lot of different data, such as basic information of
patient, medical history, data of operation, examination data and so on. However,
examination data may shows the examinations of different time points, like
scheduled examination after operation and periodic inspection back to the clinic. As
a result, there will be more than one data containing operation data, data of
examination before and after operation and data of periodic inspection back to the
clinic besides the basic patient data. Each kind of data will make the patient data
have over 100 different fields. In this research, the original data contains 184 patient
data with over 100 fields in each. That means more than 10,000 fields of data needs
to be analyzed and processed. However, not every field value is required by the
research, we must learn the meaning of value in the original data after we get them
so that we can take what we really want for the research. Otherwise, a lot of errors
like incorrect value setting may mistake the algorithm or cause the inaccurate rule.
That is why we should learn the data before we use them. After that, we shall
continue set the data according to association rule and transform into proper value
in order to let the algorithm run smoothly.

B. Data preprocess
After fetching the targeting data, we need to process them before insert into the
algorithm. Because part of these data may have missing values, null values or
incorrect values, and all of these may cause the algorithm run out inaccurate rule.
For these reasons, we need to do preprocessing based on the first step.

C. Data mining
In order to reach the goal and find out the association between chronic and EVAR,
we take the association rule algorithm of data mining developed by Apriori [1] to
calculate the total 13 kinds of chronic in medical history data, and judge the
recovery on basis of the days in hospital after operation. Table 1 is the set of interval
days in hospital and 13 chronic (Figs. 6, 7 and 8).

Original 
Data

Target Data Preprocessed Data Pattern FinishSelection Preprocessing Data mining

Fig. 5. Analysis flow diagram
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Fig. 6. Fields and parameter settings

Table 1. The set of interval days in hospital and 13 chronic

Interval days in hospital Chronic

1–7 days In one week Hypertension
8–14 days Between one week and two weeks DM
15–30 days Between two weeks and one month Hyperlipidemia
Over 30 days Over one month Carotid stenosis about 75 %

PAOD
Asthma
COPDorSevereLungDisease
OldCVA
CAD
OtherHeartDisease
ChronicRenalDisease
GastroduodenalUlcer
Cancer
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4 Research Result

From the original data, we fetched the chronic data in medical history as the target data,
showed in Table 1. After data preprocessing, the missing values, null values or
incorrect values were deleted. And then, we put the 149 patient data into association
rule algorithm of data mining developed by Apriori [1] to calculate and analyze. Finally
we set the Minimum Support at 60 % and got the following association rule:

PAOD → between two weeks and one month
Asthma → between one week and two weeks
OldCVA → between one week and two weeks

According to the rule, PAOD, Asthma and OldCVA may affect the recovery after
operation. Patients who have these three chronic should spend at least one week, even
one month to recover from the operation.

From the final result of this research, chronic may take the tendency to pose
influence on patient after one week, however, the data of who leave the hospital in one
week didn’t show out the Support that high enough to affect the rule.

Fig. 7. The mining architecture of this research
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5 Conclusion

During the research of original data, a lot of data still remain untreated, like medication
records after operation or the level of endovascular aneurysm and some other data, all
these data may affect the recovery. Therefore, the correctness and the accuracy of
association rule will improve a lot if it is possible to collect the data of medical case
of illness more completely and continue to analyze more patient data. Ultimately,
Clinical diagnosis and treatment should be carried out by clinicians according to
physical examination and other data. But this research can still provide a second
reference for clinicians to treat the patients in advance, and improve the recovery after
EVAR enabling them to leave hospital earlier and save more medical resource.
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Abstract. Behavior or action recognition in video sequences has becoming a
more interesting and active research for computer vision. Applications of human
action recognition, such as video retrieval, video surveillance and video event
analysis are expanded extensively. Generally the video data used are based on
fixed camera with stationary background, well-controlled environment and
under simple actions. However, in real human action cases, the actions of human
behavior are often complex and the background are cluttered with illumination
changes, different human body size and moving camera. These make the real
video much more complex. In this study, study to improve accuracies of human
action recognition under clutter and moving background is proposed. The rec-
ognition scheme is based on the space-time interest point (STIP) and naïve
Bayes based mutual information maximization (NBMIM). Methods including
the selection of robust feature points based on camera motion estimation,
analysis and correlations of the important STIP features during the training stage
and weighting mechanism for action recognition to improve the recognition rate
are used. Experimental results using the YouTube dataset indicate the effec-
tiveness of the proposed scheme.

Keywords: Human action recognition � Spatio-temporal interest point �
Camera motion estimation � Database clustering � Features correlation analysis

1 Introduction

The recognition of action in video sequences is an active and challenging area of
research issue of computer vision, especially for the recognition of human action.
Applications of human action recognition are widely developed, including video
retrieval, video surveillance, video event analysis and human computer interaction.
Conventionally human action recognition assumes that either the background in the
video is stationary or the action of the human is simple. But for the database of real
case, such as YouTube database and others, the camera moves along with the human so
that the background is non-stationary. Besides, same action behaviors taken in real case
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may not look like the same. So that descriptors between the different actions may not be
similar. In this research, we propose a human action recognition system to improve the
accuracy action recognition with complex contents and under low resolution.

1.1 Survey of Related Studies

Generally, approaches of recognizing human action can be divided into two categories,
the top-down approach and bottom-up approach [1, 2]. Details of these two approached
are given next.

(1) Top-Down approach:

Based on the characteristics of motion, motion or behavior descriptors are estab-
lished and object recognition is made using the descriptors. These types of methods for
human action recognition often use the image sequence instead of single image for
recognition and generally take the entire human body as an object of interest. The
appearance or movement trajectory of the human object is used as a descriptor for
human motion identification. Based on the methods of object segmentation and
descriptor for motion recognition, two categories can be roughly divided, (a) examplar-
based model method and (b) state-based model method.

For the example-based method [3, 4], the recognition process is performed by using
the video sequence of a complete human action. The video must be cut into a group of
test unit first in order to calculate all the descriptors for each action and the similarity
between the training and testing data is estimated. Since the speed of the action
behavior for each person may not the same, descriptors obtained for the same action
will not be exactly the same, constraints are needed when using these kinds of methods.

The state model-based methods [5–9] are based on the statistics or probability of
action sequence. The action in the video sequence is represented by a series of sub-
action model and a tree structure is constructed to represent the relations between these
sub-action models. Dynamic Bayesian Network [5] and Hidden Markov Model [6] are
well known model for calculating the probabilities of state transitions. The MEI
(motion energy image) and MHI (motion history image) are proposed by Bobick and
Davis et al. [7]. The idea of MHI is to construct a 2-D image as the descriptor. Each
pixel in the MHI image represents the motion history of the same pixel in the video
sequence, as shown in Fig. 1.

Fig. 1. Motion history image [9]
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H.J. Seo et al. [3] and Wang et al. [4] development action recognition systems that
use the behavior of human body contour as features. But the background is stationary
and the contour of the human body must be accurately obtained, otherwise the rec-
ognition results are not accurate. Action recognition method based on the trajectory can
overcome the problem when video is taken with change of view angles. KLT tracker or
SIFT based tracker, such as Sheikh et al. [8] and Imran Junejo et al. [9], are commonly
used for feature point tracking as shown in Fig. 2.

(2) Bottom-Up approach:

The bottom-up approach uses the feature derived from local spatial-temporal fea-
tures and descriptors. These approaches take the human action as a set of descriptors
from space-time point and use these spatial-temporal characteristics of the descriptor
for action recognition. Local features from 2D images are extended to 3D video
sequence and used to form so called as cuboids of video. The selection of cuboids
generally is based on feature or control points from the image. Corner points with high
brightness changes are most widely used. Harris detector is the most commonly used
image corner point detection scheme. STIP is the most widely used feature point
detection method as shown in Fig. 3. It is proposed by Laptev et al. [10] and the
histogram of oriented gradient (HOG) and histogram of optical flow (HOF) are used as
STIP descriptor. Other descriptors, such as 3D-HOG descriptor [11] and HOG-MHI
descriptors [12] are also proposed by other researches.

Learning and classification algorithm are used for the STIP classification, such as
SVM [10], Boosting [11]. Yuan et al. [13] proposed to use Naive-Bayes Mutual
Information Maximization algorithm (NBMIM) for action recognition, Hongbo Zhang
et al. [14] later proposed a scheme to improve its recognition rate. They used the e-NN
rule and the recognition results using KTH’s database confirmed their idea.

Fig. 2. Action recognition method based on the trajectory [9]

Fig. 3. Results of the local space-time feature point detection [12]

724 D.-J. Duh et al.



The proposed method is based on the method proposed by Hongbo Zhang et al.
The benefits of our method are three-fold. First, in order to reduce the effect of moving
camera which produces extra STIP on the background, a simple yet effective back-
ground motion decision scheme is proposed. Second, since the HOG feature is robust
than the HOF feature, different weights are applied to the descriptors when calculating
the descriptor distance in order to gain better recognition result. Third, by pre-clus-
tering the library during the training phase, a weighted voting scheme is proposed to
further improve the recognition accuracy. The function block of the proposed scheme
is shown in Fig. 4.

The rest of the paper is organized as follows. Section 2 describes feature extraction
and the descriptors used in this study. Section 3 discusses the proposed recognition
scheme for humane action recognition. Experimental results are given in Sect. 4 and
conclusion is drawn in Sect. 5.

2 Feature Extraction

2.1 FAST STIP Interest Point Detection

FAST corner detector is originally proposed by [15]. It is used for high speed corner
detection and tracking of feature points in the video sequence. The basic idea of FAST
corner point detection is that a test is performed for a feature at a pixel p by examining
a circle of 16 pixels surrounding p. If the intensities of at least 12 contiguous pixels are
all above or all below the intensity of p by some threshold, t, this feature p is defined as
detected corner point. This type of interest point detection leads to using the pixel
intensities from the circle as a descriptor. The benefits of using FAST interest point
detection scheme are: (a) the computation is fast than that of standard STIP and (b) the
repeatability of detected interest point is much better. So, instead of using the Harris
detector, FAST STIP interest detection algorithm is used in this study.

Fig. 4. The proposed system function blocks
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2.2 Descriptor Construction

HOG was first proposed for human detection [10]. This method divides image win-
dows into small spatial regions (called cells) first. A local histogram of gradient
directions over the pixels of the cell is then accumulated for each cell. The most
common method of gradient computation is simply applying the mask in one of or both
the horizontal and vertical directions. In this study, two masks ([−1,0,1] and [−1,0,1]T)
are adopted to filter the color or intensity data of the image to obtain the orientation (or
angle) of the current pixel. Then each pixel within the cell casts a weighted vote for an
orientation-based histogram channel based on the values found in the gradient com-
putation as shown in Fig. 5.

HOF calculates the dominant motion in each of the sub-regions. Both the amplitude
and direction of motion are quantized through the use of 2D optical flow histograms,
and therefore the dominant motion can be encoded simply by assigning a symbol to
each of the histogram bins. This way, a compact representation of whole body motion
is built. We call the sets of such symbol sequences HOF descriptors.

Kanokphan et al. [16] proposed a method to computing optical flow, the extracted
silhouette centroid is positioned at the center of blank windows and the aligned window
sequence is used to compute optical flow in the consecutive frames using Lucas-
Kanade [17] algorithm. The direction of optical flow hðx; yÞ is segmented into
B regions which have the observation points on the circumference by ignoring optical
flow magnitude. In our study, B is set as 16, θ is quantized into hk 2 0�;f
45�; 90; 135�; 180�; 225�; 270�; 315�g. Direction histogram hj in region j counts the
number of observations which fall into each bin bjk. The normalized histogram is
created and motion vector for each frame is defined by concatenating direction his-
togram of optical flow in every region.

The descriptor for representing the interest point is made by concatenating the 72
dimension HOG vector with the 90 dimension HOF. So, the final descriptor for each
interest point is a vector of 162 dimensions (Fig. 6).

Fig. 5. Flow chart of HOG feature extraction
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3 Proposed Action Recognition Method

3.1 NBMIM Algorithm

The problem of action recognition is to identify the action that is performed in a given
video sequence. Among various action recognition methods, the STIP method has
achieved considerable success in recent years. In this thesis, a video is represented by a
set of STIPs. The action recognition problem is then formulated as follows. Given a
video sequence Q, a set of C action categories 1; 2; � � � ;Cf g, and a training set of
labeled videos T ¼ S

c¼1;���;C;n¼1;���;N
Tc
n , identify the category of video. Here, N is the

number of labeled videos for each category, so the training set T has C × N video
sequences. In the STIP-based method, the video sequence Q is represented by a col-
lection of STIPs that are detected from each frame of the video, and denote Q ¼ dq

� �
.

Similarly, the training set T is denoted T ¼ dct
� � ¼ S

c¼1;���;C
Tc with Tc ¼

dct dct 2
S

n¼1;���;N
Tc
n

�����
( )

.

The original conception about the action recognition using in this study is proposed
by Hongbo Zhang, their method is based on NBMIM proposed by J. Yuan [13] for
human action segmentation and classification. The recognition process is made by
maximum voting score based on the mutual information which is estimated from the
conditional similarity probability between the training model and testing model. The
original NBMIM is based on the features of a collection of 3D-Harris interest points,
which also represented by two spatial and temporal descriptors, HOG and HOF. The
voting process uses STIP feature points and nearest neighbor (1-Nearest Neighbor (1-
NN)) distance to estimate the probability density function.

Let a category C in database as positive samples, the positive class conditional
probabilities of the STIP feature is p dq

��ĉ ¼ c
� �

. Let other categories of action as
negative samples and the negative conditional probability of the STIP feature points is

calculate as p dq
��ĉ 6¼ c

� �
. The likelihood ratio of

p dqjĉ 6¼cð Þ
p dqjĉ¼cð Þ is used to determine if this

STIP point is fall into positive or negative sample categories. For each STIP of the

Fig. 6. Direction histogram of optical flow
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testing video sequence, if the STIP is classified as positive category, then a vote is
added to the corresponding category C otherwise is it voted as against this action
category C. After all the STIP feature points in the test video are process and all the
votes are calculated, the category that get the most votes in the database is classified as
the action of this test video. The calculation of the probability of the STIP and the value
for voting determination is listed in Eq. (3).

p dq
��ĉ 6¼ c

� �
p dq

��ĉ ¼ c
� � ¼

Tc�j j P
dĉt 2Tc�

K dq � dĉt
� �

Tcj j P
dct 2Tc

K dq � dct
� � �

exp � 1
2r2 dq � dc�NN dq

� ��� ��2� 	h i

exp � 1
2r2 dq � dcNN dq

� ��� ��2� 	h i

¼ exp � 1
2r2

dq � dc�NN dq
� ��� ��2� dq � dcNN dq

� ��� ��2� 	
 �

dq � dc�NN dq
� ��� �� ¼ min

dĉt 2NNc�
e dqð Þ

dq � dĉt
�� ��; dq � dcþNN dq

� ��� �� ¼ min
dct 2NNc

e dqð Þ
dq � dct

�� ��

ð1Þ

WhereNNc
e dq
� �

and NNc�
e dq
� �

is the number of STIP feature points that has
descriptor distance less than e with the sample data dq in category c and category ĉ 6¼ c
respectively. dc�NN dq

� �
and dcNN dq

� �
are the nearest neighbors of dq in the negative and

positive datasets, respectively. The best probability distribution r is selected by
adjusting the value r based on the purity in the neighborhood of the STIP dq in
NBMIM. Tc� ¼ [Tĉ

ĉ2 1;2;���;Cf g^ĉ 6¼c
is the set of actions on behalf of all category C, dq,

NNc
e dq
� �

and NNc�
e dq
� �

are 128 dimensional vectors and the distance of two vectors
used is Euclidean distance between two STIP feature point of HOG/HOF.

Hongbo Zhang et al. attempt to find a more effective way to obtain more STIP
feature points in the training database during the training phase in order to enhance the
accuracy of action recognition. They proposed to use two methods, one is take into
account not only the most similar (nearest) single STIP feature point in the database but
all the STIP feature points in a predefined distance range e is used to calculate the
conditional probability of similarity. In this way, with more training samples in data-
base for voting, the recognition results should be better than simply using the 1-NN
method. The proposed method is named as e-NN and the estimation of the likelihood
ratio is according to the following Eq. (4).

p dq
��ĉ 6¼ c

� �
p dq

��ĉ ¼ c
� � ¼

Tc�j j P
dĉt 2Tc�

K dq � dĉt
� �

Tcj j P
dct 2Tc

K dq � dct
� � �

NNc�
e dq
� ��� �� P

dĉt 2NNc�
e dqð Þ

K dq � dĉt
� �

NNc
e dq
� ��� �� P

dct 2NNc
e dqð Þ

K dq � dct
� �

�
NNc�

e dq
� ��� �� P

dĉt 2NNc�
e dqð Þ

exp � 1
2r2 dq � dĉt

�� ��2� 	h i

NNc
e dq
� ��� �� P

dct 2NNc
e dqð Þ

exp � 1
2r2 dq � dct

�� ��2� 	h i
ð2Þ
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3.2 Proposed Scheme

Hongbo Zhang’s action recognition scheme cannot accurately apply to the YouTube
video data with dynamic and complex background. There are several reasons; first, due
to the dynamically moving background in the video, the detected STIP feature points
are very unstable and unreliable. Both the background and the human foreground
contain STIP feature points. Furthermore, the calculated HOF will not be precise due to
the motion of camera and the HOG/HOF descriptor will be unreliable which makes the
action recognition with poor results.

In this study, three mechanisms are proposed to improve the performance of
Hongbo’s scheme when applied to the YouTube database. The process includes: (1)
camera motion vector estimation and interest point screening, (2) action database
correlation and clustering analysis and (3) weight used for descriptor in action rec-
ognition. The details are given in the followings:

(1) Camera motion vector estimation and interest point screening:

With the moving background, the extracted interest feature points may cover over
the human and the background. So, a screening process is needed in advance to prune
out all the possible interest feature points of the background. The global camera motion
estimation is estimated first and those corner points with the similar motion vector will
be assume to belong to the background and will all be deleted. A quantized 2-D polar
motion vector histogram of each frame is calculated. The motion vector with the
highest histogram count is assumed to be the background motion. Those corner points
with different motion vector are referred as the interest point of the human.

The direction of the optical flow calculated for each interest point is quantized into
18 bins and the strength of the optical is quantized into 3 bins. The accumulated
histogram of all the optical vectors of the interest point is calculated as shown in the
following figure. To each bin in the histogram, the count of the four neighbors is also
added to avoid the error cause by quantization. The red vectors shown in Fig. 7(a) are
the background corner points with its motion vector. The vectors in yellow color are the
STIP corner points after screening. The results are quite satisfactory. Figure 7(b) shows
the results of numbers of corner points after 4-neighbour voting considering where the
position of the big brown dot is the estimated camera motion vector.

Fig. 7. (a) The 2D interest point corner with its optical flows motion vector (b) Accumulated
histogram of STIP motion vector.
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(2) Action database correlation and clustering analysis:

Since the interest descriptors are noisy, the degree of clustering or correlation of the
interest descriptors should be estimated. If some of the interest descriptors for the same
action library are very similar, that is they are highly correlated, the discrimination
ability of these interest features vector should be better than the others and they are
defined as high-discrimination cluster. So, during the recognition phase, the distance
weight of these interest descriptors should be set greater than the others. The number of
the cluster for each action is calculated adaptively by the distribution of the distance
between each descriptor. Example using 3 clusters is shown in Fig. 8.

(3) Weight of descriptor used in action recognition:

Since the HOG feature is much unreliable, the distance between two descriptors
using NBMIM need to be modified. Instead of using the same weights as in NBMIM,
different weights are applied to HOG and HOG. Equations for calculating the distance
are shown in the followings and the definitions of each parameter used are also listed
(Table 1).

DG ¼
X71

i¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðFA i½ � � FB½i�Þ2

q
ð3Þ

DF ¼
X161

i¼72

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðFA i½ � � FB½i�Þ2

q
ð4Þ

T ¼ average exp negSig� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
WGD�

GþWFD�
F

pð Þ� 	
=verage exp negSig�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
WGDþ

GþWFDþ
F

pð Þ� 	
ð5Þ

pðdqjĉ 6¼ CÞ
pðdqjĉ ¼ CÞ ¼ WL � log C

1þ T � C � 1ð Þð Þ
 �

ð6Þ

The negSig is for calculating the probability distribution of mutual information. C is
the number of action class. WG and WF is the weighting factor used when calculating
difference between HOG and HOF descriptor. WL is the weighting factor for the three
different types of cluster and the value is set experimentally.

Fig. 8. Scheme of clustering and distance calculation with 3 clusters.

730 D.-J. Duh et al.



4 Experimental Results

The proposed method was implement on PC with a 3.4 GHz core Intel i7-3770 CPU
and 16 Gigabytes DDR3SDRAM. The YouTube video database used in this study
contains 11 different action categories and with a total of 1599 videos. Through this
study, 12 tests are conducted using one third of the video randomly selected in each
category as testing videos and the left two thirds videos as training videos.

1. Camera motion vector estimation and interest point screening:

Some of the results of interest point detection and screening are shown in the next
figure. We can easily find that the final interest points (colored in yellow) used for
further action recognition are quite satisfactory. Those interest points belong to the
background (colored in red) are correctly detected.

Only a very small part of the interest point of human are classified as background
point. This makes only slightly effect on the action classification which is based on the
whole interest points of the human. An average of 86.3 % of correctly screening rate is
achieved with only about 8.5 % of error rate (Fig. 9).

Table 1. Definition of parameters

Parameter Definition

negSig Standardized constant (−3.125)
C The number of categories (11)
WG Weight of HOG
WF Weight of HOF
WL Weight of different cluster
DG Euclidean distance of HOG
DF Euclidean distance of HOF

(a)

(b)

Fig. 9. (a) Detected interest points (red color: background part, yellow color: human part) (b)
The motion vector histogram and the detected background motion vector (the largest spot) (Color
figure online).

Human Action Recognition in Video Under Clutter and Moving Background 731



2. Weight analysis of descriptor used inaction recognition:

First of all, three experiments are made to test the effect of selecting different HOG.
We select different value of WG and action recognition is performed without using the
library action cluster scheme. The average recognition rate is shown in Table 2. From
the testing result, the value of WG is set as 2.4 in this study.

A second test is conducted to check the effect of selecting different weight for
library cluster. We set the weight of high-discrimination cluster to 2, the weight of non-
cluster to 1 and the weight of normal-discrimination cluster with three different values
is used. The average recognition result is shown in the next Table. From the result, we
set the weight of normal-discrimination cluster to 1.5 is this study (Table 3).

The confusion matrix is shown in the next Table. It is noted that due to the
similarity of different action, some of the result may not in very good condition. An
average of 55.3 % of recognition rate is achieved, with an improve of 5 % comparing to
the results of [17] where the action result for the YouTube database is about 50 %
(Table 4).

Table 2. Recognition rate of using different WG

WG 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9 3.0
Average 36.4 36.4 45.5 45.5 36.4 36.4 36.4 36.4 36.4 36.4

Table 3. Recognition rate of using different WL

WL 1.25 1.50 1.75
Average 48.5 51.6 48.5

Table 4. Confusion matrix

riding swing biking shooting diving golf juggle tennis jumping spiking walking 

riding 91.7 8.3  
swing 75.0 8.3 8.3 8.3
biking 16.7 75.0 8.3 

shooting 16.7 83.3
diving 50.0 8.3 8.3 33.3

golf 25.0 58.3 8.3 8.3 
juggle 16.7 8.3  8.3 8.3 50.0 8.3 
tennis 8.33 8.3 8.3 8.3 50.0 16.7 

jumping 41.7 8.3 8.3  8.3 16.7 16.7
spiking 33.3 25.0 8.3 33.3
walking 16.7 16.7  8.3  16.7 41.7
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5 Conclusions

A robust human action recognition scheme under clutter and moving background
conditions is proposed in this study. The recognition scheme is based on the STIP and
NBMIM. Methods including the selection of robust feature points based on camera
motion estimation, analysis and correlations of the important STIP features during
the training stage and weighting mechanism for action recognition for improving the
recognition rate are used. Experimental results using the YouTube dataset indicates the
effectiveness of the proposed scheme.
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under Grants NSC-101-2221-E-231-029.
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Abstract. Taiwan has been entering an aging society, with the issue of taking
care of the elderly being more and more severe. Although many home care
systems have come out being sold in the market, there’s still a long way to
develop a Tele-health care system in order to let the elderly use it efficaciously
away from their home. The approaching of massive data era drives the cloud
computing being popular, and our government also take action to integrate the
database of National Health Insurance Research, establishing The Big Data for
Health Care. All they want is to bring more benefits to health care. This research
take purpose to propose an early warning process with return of initiative
judging whether the device return correctly; we will construct a micro mobile
care system as well, judging users’ health condition efficaciously by association
rule, completing the timely informing, helping the elderly to achieve a better
life, reducing the waste of medical resource.

Keywords: Tele-health care � Mobile care � Data mining

1 Introduction

After the national health care carried out in Taiwan, the department of national health
insurance constructed a system which record the countrywide nationals’ health con-
dition and medical treatment. Since the database of National Health Insurance Research
was established by NIH in Taiwan 1998, it has been in use for over 16 years
(1998–2013) consists a great size of 23 million records and it is also full of rich worthy
mining potential data not only for curing diseases, but also for the effect of treatment.
In 2013, the executive office of science and technology reporting has devote almost one
billion to construct Big Data for Health Care for health care, disease preventing and
researching, as well as new medicine developing. In the future, the database of national
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insurance research and Taiwan gene research will be integrated and become a larger
value-added database, for each year, it can reduce NT 100 billion consuming of health
care. [1].

Since 1993, Taiwan began to entering an aging society, people who over 65 years
old would have a significant increase. Till 2060, the number will reach to 7,460,000
(Fig. 1) almost the three times of 2011. At the same time, the labor force of people
who between 15–64 years old just remain 9,600,000 about 55.8 % of 2011, and that
will put a huge pressure on taking care of the needed [2]. As we all know, the elderly is
easier to suffer from chronic like Hypertension, high cholesterol and some others due
to the age and life style, which will make them a heavier burden to be cared. Therefore,
the Tele-health care comes to be another solution to the issue of aging society in
Taiwan.

This research aims to develop a micro mobile care timely initiative warning system
to satisfy the care in distance, inform the liaisons and medical units which have been set
ahead of time when the emergency happened to the user; the mobile device will transfer
the data like heart beating, breath, body temperature, acceleration, gyroscope and GPS
value, from sensor to remote serve and take down through Wireless Wearable Body
Area Network (WWBAN). The situation of user being in danger can be forecasted by
the association rule which is inserted ahead of time. Assuming that each user uploads
10 MB data each day, when the users reach 1000 each day, 1 GB data will continue to
add into server. If we take a long time to trace the user to produce some meaningful
clinic rule, huge amount of physiological data would need a platform superior to store.
The present information collecting of once per second will increase the device power
consuming. However, if we shift to the server side and collect information by server
judgments, that can increase the working time of the device and improve the rule to be
more accurate.

Fig. 1. Taiwan population structure (Source: Council for Economic Planning and Development,
R.O.C 2012)
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2 Related Work

2.1 Big Data

In the modern time of web2.0, social network has become another activity people are
familiar with, and 2.5 EB (2^1018 Bytes) of new data will be produced every day by
uploading messages, photos and film file. Such a huge amount of data has attracted the
crowds’ attention, and it is forecasted that 50 times of data would born till 2020
compared nowadays. There are 4.6 billion mobile phones in use throughout the world
because of the big bang of mobile devices. It has become more and more important to
deal with the response for that 0.1–0.2 billion people are active online.

A lot of useful application can be created from these data, in word processing,
questions can be answered by collecting messages; in business analysis, clients can
be deeply learned, as well as the decision analysis in business intelligence; in online
analysis, joint data mining and social recommendation can be carried out; even the
analysis of human behavior, mood, study and health can be carried out from the huge
data.

Huge data is less structural, dispersion and complex. Usually they have the feature
of 3 V: Volume, Variety and Velocity. The data of patients collected by medical
department includes medical history in words, all kinds of value of examination like
X-ray, MAI and SONO, and some other clinic information like Continuous observation
of Vital Signs. Therefore, evidence-based medicine can be another field for cloud
computing application.

2.2 Association Rule

Data mining is one step in the process of knowledge development, and association rule
is one method to do the data mining [6], with the most famous application of Wal-Mart
shopping records association rule, such as people who bought the diapers also bought
beers and enhance the turnover. This shopping analysis can reach the goal of fore-
casting analysis. In 2012, New York Times reported a news <How Companies Learn
Your Secrets> [7], which described a story that a father was shocked by Target market
who knew the information that his daughter was pregnant earlier than him.

This is so called the forecast of association rule. USA Target market use the
GUEST ID to connect each behavior of customer, including questionnaire, credit card
consumption or the record of using coupons, even the behavior of calling the customer
service hotline and surfing the mal website. Through all these data and combine the
information of age and gender, a forecasting model of the pregnant comes out. That
means once the customer buy the good match well with the model, the information of
special offers would be sent out automatically. Especially for this, we know that data
mining is a good way to forecast.

The Tele-health care system differs from the traditional one in the fields that users
use it without environmental limitation. Therefore, the system can just judge the
condition through the instant data transferring. Besides the basic data inserted into the
system at the very beginning, the system also need to receive the data from client
sensor and respond immediately.
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3 Method

3.1 System Design

User wear sensor strap on own trunk and used the intelligent phone to connect sensor
as well as monitor server. From Fig. 2 we can know that user has to login at first to
make made sure who is right user. In “Setting”, the main function was to set the
emergency contact and manual adjust vital sign detect threshold value which was
download from server for real time detect user’s physical change. On the phone screen,
user not only can see self-physical condition real time which sensing data transmits
from sensor by Bluetooth, but also show that medical unit’s health care notice.

In server-side (Fig. 3), this study decomposes it to three main modules and two
databases. Data collect module has two units: one was network communication unit,
another was data process unit. Network communication unit was connect to user’s
intelligent phone through internet (Wi-Fi or 3G signal) to transmit user’s association
rule to client side; also received all data from sensor such as heart rate, respiration rate,
body temperature, posture and acceleration values.

Data process unit is a filter to filter out instant abnormal signal, for example a series
of heart rate average 90, suddenly one signal show as 250 was an electronic signal
error, and the filter will ignore the signal. Finally, it transfers these data to physical
signal database through API and monitor module as same time.

Monitor module were most important module. Because this module was respon-
sible for compare users’ real time data with association rules which from rules data-
base, for example one rule was:

½Posture degree \� 60 and Acceleration value[ 5� � [ fall down½ �:

That posture degree means Backwards degree count from stand straight; the
acceleration value > 5 means the speed quickly than usual walking.

And user report a data was [posture degree: −85, acceleration value: 5.5]. Physical
condition judgments unit compare this data with rule will be and emergency situation
that emergency call unit to start actively alert flow which introduce in next section.
Health records module provide main control and monitor screen, patients’ family or

Fig. 2. Intelligent phone function
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medical unit can monitor patient’s physical change and query history data. Further-
more, Doctor or Nurse can give medical order or suggestion to patient.

3.2 Actively Alert Flow

Although that we set up the threshold value to reduce probability of error of judgment;
but sometimes still have error estimation that cause intelligent phone send a help
message. So we have design the process of actively alert flow that verify that the user
whether have problem in actually. Such as Fig. 4, we dial the automatically voice calls
to user to confirm conscious of user, once the phone call be answer, the system will
record the user and background sound. When the user presses the number 1 indicates
who is safe now; if the user presses the number 2 indicates that the user is conscious,
but maybe feels uncomfortable and needs help. The system will according to the
different set up communication channel to transmit message to the specified object to
the rescue. Press the number 3 system will open the user and the two designated contact
person (such as family members and attending physicians) be a three-way calling. Once
that calls to user and no answer in three times, it will automatically start rescue process.

3.3 Data Mining

In the research, we used IBM DB2 Miner to generate association rule. Every data we
collected from sensors all as continue data, if we want to use association rule technique
to generate association rule of physical judgement condition, we have to transfer these
data to nominal data format. Such as that heart rate > 80 means” quick”, between 80
and 60 means” normal”, lower than 60 was “slow”. We expect that through simulation
different posture combine physical data change which can get some rules for practical
application.

Fig. 3. Server side module
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4 Result and Discussion

According to our design, the development platform was Android system. This figure
show out user interface and all real time detected object include heart rate, respiration
rate, body temperature, user posture and acceleration value (Fig. 5). User can connect
or disconnect to sensor through the buttons on the lower right corner of screen.

Although that we were still mining association rule, monitor can manual set up
threshold value for physical detection on setting page in phone.

Fig. 4. System alert flow

Fig. 5. User interface of android system
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We applied the system to a 57-year-old man with history of hypertension and
chronic high blood lipids. He needs to take blood pressure-control drugs regularly. The
patient uses smartphone to access the Internet by 3G. His mobile phone number was set
as the system user ID. Meanwhile, the researcher was set as his designated contact
person.

The user experiment was conducted for a month from December, 2013. During the
experiment, wherever the patient went, he would have to carry the mobile phone with
him. Though there were 10 error returns happened during the process, the patient
eventually fixed the errors by using the voice instruction system.

On December 11th, the researcher received four types of emergent messages from
the system. One contained alarm message and the user’s location via the user’s mobile

Fig. 6. APP sent SMS to contact Fig. 7. Server node sent user’s location and voice
recording to FaceBook

Fig. 8. SKYPE user’s information to contact
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phone side which is called as GeoSMS system (Fig. 6). One contained live recordings,
physiological data, and location data on Google map (Fig. 7). The server side sent all
information to the designated contact person’s Facebook. Figure 8 shows the server sent
alarm message to Skype. Figure 9 shows the server sent the message to the Hangouts.
(Contact person can enter the user ID to get the latest abnormal returns by Hangouts.)

The moment the contact person receives the emergent messages, he calls the
patient/user immediately. The patient said that he forgot to take high blood pressure-
control medicine, so he got stuck in a discomfort situation. Through the experiment
results, we could prove the system indeed achieves its instant notification effect.

5 Conclusion

Most of long-distance health care systems focus on indoor care, this study integrated
micro sensor, intelligent phone and monitor system to make sure patient’s outdoor
safety, and we finished initial stage about sensor with intelligent phone communication.
In additional, we collected patients’ physical and activity data to find their own asso-
ciation rule through data mining which fit every patient actual physical condition. For
instance, the standard adult heart rate was between 60 * 80 where was calm down.
But, in special case who’s heart was between 50 * 60 in clinical. So we from these
data can generate the rule fit for the patient. Finally, this study can customize detection
rules for patients that have high quality life.
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Abstract. Super resolution (SR) in computer vision is an important task. In this
paper, we compared several common used features in image super resolution of
example-based algorithms. To combine features, we develop a cascade frame-
work to both solve the problem of deciding weights among features and to
improve computation efficiency. Finally, we modify the framework to have an
adaptive threshold such that not only the computation load is much reduced but
the modified framework is suitable to any query image as well as various image
databases.

Keywords: Super resolution (SR) � Example-based � Bicubic � Cascade

1 Introduction

Image super-resolution (SR) refers to the process by which a higher-resolution
enhanced image is synthesized from one or more low-resolution images. Multiple-
frame super resolution uses the sub-pixel shifts between multiple low resolution images
of the same scene. The multi-frame SR problem was first addressed in [1], where they
proposed a frequency domain approach. But subject to the sequential images are dif-
ficult to obtain in reality, the application of multiple-frame super resolution is not
widely used. Single-frame SR methods use other parts of the low resolution images, or
other unrelated images, to guess what the high-resolution image should look like. There
are many single frame SR methods. Sun et al. [2] explored the gradient profile prior for
local image structures and applied on SR. Such approaches are effective in preserving
the edges in the zoomed image. Assuming that low resolution (LR) image patches and
their high resolution (HR) counterparts share a similar geometry, Chang et al. [3]
developed super resolution with neighbor embedding. One of the most famous is the
example-based super resolution algorithm. As the name suggested, example-based
method is to look for most suitable example from pre-prepared database to reconstruct
the desired high resolution image. In general, the reconstructed result is database
dependent. A database consisting of various examples will provide a better result but
cause a burden in searching candidates. Glasner et al. [5] proposed a novel example-
based method that does not rely on an external database. However, due to the limited
database of examples from original image and its down-sample versions, the result
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cannot be guaranteed. Presented by Freeman et al. proposed in 2002 [4], it divides a
large amount of training images into small patches and uses them in the analytical
process. Example-based super resolution is intuitive and simple to implement, the
experimental results is also good for the visual, but because of the method proposed by
Freeman learned target HR patch of size 5 × 5 from LR input patch of size 7 × 7, as
opposed to the method proposed by Chang [3] learned target HR patch of size 12 × 12
from LR input patch of size 3 × 3, the method proposed by Freeman is inferior in terms
of efficiency performance. Due to the attractive properties of intuitivism and simplicity,
we explore the effectiveness of common used features of SR in the example-based
method. In addition, based on the exploration conclusion, a cascade method of mag-
nification factor 4 is proposed.

2 Related Work

Two methods most related to our study are bicubic interpolation and example based
super resolution. We present a brief introduction on these methods in the following.

2.1 Bicubic Interpolation

Bicubic and bilinear interpolation are very common methods to resize images. The
former is often chosen over the latter when speed is not an issue. In contrast to bilinear
interpolation, which only takes 4 (2 × 2) pixels into account (Fig. 1a), bicubic inter-
polation considers 16 (4 × 4) pixels (Fig. 1b). Images resampled with bicubic
interpolation are smoother and have fewer interpolation artifacts.

2.2 Example-Based Super Resolution

Example-based super-resolution algorithms involve a training set, which is usually
composed of a large number of HR patches and their corresponding LR patches. The
target input LR image is split into overlapping patches. Then, for each LR patch from

(a) Bilinear (b) Bicubic(imagefrom[6]) 

Fig. 1. Interpolation methods
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the input image, one best-matched patch LR patches is selected from the training set.
The corresponding HR patch is used to reconstruct the output HR image. Due to
the fact that SR is to estimate missing high-resolution detail that is not present in the
original LR image, Freeman et al. proposed an example-based method based on a
Markov network [4]. The authors embedded two matching conditions into the network.
One is that the LR patch from the training set should be similar to the input observed
patch, while the other condition is that the contents of the corresponding HR patch
should be consistent with its neighbors. They also proposed an one-pass algorithm to
improve the performance.

3 Comparison on Various Features

To enlarge an image, the target LR image is divided into patches of size 3 × 3, and for
each of these patches, we calculate three types of features: luminance (L), first order
derivative (D) and bicubic intensity (B). Assume a 3 × 3 target LR patch, as in Fig. 2,
features are described below where I(p) is the intensity value of a point p.

• L: a 9-dim vector, (I(a), I(b), …, I(i))
• D: a 18-dim vector, (oIðaÞ=oxÞ; . . .; oIðiÞ=oxÞ; oIðaÞ=oyÞ; . . .; oIðiÞ=oy)
• B: a 144-dim vector of the bicubic result of the LR patch (magnification factor is 4)

To prepare the database, a collection of sample images of various content are
divided into 12 × 12 patches. Figure 3 shows the sample images used in the database
(for all the experiments in the paper). To form a patch pair, for each 12 × 12 patch, we
pair it with its down-sampled patch of size 3 × 3.

For a target LR image, we first use the Sobel edge detector to locate edge pixels.
For every edge pixel P, we take a 3 × 3 patch centered at P so called the target patch.
Three types of features (L, D, and B) are evaluated on the LR patches of the database
(so called candidate LR patch) and the target patch as well. To find the most similar
patch, we compute Euclidean distance of the features from between the target patch and
candidate LR patches. Once such patch is found, its counterpart HR patch is adopted to
reconstruct the HR version of the target image. As for the overlapped portion, we
simply average the pixels. Finally, the metrics SSIM and PSNR are used for evaluation.
To testify the effectiveness of features, we perform a series of tests. Figure 4 shows
three test images (Butterfly, Girl, and Couple). In most of tests, for time efficiency, only
partial images are used as shown on the right of the images.

a b c
d e f
g h i

Fig. 2. A target LR patch of 3×3
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3.1 Using Only One Feature

To find the most similar candidate patch, we first use only one feature. Table 1 shows
the SR results using only single feature on three test images. As observed, feature B
performs the best among features. However, it is computation intensive due to the large
dimensions.

3.2 Multiple Features in a Cascade Framework

Before multiple features comparison, we need to decide the way to combine different
features. Features usually are linear combined with different weights. How to decide
these weights to optimize the performance is a difficult task. A cascade framework can
mitigate this problem. We divide the SR process into two or three rounds and each
round we only use one feature. For example, if two features are used (i.e., 2 rounds),
there will be only top k candidates from first round are kept for further computation for
the second feature. By this way, although every patch pair in the database has to be
compared with the target patch in the first round, there are only k comparisons required
at the second round to find the best HR patch. Similarly, if three features are used,
k1 candidates are kept after the first round, and k2 candidates are kept from those k1
candidates after the second round, and finally, in the third round, the best candidate
among k2 candidates is used for SR reconstruction.

With this cascade framework, there are two new problems introduced: the order
among these features and parameters k, or k1 and k2. For these problems, we design a
complete test to find out the appropriate feature order and parameters.

The tests are first on combination of two features. As shown in Table 2, there are
six possible combinations. For every target patch, “Feature1-Feature2” means that there
are k best candidates kept according to the Feature1 distance between the target patch
and every candidate patch of the database. Then, the best candidate according to the
Feature2 distance between the target patch and those k candidates is used for SR.

To decide k, we first set k to be 250. As in Table 2, the combinations “L-D” and
“B-D” outperform the other 4 combinations in Butterfly and Couple. Once tests
completed, on the best feature combinations “L-D” and “B-D”, we again test on

Table 1. Comparison on single feature

×4 Baby Butterfly Couple Girl
SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR

Feature L
(dim = 9)

0.63 24.2 0.54 17.62 0.77 25.44 0.73 27.86

Feature D
(dim = 18)

0.62 24.32 0.52 17.19 0.79 26.17 0.74 28.27

Feature B
(dim = 144)

0.65 25.04 0.52 16.68 0.8 26.13 0.74 28.02

Bicubic 0.75 27.57 0.64 18.12 0.91 30.4 0.8 28.92
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Fig. 3. Training images

Baby Couple

Butterfly Girl

Fig. 4. Testing images
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different k values. The results are shown in Table 3. In general, when k = 50 or 150 it
has better SSIM or better PSNR. In considering computation cost, 50 is a better choice.

In testing three features, we have done many possible combinations in feature
ordering as well as parameters. Table 4 shows some of the results on three features
combinations where “Feature1-Feature2-Feature3” indicates the order of features and ki
is the number of best candidates kept after the ith round. The results in Table 4 are
based on the best combination “L-D” and “B-D” of Table 2. To simplify the possible
combinations, k2 is set to be a dependent variable on k1. According to the result of
Table 3, we consider some possible values of k1 ranging from 25 to 150. Overall, from
Table 4, “L-B-D” with k1 = 20, k2 = 5 has the best performance.

Table 2. Two features combinations on k = 250

Feature1-Feature2 Butterfly Couple
SSIM PSNR SSIM PSNR

B-D 0.54 17.41 0.79 26.4
B-L 0.55 17.76 0.78 25.56
D-B 0.53 16.82 0.8 26.25
D-L 0.54 17.54 0.78 25.91
L-B 0.53 16.87 0.80 26.25
L-D 0.54 17.43 0.79 26.43
Bicubic 0.64 18.12 0.91 30.40

Table 3. Different k values on features “L-D” and “B-D”

Feature K Butterfly Couple
SSIM PSNR SSIM PSNR

L-D 50 0.55 17.56 0.80 26.56
150 0.54 17.47 0.80 26.37
250 0.54 17.43 0.79 26.43
350 0.54 17.37 0.79 26.47
450 0.53 17.32 0.79 26.41

B-D 50 0.53 17.32 0.80 26.71
150 0.54 17.44 0.80 26.58
250 0.54 17.41 0.79 26.40
350 0.54 17.36 0.80 26.43
450 0.54 17.36 0.79 26.48

Bicubic 0.64 18.12 0.91 30.40
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4 Adaptive Thresholds

In the previous tests, we fixed the number of candidates kept for further examination.
However, they may not be suitable if different database or different target LR image is
used. To solve this problem, we propose an adaptive threshold Ti so that only those
patches whose feature distance is less than Ti will be kept after round i. Ti is defined as

Ti ¼ mini þ ni � ri
with

ni ¼ MINð1; 0:5 � ðli �miÞ=riÞ;

where mi is the minimum feature distance when comparing to the ith feature (i.e., the ith

round), li and ri are the mean and standard deviation of all feature distances from the
candidates for i = 1, 2. In particular, at round 1, the candidates are all the patches of the
database; at round 2, the candidates are patches with feature distances less than T1;
finally, at round 3, the candidates are those from last round and their feature distances
are less than T2. We apply this adaptive threshold on feature “L-B-D” since it has a
good performance according to Table 4.

In order to give privileges to those patches that have small feature distances in the
previous round, the previous distance will be carried over to the distance in the current
round. To do so, the distance has to be normalized since they have different

Table 4. Three features combinations

Feature K1 K2 Butterfly Couple
SSIM PSNR SSIM PSNR

L-B-D 25 0.25 * K1 0.51 16.87 0.75 25.07
50 0.45 16.35 0.76 25.13
100 0.42 16.01 0.73 24.4
150 0.41 15.74 0.71 24.18
25 0.50 * K1 0.49 16.62 0.75 24.96
50 0.45 16.35 0.75 24.74
100 0.43 16.22 0.72 23.94
150 0.41 15.64 0.72 24.39

B-L-D 25 0.25 * K1 0.49 16.53 0.77 25.44
50 0.46 16.19 0.76 25.42
100 0.44 16.19 0.74 24.68
150 0.41 15.84 0.72 24.02
25 0.50 * K1 0.46 16.26 0.77 25.54
50 0.44 15.96 0.74 24.91
100 0.42 15.94 0.73 24.27
150 0.41 15.86 0.72 24.05

Bicubic 0.64 18.12 0.91 30.4
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Table 5. Comparison of Adaptive and Fixed (L-D, K = 50)

Adaptive/Fixed K(50)/Bicubic
Picture SSIM PSNR Time (s)

Baby 0.74/0.74/0.83 26.58/26.60/29.92 182/210/1
Butterfly 0.80/0.80/0.88 23.10/23.12/25.09 303/323/1
Couple 0.80/0.80/0.90 26.65/26.81/29.48 135/151/1
Girl 0.81/0.81/0.87 30.84/30.80/32.51 116/136/1

SSIM=0.83/PSNR=29.92 SSIM=0.74/PSNR=26.58 SSIM=0.74/PSNR=29.92

SSIM=0.88/PSNR=25.09 SSIM=0.80/PSNR=23.10 SSIM=0.80/PSNR=23.12

SSIM=0.90/PSNR=29.48 SSIM=0.80/PSNR=26.65 SSIM=0.74/PSNR=26.81

SSIM=0.87/PSNR=32.51 SSIM=0.81/PSNR=30.84 SSIM=0.81/PSNR=30.80

Fig. 5. Experimental results
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dimensions. We first normalize the distance to be within 1 on each dimension. For a
3 × 3 candidate patch, we use notation disti to represent its feature distance comparing
to target’s after round i. Then, before round i, the initial distance for each candidate
patch is defines as

i ¼ 1 : dist1  0;

i ¼ 2 : dist2  a � ½dist1=T Dist1� � ð114=9Þ;
i ¼ 3 : dist3  a � ½dist2=T Dist2� � ð18=144Þ;

where T_ Disti is the sum of all distances in round i. When carrying dist1 to round two
(feature one is L of dim = 9 and feature 2 is B of dim = 144), to be compatible to dist2,
a factor of (114/9) is multiplied in the initialization of dist2. Similarly, feature 3 is D of
dim = 18, a factor of (18/144) is multiplied in the initialization of dist3.

In Table 5, statistics of SR results from bicubic, fixed (L-B-D, k1 = 20, k2 = 5), and
adaptive (L-B-D) are shown. Some of results are given on Fig. 5. As observed,
although values in SSIM and PSNR are not as good as bicubic, the reconstructed
images of our both methods are visually pleasing and sharper. In comparing “fixed”
and “adaptive” methods, they have similar performances but “adaptive” one can suit
for different databases.

5 Conclusion and Future Work

In this paper, we explored three common used features in example-based super reso-
lution algorithms and we also developed a cascade framework to solve the weighting
problem in feature combination. We also provided an adaptive way in deciding
the number of candidates for further checking in a cascade method. By this way, the
computation burden in example-based method is much reduced and our method can
suit for different database as well. In addition, we utilize the idea of distance initiali-
zation to give privileges to those better candidates in successive comparisons.

Because of the rich variability of images, a larger up-sample factor would make the
HR patch harder to predict. In the future work, in order to enhance the accuracy of
prediction, we will study how to reduce the size of the input patch to make the correct
HR patch easier to predict. On the other hand, because example based super resolution
methods are susceptible of training images, the study of diversity and availability of
training images is also our future concern.
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Abstract. Cardiovascular diseases are the leading cause of death worldwide.
Loss or dysfunction of cardiomyocytes is associated with many forms of heart
disease. The adult mammalian heart has a limited regenerative ability after
damage, leading to the formation of fibrotic scar tissues, hypertrophy, contractile
dysfunction and ultimately, organ failure. In contrast, neonatal mammalian
cardiomyocytes retain a significant replenishing potential briefly after birth.
There is increasing enthusiasm to grow neonatal cardiomyocytes in 3D culture
systems to artificially restore heart function. Various scaffolds and matrices are
available, but the molecular and cellular mechanisms underlying proliferation
and differentiation of neonatal mammalian cardiomyocytes are not very well
understood. Here, we utilize a systematic strategy to analyze the extensive
genome-scale gene expression profiles of two different 3D constructs. We
present a comprehensive comparison that may help improve the protocols for
growing cardiomyocytes in a 3D culture system.

Keywords: Cardiomyocytes � Regeneration � 3-D culture system � Gene
expression � Bioinformatics

1 Introduction

Cardiovascular diseases (CVDs) are the number one cause of death throughout the
world [1], with the loss or dysfunction of cardiomyocytes being the key event leading
to the formation of fibrotic scar tissues, pathological hypertrophy, contractile
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dysfunction, and eventually resulting in heart failure [2]. In 2008, CVDs already
account for 30 % of the total global deaths [1]. It is estimated that by 2030, more than
23 million people worldwide would die from CVDs [3].

Unfortunately, current pharmacological or surgical therapies for CVDs can slow the
disease progression, but are unable to fully ameliorate cardiomyocyte loss or dys-
function [4]. Despite improvements in treatment, patients are still susceptible to an
increased risk of chronic cardiac failure as scarring develops after injury [5]. The high
disease burden, both from the perspectives of the healthcare system and the patients’
quality of life, demands new therapeutic strategies to treat CVDs.

Advances in stem cell research and cell biology techniques have provided a wide
variety of approaches to regenerate the heart from progenitor and cardiomyocytes
derived from embryonic, neonatal, and adult cells. Though adult cardiomyocytes have
been shown to have regenerative ability after injury, proliferation and differentiation
occur at a much lower rate compared to embryonic and neonatal cells [6]. It is still
unclear how and whether efficient cardiac regeneration can be stimulated and regulated
in the adult mammalian heart.

In contrast, significant cardiac regeneration has been observed in the neonatal
mammalian heart. In the mouse heart, surgical amputation of the ventricular apex has
been shown to initiate cardiomyocyte proliferation, suggesting that the neonatal heart is
capable of endogenous regenerative response [7]. However, such event only sustains
for a brief period after birth. The cellular and molecular underpinnings of postnatal cell
cycle arrest in cardiomyocytes and loss of cardiac regenerative capacity in the mam-
malian heart still remain elusive. Enhanced understanding of these key molecular
events may offer novel insights for the development of ways to manipulate or extend
the neonatal cardiac regenerative potential into adulthood.

In regenerative cell biology research, 3D cultures are gaining attention since they
allow for the generation of 3D architecture that resembles more closely to the native
environment of the tissue. Indeed, cells cultured in 3D and 2D conditions have been
shown to differ in gene expression profile and phenotype [8]. Important markers of
development and response to hormonal stimulation are more readily observed in 3D
systems. 3D cultures have also been found to activate cell proliferation more efficiently
compared to 2D designs [9]. It appears that 2D cultures may not be as flexible for
manipulations or modulations, and thus, lack translational potential.

Owing to its increasing popularity in regenerative medical research, 3D constructs
are now available with variable physical, chemical, and biological properties that can
be manipulated to suit different purposes. For example, extracellular matrix prepared
from decellularized cardiac tissue could be fabricated into 3D scaffolds and matrices,
and injected to treat postmyocardial infarction injury [10–12]. Hydrogels and synthetic
biodegradable materials can also be fabricated to create customized patterns and
constructs [13, 14]. In fact, hydrogels have been combined with cell agents to suc-
cessfully improve repair of cardiac function post injury [15–18].

Similar to the difference between 3D and 2D culture systems, different properties of
3D constructs may result in varying levels of success in cardiac tissue regeneration.
We have compared among two 3D systems, PuraMatrixTM (BD Bioscience, U.S.A.)
and Go-Matrix (Bio-Byblos Biomedical Co., Ltd., Taiwan), and the traditional 2D-cell
culture system. The PuraMatrixTM construct is composed of peptide hydrogel with
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irregular pore arrangements, whereas Go-Matrix is made of gelatin from porcine skin
with regular pore patterns. Compared to the more normal looking 2D-culture system
and Go-Matrix, we observe irregular formation of muscle fibers that resembles myo-
cardial fibrosis, as well as abnormal beating of the cardiac tissue manufactured from
PuraMatrixTM (unpublished results).

In the present study, we set to compare the gene expression differences between
PuraMatrixTM and Go-Matrix with microarray technology, using the 2D architecture as
a baseline reference. The reason for including the 2D culture is that we have repeatedly
and successfully generated cardiac tissues from this system. The next step in our
research is to construct a 3D model that holds much more promises for clinical
applications. Therefore, the 2D construct serves as a good normalization control for our
analysis.

Microarray gene expression profiles comparing three different cell culture models,
with each probe on the bio-chip repeatedly targeting (at least 10 times) each of the
approximately 25,000 transcripts in the mouse genome. Such profiles represent a big
dataset with great complexity and require a systematic pipeline combining the available
bioinformatics tools to extract important biological meanings.

Here, we present an integrative system flow involving various tools for the analysis
of gene expression differences between PuraMatrixTM and Go-Matrix. These resources
are integrated on the WEB-based Gene SeT AnaLysis Toolkit (WebGestalt) [19] and
mirWalk [20], and include curated information from Gene Ontology (GO) [21], Kyoto
Encyclopedia of Genes and Genomes (KEGG) [22], Pathway Commons [23], Wiki-
Pathway [24], miRBase [25], Diana-microT [26], miRanda [27], miRDB [28], PicTar
[29], PITA [30], RNA22 [31], and TargetScan [32]. We believe a combinatorial
analysis utilizing publicly available bioinformatics tools should provide a better
overview of the significance in the experiment design. Identifying the biological sig-
nificance underlying the molecular differences between the two different 3D cell culture
systems may help facilitate improvements in protocols for mending the “broken” heart.

2 Methods and Materials

2.1 System Flow

The system flow of our study is depicted in Fig. 1. Gene expression microarray
experiment is performed to identify differentially expressed transcripts among two 3D
cell culture systems, PuraMatrixTM and Go-Matrix, with the traditional 2D culture as a
normalization control. Differentially expressed were categorized into up- and down-
regulated genes, and divided into PuraMatrix- and Go-Matrix-specific groups. The
differentially expressed genes are subsequently subjected to bioinformatics analysis
WebGestalt [19] and mirWalk [20].

2.2 Cardiomyocyte Isolation

All procedures were approved by the Institutional Animal Care and Use Committee of
the Far-Eastern Memorial Hospital. Neonatal B6 mice were sacrificed by de-capitation
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on postnatal day 3. 25 neonatal mice underwent the surgical procedures for cardio-
myocyte isolation. The hearts were quickly excised and transferred into ice-cold
phosphate buffer saline (PBS, Sigma), and quickly minced in a solution of colla-genase
A + B solution (10 mg/ml in PBS). Cells in the supernatants were resuspended in
claycomb medium with 10 % fetal bovine serum (FBS, Gibco) and plated for 1.5 h at
37 °C. The attached fibroblasts and endothelial cells were removed and the cardio-
myocytes were isolated in the suspension solution.

2.3 Cell Seeding of Constructs

Cardiomyocytes were cultured on gelatin/fibronectin-coated tissue-culture flasks in
claycomb medium at 37 °C in a CO2 incubator. Cells harvested and cultured in this
method served as the 2D control group. To prepare PuraMatrixTM, 1 % stock solution
was mixed with 20 % sucrose (Sigma–Aldrich, Sweden AB) and DMEM containing
Ca2+ and Mg2+ in a 2:1:1 ratio, giving 0.5 % hydrogel. Cardiomyocytes were detached
from the culture flasks with trypsin/EDTA, concentrated in claycomb medium and
immersed with PuraMatrixTM peptide hydrogel. Go-Matrix is a gelatin scaffold fixed
on tissue-culture flasks. The claycomb medium containing cardiomyocytes was drop-
ped onto the dry Go Matrix. In total, 106 cells were cultured in each group.

2.4 RNA Isolation

RNA was isolated from harvested cardiomyocyte cells. RNA quality was determined
by an OD 260/280 ratio ≥ 1.8, and OD 260/230 ratio ≥ 1.5 on a spectrophotometer and
by the intensity of the 18S and 28S rRNA bands on a 1 % formaldehydeagarose gel.
RNA quantity was detected by a spectrophotometer. RNA integrity was examined on
an Agilent Bioanalyzer. RNA with a 2100 RIN (RNA integrity number) ≥ 6.0 and 28S/
18S > 0.7 was subjected to microarray analysis.

Fig. 1. System flow of our wet bench and bioinformatics analyses.
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2.5 Gene Expression Analysis

Total RNA samples from 25 mice in each construct are pooled and subsequently sub-
jected to SurePrint G3 Mouse GE 8x60 K Microarray (Agilent Technologies, U.S.A.).
Data are analyzed using R/Bioconductor. PuraMatrixTM and Go-Matrix expression
profiles were normalized against that of the cardiomyocytes prepared from the traditional
2D cell culture system. Genes showing significant differential expression between nor-
malized PuraMatrixTM and Go-Matrix (absolute value of log2 ratio > 1.0, FDR < 0.05)
were categorized into PuraMatrixTM -specific down- and up-regulated genes, and Go-
Matrix-specific down- and up-regulated genes.

2.6 Bioinformatics Analysis

A flow chart describing our bioinformatics analysis is given in Fig. 2. Differentially
expressed genes were used as input for the bioinformatics analysis of gene ontology
(GO) enrichment analysis and pathway enrichment analysis. Multiple testing bias is
adjusted by a Bonferroni threshold of p < 0.05. These analyses are performed on the
open analytical platform in WebGestalt [19], which integrates GO [21], KEGG [22],
Pathway Commons [23], and WikiPathways [24]. microRNA target prediction analysis
is conducted in mirWalk [20], which, in addition to the developers’ own analytical
algorithms, also makes comparisons with other microRNA databases, including miR-
Base [25], Diana-microT [26], miRanda [27], miRDB [28], PicTar [29], PITA [30],
RNA22 [31], and TargetScan [32].

3 Results and Discussions

In total, there are 516 up-regulated and 338 down-regulated genes, and 401 up-regulated
and 292 down-regulated genes specific to the PuraMatrixTM and Go-Matrix expression
profiles, respectively (Fig. 3). It appears that the Go-Matrix expression profile may be

Fig. 2. Bioinformatics analysis workflow
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more similar to the traditional 2D culture system. For both 3D constructs, the top three
most enriched biological processes are: biological regulation, metabolic process, and
response to stimulus. The top three most important cellular components include the
membrane, nucleus, and macromolecular complex. For molecular functions, both
expression profiles are enriched in protein binding, ion binding, and metabolite binding.

PuraMatrixTM and Go-Matrix expression profiles appear to be similar in muscle
contraction pathways, though the gene expression patterns are different. In particular,
the striated muscle contraction pathway that is enriched in both PuraMatrixTM and
Go-Matrix gene list. However, the two 3D cell culture systems differ in the genes that
are differentially expressed in this pathway.

Though similar in some pathways, PuraMatrixTM and Go-Matrix expression pro-
files appear to be enriched in different types of cellular pathways. For instance, most of
the differentially expressed genes in the PuraMatrixTM construct seem to belong to
muscle contraction and cell adhesion related pathways (Table 1). In contrast, Go-
Matrix-specific differentially expressed genes are enriched in pathways involving
membrane receptor interactions.

Cell culture observations indicate that the PuraMatrixTM cell culture system tends to
generate tissue with abnormal muscle fiber arrangements and contractions (unpublished
results). This is consistent with our gene expression profile analysis in that most of the
differentially expressed genes in the PuraMatrixTM design belong to cardiomyopathy
pathways. For example, among the list of PuraMatrixTM-specific up-regulated genes
involved in dilated cardiomyopathy, the ryanodine receptor 2 (Ryr2) gene, when
silenced by RNAi, protects rat cardiomyocytes from simulated ischemia-induced
injury [33]. The Pln (phospholabam) gene, when deleted or suppressed, is known to
restore normal cardiomyocyte contraction and slow the progression towards cardio-
myopathy [34]. This suggests that the observed phenotype and gene expression changes
associated with the PuraMatrixTM construct of cardiomyoctes may serve as a potential
basis for the future development of a cardiomyopathy related disease model.

In contrast, the differentially expressed genes in the Go-matrix seem to be related to
the development of cardiac cells and the establishment of cell-cell contact (Table 1).
This corresponds to the ordered arrangements of muscle fibers and regular muscle
contractions of the Go-Matrix cardiomyocyte culture (unpublished results). The
enrichment analysis result is also consistent with similar findings in fetal sheep, in
which neuroactive-ligand-receptor interaction, cytokine-cytokine receptor interaction,

Up-regulated Down-regulated

PuraMatrix

GoMatrix

516 134 401 338 100 292

Fig. 3. Number of Differentially expressed genes from the PuraMatrixTM and Go-Matrix
expression profiles
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complement and coagulation cascades, etc. were associated cardiogenesis [35].
In particular, the Notch signaling pathway has been implicated in development of
cardiac neural crest cells and heart valves [36].

Interestingly, differentially expressed genes in both PuraMatrixTM and Go-matrix
profiles are enriched in the striated muscle contraction pathway, though these genes
play differing roles in this particular process (Fig. 4). This indicates that differences in
the modulation of gene expression have specific effect on the muscle contraction
phenotype. Such differences may contribute to the phenotypic variations between the
cardiomyocytes grown in these two culture systems.

The interactions among the differentially expressed genes involved in the striated
muscle contraction pathway may reveal the molecular underpinnings of the differences
in muscle contraction between cardiomyoctyes constructed by PuraMatrixTM and Go-
Matrix. Protein-interaction and microRNA target analysis suggest that three genes
would be strong potential candidates for further functional study of cardiac develop-
ment. These genes are Myh6 (myosin, heavy polypeptide 6, cardiac muscle, alpha),
which is expressed in the atria and associated with congenital heart defects [37]; Tnnc1
(troponin C type 1), which plays a regulatory role in the beating of the early developing
heart [38]; Des (desmin), which is an intermediate filament gene important for muscle
architecture [39].

Our results suggest that that Myh6, Tnnc1, and Des are likely interacting with each
other, as well as with other important molecular signatures of the cardiac contraction
pathway (Fig. 5). Furthermore, their expression may be regulated by several
microRNAs that have been implicated to play important roles in cardiac function. For
instance, the mir-29 family is responsible for modulating the development of cardiac

Table 1. List of top 3 most enriched pathways in PuraMatrixTM and Go-Matrix expression
profiles as identified by KEGG and WikiPathway.

PuraMatrixTM enriched pathways Go-Matrix enriched pathways

KEGG (up-regulation)
Dilated cardiomyopathy Neuroactive-ligand-receptor interaction
Hypertrophic cardiomyopathy Cytokine-cytokine receptor interaction
Pathways in cancer Complement and coagulation cascades
KEGG (down-regulation)
Vascular smooth muscle contraction Axon guidance
Neuroactive-ligand-receptor interaction Notch signaling pathway
Protein digestion and absorption Melanogenesis
WikiPathway (up-regulation)
Striated muscle contraction Complement and coagulation cascades
Focal adhesion Non-odorant G-protein coupled receptors
PPAR signaling pathway Striated muscle contraction
WikiPathway (down-regulation)
Striated muscle contraction Delta-Notch signaling pathway
Integrin-mediated cell adhesion Cholesterol biosynthesis
Focal adhesion Complement and coagulation cascades
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fibrosis after injury [40]. In addition, mir-208a is known to be a regulator of cardiac
stress response [41]. The interaction network presented in Fig. 5 may represent a
potential modulatory mechanism underlying the differences the in muscle contraction
phenotype between PuraMatrixTM and Go-Matrix.

Tmod1
Dmd

Tnnt3 Tnnti3

Tnnc1

Myl1

Myl4

Tcap
Mybpc3

Myh6

Myh8

Casq2

Myom2

Acta1

Acta2

Mybpc2

Des

Tnnt1

Actg1

Up-regulated in Go-Matrix

Up-regulated in PuraMatrixTM

Down-regulated in PuraMatrixTM

Fig. 4. PuraMatrixTM-specific and Go-Matrix-specific differentially expressed genes involved in
the striated muscle contraction pathway

mmu-miR1

mmu-miR133a
mmu-miR133bmmu-miR125a

mmu-miR29a

mmu-miR208a

Fig. 5. Protein interaction network showing the interaction among Myh6, Tnnc1, Des with other
genes and corresponding validated regulatory microRNAs from the striated muscle contraction
pathway
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4 Conclusion

3D cell culture systems are gaining attention in regenerative medical research. These
constructs can be manipulated to suit different purposes, either for understanding
development and disease mechanisms, or establishing a disease model. The ways in
which these systems can be manipulated is of particular interest to regenerative med-
icine. Here, we present a systematic pipeline, integrating a wide variety of bioinfor-
matics tools, to extract important biological meanings from the genome-scale
differences between two 3D systems utilized for cardiomyocyte culturing. Our analysis
presents a preliminary picture of the significant pathways and interactions associated
with cardiomyocyte development in 3D. Our findings may have special implications
for the future establishment of a better model for murine neonatal heart regeneration.
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Abstract. Today we have many practices with applying either big data or data
mining in various of subjects. For example, many advisory companies use their
methodologies as a consultant service to assist other companies to focus on their
business. However, most of these practices are focus on marketing insights and
public opinion monitoring but lack of quality of data sources. In the purpose of
the development of Profile Analyzer System, we are more likely aimed at
analyzing individual insights such as personal behavior, habits, personality, etc.
among the mass social network data. In this paper, we introduce how we realize
PAS in the usage of social network data sources and represent the corresponding
analysis framework as the technique basis of this system. The profile charac-
teristics is also visualized with a set of analyzed dataset in practice.

Keywords: Data collection � Social network � And profile analysis

1 Introduction

Social media with big data is a very hot topic in the recent years. However, most of the
related applications are practiced in business modules [1]. Since there are many social
network companies relatively open to the whole market [3]. As holding tons of user
data, these companies are willing to share the data source for the purpose of being able
to occupy a greater market share [2]. Therefore, we decided to build up a system that is
valuable and much different from other systems since the analyzer system based on big
data theory has become very popular and with limited differentiation.

Profile Analyzer System is a platform-liked tool to help people to understand
themselves more easily. Even if this tool is used for business purpose, we may help the
company make better in precision marketing or directional marketing. The rest of the
article is organized as follows: first chapter is to introduce how we collection social
media data from the websites. In next chapter, we will tell the data source we used and
what data type is accepted in our system. In chapter three, data dimension is described
as an important factor in the whole process. Finally, the process of analysis profile will
be discussed in detail.

2 Data Crawler

Data collected in the era of data outbreak is a very important part, and the way to
collect data differs the data in form. In-vehicle devices while on moving, we can collect
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the coordinates of the vehicle, driving speed, and even driver’s mental state [4, 5].
These data collection can tremendously generate valuable applications. It is possible to
use the autopilot with navigation applications if the map information can be collected
continuously. Moreover, the auxiliary parking pattern can be realized if the surrounding
objects data can be transmitted to the vehicle. We may be able to analyze personal
schedule in a whole day if we can collect the data from mobile device, even to calculate
his/her working place or know when he/she will go to the gas station to fill up the
vehicle. Selecting the data source is an important part that affects the application usage.
Several well-known crawler tools for data mining mainly used in PAS; the following is
the introduction of these tools:

WebHarvest (Java): Web harvest is focus on html/xml based websites. It can easily
leverage well-proved xml and text-based html procession. PAS used this tool as a part
of crawler tools in routine job (Fig. 1).

Crawler4j (Java): This tool is executed with apache ant which is a well-known java-
based task manager within command-line interface. Ant tool controls the batch job in
routine work and crawler4j is in charge of being executed for multi-thread tasks in use
for crawling on multiple websites at once. In other word, crawler4j has a crucial feature
that will automatically detect the non-utf8 webpage to deal with the character issues.

3 Data Type and Data Source

In general, the information stored in social networking sites mostly presented as: a
short-text format and long-text format, picture, short-term video, or in the form of

Fig. 1. Screenshot of WebHarvest
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hyperlink existed. However, most technique in big data area has supported for multi-
form at storage such as Hadoop Distributed File System [6]. PAS takes advantage of
many data sources of social media data, so as to consider extensive use of various
information and data. In phase one, we would rather crawl the social data in the format
of text file than the format of other types. We will follow up the data in the form of
graphics or video to analyze the data to optimize the predictive analysis of efficiency in
later phases.

After the data format clearly defined, we need to consider the forms and method-
ology of data storage because the data stored can affect the efficiency of data read back
and calculations. There are two ways to store the data: ETL (Extract, Transform, and
Load) and ELT (Extract, Load, and Transform). Because of the general business
anaysis will be reused with crawling data, preserving the original data can reduce the
probability of re-crawl data. While there are different business goal oriented, this
approach would be suitable for using ELT form of data storage. Data are centrally
stored in RAW data warehouse; the RAW data will be converted to business data set
for analysis when you want to run your analyzer programs.

PAS system is aimed to analyze anonymous user profile. It will be more efficient to
pre-convert RAW data into business data set because the data set can be only used for
once in most cases. Analysis to calculate the time spent much faster than the way of ELT.

PAS system will go through an anonymous social-network user as main account,
and extend to dig other related information in social networking websites on the basis
of the main account. There are several major sources of social-network sites are as
follows:

1. Social community: Sina weibo, Facebook, Google+
2. Short text media: Twitter.
3. Video media: YouTube, Youku.
4. E-Commerce media: Amazon, Taobao, Jingdong.

PAS will firstly expect the user’s master account is the same identity used in other
community. The first excavation, therefore, will grab the related data source derived
from the main account. If not, PAS will try to search the data source from other sites
via user behavior or personal information such as birth date, general location, or habits
in comparison to the main account’s information. In general, the master account was
associated with the email account, account name, or similar-name account.

The second stage, we grab [8] dataset associated with the user’s master account.
These collected data are, for example, re-twitter counts, weibo posts, personal tags, or
“like” events. We regard these dimensional dataset as our core variables that may
tremendously affect our analysis process.

In order to deal with the connection between the user’s master account and his/her
related friends, we use XFN (Xhtml Friends Network) as one of our means to find
master user’s relationship. With the documents in terms of HTML and XHTML, it can
be traced from the “rel” attribute on a hyperlink, which indicate the weibos belong to
the main user’s friends. The social network of the user was therefore linked up via the
XFN values.

Data Collection and Analysis from Social Network - (PAS) 767



4 Dimension Efficiency

After we defined the data sources and data processing, we have to precise the direction
of data source we crawl. Due to the traffic restriction of sites operation, it may not allow
us to crawl the whole data uninterruptedly. Therefore, we need to pre-define the data
element better used for our analysis to enhance the efficiency of data capture.

Each account’s dataset will have to predict its exclusive labels or tags. They usually
have more intense emotions in the perception of these labels. Besides, it is more
efficient to crawl the specific datasets by digging these related friends with common
hobbies rather than grab a user associated entire weibos, friends, or articles. The second
layer datasets such as indirect relationship is also being considered as the mining scope.
There are several valuable dimensions we may use in the following:

1. Social Network Effect.
2. Personal Interest/Tag Effect.
3. Brand Effect.
4. Domain know-how Effect.
5. Education/Job/Living Background Effect.
6. Religion Belief Effect.
7. Buying Behaviour/Consumption Concept Effect.
8. Blood Type/Constellation Effect.

5 Process of Profiling Analysis

The following will introduce the primary core analysis algorithms processed in several
stages: Keywords and characteristics mapping, directly or indirectly, weight calcula-
tion, sketching portraits of target user, portrait visualization.

5.1 Keywords and Characteristic Mapping

Firstly we use kNN (K nearest neighbor algorithm) to filter the collected datasets. The
key dimension we mention above at last chapter here need to be calculated as the query
point. We gather k nearest neighbor datasets (k is a optimized constant.) extended from
the query point and dismiss the others. As Fig. 2 shown, query point can be used as our
key data dimension, then we group these datasets as the keyword clusters (Fig. 3).

After that, the keyword clusters would be executed in a matching process through a
mapping library. If the keyword cluster does not match the corresponding character-
istic, we still need to use fuzzy mapping to determine compliance with matching
process. Another fuzzy-word repository will need to be built to help complete the
comparison process.

5.2 Direct and Indirect Relation Weighs Calculation

Before the progress of the profiling scratch, we need to calculate the characteristic
index by multiplying a coefficient. The coefficient differs from every character index
and can be optimized by self-learning process. For the reason that the previous rounds
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will not reflect the precise prediction, here we used Perceptron Learning Algorithm
(PLA) to have self-optimized mechanism to improve the predictive coefficient.
Therefore, these various indexes are ready to process the next stage.

5.3 Natural Language Processing

The Chinese sentences are inherently complex and difficult to be analyzed by general
NLP. Firstly, we define a logical semantic in terms of English-like subject, verb, noun,

Fig. 2. Comparison between ETL and ELT process

Fig. 3. Concept map of kNN algorithm
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and objective, etc. this logical semantic is used as an analyzer to structure a whole
sentence. Next, we built up ontology to help us define the relation between the above
entities. Besides, the purpose would be resolved in this stage. For example, there is a
sentence ‘Could you please turn the radio off?’ In Chinese, the attitude might make the
sentence as an imperative sentence instead of a question sentence. Another example is
that ‘I don’t like John’s t-shirt today.’ The speaker may want to emphasize “John’s”
which may imply he or she would admire another one’s t-shirt. Or if he or she was
looking at that “t-shirt” he or she don’t like. In another possibility is that he or she just
doesn’t like that John’s t-shirt and he or she usually like John’s dressing. In order to
identify the emphasized word, we usually trace the previous context to position the key
word or we would memorize the final result and correct the former error. The last one
stage is the ontological processing level. In Chinese sentence, sometimes the “one”
sentence is not enough to express the true meaning because this sort of sentence is
aimed at elaborating the following sentence or at spreading out the main idea with the
coming paragraph. Therefore, we need a hypothetical algorithm to derive the meaning
of the text before and after. In general, we will define a key word library to help us
organize and predict the meaning in one sentence, then predict the real meaning by
grouped key words of each sentence. The popular words also need to be considered in
the hypothetical algorithm. However, the popular word library still needs to be man-
ually conducted and revised by monitoring the news or other media channels.

5.4 Profiling Scratch

There are different categories based on each personality traits, and we need to use filters
in front of the analytical datasets in scratching out the personality profile. Since
everyone has different brand preferences, hobbies, life value, etc. The character tags
need to be refined and complied into a tag library. Each tag would have level 2 tags
even deeper level to distinguish the extent of the impact on individual labels. Thus we
use Random Forest Classification as the classification algorithm to classify and cal-
culate multi-dimensional tags within the analytical datasets. By refining the deeper
character indexes, the scratching profile is gradually portrayed [7], as the Fig. 4 shown,
the classification algorithm will calculate each effect with the combination of all
character index datasets.

Fig. 4. Concept of engine calculation
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5.5 Visualize the Target Profile

There are many ways to visualize the analyzed data. Since we think human beings must
have various and complex characters within his/her personality. These characters may
be shown explicitly or implicitly. Therefore, we use pie chart to demonstrate the
probabilities of each character that may fairly perform the analyzed result (Fig. 5).

6 Conclusion

Although human behavior is very complex and nearly unpredictable, we are still trying
to build up the Profile Analyzer System to help us deeply understand the individual
characters and scratching out the result in digits. In the coming research, we are focused
on deeply analyze related groups the user joined and the related events the user
involved. The extended information may not only enhance the accuracy of predictive
analysis but also amend the previous analysis. We believe that the analyzed profiling
results, demonstrated a portion of characters, can be applied in many business modules
that may motivate the other business group to join our research findings or to help us
deeply enhance our system. Finally, the proposed system has been applied to in real
scenario with the dataset collected from Sina weibo and the experiment shows the
analyzed result in a certain real case.
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Abstract. This paper devotes to describe a novel way of making a good
educated analysis about personality traits of users from Sina Weibo - the most
popular microblog platform in Mainland China. Firstly, It will describe the
current method of Social Media listening technology to analysis news, trends,
stats & insights, which will also become the basement and macro factors of our
new purposed framework indicated in this paper. Secondly, it will describe in
details of our purposed solution to analysis each individual Weibo users
behaviors and connections describe their personalities, hobbies, social condi-
tions etc. Thirdly, the application and usage of this novel system will also be
indicated in this paper, to describe the advantages and how it will help enterprise
and individual users.

Keywords: Data mining � Micro-blog � Personality traits � Social marketing

1 Introduction

In recent years, the booming of social network has already changed the way people
getting and sharing information. In China, microblog sites such as Sina Weibo, has
now become one of the most important platforms and channels for a lot of people to
obtain and transfer information. Tremendous amount of data is being generated
everyday on Weibo platform, it includes User-Generated contents (posts, comments
messages), user behaviors (following, repost, like), objective environment information
(time, entrance, location), thus, monitoring and analysing these data and data changes
could be used to identify social trends and user preference. In the mean time, enter-
prises also want to benefit from using social big data to have better understanding about
target market or users to help make precision marketing strategies and it has brought a
lot of new marketing methods, propaganda, and even changed the course of enterprise
products [1].

At present, the usage of social big data analysis is mainly focus on mainstream
social networking platforms by crawling the whole SNS data as the unit to implement
public opinion monitoring, fuzzy trends prediction. There are also more and more
companies especially large-scale companies, trying to use social big data analysis in
order to improve the efficiency of Customer Relationship Management or helping to
product marketing strategy. However, at present the analysis and prediction based on
social platform is more limited in the English language on the social platforms like
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Facebook and Twitter, and most of the time, the social media analysis platforms are
mostly designed and developed specifically for large-scale enterprises and business
groups, thus how to make the social big data mining in the service of more small and
medium-sized enterprise and individual is a more practical subject.

At the same time, Microblog platforms are growing through an unprecedented
boom in recent years. The number of Chinese Micro-blog registered users had over
1.3 billion by the end of 2013, there are millions of people contribute contents through
various terminals to this platform and making it a major channel for disseminating
information. Comparing with Facebook and Twitter, Microblog in China have a lot of
differences, Chinese Weibo users prefer more to retweet posts and most of them treat
Weibo platform as another media portal, so information would spread extremely fast on
Weibo platform. So Weibo is a Time-saving and Cost-efficient way to help promote
products and make online marketing for enterprises, companies like Coco-cola, Nestle,
Durex have proved many classical cases of successful Weibo marketing.

This study focus on analysis individual characteristics of Microblog user, it will
purpose a novel way to full range of analysing individual insights on Weibo, based on a
self-evolving external environment by social media monitoring and trends prediction.
In order to achieve that, we purposed a system called PAS- Profile Analyzer System, it
generally composed by three parts: 1. A social media listening platform, which will
continuously crawl the whole Weibo data, and deep analysis, all related trends and
connections by specific queries of searching conditions (such as products, industries,
company names etc.). 2. An individual social analytics tool to provide sentiment
analysis or behavior analysis for each Weibo users, and it will contain features like:
fake user identification, user influence analysing, general characterises prediction,
social status speculate etc. 3. Both of two parts will finally take to a full report and a
front-end display module to allow individual users and enterprise access to reuse. The
system is aiming to give enterprise a better way to find real potential buyers and what
they really want, and it will also help to get rid of annoying and inaccurate messages to
individuals.

2 Related Work

Social networks are “part of social media which are applied to any kind of products and
services and user generated content which includes conversation, articles, images or
pictures, recipes, and anything that an individual share with others in their daily lives”
[2]. Based on this, social network platforms are always major objects for research and
enterprise to analysis people. There are lots of cases of using SNS to predict real life
activities, Hua-Ping Zhang wrote a paper to deep research on how and what SNS will
create deep influences, and come to a that “user content intention analysis has been
performed to reveal users’ most concerns in their daily life” [3], Donghao Ren et al.,
even developed a visual analytics system to enable general Weibo users to analysis
every Weibo events and geographical situational awareness, it could provide three
models of dynamic graphing to show spread rout and start sourcing of one partially post.
Reference [4] For business purposes, Cisco has already developed a Social CRM system
for enterprise to quickly receive and response in real time every related phenomena and
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trends about their company or products, and be closer to their customers [5]. Other
companies in China, like Admaster, Knowlesys and even the enterprise version of Sina
Weibo added the similar features for their enterprise customers.

In addition of using microblog to do public opinion monitoring and trend predic-
tion, there are also many researcher and products focusing on characterising individual
users of SNS users. These implementations at present are mainly through the analysis
of the behavior of user in the platform, in order to draw its activity and influence in the
virtual society. In order to reduce the “Fake Users” in Micro-blogging system which
may cause negative influences and restore the Micro-blogging a pureness environment,
[6] Guanzhi Z. has purposed a mechanism of how to identify Fake followers based on
their behaviors such as the frequency of making posts, Fans Numbers, Friends Num-
bers. Reference [7] Binlin C. has also purposed similar method of how to judge user
influences on Chinese Microblog- Weibo, and filter fake followers. Reference [8]
Additionally, Sina Weibo has recently release an application called micro-data to allow
every Weibo user to analysis their own account to understand their influences on the
platform including their Activity, the propagation force and coverage, and even provide
them a chance to test their relationship with anyone on the platform including Big V
(i.e. verified account of high-profile people on the internet) based on the “Six Degrees
of Separation”. Teresa Correa purposed a new model to pay attention on Text and
behaviors generated by users to make a good educated guess on their traits based on the
“BIG FIVE FRAME WORK” theory, it is more like a combination of “Human
behavior, psychology, and data mining technology”. Reference [10] While at the same
time, IBM also release a research going even deeper, they analysis more than 10 mil-
lion micro-blogging users, and announce that they could Undercover “Deep psycho-
logical profiles” of each individual users [9].

3 The Prediction Model of Micro-blogging User’s
Personalities

Based on theories and previous works introduced above, we would like to introduce a
new system to achieve real-time public monitoring, trends prediction and individual
insights, provide a full range of deep mining on every user’s real need. In order to do
this, the system will include following parts:

1. Social Listening Platform
The system could continually crawl data from Weibo platform by using data

mining tools like WebHarvest, and it will also request data directly from Weibo open
API.

Thus the system could analysis relevant trends, make predictions and early warning
according to requests by enterprises based on the Weibo data generated during a long
period of time to real time.

Through these vast amounts of data, the system will firstly retrieve the associated
Weibo topics, characters, and events according to search queries, the system could
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monitor all relevant contents to provide a complete picture, and it may help enterprises
to have better understanding about relevant topic or key messages spreading alongside.
Then the system will automatically search related context to make deep analysis based
on user operations like repost, comment, search keywords. After this step, the system
will execute overlap filter information to find the relationship map and then import to a
statistic analysis. Under this process, it could track the fastest rising topic, and predict
possible news, or specifically track a product name to analysis where and how people
discuses and response, and even it could analysis which of them has the most influ-
ences to others. These kind of prediction and reasoning will directly help enterprise to
realize how their products create affections in public, and what can they improve to en-
large the impacts and find right person to promote. More importantly, this process will
help to generate an environment parameter to help making future individual analysis.
Consider the unique feature of Sina Weibo, Big Vs and some official account will have
great influence on spreading events, we designed a modelling specifically to analysis
the degree these Big V have may have influences, and it will help to forecast future
event spreading rout and coverage.

3.1 An Individual Social Analytics Tool

The system also provide a tool to deep analysis individual Sina Weibo Users, based on
their original profile, actions like following, repost and like, and also their friend
circles. Through this process, it will come to a “user portrait” which is used to describe
user preferences, hobbies, social status and other real life properties.

The development of the Internet has changed people’s attitude to information
privacy, Online social media users have begun to open part of their personal data to
their friends or even public world, in order to know new friends or get better services,
As the foundation of the social conduct, we call these data the user’s Static
Information.

This information on the Weibo platform could include: Registered user name/ID,
location, birthday/sign, blood type, the registration time, gender, work/school users
from losing data, and the widely use of tags by others, for example, favorite in food,
movies, a otaku, etc. (Figs. 1 and 2).

Because of these information are normally input by user themselves, it can be treat
as the basic data structure of user attributes, and carry on simple classification of them,
but at the same time, the data also has deficiencies in high risk, false or inaccurate, so
these data is only as a standard reference data, and later to obtain objective data with a
weight comparison.

The most important step during this process is to make a longitudinal comparison
and analysis the dynamic data generated during the process of long-term usage. Most of
users traits are hidden in its routine operations and contents of their posts [9], so it will
require a period of time of usage to execute text analysis and comparison of a longi-
tudinal change. For example, we can infer from one user’s 50 posts initiatively sent to
Weibo about its most like punctuation marks, interactive friends, frequency of active in
Weibo and even its location and using time can be deduced.
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4 Application of Analyzing Personality Traits of Weibo User

The system could deeply draw a big picture of trends and changes on particular area,
based on mining every personal Weibo data, and Educated analysis individuals char-
acteristics will be more conducive to help associated each user from the vast amounts
of information in the Internet, thus enterprise could gain better understanding of their
users, and push the right products and advertising in a more appropriate time; Every
users on social networking can also easily find interested contents displayed in right
places; Weibo itself can not only be a platform to communicate but also can become
the center of origin to understand people.

After the deep analysis of every Weibo users’ preferences and traits enterprises
could quickly find their target users and increase the accuracy of their Ad. For example,
for a terminal company, to learn how to quickly locate its products to suitable crowd
and put in the right model to each group of people to grasp their interest is an important

Fig. 1. Social listening platform

Fig. 2. Social analytics tool

Analyzing Personality Traits Based on User Behavoirs of Using Microblog 777



marketing measure, one of current solution now is to promote several similar Ads, and
publish to the public, which is very inflexible, and unpredictable, another way is based
on the simple user attention and buying behavior to execute simple similarity matching
promotion; Based on the previous analysis on Weibo group and individual, the PAS
system can effectively help enterprises to specify more intelligent advertising promo-
tion strategy; Big data analysis based on groups of people may help enterprises to
quickly find their target users preferences to know what information and unique fea-
tures they may concerning about, and it also help to lock their competitors’ products
about their future influences on Weibo, also enterprise would know the most influential
people to their target users, and maximize the utilization of resources. For each user
analysis, it can include the status of work/study, location, and even analysis their
terminals of sending Weibo messages to indicate the change of their mobile terminal,
with general concern of user’s social status, revenue forecasts, so when they have
changed a new phone, the system can help enterprises to know after how long the user
will most likely to replace the phone and which model they may interested, then push
more accurate advertisement and directional information, thus to greatly increase the
purchase willing of their potential users.

At the normal user’s aspect, with the development of the Internet, a large amount of
data and content have already made all users into information slaves, how to help users
to intelligent filter information based on their behavior and preferences will be a very
important direction of future development on the mobile Internet. Based on the char-
acteristics of users micro-blogging data after scanning, it can effectively learn what
contents may attract each user’s focus, And by analysing their relationship chain, it
could understand their social status, their real-life range, and even predict where it
might go and purchase products. More additional, through the use of the terminal
equipment of the positioning system to understand the user’s position, time, etc., on the
basis of these data it can almost understanding each user’s needs of contents and apps,
and deliver them in the right place.

5 Conclusion

This paper purposed a new method of analysing micro-blogging data to help enter-
prises make better marketing methods by having better understanding about their target
industry, market, users and even competitors. It described a system called PAS to firstly
collect mass of data from Sina Weibo, the most popular micro-blogging site, and to
generate the environment to predict the trends and public activities, and help to find the
big picture for companies to understand their brand, products, or marketing results.
After that, PAS also could scan and analysis every individual users to find the real
valuable potential customers and people who may have influence to them which will
dramatically improve the accuracy and effectives for companies to promote products or
hold activities. Finally in this report, we indicate some usage aspects of our system,
which may not only help companies to do CRM or product promotion but also help
every normal users to understand their primary images on the internet, and contribute to
other content providers of optimising information to every normal internet users.
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Abstract. Nowadays, high volumes of valuable uncertain data can be
easily collected or generated at high velocity in many real-life applica-
tions. Mining these uncertain Big data is computationally intensive due
to the presence of existential probability values associated with items
in every transaction in the uncertain data. Each existential probability
value expresses the likelihood of that item to be present in a particular
transaction in the Big data. In some situations, users may be interested
in mining all frequent patterns from these uncertain Big data; in other
situations, users may be interested in only a tiny portion of these mined
patterns. To reduce the computation and to focus the mining for the
latter situations, we propose a tree-based algorithm that (i) allows users
to express the patterns to be mined according to their intention via the
use of constraints and (ii) uses MapReduce to mine uncertain Big data
for only those frequent patterns that satisfy user-specified constraints.
Experimental results show the effectiveness of our algorithm in mining
probabilistic databases of uncertain Big data.

1 Introduction and Related Works

Nowadays, high volumes of valuable data are easily collected or generated in var-
ious real-life application areas such as bioinformatics, e-commerce, healthcare,
mobile sensing, security, and social networks. This leads us into the new era
of Big data [20]. Intuitively, Big data refer to high-velocity, high-value, and/or
high-variety data with volumes beyond the ability of commonly-used software
to capture, curate, manage, and process within a tolerable elapsed time. Hence,
new forms of processing data are needed to deliver high veracity (and low vulner-
ability) and to enable enhanced decision making, insight, knowledge discovery,
and process optimization. This drives and motivates research and practices in
business analytics and optimization, which require techniques like Big data min-
ing and analytics [12,14]. Having developed systematic or quantitative processes
to mine and analyze Big data allows us to continuously or iteratively explore,
investigate, and understand the past business performance so as to gain new
insight and drive business planning.

To handle Big data, researchers proposed the use of a high-level programming
model—called MapReduce—to process high volumes of data by using parallel and
c© Springer International Publishing Switzerland 2014
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distributed computing [25] on large clusters or grids of nodes (i.e., commodity
machines), which consist of a master node and multiple worker nodes. As implied
by its name, MapReduce involves two key functions: “map” and “reduce”. An
advantage of using the MapReduce model is that users only need to focus on (and
specify) these map and reduce functions—without worrying about implementa-
tion details for (i) partitioning the input data, (ii) scheduling and executing the
program across multiple machines, (iii) handling machine failures, or (iv) man-
aging inter-machine communication. Over the past few years, several algorithms
have been proposed to use the MapReduce model—which applies distributed
or parallel computing—for different Big data mining and analytics tasks [5,10].
Examples of these tasks include clustering [6], outlier detection [9], and structure
mining [24]. An equivalently important mining and analytics task is pattern min-
ing [3,18,23], which aims to analyze valuable data for the discovery of implicit,
previously unknown, and potentially useful knowledge in the form of patterns.
For example, frequent patterns help reveal collections of popular merchandise
items, frequently co-occurring objects, or frequently co-located events.

Since the introduction of pattern mining [1], numerous algorithms have been
proposed to mine precise data such as shopper market basket transaction data-
bases. With these databases, users definitely know whether an item is present
in—or is absent from—a transaction. In this notion, each item in a transaction tj
in databases of precise data can be viewed as an item with a 100 % likelihood
of being present in tj . However, data in many real-life applications are riddled
with uncertainty [2,16,19]. It is partially due to inherent measurement inaccura-
cies, sampling and duration errors, network latencies, and intentional blurring of
data to preserve anonymity. Hence, users are usually uncertain about the pres-
ence or absence of items. As a concrete example, a meteorologist may suspect
(but cannot guarantee) that severe weather phenomena will develop during a
thunderstorm. The uncertainty of such suspicions can be expressed in terms of
existential probability. For instance, a thunderstorm may have a 60 % likelihood
of generating hail, and only a 15 % likelihood of generating a tornado, regardless
of whether or not there is hail. To handle uncertain data, several pattern mining
algorithms—such as the U-Apriori [4], UF-growth [15], and PUF-growth [16]
algorithms—were proposed in previous PAKDD conferences.

Furthermore, in many real-life applications, users may have some particular
phenomena in mind on which to focus the mining (e.g., a meteorologist may want
to find only those weather records about thunderstorms with hail). However,
the aforementioned algorithms mine patterns without user focus. Consequently,
users often need to wait for a long period of time for numerous patterns, out of
which only a tiny fraction may be interesting to the users. Hence, constrained
pattern mining [11]—which aims to find valid patterns (i.e., patterns that satisfy
the user-defined constraints)—is needed.

A natural question to ask is: Can we use MapReduce to perform constrained
pattern mining from uncertain Big data? In response to this question, we propose
an algorithm—called BigSAM—to mine uncertain Big data for frequent patterns
that satisfy a particular type of user-specified constraints called succinct
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anti-monotone (SAM) constraints. Our algorithm discovers patterns from prob-
abilistic databases of uncertain Big data in a pattern-growth fashion for Big data
analytics. Such an algorithm—which is a non-trivial integration of (i) mining for
patterns, (ii) mining from uncertain data, (iii) mining from Big data, and (iv) min-
ing with constraints—is our key contribution of this paper.

The remainder of this paper is organized as follows. The next section gives
background about uncertain data, SAM constraints, and the MapReduce model.
In Sect. 3, we propose our BigSAM algorithm for mining uncertain Big data
for patterns that satisfy the user-specified SAM constraints using MapReduce.
Evaluation results and conclusions are presented in Sects. 4 and 5, respectively.

2 Background

In this section, we give some background information about (i) uncertain data,
(ii) SAM constraints, and (iii) the MapReduce model.

2.1 Uncertain Data: Existential Probability and Expected Support

Let (i) Item be a set of m domain items and (ii) X = {x1, x2, . . . , xk} be a pattern
comprising k items (i.e., a k-itemset), where X ⊆ Item and 1 ≤ k ≤ m. Then,
each item xi in a transaction tj = {x1, x2, . . . , xh} ⊆ Item in a probabilistic
database of uncertain data is associated with an existential probability value
P (xi, tj) [13], which represents the likelihood of the presence of xi in tj . Note
that 0 < P (xi, tj) ≤ 1. The existential probability P (X, tj) of a pattern X in tj
is the product of the corresponding existential probability values of every item x
within X (when these items are independent) [13]: P (X, tj) =

∏
x∈X P (x, tj).

The expected support expSup(X) of X in the probabilistic database is the
sum of P (X, tj) over all n transactions in the database:

expSup(X) =
n∑

j=1

P (X, tj) =
n∑

j=1

(
∏

x∈X

P (x, tj)

)
, (1)

where P (x, tj) is the existential probability value of item x in transaction tj .
With this definition of expected support, existing tree-based algorithms [8] such
as UF-growth [15] and PUF-growth [16] mine frequent patterns from a prob-
abilistic database of uncertain data as follows. The algorithms first scan the
database once to compute the expected support of all domain items (i.e., sin-
gleton itemsets). Infrequent items are pruned as their extensions/supersets are
guaranteed to be infrequent. The algorithms then scan the database a second
time to insert all transactions (with only frequent items) into a tree (i.e., UF-
tree [15] or PUF-tree [16]). Each node in the tree captures (i) an item x, (ii) its
existential probability value P (x, tj), and (iii) its occurrence count. At each step
during the mining process, the frequent patterns are expanded recursively.

Given such a database and a user-specified minimum support threshold min-
sup, the research problem of frequent pattern mining from uncertain data is to
discover from the probabilistic database of uncertain data all those frequent pat-
terns (i.e., patterns having expected support ≥ minsup).
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2.2 Succinct Anti-monotone (SAM) Constraints

To mine interesting patterns from precise data, the Constrained Apriori (CAP)
framework [21] allows the user to specify his interest via the use of SQL-style
constraints to guide the mining process so that only those frequently occurring
sets of shopper basket items satisfying the user constraints are returned. This
avoids unnecessary computation for mining those uninteresting frequent pat-
terns. Examples of user-specified constraints include (i) max(X.Price) ≤ $500,
which expresses the user’s interest in finding every frequent pattern X such that
the maximum price of all shopper market basket items in X is at most $500, and
(ii) X.Type �= snack, which expresses the user’s interest in finding every frequent
pattern X such that every shopper market basket item in X is not a snack item.

In general, user-specified constraints can be categorized into several over-
lapping classes according to the properties that they possess. The two afore-
mentioned constraints in particular can be categorized into a popular class of
constraints called succinct anti-monotone (SAM) constraints, which possess the
properties of both succinctness and anti-monotonicity.

Definition 1 (Succinctness [11]). Let Item be the set of m domain items.
Then, an itemset SSj ⊆ Item is a succinct set if SSj can be expressed as a
result of selection operation σp (Item), where σ is the usual SQL-style selection
operator and p is a selection predicate. A powerset of items SP ⊆ 2Item is a
succinct powerset if there is a fixed number of succinct sets SS1, . . . , SSk ⊆ Item
such that SP can be expressed in terms of the powersets of SS1, . . . , SSk using
set union and/or set difference operators. A constraint C is succinct provided
that the set of patterns satisfying C is a succinct powerset. �

Definition 2 (Anti-monotonicity [11]). A constraint C is anti-monotone
if and only if all subsets of a pattern satisfying C also satisfy C. �

2.3 The MapReduce Programming Model

MapReduce [7] is a high-level programming model for processing vast amounts of
data. Usually, MapReduce uses parallel and distributed computing on clusters or
grids of nodes (i.e., computers). The ideas behind MapReduce can be described
as follows. As implied by its name, MapReduce involves two key functions: “map”
and “reduce”. The input data are read, divided into several partitions (sub-
problems), and assigned to different processors. Each processor executes the
map function on each partition (subproblem). The map function takes a pair
of 〈key, value〉 data and returns a list of 〈key, value〉 pairs as an intermediate
result:

map: 〈key1, value1〉 �→ list of 〈key2, value2〉,
where (i) key1 & key2 are keys in the same or different domains, and (ii) value1 &
value2 are the corresponding values in some domains. Afterwards, these pairs are
shuffled and sorted. Each processor then executes the reduce function on (i) a
single key value from this intermediate result together with (ii) the list of all



784 F. Jiang et al.

values that appear with this key in the intermediate result. The reduce function
“reduces”—by combining, aggregating, summarizing, filtering, or transforming—
the list of values associated with a given key (for all k keys) and returns a list
of k values:

reduce: 〈key2, list of value2〉 �→ list of value3,

or returns a single (aggregated or summarized) value:

reduce: 〈key2, list of value2〉 �→ value3,

where (i) key2 is a key in some domains, and (ii) value2 & value3 are the
corresponding values in some domains. Examples of MapReduce applications
include the construction of an inverted index as well as the word counting of a
document.

Early works on MapReduce focused either on data processing [7] or on
some data mining tasks other than frequent pattern mining (e.g., outlier detec-
tion [9], structure mining [24]). Recently, three Apriori-based algorithms called
SPC, FPC and DPC [17] were proposed to mine frequent patterns from precise
data. Like these three algorithms, our proposed BigSAM algorithm also uses
MapReduce. However, unlike these three algorithms (which mine frequent pat-
terns from precise data using the Apriori-based approach), our proposed BigSAM
mines frequent patterns from uncertain data using a tree-based approach. The
search/solution space for pattern mining from uncertain data is much larger than
that for pattern mining from precise data due to the presence of the existential
probabilities.

Moreover, a parallel randomized algorithm called PARMA [22] was proposed
to mine approximations to the top-k frequent patterns and association rules from
precise data using MapReduce. Although PARMA and our BigSAM algorithm
both use MapReduce, one key difference between the two algorithms is that
we aim to mine for truly frequent (instead of approximately frequent) patterns.
Another key difference is that we mine from uncertain data (instead of precise
data). The third key difference is that we mine with constraints so that we
focus our computation on finding only those frequent patterns that satisfy the
use-specified SAM constraints (instead of all frequent patterns).

3 Our BigSAM Algorithm that Mines Uncertain Big
Data for Frequent Patterns Satisfying SAM Constraints

Given (i) a probabilistic database of uncertain Big data, (ii) a user-specified SAM
constraint, and (iii) a user-specified minimum support threshold minsup, our
proposed BigSAM algorithm uses the MapReduce programming model to mine
uncertain Big data—in a tree-based pattern-growth fashion—for all patterns
satisfying the SAM constraint and having expected support ≥ minsup (i.e., valid
frequent patterns).

Recall from Sect. 2.2 that users can express their interests by specifying con-
straints. Our BigSAM algorithm does not confine the user-specified constraints
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to only shopper market basket items. We allow users to specify constraints that
can be imposed on items, events, or objects in other domains. For example,
constraint C1 ≡ max(X.Temperature) ≤ 20◦C expresses the meteorologist’s
interest in finding every frequent pattern X such that the maximum tempera-
ture of all meteorological records in a pattern X is at most 20◦C. In other domain
(e.g., healthcare sector), constraint C2 ≡ min(X.WBC) ≥ 4.3×109/L expresses
the physician’s interest in finding every group X such that the minimum white
blood cell (WBC) counts among all patients in X is at least 4.3 × 109/L. For
mobile sensing, constraint C3 ≡ X.Location=Tainan expresses the user interest
in finding every frequent pattern X such that all events in X are held in the
city of Tainan; constraint C4 ≡ X.Location=(Tainan ∨ Kaohsiung) expresses the
user interest in finding every frequent pattern X such that all events in X are
held in Tainan or Kaohsiung. Constraint C5 ≡ X.Location �=Winnipeg expresses
the user interest in finding every frequent pattern X such that all events in X
are held outside Winnipeg.

We observed that, due to anti-monotonicity, if a pattern does not satisfy the
SAM constraints, all its supersets are guaranteed not to satisfy the SAM con-
straints. Thus, any pattern that does not satisfy the SAM constraints can be
pruned. Moreover, due to succinctness, we can precisely enumerate all and only
those patterns that satisfy the constraints by using a member generating func-
tion. For example, the set of patterns satisfying C1 ≡ max(X.Temperature) ≤
20◦C is a succinct powerset. Thus, the set of patterns satisfying C1 can be
expressed as 2σTemperature≤20◦C(Item). The corresponding member generating func-
tion can be represented as {X | X ⊆ σTemperature≤20◦C(Item)}, which precisely
enumerates all and only those valid patterns (i.e., patterns that satisfy C1): All
these patterns must comprised only items with individual temperature ≤ 20◦C.
Consequently, valid frequent patterns for C1 would be those frequent ones among
the valid patterns satisfying C1.

3.1 Exploiting SAM Constraints in the Reduce Function

With the above observations, our BigSAM algorithm exploits the properties of
succinctness and anti-monotonicity. The key idea of our algorithm—which uses
two sets of the map and reduce functions to mine uncertain Big data for frequent
patterns satisfying SAM constraints—can be described as follows. BigSAM first
reads high volumes of uncertain Big data. As each item in the volumes is asso-
ciated with an existential probability, BigSAM aims to compute the expected
support of all domain items (i.e., singleton patterns) by using MapReduce. The
expected support of any pattern can be computed by using Eq. (1). Moreover,
for any singleton pattern {x}, such an equation can be simplified to become the
following:

expSup({x}) =
n∑

j=1

P (x, tj), (2)

where P (x, tj) is the existential probability of item x in transaction tj . Specif-
ically, BigSAM divides the uncertain data into several partitions and assigns
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them to different processors. The map function receives 〈transaction ID, con-
tent of that transaction〉 as input. For every transaction tj , the map function
emits an 〈x, P (x, tj)〉 pair for each item x ∈ tj (cf. when mining precise data, each
occurrence leads to an actual support of 1 and would yield a corresponding 〈x, 1〉
pair). When mining uncertain data, the occurrence of x can be different from the
expected support of x. For instance, consider an item a with existential probabil-
ity value of 0.9 that appears only in transaction t1. Its expected support may be
higher than item b that appears seven times but with an existential probability
value of 0.1 in each appearance. Then, expSup({a}) = 0.9 > 0.7 = expSup({b}).
Hence, instead of emitting 〈x, 1〉 for each occurrence of x ∈ tj , BigSAM emits
〈x, P (x, tj)〉 for each occurrence of x ∈ tj . In other words, the map function can
be specified as follows:

For each transaction tj ∈ partition of the uncertain Big data do
for each item x ∈ tj do

emit 〈x, P (x, tj)〉.
This results in a list of different 〈x, P (x, tj)〉 pairs.

Afterwards, these 〈x, P (x, tj)〉 pairs are shuffled and sorted. Each proces-
sor then executes the reduce function on the shuffled and sorted pairs to apply
constraint checking on every item x and obtain the expected support only for
valid x (i.e., {x} that satisfies CSAM). In other words, the reduce function can
be specified as follows:

For each x ∈ {〈x, list of P (x, tj)〉} do
if {x} satisfying CSAM then

set expSup({x}) = 0;
for each P (x, tj) ∈ list of P (x, tj) do

expSup({x}) = expSup({x}) + P (x, tj).
if expSup({x}) ≥ minsup then emit 〈{x}, expSup({x})〉.

To recap, when using a high-level description, this first set of “map” and
“reduce” functions can be defined as follows:

map1: 〈ID of transaction tj , content of tj〉 �→ list of 〈x, P (x, tj)〉,
reduce1: 〈x, list of P (x, tj)〉 �→ 〈valid frequent{x}, expSup({x})〉.

Here, the master node first reads and divides uncertain Big data in partitions.
The worker node corresponding to each partition then outputs 〈x, P (x, tj)〉 pairs
for each domain item x. The reduce function then sums all existential probabil-
ity values of x for each x to compute its expected support in the probabilistic
database of uncertain Big data.

Example 1. Consider a probabilistic database of uncertain data with auxiliary
information as shown in Table 1. Let (i) C1 ≡ max(X.Temperature) ≤ 20 ◦C,
which means that domain items a, b, c, d (but not e) satisfy CSAM, and (ii) min-
sup=1.0 Then, from transaction t1, the map function outputs 〈a, 0.7〉, 〈b, 1.0〉,
〈c, 0.8〉 and 〈e, 0.9〉. Similarly, from transaction t2, the map function outputs
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Table 1. A sample set of uncertain Big data (with auxiliary information)

TID Content

t1 {a:0.7, b:1.0, c:0.8, e:0.9}
t2 {a:0.9, b:1.0, c:0.6, e:0.7}
t3 {a:0.8, c:0.2, d:0.8}

Item Temp. Item Temp.

a 5◦C d 20◦C
b 10◦C e 25◦C
c 15◦C

〈a, 0.9〉, 〈b, 1.0〉, 〈c, 0.6〉 and 〈e, 0.7〉; from transaction t3, the map function out-
puts 〈a, 0.8〉, 〈c, 0.2〉 and 〈d, 0.8〉. These pairs are then shuffled and sorted. The
reduce function reads 〈a, [0.7, 0.9, 0.8]〉, 〈b, [1.0, 1.0]〉, 〈c, [0.8, 0.6, 0.2]〉, 〈d, [0.8]〉 &
〈e, [0.9, 0.7]〉, and outputs 〈a, 2.4〉, 〈b, 2.0〉 &〈c, 1.6〉 (i.e., valid frequent items and
their corresponding expected support). Note that the reduce function does not
sum the existential probabilities values for item e, let alone compute its expected
support, because {e} does not satisfy CSAM. Although the reduce function sums
the existential probabilities values for item d (as it satisfies CSAM), it does not
output its expected support because d is infrequent. �

3.2 Exploiting SAM Constraints in the Map Function

Alternatively, to handle the user-specified SAM constraint CSAM, we can push
CSAM into the map function so that we only emit 〈x, P (x, tj)〉 for each item
x ∈ tj that satisfies CSAM. See the corresponding map function:

For each transaction tj ∈ partition of the uncertain Big data do
for each item x ∈ tj and {x} satisfies CSAM do

emit 〈x, P (x, tj)〉.
This results in a list of different 〈valid x, P (x, tj)〉 pairs.

Afterwards, these 〈valid x, P (x, tj)〉 pairs are shuffled and sorted. Each proces-
sor then executes the reduce function on the shuffled and sorted pairs to obtain the
expected support of x:

For each x ∈ {〈valid x, list of P (x, tj)〉} do
set expSup({x}) = 0;
for each P (x, tj) ∈ list of P (x, tj) do

expSup({x}) = expSup({x}) + P (x, tj).
if expSup({x}) ≥ minsup then emit 〈{x}, expSup({x})〉.

To recap, when using a high-level description, this alternative first set of
“map” and “reduce” functions can be defined as follows:

map1′ : 〈ID of tj , content of tj〉 �→ list of 〈valid x, P (x, tj)〉,
reduce1′ : 〈valid x, list of P (x, tj)〉 �→ 〈valid frequent {x}, expSup({x})〉.

Example 2. Revisit Example 1. Again, let (i) domain items a, b, c, d (but not e)
satisfy CSAM and (ii) minsup=1.0. Then, from transaction t1, the map function
outputs 〈a, 0.7〉, 〈b, 1.0〉 and 〈c, 0.8〉. Similarly, from transaction t2, the map func-
tion outputs 〈a, 0.9〉, 〈b, 1.0〉 and 〈c, 0.6〉; from transaction t3, the map function
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outputs 〈a, 0.8〉, 〈c, 0.2〉 and 〈d, 0.8〉. Note that constraint checking was brought
from the reduce function (as in Example 1) to the map function, which does
not output the existential probability values for item e because {e} does not
satisfy CSAM. All the output pairs are then shuffled and sorted. Afterwards, the
reduce function reads 〈a, [0.7, 0.9, 0.8]〉, 〈b, [1.0, 1.0]〉, 〈c, [0.8, 0.6, 0.2]〉 & 〈d, [0.8]〉,
and outputs 〈a, 2.4〉, 〈b, 2.0〉 & 〈c, 1.6〉 (i.e., valid frequent items and their cor-
responding expected support). Note that, although the reduce function sums
the existential probabilities values for item d (as it satisfies CSAM), it does not
output its expected support because d is infrequent. �

As observed from the above two examples, exploiting SAM constraints in the
reduce function requires fewer constraint checks because it only checks at most
m domain items to see if they satisfy CSAM. In contrast, exploiting SAM con-
straints in the map function checks all occurrences of items in every transaction
in the Big data set, which are normally  m. Hence, the former is time-efficient
when the data set consisting of only a few domain items such as DNA or RNA
sequences in bioinformatics. On the other hand, the latter requires less bookkeep-
ing because it emits 〈valid x, P (x, tj)〉 only for those items that satisfy CSAM.
Hence, it is space-efficient when high volumes of data come at a high velocity
such as data streams.

3.3 Mining Valid Frequent Non-singleton Patterns

Once our BigSAM algorithm finds valid frequent singleton patterns (with their
associated expected support), it rereads each transaction in the probabilistic data-
base of uncertain Big data to form an {x}-projected database (i.e., a collection of
transactions containing x) for each valid frequent item x in the list returned by
the first reduce function. Due to the succinctness &anti-monotonicity, all valid
patterns must comprise only valid singleton items. Hence, our BigSAM algorithm
keeps only those valid singleton items in each {x}-projected database. The worker
node corresponding to each projected database then (i) builds appropriate local
trees (e.g., UF-trees or PUF-trees)—based on the projected database assigned to
the node—to mine every valid frequent pattern X of higher cardinality k (i.e., k-
itemsets for k ≥ 2) and (ii) outputs 〈X, expSup(X)〉 (i.e., every valid frequent
pattern X with its expected support). In other words, BigSAM executes the sec-
ond set of “map” and “reduce” functions as follows:

map2: 〈ID of tj , content of tj〉
�→ list of 〈valid frequent{x},prefix of tjthat ends with x〉,

reduce2: 〈valid frequent{x}, {x} − projected database〉
�→ list of 〈valid frequent pattern X, expSup(X)〉.

Example 3. Continue with Example 1 or 2. After reading t1, BigSAM emits
〈b, {a:0.7, b:1.0}〉 & 〈c, {a:0.7, b:1.0, c:0.8}〉. BigSAM also emits 〈b, {a:0.9, b:1.0}〉
& 〈c, {a:0.9, b:1.0, c:0.6}〉 after reading t2, and emits 〈c, {a:0.8, c:0.2}〉 after read-
ing t3. Note that the map function of BigSAM does not emit any pairs containing
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infrequent item d or invalid item e. After all the emitted pairs are shuffled and
sorted, the reduce function of BigSAM then forms the {b}-projected database
(comprising {a:0.7, b:1.0} & {a:0.9, b:1.0}) and the {c}-projected database (com-
prising {a:0.7, b:1.0, c:0.8}, {a:0.9, b:1.0, c:0.6} & {a:0.8, c:0.2}), from which valid
frequent patterns {a, b}:1.8, {a, c}:1.26, {a, b, c}:1.1 and {b, c}:1.4 are found. �

4 Experimental Results

To evaluate our proposed BigSAM algorithm in mining uncertain Big data for
frequent patterns that satisfy user-specified SAM constraints, we used different
datasets—which include real-life datasets (e.g., accidents, connect4, and mush-
room) from the UCI Machine Learning Repository (http://archive.ics.uci.edu/
ml/) and the FIMI repository (http://fimi.ua.ac.be/). We also used IBM syn-
thetic data, which were generated using the IBM Quest Dataset Generator [1].
The generated data ranges from 2M to 5M transactions with an average transac-
tion length of 10 items from a domain of 1K items. As these datasets originally
contained only precise data, we assigned to each item in every transaction an
existential probability value in the range (0,1]. All experiments were run on
either (i) a single machine with an Intel Core i7 4-core processor (1.73 GHz) and
8 GB of main memory running a 64-bit Windows 7 operating system, or (ii) the
Amazon EC2 cluster—specifically, 11 m2.xlarge computing nodes (http://aws.
amazon.com/ec2/). All versions of the algorithm were implemented in the Java
programming language. The stock version of Apache Hadoop 0.20.0 was used.

First, we used (i) a database consisting of items all with existential probability
value of 1 (indicating that all items are definitely present in the database and
(ii) a user-specified SAM constraint. With this setting, we compared BigSAM
(which finds valid frequent patterns from uncertain data) with CAP [21] (which
also finds valid frequent patterns but from precise data). Experimental results
showed that, (i) in terms of accuracy, BigSAM returned the same collection of
valid frequent patterns as those returned by CAP. However, (ii) in terms of func-
tionality, CAP is confined to finding valid frequent patterns from datasets when
existential probability values of all items is 1, whereas our BigSAM algorithm is
capable of finding valid frequent patterns from datasets containing items with
various existential probability values ranging from 0 to 1.

Next, we used (i) a probabilistic database of uncertain data (containing items
with various existential probability values ranging from 0 to 1) and (ii) a SAM
constraint with 100 % selectivity (so that every item is selected). With this set-
ting, we compared UF-growth [15] (which mines unconstrained frequent patterns
from uncertain data) with BigSAM. Experimental results showed that, (i) in
terms of accuracy, both algorithms returned the same collection of frequent pat-
terns. (ii) In terms of runtimes, as shown in Fig. 1(a), both algorithms took
shorter to run when minsup increased because fewer patterns had expected sup-
port ≥ minsup. (iii) Between the two algorithms, BigSAM (which was run in the
MapReduce environment with 11 nodes) took much shorter runtimes than UF-
growth [15] (which is a sequential algorithm). This led to a significant speedup,

http://archive.ics.uci.edu/ml/
http://archive.ics.uci.edu/ml/
http://fimi.ua.ac.be/
http://aws.amazon.com/ec2/
http://aws.amazon.com/ec2/
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Fig. 1. UF-growth [15] vs. our BigSAM algorithm

Fig. 2. Constraint handling by our BigSAM algorithm

especially for mining Big data. (iv) As observed from Fig. 1(b), when the number
of transactions increased, the gap between the runtimes of the two algorithms
increased, and thus the speedup became more significant. (v) In terms of func-
tionality, UF-growth [15] was not designed to handle constraints with selectivity
other than 100 %, whereas our BigSAM algorithm is capable of handling con-
straints of any selectivity.

To adapt UF-growth for handling user-specified SAM constraints with selec-
tivity other than 100 %, it first ignores the constraints and mines all frequent
patterns, and then applies constraint checking as a post-processing step to check
if each mined pattern is valid (i.e., satisfying the SAM constraints) and prune
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those uninteresting/invalid patterns (i.e., patterns that violate the SAM con-
straints). By doing so, the computation of this adapted algorithm is indepen-
dent of the selectivity of the SAM constraints. Hence, it would be time- and
space-consuming for handling uncertain Big data—especially when only a few
frequent patterns are valid (i.e., low percentage selectivity). In contrast, Fig. 2
shows that (i) runtimes of BigSAM decreased when the selectivity was lower
(i.e., when fewer frequent patterns were valid) on different datasets. Moreover,
(ii) the runtime was proportional to the computation, which was proportional
to the percentage selectivity. This illustrates the benefits of pushing constraint
checking in our BigSAM algorithm.

As ongoing work, we are conducting more experiments to evaluate other
aspects (e.g., the effect on the number of machines or cluster nodes, the com-
munication costs) and with other algorithms (e.g., PUF-growth [16]).

5 Conclusions

In this paper, we proposed the BigSAM algorithm that (i) allows users to express
their interest in terms of succinct anti-monotone (SAM) constraints and (ii) uses
the MapReduce programming model to mine uncertain Big data for frequent
patterns that satisfy user-specified constraints. As a result, our algorithm returns
all and only those patterns that are interesting to the users. Experimental results
show the effectiveness of our algorithm in mining these interesting patterns from
probabilistic databases of uncertain Big data with MapReduce. As ongoing work,
we are extending our algorithm for handling non-SAM constraints.
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Abstract. Massive amounts of data are generated daily at a rapid rate. As a
result, the world is faced with unprecedented challenges and opportunities on
managing the ever-growing data. These challenges are prevalent in time series for
obvious reasons. Clearly, there is an urgent need for efficient solutions to mine
large-scale time series databases. One of such data mining tasks is periodicity
mining. Efficient and effective periodicity mining techniques in big data would be
useful in cases such as finding animal migration patterns, analysis of stock market
data for periodicity, and outlier detection in electrocardiogram (ECG), analyses
of periodic disease outbreak etc. This work utilizes the notion of time series
motifs for approximate period detection. Specifically, we present a novel and
simple method to detect periods on time series data based on recurrent patterns.
Our approach is effective, noise-resilient, and efficient. Experimental results
show that our approach is superior compared to a popularly used period detection
technique with respect to accuracy while requiring much less time and space.

Keywords: Motif � Period � Time series � Big data

1 Introduction

Periodicity is the tendency of a pattern to recur at regular intervals, which are referred
to as periods. Periodic patterns occur in many natural phenomena or human activities.
Examples include an employee’s daily work schedule, yearly migration pattern of
animals, regional sunspot cycle etc. These data can be so large and complex that it
becomes difficult to process using traditional database management tools or data
processing applications. Such data is typically referred to as big data. The fact that we
are in the era of big data cannot be overemphasized especially with the large amount of
available data from the internet and ubiquitous computing devices that are now parts of
our everyday lives. Detecting the period in data, big or “not so big”, can provide useful
insight on the data, help make better predictions, detect anomalies and improve sim-
ilarity matching [16] among other things. It’s imperative to point out that the focus of
this work being time series makes it suitable for other kinds of data such as multimedia
because they can be converted to time series e.g. the extraction of MFCC from audio as
it is used for one of the datasets in our experiments. Several methods have been
proposed to detect periods in data. Most of the existing methods are particularly
suitable for perfect periods, which is hardly the case in most natural phenomena. While
the related problem of finding the exact period of a time series is a simpler one to solve,
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it may be too restrictive for real-world phenomena. Periods in real datasets are typically
noisy and incomplete. That is, while the periodic patterns exhibit tangible similarity,
they may not always be identical and equally distributed. These factors warrant robust
approximate period detection schemes like our solution and it has even been shown that
in many applications, approximate solutions are sufficient [30]. A robust solution
should also be able to detect periods in an efficient manner. In general, three types of
periodic patterns can be detected in a time series as illustrated by Rasheed et al. [1] and
they are described as follows:

• a time series exhibits partial periodicity if at least one symbol in addition to at least
one variable symbol is periodic. For instance, in time series T = wxyz wxxy wxyy
wxwz, the sequence wx is periodic with period p = 4; and the partial periodic
pattern wx ** exists in T, where * denotes a variable symbol.

• a time series exhibits symbol periodicity if at most one symbol is repeated peri-
odically. For example, in time series T = xyz xzy xxy xyy, symbol x is periodic with
period p = 3. We consider this to be a special case of partial periodicity when the
periodic subsequence has one symbol and argue that a technique that can detect
subsequence periodicity can detect symbol periodicity.

• a time series exhibits segment periodicity if an entire pattern is periodic. For
instance, the time series T = wxyz wxyz wxyz wxyz has a segment period p = 4.
The periodic segment is wxyz.

Most techniques are suitable for discrete sequences. However, time series are
real-valued data. To adapt the periodicity definitions described above, we need a pre-
processing step that discretizes the real-valued time series into a symbolic represen-
tation. The standard pre-processing approach is to use SAX (Symbolic Aggregate
approXimation) [2], a well-known discretization technique, to convert a time series into
a string or a set of strings [3]. In this work, we propose a novel technique to detect
periods in time series data by learning the repeated patterns (motifs) from data. To the
best of our knowledge, this work is the first to use motif discovery as a means to period
detection in time series.

A time series motif is a pattern that consists of two or more similar subsequences
based on some distance threshold [3]. While our approach can work with any motif
discovery algorithms, in this work we focus on a recently proposed variable-length
motif algorithm based on grammar induction called GrammarViz1 [3]. GrammarViz
consists of two major steps: (1) extracting subsequences via a sliding window con-
verting them to strings via SAX; and (2) infers a set of context-free grammar rules on
the sequence of strings using Sequitur [4]. The grammar rules represent repeated
patterns in the sequence, each of which can be regarded a time series motif.
GrammarViz is an ideal basis for our work because of its simplicity, space- and time-
efficiency, and most importantly, its ability to detect variable-length motifs, as these
properties are transferred to our periodicity detection method.

1 Although not explicitly named in the paper, the authors refer to it as GrammarViz on their website:
http://www.cs.gmu.edu/*jessica/GrammarViz.html.
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In summary, we propose a simple and elegant approximate periodicity detection
algorithm, Motif-Based Period Detection (MBPD). Our work makes the following
novel contributions:

• We propose to use time series motif discovery on the string representation as an
antecedent to approximate periodicity detection on the original time series.

• Our algorithm is both time- and space-efficient, and is suitable for streaming data.
• We introduce a simple ranking method for the most significant period.
• We extended GrammarViz and implemented the periodicity visualization feature

that allows users to navigate and sort the detected periods.
• We conducted experiments to compare the performance of our technique against

other popular techniques on synthetic and real datasets.

The rest of the paper is organized as follows. Section 2 discusses related work while
Sect. 3 outlines preliminaries. We describe our approach in Sect. 4. Section 5 describes
the experiments performed. We conclude with limitations of our approach and make
recommendations for improvement as future work in Sect. 6.

2 Related Work

Existing periodicity detection methods can be categorized based on a number of factors
[1, 5–14, 16, 24, 25]. These factors include parameter dependency, the type of peri-
odicity detected, the span of periodicity detected and the domain in which the peri-
odicity is detected. Some methods require the specification of the period value [12–14].
This is not ideal as the detection of the period value is in itself a task worthy of due
consideration. Some of these methods detect only symbol periodicity [8, 26]. Yang
et al. [9, 24] proposed a linear time distance-based technique for discovering the
potential periods in a time series. However, their method fails to detect some valid
periods because only adjacent intervals are considered. Rasheed et al. [1] proposed an
algorithm to detect periodicity in time series using suffix trees. The time requirement
for their proposed method can rise to the order of O(n3). Most algorithms detect only a
subset of the types of periodicity (symbol, sequence or segment) mentioned earlier. The
method proposed by Han et al. in [7] detects only segment periodicity. Certain tech-
niques [12, 13], which are based on another technique, ParPer [14], are suitable for
detecting sequence periodicity in time series. ParPer makes use of peculiar properties
e.g. apriori property related to sequence periodicity in a time series for periodicity
detection. Most of the aforementioned techniques suffer from noise sensitivity. WARP
[11] was developed to be noise resilient but it detects only segment periodicity. Few
techniques [12, 14] detect subsection periodicity while most are meant for full-cycle
periodicity detection.

Periodicity detection algorithms can also be classified into time domain and fre-
quency domain methods. Time domain methods are based on autocorrelation functions
while frequency domain methods are based on spectral density functions. The premise
for using time domain methods is that the autocorrelation function of a periodic data
has the same period as the data with peaks obtained at time t = 0, period T, and
multiples of T. Time domain methods are suitable for sinusoidal signals and they are
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not noise resilient. Frequency domain methods, on the other hand, decompose signals
into constituent frequency components. The result of frequency domain methods is a
power spectral density with impulses determined by the corresponding Fourier coef-
ficients. These Fourier coefficients can be extracted to create a periodogram [17].

Autocorrelation and Fourier Transforms are two of the most popular periodicity
detection techniques [15]. Autocorrelation is able to detect short and long periods, but
creates difficulty in identifying the true period due to the fact that the multiples of the
true period will have the same power as the true period. On the other hand, Fourier
transforms suffer from a number of problems: spectral leakage, which causes a lot of
false positives in the periodogram, and poor estimation of long periods due to issues
with low frequency regions or sparseness in data [18]. Some methods combine both
autocorrelation and Fourier transforms [6, 16].

Our method is able to detect the most significant period in a dataset without
requiring the period value as a parameter and this is done in the time domain. Our
method also detects the different types of periodicity.

3 Preliminaries

In this section we define periodicity, approximate periodicity and the problem
addressed in this work.

Definition 1. Let S ¼ t0; t1. . .tn�1 be a string representation of a time series with length
of n, i.e. |S| = n. S is said to be periodic if S(t) = S(t + p), where t 2 N; t� 0; t\n� p, T
is a subsequence of S such that, T ¼ t0; t1. . .tp�1; Tj j ¼ p; p� 1 and p ≤ n/2. The
smallest such subsequence T is called the period of S. If no such period T can be found
in S, S is said to be aperiodic. For example, if S = wxywxywxy, the period T = wxy,
p = 3.

For clarity, we do not consider the substring of length (m*p) to be a period of S for any
m such that m ≠ 1.

Definition 2. Let S be n-long string over alphabet Σ. Let r be an error function defined
on strings. S is called periodic with k error on T if there exists a string T over Σ, such
that r(S, T) = k i.e. r evaluate the error of assuming T is the period of S. The string T
that evaluates to smallest such k is called the approximate period of S. For example, let
S = wxywxywxy, r(S, A) ≥ r(S, B) where A = wxy occurring at positions 0, 3 and 6,
and B = wxy occurring at positions 0 and 6, A and B are candidate periods, A is the
approximate period of S otherwise referred to as the most significant period of S.

Problem Definition. Given a string function r, and String S of length n over alphabet
compute the approximate period T under the function r.

3.1 Motif Discovery

Time series motifs are repeated similar patterns. We argue that detecting the frequent
patterns could serve as an antecedent to periodicity detection. Many algorithms have
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been proposed to find motifs in time series data [3, 19–22]. In this work, we focus on
GrammarViz, a fast, approximate variable-length motif discovery algorithm based on
grammar induction [3]. The factors we considered in choosing a motif discovery method
for this work include efficiency with respect to space and time, the ability to detect the
motifs in a streaming fashion, the ability to detect variable length motifs, the ability to
detect periodicity in string representation of time series, and simplicity. GrammarViz
utilizes Sequitur [4], a context-free grammar induction technique, to derive rules con-
sidered to be motifs from string representation of time series. These motifs are mapped
back to the original time series to show their occurrences. A benefit derived from the
ability to work on string representation is the fact that the technique is applicable to
many kinds of data whose dimensionality can be reduced by discretization to string
symbols. GrammarViz is the first time series motif discovery algorithm that can detect
variable-length motifs in an effective and efficient manner, and it is able to do so in a
streaming fashion. The authors of GrammarViz also created a visualization tool for
clarity and easy navigation of the produced results. GrammarViz achieves variable-
length motif discovery as a result of numerosity reduction, thus making MBPD suitable
for cases where a periodic pattern may occur with variable lengths in a time series.

4 Our Approach

The fundament premise of our approach is to first discover the motifs in the time series
with high efficiency and effectiveness and then detect the most periodic motif.

INPUT:  String S of length n over alphabet Σ. 
OUTPUT:  The approximate period of S, T. 
1.   /* Find the rule/motif objects M = {m1, m2, . . . md} from GrammarViz algorithm */ 
2.   M = grammarViz(S); 
3.   /* Compute periods and errors for each motif, return the one with the smallest error*/ 
4.   m1 = periodicity(m1); 
5.   p1 = m1.getPeriod(); 
6.   r1 = m1.getError();  
7.   rMin = r1   // store the minimum error in rMin 
8.   for each mi  M do 
9.       mi = periodicity(mi); 
10.     pi = mi.getPeriod(); 
11.     ri = mi.getError();  
12.     if (ri < rMin) 
13.         approxP = pi; 
14.         rMin = ri; 
15. end for 
16. return approxP;

Algorithm 1 shows the pseudocode for the MBPD algorithm. The motif objects
returned in Line 2 are stored along with the start and stop positions of each occurrence
in the time series. We consider only periods that occur at least 3 times in a time series
for this work since anything less has a higher probability of being a false positive but
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it’s trivial to modify the algorithm to detect periods that occur twice if desired. Lines
3–7 and the loop from Lines 8–14 computes the period of each motif, the error (our r
function from Definition 2) defined by the standard deviation of the intervals of all
occurrences and the approximate period. The period of each motif is calculated as the
mean of intervals (between the start positions of two consecutive occurrences) of all
occurrences in the time series. Both computations of the approximate period and error
are done on the original time series after the derived string motifs are mapped back to
the original time series. The approximate period of the time series is the period cor-
responding to the lowest error. The periodicity function called on Lines 4 and 9 of
Algorithm 1 is shown in Algorithm 2.

The efficiency of MBPD largely depends on the efficiency of GrammarViz (Line 2),
which has Sequitur at its core. GrammarViz has linear time and space complexity. As a
result, the time complexity of MBPD is O(n*k) for a time series of size n, where k is
the average number of instances for each motif rule produced by Sequitur. The space
complexity is still O(n) because the memory space needed for variables used in
Algorithms 1 and 2 are negligible. Compared to most existing methods for time series
periodicity detection, MBPD has a competitive space and time complexity.

Algorithm 2. Periodicity Algorithm 
INPUT:  Motif M with start positions A = {a1, a2, . . . ab} for all b occurrences 
OUTPUT:  Motif M with the period and error set respectively 
1.   sum_Interval = 0, sqd = 0; 
2.   for each ai  A do 
3.      sum_Intervals = sum_Intervals + ai - ai-1;  
4.   end for 
5.   M.period = sum_Intervals/(b-1); 
6.   for each ai  A do 
7.       sqd = sqd + ((ai - ai-1 - M.period) ^ 2);  
8.   end for
9.   M.error = (sqd/(b-1)) ^ 0.5; 
10. return M;

5 Experiment

In this section we evaluate MBPD on synthetic, pseudo-synthetic and real datasets. Our
periodicity detection and visualization software is an extension of GrammarViz. More
details about the visualization tool and the GrammarViz algorithm in line 2 of Algo-
rithm 1 can be found in [3]. Experiments were performed on a 2.7 GHz, Intel Core i7,
MAC OS X version 10.7.5 with 8 GB memory.

Figure 1 is a snapshot of the visualization tool showing the approximate periodicity
detected in an ECG dataset in the data display section of the figure. Other periods can
be viewed by navigating the list of rules in the sequitur grammar section of the figure.

We compare our method with Fast Fourier Transform (FFT). The frequency with
the highest spectral power from FFT of the dataset is converted into time domain and
considered as the most significant period. FFT is chosen for its suitability for real-
valued datasets.
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It is worth mentioning that while we considered other state-of-the-art techniques
such as STNR [1], WARP [11], and the probability-based method in [18] for com-
parison, we found that they are not suitable for our purpose for the following reasons
other than their unsuitableness for real values. WARP caused an out of memory
exception for the large datasets (65636 data points) used in our experiments and
returned unintuitive results for most of the other datasets e.g. 515 (43 years) for the
Zürich sunspot dataset whereas the proper period for the dataset is 132 (11 years). The
out of memory exception is most probably due to WARP’s O(m2) space complexity for
a time series of size m.; STNR on the other hand returns many candidate periods even
with the pruning techniques suggested, which deviates from our goal of finding the
most significant period. Finally the method proposed in [18] is meant for binary
sequences representation of Boolean-type observations and not real-valued sequences.

5.1 Datasets

We used 12 datasets of various periodicity, noises, and lengths in our experimental
evaluation. We ensured the length of each dataset is a power of 2 to avoid introducing
bias by padding the dataset with zeros in order to use FFT for comparison. A subplot of
all 12 datasets is shown in Fig. 2. Figures 3 and 4 show the periodicity detected in 2 of
the datasets used in our experiments.

Synthetic Datasets. We created 6 synthetic datasets with various properties that could
affect performance.

• S_ONE: 65636 points to depict perfect segment periodicity by repeating 10000
points 7 times except for the last 4364 points.

• S_TWO: 65636 points to depict perfect segment periodicity by repeating 10000
points 7 times and except for the last 4364 points.

• S_THREE: 65636 points to demonstrate sensitivity to noise by introducing noise in
the form of insertion, deletion and replacement into S_ONE, 10 % each.

Fig. 1. Snapshot of MBPD visualization tool detecting periodicity in ECG dataset.
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• S_FOUR: 65636 points to demonstrate sensitivity to noise by introducing noise in
the form of insertion, deletion and replacement into S_TWO, 10 % each.

• S_FIVE: 65636 points to depict subsequence periodicity by repeating a portion of
the repeated 10000 points in S_ONE and leaving the remaining as variable points.

• S_SIX: 65636 points to depict subsequence periodicity by repeating a portion of the
repeated 10000 points in S_TWO and leaving the remaining as variable points.

Real Datasets. We used 5 real datasets.

• ECG: 4096 points of ECG (electrocardiogram) data
• POWER: 16384 points of power consumption data

Fig. 2. A subplot of all 12 datasets used for experiments

Fig. 3. Snapshot of MBPD visualization tool detecting periodicity in S_ONE dataset.

Fig. 4. Snapshot of MBPD visualization tool detecting periodicity in MFCC dataset.
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• MFCC: 262144 points of MFCC (Mel-Frequency Cepstral Coefficients) extracted
from Rufous-collared Sparrow bird song which can be found at http://www.xeno-
canto.org/120810

• SOLAR: 8192 points of solar data
• SUNSPOT: 2048 points of sunspots on Zürich.

Pseudo-Real Dataset (P_REAL). This dataset has 512 points. We use this dataset to
depict periodicity detection in a short dataset. It’s a sea surface temperature dataset for
North Atlantic Ocean (simulated data for 1000 years) with 10-year moving average
smoothing.

5.2 Results

We evaluated the performance of our method against FFT with respect to the ranking
error rates on both the synthetic and real datasets as shown in Table 1. In Table 2, we
show the error rates of the period value detected on the synthetic datasets.

Ranking error rate is computed by dividing the rank position, i (starting from zero)
of the most significant period by the size of the time series e.g. if the candidate periods
returned by MBPD are 3, 4, 7 and 9 in that order when ranked and 4 is the most
significant period, the ranking error rate of MBPD for this dataset is ¼ (0.2500). Error
rate of the period values is computed as follows in Eq. 1:

Error rate of period ¼ Expected value�Actualvaluej j
Actual value

ð1Þ

Since we do not know the exact periods in the real datasets, we did not evaluate the
error rate of the period values. Table 3 contains the periods detected on the real datasets
as well as the expected range of values. As shown in Tables 1 and 2, MBPD ranks the
most significant period better and detects the period more accurately than FFT. Since
we are concerned with the most significant period, an improper ranking otherwise

Table 1. Ranking error rate on synthetic and real datasets.

Datasets MBPD FFT

S_ONE 0.0000 0.0000
S_TWO 0.0000 0.0000
S_THREE 0.0000 0.0000
S_FOUR 0.0000 0.0000
S_FIVE 0.0000 0.0000
S_SIX 0.0000 0.0000
P_REAL 0.0000 0.0000
ECG 0.0000 0.0002
POWER 0.0000 0.0001
MFCC 0.0000 –

SOLAR 0.0000 0.0001
SUNSPOT 0.0000 0.0005

MBPD: Motif-Based Period Detection 801

http://www.xeno-canto.org/120810
http://www.xeno-canto.org/120810


referred to as false dismissal experienced by using FFT is undesirable. Even though we
do not know the exact period for the real datasets, the visualization tool helps by
allowing us to visualize the results, e.g. the highlighted patterns in Figs. 1, 3, and 4.

For some of the real datasets, we have some prior knowledge on what to expect for
the periodicity. The Zürich sunspot data, for example, is known to have a period of
about 11 years (132 months) as described in [28]. All three techniques produced
reasonable approximations for the dataset. The MFCC data is extracted from a bird
song, which has a period between 30 K–40 K when visualized in the software and
listened to meticulously. As seen in Table 3, all 3 techniques performed competitively
on 4 of the real datasets but only MBPD detected the period in the MFCC extraction.
This also makes MBPD stand out as a superior technique. We did not record the period
and ranking error rate for FFT on the MFCC dataset because the 10 most significant
periods (3.33, 4.00, 3.33, 4.00, 2.86, 2.86, 2.86, 3.33, 3.34, 4.00) were spurious
altogether and we don’t know which of them should be selected for evaluation as they
are all far from the expected period. We consider only the first 10 coefficients in this
work because the first 10 coefficients are known to contain approximately 90 % of the
energy [29]. We attribute the poor result of FFT to the known issue of FFT regarding
the low frequency regions which translates to issues in detecting long periods as is the
case with the MFCC dataset (35000–36000).

6 Conclusion and Future Work

We present an approximate periodicity detection scheme in this work. We evaluated
our approach against popular techniques on synthetic and real datasets. Our technique

Table 2. Period error rate on synthetic datasets.

Datasets MBPD FFT

S_ONE 0.0000 0.0637
S_TWO 0.0000 0.0637
S_THREE 0.0009 0.0637
S_FOUR 0.0011 0.0637
S_FIVE 0.0000 0.0637
S_SIX 0.0000 0.0923

Table 3. Period values on real datasets.

Datasets MBPD FFT EXPECTED VALUES

P_REAL 77.00 85.33 75–85
ECG 290.80 292.57 290–295
SOLAR 870.60 910.22 870–875
MFCC 36340 – 36000–36500
POWER 328.98 334.37 325–330
SUNSPOT 135.85 136.53 132–137
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is highly competitive with respect to efficiency and effectiveness as well as being robust
to noise. We also utilized a visualization tool for this work. Even though the intention is
to detect the most significant approximate period in the dataset, our visualization tool
permits the navigation of other periods. As future work, we would like to extend the
work to detect the exact or at least approximate span of the periods detected in addition
to detecting the periodic pattern with high confidence. As this work seeks to motivate
the use of motif discovery as an antecedent to periodicity detection, we do not claim
that GrammarViz is the best choice of algorithm for motif discovery. Since Gram-
marViz is an approximate motif discovery algorithm, it may not find all of the motifs,
which in turn may impact the quality of periods detected by our algorithm. We believe
that using a better grammar induction algorithm or, more generally, a more aggressive
motif discovery technique as an antecedent could enhance the performance of MBPD.
Nevertheless, the benefit of finding variable-length patterns and the ability to do so
efficiently as permitted by GrammarViz is highly desirable and beneficial to our
algorithm.
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Abstract. Given a set of multivariate time series, the problem of clustering
such data is concerned with the discovering of inherent groupings of the data
according to how similar or dissimilar the time series are to each other. Existing
time series clustering algorithms can divide into three types, raw-based, feature-
based and model-based. In this paper, a model-based multivariate time series
clustering algorithm is proposed and its tasks in several steps: (i)data transfor-
mation, (ii)discovering time series temporal patterns using confidence value to
represent the relationship between different variables, (iii) clustering of multi-
variate time series based on the degree of patterns discovering in (ii). For
evaluate performance of proposed algorithm, the proposed algorithm is tested
with both synthetic data and real data. The result shows that it can be promising
algorithm for multivariate time series clustering.

Keywords: Multivariate time series �Model-based clustering algorithm � Time
series clustering

1 Introduction

A multivariate time series can be considered as made up of a collection of data values
taken by a set of temporally interrelated variables monitored over a period of time at
successive time instants spaced at uniform time intervals. Multivariate time series data
are commonplace in business and finance, social and biological sciences, engineering
and computing, medicine and healthcare, etc., and effective clustering of such data can
have many applications in many problem domains. Time series clustering has received
a lot of attention in the past and a number of different approaches have been developed
to tackle the problem [3–5, 12, 14, 18]. These approaches can be classified into two
types depending on whether raw data are used directly or indirectly in the clustering
process [1]. And time series clustering algorithms that do not use raw-data directly can
be classified into two types depending on whether they take a feature-based or a model-
based approach [2]. The feature-based approaches are best used when relevant
knowledge about a problem domain is available [6]. Otherwise, the model-based
approaches to time series clustering can be considered.

Algorithms that adopt the model-based approaches assume that each time series can
be approximated by a known mathematical model defined by a set of parameters that
can be accurate estimated [2]. They also assume that time series that are similar to each
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other can be approximated by similar models. Under such assumptions, the similarity
between two time series can be approximated by the similarity between their corre-
sponding models. Many time series clustering algorithms described above have been
shown to be very effective at their tasks. However, these algorithms are mainly
developed to handle univariate time series. How they can be modified to deal with
multivariate time series data is not obvious. For a time series clustering algorithm to be
useful for more complex tasks, it has to be able to tackle multivariate time series.

In this paper, we develop a proposed algorithm which is a model-based clustering
algorithm but it is application-independent and can perform its tasks even without any
domain knowledge about relevant features or any assumption about underlying data
models. It can handle both continuous and discrete data and data of relatively high
noise contents. Given a set of multivariate time series each of which consists of a set of
component univariate time series, the proposed algorithm discovers clusters in the data
by discovering temporal patterns in each multivariate time series and compare them
with those discovered in the others so that multivariate time series that exhibit similar
patterns can be grouped together in the same cluster. To discover and make use of these
patterns for clustering, the algorithm performs several steps (i) data transformation,
(ii) discovering time series temporal patterns using confidence value to represent the
relationship between different variables, (iii) clustering of multivariate time series based
on the degree of patterns discovering in (ii).

The structure of this paper is arranged like following: in Sect. 2, we present a sum-
mary of existing work on time series clustering and discuss the different kind of problems
that they can be best used to tackle. In Sect. 3, we describe the details of each step that
proposed algorithm takes when performing its tasks. The algorithm has been evaluated
with both simulated and real data sets and the details of how the performance of it is tested
are presented in Sect. 4. In this same section, we also discuss results of the various tests
we carried out evaluations for effectiveness of its tasks. Finally, in the last section, we
present a summary of the paper and discuss possible directions for future work.

2 Related Work

2.1 Multivariate Time Series

Existing algorithms for time series clustering can be classified into two types, those that
take the direct approach and those that take the indirect approach [2]. Clustering
algorithms that take the direct approach work directly with raw time series data in time
or frequency domain and they are sometimes referred to as the raw-data-based
approaches [2]. Many raw-data-based approaches to time series clustering are pro-
posed mainly to handle univariate time series [2]. The algorithm proposed in [18] is one
of the few exceptions that is able to cluster non-stationary time series using a locally
stationary version of the Kullback-Leibler discrimination information measure. The
algorithm can be used to handle multivariate time series of equal length but it is not for
use with mixed continuous and discrete time series data.
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The indirect approaches to time series clustering can be classified into the category
of feature-based approaches [2] (a.k.a. representation-based approaches [8]) and the
category of model-based approaches respectively [2]. Time-series clustering algo-
rithms that are classified as the feature-based approaches [2] perform their tasks with
features extracted from the raw data rather than with the raw data directly. The
advantage with the use of such clustering algorithms is that they can now work with
lower dimensional space and this is especially important when data are collected at fast
sampling rates. An example of a feature-based clustering algorithm can be found in [5]
where an algorithm for detecting activated voxels in event-related BOLD fMRI data is
proposed. Another example of a feature-based approach to time series clustering is
given in [12]. The raw time series data is first converted into feature vectors of lower
dimension using an Independent Component Analysis (ICA) algorithm. Other than the
ICA, other feature-based approaches that also make use of popular dimension reduction
methods such as the Principal Component Analysis (PCA) have also been proposed
[8, 9]. As traditional PCA techniques cannot be used with multivariate time series data,
there have been some attempts to overcome this limitation to use a Generalized
Principal Component Analysis (GPCA) technique to make PCA usable with multi-
variate time series data [14].

2.2 Model-Based Approach

Besides that basic information about multivariate time series clustering algorithm, the
model-based approach need to be specified. Model-based approaches to time series
clustering assume that each time series is generated by some known models. For
example, the autoregressive (AR) model is used in [15] to deal with univariate ARIMA
time series data. Under the assumption of such model, the k-medoids algorithm is then
used, together with the Euclidean distance as a measure of dis-similarity between the
Linear Predictive Coding (LPC) cepstra of two time-series in the clustering process. In
[17], a model-based approach for clustering univariate ARIMA time series was also
proposed under the assumption that the time series data are generated by k different
ARMA models, with each model corresponds to one cluster of time series.

Other than the ARMA model, which is rather popularly used in different areas of
applications, another model-based approach that has been considered is to use a
framework based on discrete HMMs. In [10], an algorithm is proposed for “tool wear
monitoring” in a machining process. The algorithm makes use of feature vectors
extracted by wavelet analysis of vibration signals. The signal data are then converted
into a symbol sequence by vector quantization, which in turn is used as input for
training the HMM by an expectation maximization approach. Other than the work as
described in [10], a Bayesian HMM clustering algorithm has also been proposed in [9]
for ecology data. It uses the Bayesian Information Criterion (BIC) in a sequential
search strategy to select between models. The sizes of the individual HMMs are
dynamically determined for each cluster, so the strategy starts with the simplest model,
gradually increases the model size, and stops when the BIC score of the current model
is less than that of the previous model.
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3 Details of Proposed Algorithm

With the above requirements in mind, we have developed an algorithm for clustering
multivariate time series. Given a set of multivariate time series (MVTS), the algorithm
discovers clusters in the data by discovering temporal patterns in each MVTS. The
patterns discovered in one MVTS are compared against those discovered in the others
so that MVTS that have similar discovered temporal patterns are grouped together into
the same cluster.

For discovering temporal patterns, it should be noted that, as each MVTS is made
up of data obtained by monitoring a set of temporally interrelated variables over a
period of time, the variables do not take on random values. Instead, at any time instant,
these variables can take on values that may be temporally related to its previous values
or to previous values of the other variables. One main task of MUTSCA is, therefore, to
uncover these temporal interrelationships. As each of the variables being monitored
generates a component univariate time series (CUVTS) of a MVTS, the main task of
MUTSCA is, in other words, to uncover the temporal interrelationships between values
observed at different time instants within a CUVTS or between two or more CUVTS.
These temporal interrelationships constituent what can be called intra-CUVTS and
inter-CUVTS temporal patterns respectively in each MVTS. MUTSCA, hence, per-
forms its tasks in several steps (i) data transformation, (ii) discovering intra-CUVTS
temporal patterns within each MVTS, (iii) discovering inter-CUVTS temporal patterns
within each MVTS; (iv) clustering of MVTS based on the similarities and dissimi-
larities of the intra- and inter-CUVTS temporal patterns. In the following sections, we
present details of each of these steps.

3.1 The Problem and the Notations

Let S represent a set of multivariate time series data with the following characteristics:

1. S consists of N MVTS represented as S ¼ fS1; S2; . . .; SNg.
2. Each of the Si; i ¼ f1; . . .;Ng consists of n CUVTS that can be represented as Sij,

j = 1, …., n, respectively, so that Si ¼ fSi1; Si2; . . .; Sing.
3. Each of the n CUVTS, Sij, j = 1, …., n, of Si, represents a time series of data values

collected over a period of time for the variables, Vj; j ¼ 1; . . .; n, respectively.
4. The domains of the n different variables, Vj; j ¼ 1; . . .; n;, are represented as

domain ðVjÞ ¼ ½LVj ;UVj �; j ¼ 1; . . .; n; respectively, so that LVj represent the lower
bound and UVj represent the upper bound of the values that Vj can take on.

5. As Vj; j 2 f1; . . .; ng; is monitored over time, the values that Vj takes on at the time
instants of 1; . . . ; pij can be represented as Sij ¼ ðsij;1; sij;2; . . .; sj;t�
si; . . .; sij;t; . . .; s

i
j;tþpijÞ, 1� s� pij, s 2 Z

þ and sij;t; t ¼ 1; . . .; pij 2 domain Vj
� �

.

Given a set of multivariate time series data, S, with characteristics as described
above, the problem of clustering S is to find k clusters, C1; C2; . . .;Ck , of S, where,

C1¼ S
ð1Þ
C1
; S

ð2Þ
C1
; . . .; S

ðn1Þ
C1

n o
, C2¼ S

ð1Þ
C2
; S

ð2Þ
C2
; . . .; S

n2ð Þ
C2

n o
, …, Ck¼ S

1ð Þ
Ck
; S

2ð Þ
Ck
; . . .; S

nkð Þ
Ck

n o
;
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where S
ðiÞ
Cj

2 S; i ¼ 1; ldots; nj; and j ¼ 1; . . .; k; and
Sk
j¼1

Cj ¼ S and Cj \ Cj0 ¼ ;; and
j 6¼ j0; and j; j0 2 1; . . .; kf g, in S so that the multivariate time series within a cluster is
more similar to each other than those outside the cluster.

3.2 Intra- and Inter- CUVTS Temporal Patterns

The CUVTS in a MVTS are obtained by monitoring the values of a set of variables
over a period of time. As these variables are temporally interrelated, the value that a
particular variable take on at any time instant can be related to the variable’s previous
values or to the previous values of other variables. These interrelationships constitute,
respectively, the intra-CUVTS and inter-CUVTS temporal patterns in a MVTS. These
patterns can be compared against each other so that MVTS that exhibits similar patterns
can be grouped together into the same cluster. To discover these clusters, one main task
of MUTSCA is, therefore, to uncover the intra- or inter-CUVTS temporal patterns in
each MVTS.

Given a value, say, sij;t, in Sij within Si that is observed at time, t, in order for

MUTSCA to discover if it is temporally related to another value, sij;t�s previously
observed at time, t � s, 1� s\t, MUTSCA determines how different the conditional
probability, Prðsij;tjsij;t�sÞ, is from the a priori probability Prðsij;tÞ. The larger the dif-

ference is, the more sij;t is temporally related to sij;t�s. The differences in the probabilities
between sij;t and previously observed values, sij;t�s (s� smax, where smax is the maxi-

mum time-lag that a user chooses to explore) in Sij, therefore constitute the intra-

CUVTS patterns of Si.
Similarly, given a value, say, sij;t, in Sij within Si that is observed at time, t, in order

for MUTSCA to discover if it is temporally related to another value, sij0;t�s in Sij0

previously observed at time, t � s, 1� s\t, Sij0 2 Si and Sij 6¼ Sij0 , MUTSCA deter-

mines how different the conditional probability, Prðsij;tjsij0;t�sÞ, is from the a priori
probability, Prðsij;tÞ. The larger the difference is, the more sij;t is temporally related to

sij0;t�s . The differences in the probabilities between sij;t and previously observed values,
sij0;t�s, (s� smax, where smax is the maximum time-lag that a user chooses to explore) in

Sij0 , j
0 ¼ 1; . . .; n, j 6¼ j, therefore constitute the inter- CUVTS patterns of Si.
For each MVTS, MUTSCA discover for it an associated set of intra-CUVTS and

and inter-CUVTS temporal patterns. To decide if two MVTS should be grouped into
the same cluster, we can compare their associated pattern sets to see if they are similar
enough.
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3.3 Transformation of Multivariate Time Series Data

To determine how large the differences are between the conditional probabilities,
Prðsij;tjsij;t�sÞ and Prðsij;tjsij0;t�sÞ, and the a priori probability, Prðsij;tÞ, we will have to
know the probability density functions and all parameters of them or to make
assumptions about the data having a Guassian distribution, etc. In the absence of
information about probability density functions or when the assumption of Guassian
distribution cannot be validly made, we may have to estimate such probabilities
directly from data. To reduce the number of parameters that need to be estimated, the
approach we take to tackle the problem is to discretize the domain of all continuous
variables being monitored into a relatively small finite number of intervals.

One commonly used technique for data discretization is to partition the domain of a
continuous attribute into a finite number of intervals and assign a nominal value to each
of them [19]. In other words, the domains of each the n different variables,
Vj; j ¼ 1; . . .; n, domainðVjÞ ¼ ½LVj ; UVj �, j ¼ 1; . . .; n; is to be partitioned into a rela-
tively small finite number of intervals represented, respectively, as discretized

domainðVjÞ ¼ ½I1Vj
; I2Vj

; . . .; InjVj
�, j ¼ 1; . . .; n; respectively so that

Snj
k¼1

IkVj
¼ ½LVj ;UVj �, and

IkVj
\ Ik

0
Vj
¼ ; if k 6¼ k0, j ¼ 1; . . .; n; respectively.

After discretization, the infinite number of possible continuous values that a vari-
able being monitored can take on is now reduced into a small finite number of discrete
values representing a small number of interval labels. The transformation of data
significantly reduces the number of parameters that need to be estimated on one hand, it
also no longer require relatively restrictive assumption on data and noise distributions
on the other. Furthermore, the transforming of continuous into discrete data smooth out
the data to reduce noise and hence improve accuracy, speeds up the clustering process
and makes clustering results more meaningful and easier-to-understand [1].

Discretization algorithms can be classified into supervised and unsupervised [16].
In supervised discretization, we often assume that the class label is the ground truth but
the class information could be questionable. On the other hand, although Equal Width
[11] and Equal Frequency [11] does not require the class information, the selection of
the number of intervals is not adequately addressed and their criteria of discretization
fail to consider the relationship between the interval boundaries and the correlated
attributes if they exist. Hence, in this paper, we use the discretization algorithm pro-
vided in [16] which is an unsupervised discretization algorithm but use an information
measure that reflects interdependence between the continuous attribute and the repre-
sentative attribute in an attribute groups. To minimize the effect of noise in the clus-
tering process, rather than the actual continuous values, the data is partitioned into
intervals (levels) [13]. The partitioning, which is also called discretization, is based on a
popular technique as described in [16] so as to minimize the loss of information during
the process.
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3.4 Discovering CUVTS Temporal Patterns

Lift Ratio are supposed to interact with each other over time for each CUVTS. The
discovering of the patterns of interaction reflects the interaction of the time series that
are being monitored. To discover the interrelating patterns among the time series, it
tries to detect for temporal association relationship (TAR) among the data values
between CUVTS.

For CUVTS, we will discover both intra- and inter- CUVTS temporal patterns, the
intra- patterns consider the relationship between the same CUVTS but different time
points. And the Lift Ratio can be estimated for intra- patterns as follows:

Lift ðsij;t�s ¼ [ sij;tÞ ¼
Pr sij;tjsij;t�s

� �

P sij;t
� � ¼ freqðsij;t�s ^ sij;tÞ

freq sij;t
� �

� freq sij;t�s

� � ð1� s\tÞ

And the inter-CUVTS temporal patterns can also be determined in very much the same
way. Given a value, say, sij;t, in Sij in Si, and another value, say, sij0;t�s, in Sij0 in Si, The
algorithm discovers the Lift Ratio as Lift ðsij0;t�s ¼ [ sij;tÞð1� s\tÞ.

For example, after calculating lift ratio, we can discover the significant rules like if
sij0;t�s is always preceded at sðs� 0Þ positions earlier by sij;t, one can conclude that sij;t is
depended on sij;t. If so, the proposed algorithm considers sij;t as temporally related to

sij0;t�s. The set of all values, s
i
j0;t�s, 1� s\t, that sij;t is temporally related to, constitutes

the inter-CUVTS patterns of Si.
And the pseudo code for clustering multivariate temporal clustering algorithm is

given in Fig. 1.

Fig. 1. The pseudo code for pattern discovery from MVTS data
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After transferring original MVTSs into a set of lift ratio, K-means clustering
algorithm [1] is used for clustering the set of lift ratio and each MVTS can be treated as
an object. In this case, the value of lift ratio can determine how relationship between
the values of different variables for one MVTS at the same or different time points,
hence we use a set of value of lift ratio to describe original MVTS data and treat each
MVTS as a record using the value of lift ratio, and cluster the transformation data by
using K-means clustering algorithm.

First, it randomly selects k of the objects, each of which initially represents a cluster
mean or center. For each of the remaining objects, an object is assigned to the cluster to
which it is the most similar, based on the distance between the object. It then computes
the new mean for each cluster. This process iterates until the clusters has no changes.
The algorithm of k-mean is like Fig. 2. Pseudo code shows.

4 Performance Evaluation

To evaluate the performance of proposed algorithm, two different datasets experiments
were carried out using both synthetic and real world data. The set of synthetic data that
was used was generated by embedding different patterns in the data to see if the
proposed algorithm can discover these patterns for clustering. The real-world dataset is
a set of EMG data. For the purpose of performance evaluation, the known clustering
arrangements were compared with those found by proposed algorithm using two
performance measures, the clustering accuracy and the F-measure. In the following,
we describe the characteristics of datasets and explain how they were used in our
experiments for performance analysis of proposed algorithm. We also present and
discuss the experimental results in details.

4.1 Experiments Using Synthetic Data

The set of synthetic data used to evaluate the performance of proposed algorithm
consists of 45 multivariate time series that were generated to belong to three clusters,

Fig. 2. The pseudo code for K-means clustering algorithm
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C1;C2 and C3 and each of clusters contains 15 multivariate time series (MVTS),
making up a total of 45 MVTS. Each of these multivariate time series consist, in turn,
of 4 component univariate time series (CUVTS). For each MVTS in each cluster, both
inter- and intra-CUVTS patterns were generated and embedded in such a way that the
MVTS that are in the same cluster have more similar patterns than those that are in
the other clusters.

To describe the patterns embedded in the time series data, let us assume that
the values of the four CUVTS of each MVTS are collected as a result of monitoring the
values of four different variables, v1; v2;v3, and v4, respectively, at successive instants
spaced at uniform time intervals over a period of time. The values of these variables are
assumed to be normalized so that they are all within the interval from 0 to 1, i.e.,
domain við Þ ¼ 0; 1½ �, i = 1, …, 5. For our experiments, a total of 200 data values are
generated for each of the variables and hence each of the 5 CUVTS consists of 200 data
points.

For the MVTS in C1, the values of the four CUVTS are generated in the following
ways: (i) the values corresponding to v1 are generated randomly, (ii) the values corre-
sponding to v4 are generated in such a way that at every interval of 5 (determined
stochastically) time instants, v4 takes on a value in the interval [0.18, 0.44] at the
following time instant and whenever it does so, v2 takes on is generated to be within
[0.03, 0.39], (iii) if the values of v4 is not in the interval [0.18, 0.44], v3 takes on values in
[0.32, 0.49] at the next time. Similarly, for the MVTS in C2, the values of the four
CUVTS are generated in the following ways: (i) v2 are generated randomly, (ii) if v2 is in
[0.03, 0.50] then v1 is generated to be within [0.53, 0.86], (iii) if v2 is [0.40, 0.66], v4 will
take on a value within [0.23, 0.41] at the next time points 60 % of the time, and a value
within [0.05, 0.49] 40 % of the time. For the MVTS in C3: (i) v3 are generated randomly,
(ii) if v3 is in [0.03, 0.22] then v2 is generated to be within [0.53, 0.92], (iii) if v1 is in
[0.70, 0.90] at every six time instants, v4 will in [0.13, 0.47] at the next time point.

For this synthetic data set, as the cluster membership for each MVTS is already
known, we can use such performance measures clustering accuracy and the F-measure
[7] to evaluate the performance of algorithm for the datasets which knowing class labels.
As the correct cluster membership of each MVTS is already known, the F-measure
would provide objective information on the degree to which the algorithm can correctly

cluster the data [7]. The F-measure is defined as F Cp;Cq
� � ¼ 2Recall Cp;Cqð ÞPredcisionðCp;CqÞ

Recall Cp;Cqð ÞþPrecisionðCp;CqÞ ,

where RecallðCp;CqÞ ¼ countCp;Cq
countCp

, PredcisionðCp;CqÞ ¼ countCp;Cq
countCq

and countCp;Cq is the

number of records with cluster label Cp in the discovered cluster Cq, countCp is
the number of records with cluster label Cp and countCq is the number of records in the
discovered cluster Cq. The F-measure has value in the interval [0,1] and the large its
value, the better the clustering quality it reflects. Finally, we will calculate the accuracy
of all F-measures for each cluster and use it to evaluate the performance of MUTSCA.
Similarly, the clustering accuracy can be defined as following:

Clustering Accuracy ¼
Pn

i¼1 countci
Total samples number

; i ¼ 1; . . .n ðn is the number of clustersÞ
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For performance benchmarking, we attempted to compare proposed algorithm with
other model-based algorithms corresponding to the use of ARMA and HMM model.
As existing algorithms are mainly developed to tackle univariate time series clustering,
we will use PCA to extract features from each MVTS and transform them into a single
univariate time series data. And then model the univariate time series data using
ARMA and the first eight LPC coefficients to represent each univariate time series data.
Once we have the LPC coefficients determined, we use the k-means with the Euclidean
distance to cluster the data. An alternative approach to the model-based approach has
also been implemented.

Instead of the ARMA, we used another model called HMM model. We discretize
continuous data into 3 intervals after PCA transformation and then the 45 time series
data will be initialized into three clusters. For each cluster, a HMM model is created
and the value of log-likelihood will be calculated for each time series and the three
initial models. The lower value of log-likelihood, the more closed between time series
and model. After 100 iterations, the final cluster will be determined. The results of our
performance evaluation experiments using MUTSCA are given in Table 1. We use the
lift ratio to represent each MVTS which is called as Multivariate time series clustering
(LR). As shown in the Table, for MUTSCA, we have a clustering accuracy of 86.7 %
and an average F-measure of 0.792 for the proposed algorithm.

The other two approaches which are treated as model-based approaches and
ARMA and HMM models are used. In PCA + ARMA approach, the accuracy is also
low, say 51.1 % and the average of F-measure is just 0.503. The reason why the
accuracy of method PCA + ARMA is also lower one because there are 8 coefficients of
ARMA is used to describe the original data. Lots of information will be lost when high-
dimension is reduced. Then the other model-based algorithm – HMM is used as
another comparison. The accuracy is just 46.67 % with the average of F-measure is
0.428. However, all of above methods just deal with original data in the view of
statistic but not consider the relationship between different variables. After avoiding
this disadvantage, our proposed method can deal with this kind of data effectively, and
all the data can be clustered into correct cluster. Therefore, the accuracy and F-measure
are higher for proposed algorithm.

4.2 Experiments Using Vicon Physical Actions Data Set

The other real-world dataset [6] consists of data collected from seven male and three
female subjects aged between 25 to 30 who had experienced aggression in such

Table 1. Comparison for different algorithms by using synthetic dataset

Approaches F-measure Clustering accuracy

Model based (PCA + ARMA) 0.503 51.1 %
Model based (PCA + HMM) 0.428 46.67 %
MUTSCA (LR) 0.8 86.67 %
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scenarios as physical fighting, took part in the experiments. A total of 20 individual
experiments were carried out with each subject performing ten normal and ten
aggressive activities. The normal activities were bowing, clapping, handshaking,
hugging, and jumping while the aggressive activities were elbowing, front kicking,
hammering, headering, and kneeing.

The subjects’ performance has been recorded by the Vicons nine ubiquitous
cameras, interfacing human activity with spatial coordinate points. Based on this
context, the data acquisition process involved four reflectable markers placed on the
forearms (elbows and wrists), four on the forelegs (knees and ankles), and one on
the top of the head. A pair of markers (except the head) is attached at each body
segment for 3D data acquisition. - Arm markers: wrist (WRS), elbow (ELB) - Leg
markers: ankle (ANK), knee (KNE) Coords: The 3 coordinates (x,y,z) define the 3D
position of each marker in space. Each file in the dataset contains in overall 28 columns
(the 1st is a counter), and is organised as follows: Segment: A segment defines a body
segment or limb. From the overall number of markers, there are 27 input time series for
all the three x, y, and z coordinates (9 markers × 3 coordinates). Each marker-coor-
dinate time series contains *3,000 samples. In summary, this experiment data is a 100
MVTSs data (10 people × 10 actions) × 27 variables × * 3000 samples multivariate
time series database. In our study, we cluster all these activities experiment into two
clusters, “Normal” and “Aggressive”, and we use original class label “Normal” and
“Aggressive” which is like the work of paper [3] has been done to test clustering
accuracy for each experiment. We use 7 males and 3 females as our experiment subject,
and all of them need finish 10 actions which include 5 normal actions and 5 aggressive
actions for each experiment and there are 27 input variables for each experiment. We
clustering all these multivariate time series data into two clusters, “Normal Actions”
and “Aggressive Actions”, so K = 2 for K-means clustering. The clustering accuracy
result has been given in Table 2.

Our proposed algorithm is also getting the highest accuracy of 81 % (F-measure
0.8) for proposed algorithm. However, if we consider PCA as extraction tool and
ARMA model for the data, the accuracy is reduced to around 50 % and the accuracy is
72 % using HMM model. And the F-measure values are 0.41 and 0.72 respectively.
This experiment result can also prove that the proposed algorithm can get the highest
accuracy and F-measure.

5 Conclusion

In the view of data mining algorithm, the contributions of the proposed algorithm can be
characterized as below. Firstly, our proposed clustering algorithm can deal with

Table 2. Comparison for different Algorithms by using EMG dataset

Approaches F-measure Clustering accuracy

Model based(PCA + ARMA) 0.41 51.1 %
Model based (PCA + HMM) 0.72 72 %
MUTSCA (LR) 0.8 81 %
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discretized data or even mixed data if we discretize the continuous data in original
dataset. According to discretization, the noisy data can be avoided. Secondly, we
consider the relationship between different variables value by using “Lift Ratio” that
means we didn’t consider only one variable each time or just set a weight for different
variables but consider the significant value for different variables. The above two points
reveals we can not only avoid noisy data but also can save useful information as more as
possible. Besides these, the third advantage of proposed methods is that we can continue
do clustering using K-means, or hierarchical clustering algorithms after transforming
original data into a set of lift ratio value. In summary, our proposed method can deal with
a set of unequal length, multivariate, discretized value time series data.

We will treat implement clustering algorithm with fuzzy discretized methods as our
future work, which can improve clustering accuracy. In this research, we pay more
attention to the description of multivariate time series data, and just use K-means
clustering algorithm which is the simplest one as our clustering algorithm. The
experiment result shows, the classification accuracy is so much higher than just only
using K-means clustering algorithm. Besides, we will also consider data stream motif
as well as graph stream mining continues. We have the confidence to find out better
algorithm to improve our proposed method.
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Abstract. In current location-based services, there are numerous travel route
patterns hidden in the user check-in behaviors over locations in a city. Such
records rapidly accumulate and update over time, so that an efficient and scal-
able algorithm is demanded to mine the useful travel patterns from the big
check-in data. However, discovering travel patterns under efficiency and sca-
lability concerns from large-scaled location data had not ever carefully tackled
yet. In this paper, we propose to mine the Time-aware Transit Patterns (TTP),
which capture the representative traveling behaviors over consecutive locations,
from the big check-in data. We model the travel behaviors among different
locations into a Route Transit Graph (RTG), in which nodes represents loca-
tions, and edges denotes the transit behaviors of users between locations with
certain time intervals. The time-aware transit patterns, which are required to
satisfy frequent, closed, and connected requirements due to respectively physical
meanings, are mined based on the RTG transaction database. To achieve such
goal, we propose a novel TTPM-algorithm, which is devised to only need to
scan the database once and generate no unnecessary candidates, and thus
guarantee better time efficiency lower and memory usage. Experiments con-
ducted on different cities demonstrate the promising performance of our TTPM-
algorithm, comparing to a modified Apriori method.

Keywords: Time-aware transit patterns � Check-in data � Route planning

1 Introduction

Nowadays, location-based services (LBS), such as Foursquare1 and Gowalla,2 keep
track of personal geospatial journeys through check-in actions. With smart phones,
users can easily perform check-in actions, and the geographical information of loca-
tions with timestamps is stored in LBS. Eventually a large-scaled user-generated
location sequences (i.e., routes) data are derived. Such location sequence data can not
only collectively represent the real-world human geo-activities, but also serve as a
handy resource for constructing location-based recommendation systems. Since the
user-moving records implicitly reveal how people travel around an area with rich

1 https://foursquare.com/
2 http://gowalla.com/
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spatial and temporal information, including longitude, latitude, and recording time-
stamp, one reasonable application leveraging such user-generated location sequence
data is to recommend travel routes. While existing trip planning systems [6, 17]
consider either the shortest geodesic distance or the shortest time period to plan routes,
we believe it would be more useful if the representative routes with visiting time
information can be recommended from the user check-in data.

Although LSBs possesses rich user check-in behavioral data, they suffer from two
major problems such that it is hard to directly use the routes of users for recommen-
dation. First, the check-in behaviors of local residents and the travelers are different.
How to find the significant traveling routes is a critical issue. Second, the check-in data
contains diverse kinds of noises. For example, some outlier users perform check-in
frequently (up to one hundred times) within a day. And there could have a number of
missing locations during the trips of users. In this paper, to provide a better travel
recommendation, we aim to devise an unsupervised mechanism that automatically
summarizes the representative travel patterns. We propose to mine a novel pattern,
Time-aware Transit Patterns (TTP), which are the representative time-labeled routes
mined from the check-in data. A TTP is a sequence of locations, in which each transit
between locations is associated with a visiting timestamp. For example, an example
TTP is <(MMOA museum, Macy’s store, 0, 3), (Macy’s store, H&M store, 3, 5),
(H&M store, Time Square, 5, 6)>, which refers to that the recommended route consists
of MMOA museum, Macy’s store, H&M store and Time Square in order. And the
pattern suggests that the staying time as well as the transportation time between
MMOA museum and Macy’s store is 3 − 0 = 3 h, and so on. Note that the TTP focuses
on the relative timestamp which is more flexible than absolute timestamp. We believe
finding such notable travel patterns can not only allow us perform route planning in an
effective manner but also benefit transportation scheduling.

We use the graph structure to represent the transit behaviors between locations. We
propose Route Transit Graph (RTG) to model the location transitions that are generated
by user-generated routes. RTG is a directed graph, in which each node represents for a
location and each edge stands for a transit from one location to the other. Besides, each
edge is associated with a set of time intervals that record the durations of users’ location
transitions. Each time interval consists of a starting timestamp and an arrival time-
stamp. On the other hand, considering that the real-world travel activities usually
follow a certain reasonable periodic property, such as that each time users usually plan
one-day routes when traveling, we construct a RTG for the check-in records within a
day. By collecting RTGs corresponding to days in the entire check-in data, we can
construct a RTG transaction database.

In this paper, we aim to mine the Time-aware Transit Patterns (TTP) from the
constructed RTG transaction database. Each mined TTP can be regarded as a repre-
sentative route for the recommendation. Based on PrefixSpan [19] and BIDE [13], we
propose an efficient and scalable algorithm, Time-aware Transit Pattern Mining
algorithm (TTPM-algorithm), to mine the closed frequent Time-aware Transit Patterns
from the constructed RTG transaction database. In addition, in the proposed TTPM-
algorithm, we exploit the closed pattern mining concept to reduce the number of
frequent patterns during mining process so that the time efficiency can be boosted and
the memory usage can be well utilized.

Mining Time-Aware Transit Patterns for Route Recommendation in Big Check-in Data 819



2 Related Work

When considering temporal pattern mining methods, sequential pattern mining is one
of the traditional mining methods to mine the frequently-occurring temporal events or
subsequences. The sequential pattern mining problem was first introduced by Agrawal
et al. [2]. They proposed a method, called GSP, which adopts a generate-and-test
approach based on the Apriori method to mine frequent sequential patterns. Since then,
many sequential pattern mining methods have been proposed, e.g., SPAM [3], SPADE
[18], GO-SPADE [8], and PrefixSpan [10]. SPAM [3] exploits a vertical bitmap
structure to count supports efficiently. SPADE [18] and GO-SPADE [8] uses a vertical
data format and a divide-and-conquer strategy to reduce the search space and the
number of database scans. PrefixSpan [10] uses the projected database to mine the
complete set of patterns and to reduce the efforts of candidate subsequence generation.
On the other hand, many real-world applications can be modeled as graphs such as
chemical structure, web structures, social networks, etc. Therefore, mining frequent
subgraphs has become an important issue in the data mining area. AGM [5] and FSG
[7] use a level-wise approach to mine frequent subgraphs, which combines the frequent
subgraphs mined at the previous level to generate all candidates at the next level. gSpan
[14] discovers all frequent patterns without candidates generation and forms a
canonical labeling system to mine frequent subgraphs.

Since mining all frequent patterns may consume lots of time and storage, Pasquier
et al. [9] introduced a new concept to mine the frequent closed patterns. A frequent
pattern is closed if there does not exist any super-pattern with the same support. Yan
et al. [15] proposed CloSpan [15] method to mine closed sequential patterns by can-
didate maintenance-and-test paradigm to prune the search space and check if a newly
found frequent sequence is promising to be closed. Wang et al. [13] presented an
algorithm called BIDE to improve the performance of CloSpan [15] without keeping
track of any frequent closed patterns (or candidates) for closure checking. Yan et al.
[16] designed an approach, called CloseGraph [16], to find frequent closed graph
patterns which can reduce unnecessary subgraphs to be generated.

3 Problem Definition

We represent the transition behaviors of users between check-in locations using the
proposed Route Transit Graph (RTG). A RTG is a directed labeled graph, which is
defined as g = (V, E, Σ, λ), where V is a set of vertices, E is a set of directed edges, (i,
j) ∈ E is an edge from node i to node j, Σ is a set of labels, λ is a label function, λ: V ∪
E → Σ, and the label function assigns a label to a vertex or an edge. Each edge is
associated with a list of timestamps. Thus, an edge can be presented by a 4-tuple, (S, D,
ts, te), where S and D are the vertices, and ts is the starting time of the source location,
and te is the arrival time of the destination. For example, the transit edge from vertex L1
to vertex L2 during timestamp [11, 13] (unit: hour) is represented by (L1, L2, 14, 16).
Considering a graph database DB containing n RTG graphs, DB = {g1, g2, …, gn},
where gi is a directed labeled graph, 1 ≤ i ≤ n.
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We sort the edges by the associated timestamps and transform the graph into an
edge sequence. Figure 1 illustrates an example RTG graph database. For example, the
graph g1 can be represented as an edge sequence <(L4, L3, 8, 10), (L3, L5, 13, 17),
(L1, L2, 14, 16), (L2, L3, 16, 17), (L2, L4, 16, 17), (L2, L6, 17, 18), (L4, L5, 18, 19),
(L5, L6, 20, 23)>. The edges sequence are sorted the order mention by Definition 1.

Definition 1 (Edge Order). Let α = (S1, D1, ts1, te1) and β = (S2, D2, ts2, te2) be two
edges in a graph. α < β if (1) ts1 < ts2, (2) ts1 = ts2 and te1 < te2, (3) S1 < S2, ts1 = ts2, and
te1 = te2, or (4) D1 < D2, S1 = S2, ts1 = ts2, and te1 = te2.

Definition 2 (Edge Containment). A transit edge α = (S1, D1, ts1, te1) is contained by
another edge β = (S1, D1, ts2, te2) if ts2 ≤ ts1 and te1 ≤ te2, denoted as α ⊆ β. For example,
if α = (L1, L2, 1, 2), β = (L1, L2, 0, 3), α is contained by β.

Definition 3 (Time-aware Transit Pattern). A Time-aware Transit Pattern is defined
as <(S1, D1, ts1, te1), (S2, D2, ts2, te2), …, (Sh, Dh, tsh, teh)>, where ts1 = 0, and all the
edges in the pattern are sorted in increasing order. The time-aware transit pattern should
satisfy route connected property which is defined in Definition 4.

Definition 4 (Route Connected Property). A route transit sequence <(S1, D1, ts1, te1),
(S2, D2, ts2, te2), …, (Sh, Dh, tsh, teh)> follows route connected property if ∀ Si 3 S2 ∪
S3∪…∪Sh we can always find an edge ej whose j < i, and Dj = Si or S1 = Si.

Definition 5 (Pattern Length). The length of a pattern is defined as the number of
edges. A pattern of length k is called a k-pattern.

Definition 6 (Pattern Existence). A pattern <(ps1, pd1, pts1, pte1), (ps2, pd2, pts2,
pte2),…, (psm, pdm, ptsm, ptem)> is contained by a graph <(gs1, gd1, gts1, gte1), (gs2, gd2,
gts2, gte2),…, (gsn, gdn, gtsn, gten)> if there exists a sequence of integers j1 < j2 <… < jn
so that pui = guji, pli = glji, pvi = gvji, ptsi ≥ gtsji − gtsj1, and ptei ≤ gteji− gtsj1, i = 1,
2, …, n.

For example, P = <(L4, L5, 0, 1), (L5, L6, 2, 5)> is contained by the graph g1 shown
in Fig. 1, where j1 = 7, j2 = 8.

(a) g1. (b) g2. (c) g3.
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Fig. 1. An example of RTG database.
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Since a pattern may contain many edges, discovering all such patterns would be
lack of efficiency and not useful for route planning applications. Therefore, we define
some constraints to reduce unnecessary ones. For example, P = <(L4, L3, 0, 2), (L3, L6,
9, 10)> is not helpful since the time span between two edges are too large. The user
may only be interested in the patterns whose time spans are within a certain time
interval. Therefore, we define a maximum time-span threshold maxgap, in Definition 7.

Definition 7 (Timespan Threshold: maxgap). The timespan between two edges (Si,
Di, tsi, tei) and (Sk, Dk, tsk, tek) is defined as |tsk − tei|. We aim to mine the patterns which
follow the maxgap constraint: for each kth edge ek (k ≥ 2) in the pattern P, we must find
another edge ei from e1 to ek−1 that make |tsk − tei| ≤ maxgap, where maxgap is a user-
specified threshold. We should notice that tei is sometimes larger than tsj since we allow
flexible route construction. For example, P = <(L4, L3, 0, 4), (L3, L6, 3, 5)> suggests
that users can arrive location L3 around 3–4 h.

Definition 8 (Super-pattern). A pattern <(ps1, pd1, pts1, pte1), (ps2, pd2, pts2, pte2),…,
(psm, pdm, ptsm, ptem)> is a super-pattern of another pattern <(qs1, qd1, qts1, qte1), (qs2,
qd2, qts2, qte2), …, (qsn, qdn, qtsn, qten)> if there is a sequence of integers
j1 < j2 < … < jn so that psi = qsj, pdi = qdji, qtsi ≥ ptsji − ptsj1, and qtei ≤ pteji − ptsj1,
i = 1, 2, …, n.

For example, P = <(L1, L2, 0, 2), (L2, L4, 2, 3), (L4, L5, 4, 5), (L5, L6, 6, 9)> is a
super-pattern of Q = <(L1, L2, 0, 2,) (L2, L4, 2, 3), (L4, L5, 4, 5)>, where j1 = 1, j2 = 2
and j2 = 3. Moreover, P = <(L1, L2, 0, 2), (L2, L4, 2, 3), (L4, L5, 4, 5), (L5, L6, 6, 9)> is a
super-pattern of Q = <(L1, L2, 0, 2), (L2, L4, 2, 3), (L4, L5, 4, 5), (L5, L6, 6, 7)>, where
j1 = 1, j2 = 2, j3 = 3 and j4 = 4.

Definition 9 (Pattern Support). The support of a pattern P, denoted as sup(P), is
defined as the number of graphs containing P in the database.

Definition 10 (Frequent Pattern). A pattern P is frequent if sup(P) is not less than
minsup, where minsup is a user-specified minimum support threshold.

Definition 11 (Closed pattern). A frequent pattern P is closed if there does not exist
any super-pattern of P with the same support.

For example, in Definition 8, if P = <(L1, L2, 0, 2) (L2, L4, 2, 3) (L4, L5, 4, 5)
(L5, L6, 6, 9)> is a super-pattern of Q = <(L1, L2, 0, 2) (L2, L4, 2, 3) (L4, L5, 4, 5)> and
both their support are the same. Thus, Q is not closed.

Definition 12 (Prefix & Postfix). Given a pattern P = <(S1, D1, ts1, te1), (S2, D2, ts2,
te2), …, (Sm, Dm, tsm, tem)>, Q = <(S1, D1, ts1, te1), (S2, D2, ts2, te2),…, (Si, Di, tsi, tei)> is
called a prefix of P, and R = <(Si+1, Di+1, tsi+1, tei+1), (Si+2, Di+2, tsi+2, tei+2),…, (Sm, Dm,
tsm, tem)> is called the postfix of P, 1 ≤ i ≤ m.

Definition 13 (Projected Database). The P-projected database, denoted as DB|p,
contains all postfixes of the graph possessing P in database DB, where P is a frequent
pattern in DB.

Assume a pattern P = <(L1, L2, 0, 2)>. In Fig. 1, since <(L1, L2, 0, 3)> contains
<(L1, L2, 0, 2)>, and <(L1, L2, 1, 3)> and these two edges can be considered as the
pattern <(L1, L2, 0, 2)> by shifting the time interval to [0, 2], there are two postfixes of
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P in g3. For the prefix <(L1, L2, 0, 2)>, the postfix is <(L2, L3, 2, 3), (L2, L4, 2, 3),
(L2, L6, 3, 4) (L7, L3, 3, 6), (L4, L5, 4, 5), (L5, L6, 6, 8), (L3, L2, 7, 8), (L1, L5, 8, 10)>.
For the prefix <(L1, L2, 1, 3)>, the corresponding postfix is <01(L2, L3, 1, 2), (L2, L4,
1, 2), (L2, L6, 2, 3), (L7, L3, 2, 5), (L4, L5, 3, 4), (L5, L6, 5, 7), (L3, L2, 6, 7), (L1, L5, 7, 9)>.
Similarly, there is one postfix of P in g1, namely <(L2, L3, 2, 3), (L2, L4, 2, 3), (L2, L6,
3, 4), (L4, L5, 4, 5) (L5, L6, 6, 9)>.

Definition 14 (Concatenation Function). The concatenation of patterns P and Q is
denoted as P ⊕ Q. For example, if P = <(L1, L2, 0, 2)> and Q = <(L2, L3, 2, 3)>,
P ⊕ Q = <(L1, L2, 0, 2), (L2, L3, 2, 3)>.

4 Methodology

The proposed algorithm consists of two stages. First, we mine all frequent patterns of
length one (denotes 1-patterns), P in the database. Next, for each frequent k-pattern
(k ≥ 1) found P, we build the projected database for each frequent k-pattern found. And
then we scan its projected database to find local frequent 1-patterns e which is con-
nected with P. For each local frequent 1-pattern e, we concatenate P with e to form a
frequent (k + 1)-pattern. The concatenations are recursively performed in a depth-first
search manner until no more frequent closed patterns can be found. During the mining
process, we use the closure checking and pruning strategies to reduce impossible and
unnecessary candidates. Thus, the proposed algorithm can efficiently mine closed
frequent Time-aware Transit Patterns in a RTG database.

4.1 Frequent Patterns Enumeration

We introduce a TTP-tree to enumerate frequent patterns where each node represents a
frequent pattern, and the level at which the node is located represents the length of
the frequent pattern. For example, the frequent 1-patterns are recorded at level 1 and the
frequent 2-patterns are at level 2. Moreover, a pattern at level k is derived from the
pattern of its parent node at level k − 1, k ≥ 2. The root of the tree is labeled by ∅.

For example, Fig. 2 shows the one of subtrees from TTP-tree of the frequent
patterns mined from the database shown in Fig. 1, where the number after the colon is
the support of the pattern, minsup = 3, and maxgap = 2.

To generate all frequent patterns, we first scan the database once to find all frequent
1-patterns and build a projected database for each frequent 1-pattern found. Then, those
frequent 1-patterns are added to the level 1 of the TTP-tree.

Next, we recursively extend a frequent k-pattern P (k ≥ 1) at level k to get its
frequent super (k + 1)-patterns in a depth-first search manner. To find the frequent
super-patterns of P, we scan the projected database of P and find local frequent
1-patterns whose which are connected with P (i.e. the destination of P’s kth edge is
same as the source location of 1-patterns), and the timespan between P and each
frequent 1-pattern found is not greater than maxgap. For each frequent 1-pattern found
q, we concatenate P with q to form a frequent (k + 1)-pattern. During the growth
process of TTP-tree, we adopt Lemma 1 to remove the redundant patterns.
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Lemma 1 (Same projected database removal). If P1 is a super-pattern of P2 and both
share the same projected database, P2 can be removed from TTP-tree.

Proof. Since P1 is a super-pattern of P2 and both share the same projected database,
every pattern derived from P2 is contained by a pattern derived from P1, and both
derived patterns have same support. Thus, P2 and the patterns generated from P2 should
be pruned because they are not closed. ■

Let us take the database shown in Fig. 1 as example, both <(L1, L2, 0, 2)> and <(L1,
L2, 0, 2)> are frequent 1-patterns. Since <(L1, L2, 0, 2)> is contained by <(L1, L2, 0, 2)>
and all of them share the same projected database, we can remove <(L1, L2, 0, 1)> from
TTP-tree and do not need to grow the 2-patterns from <(L1, L2, 0, 1)>.

Let us take the pattern P = <(L1, L2, 0, 2)> as an enumerative example. Assume that
minsup = 3 and maxgap = 2. The frequent 1-patterns found from P’s projected database
are <(L2, L3, 2, 3)>, <(L2, L6, 3, 4)>. Then we concatenate P with each frequent
1-pattern found to generate frequent 2-patterns. The frequent 2-patterns generated are
Q1 = <(L1, L2, 0, 2), (L2, L3, 2, 3)>, and Q2 = <(L1, L2, 0, 2), (L2, L6, 3, 4)>.

To generate the frequent super-patterns of Q1 = <(L1, L2, 0, 2), (L2, L3, 2, 3)>, we
scan its projected database, g1 = <(L2, L3, 2, 3), (L2, L4, 2, 3), (L2, L6, 3, 4), (L4, L5,
4, 5), (L5, L6, 6, 9)>, g3 = <(L2, L4, 2, 3), (L2, L6, 3, 4), (L7, L3, 3, 6), (L4, L5, 4, 5), (L5,
L6, 6, 8), (L3, L2, 7, 8), (L1, L5, 8, 10)>, and find a frequent and non-redundant
1-pattern, <(L2, L6, 3, 4)>. Then, we concatenate Q1 with each frequent 1-pattern found
to generate frequent 3-patterns. The frequent 3-pattern Q3 generated is <(L1, L2, 0, 2),
(L2, L3, 2, 3), (L2, L6, 3, 4)>. Similarly, we can recursively mine the other frequent
patterns. However, we do not need to generate the super-patterns of Q2 based on the
lemma of Same projected database removal since Q3 is a super-pattern of Q2 and both
share the same projected database.

<(L1, L2, 0, 2)>:3 <(L2, L3, 0, 1)>:3 <(L2, L6, 0, 1)>:3

<(L1, L2, 0, 2),
(L2, L3, 2, 3)>:3

<(L1, L2, 0, 2),
(L2, L3, 2, 3),

(L2, L6, 3, 4)>:3

<(L1, L2, 0, 2),
(L2, L6, 3, 4)>:3

<(L2, L3, 0, 1),
(L2, L6, 1, 2)>:3

Fig. 2. A subtree of TTP-tree.
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4.2 The Closure Checking and Pruning Strategies

Based on the method described in Sect. 4.1, we can generate many frequent patterns.
However, some generated patterns might not be closed. To reduce to redundant pat-
terns, we leverage the similar idea used in BIDE [13] for closure checking and pruning
strategies. When a new frequent pattern is generated, we need to check whether the
pattern generated is closed or not.

Lemma 2 (Forward Redundant Checking Scheme). A pattern P is not closed if there
exists a frequent 1-pattern e in P’s projected database, whose support is equal to P’s
support, and e is connected with P.

Proof. If there exists a frequent 1-pattern e in P’s projected database whose support is
equal to P’s support, it means that we can always find another frequent pattern which is
formed by concatenating P and e and its support is equal to P’s support. Therefore,
P must not be closed. ■

We illustrate the forward redundant checking scheme as follows. When we gen-
erate a new frequent pattern <(L1, L2, 0, 2), (L2, L3, 2, 3)>, if we find the 1-pattern e = <
(L2, L6, 3, 4)> which occurs in every graph in the projected database, we can insure that
P is not closed. Since P is the sub-pattern of the pattern formed by concatenating P and
e, and the patterns formed has the same support as P, P is not closed.

Lemma 3 (Backward Redundant Checking Scheme). A pattern P is not needed to be
grown if there exists a frequent 1-pattern e before P, whose support is equal to P’s
support, the timespan between e and P is not greater than maxgap, and e is connected
with P.

Proof. If there exists a frequent 1-pattern e before P, whose support is equal to P’s
support and the timespan between e and P is not greater than maxgap, it means that we
can always find another frequent pattern which is formed by concatenating e and P and
its support is equal to P’s support. Every pattern generated from P is contained by the
pattern generated from concatenating P and e and both patterns have the same support.
Thus, P does not need to be grown and it is not closed. ■

Let us explain the backward redundant checking scheme strategy by the following
example. Assume the pattern P = <(L2, L3, 2, 3), (L2, L6, 3, 4)> is a frequent pattern. If
we find a pattern (say, <(L1, L2, 0, 2)> before <(L2, L3, 2, 3)>) in every graph con-
taining P and the timespan between <(L1, L2, 0, 2)> and P is not greater than maxgap,
we can conclude that P does not need to be grown. Since there must exist another
frequent pattern formed by concatenating <(L1, L2, 0, 2)> and P, and the pattern formed
shares the same projected database as P, every pattern generated from P is contained by
the pattern generated from the pattern formed and both patterns have the same support.
Thus, P is not needed to be grown.

4.3 The TTPM-Algorithm

The TTPM-algorithm is shown in Fig. 3. The TTPM-algorithm contains a sub-pro-
cedure, TTP-Growth, which is shown in Fig. 4.
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In step 1 of Fig. 3, the TTPM-algorithm first scans the graph database once to find
all frequent 1-patterns and build their projected database. For each frequent 1-pattern P,
if the frequent 1-pattern P passes the forward redundant checking scheme, we add P to
TTP in steps 5–7. In step 8, for each frequent 1-pattern found P, we call the TTP-
Growth sub-procedure to find all closed super-patterns of P.

During the mining procedure, we use the backward redundant checking scheme
strategy to check whether a frequent pattern needs to be grown or not. If this is the case,
we will call the TTP-Growth sub-procedure to grow the patterns. The TTP-Growth
sub-procedure grows a pattern P to find all closed super-patterns of P. In the TSP-
algorithm, we find all frequent 1-patterns in the projected database, where the timespan
between P and each frequent 1-pattern found is not greater than maxgap. Then we
apply the forward and backward redundant checking scheme strategies to check if the
frequent patterns generated are closed.

Fig. 3. The TTPM-algorithm.

Fig. 4. The TTP-Growth sub-procedure.
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In the TTP-Growth sub-procedure, from the projected database of P, we first find
all frequent 1-patterns in step 1. For each frequent 1-pattern found q, if q is connected
with P, we concatenate P and q to form a new frequent pattern R and build its projected
database in steps 3–4. If R passes the forward and backward redundant checking
schemes, we add R to TTP in steps 5–7. Then, in step 9, we recursively call the TTP-
Growth sub-procedure to generate the closed frequent patterns.

5 Performance Study

5.1 Settings

We utilize the Gowalla dataset [4] which has been exploited for location-based analysis
in several places (such as [11, 12]) to conduct the experiments of time-aware transit
pattern mining. The Gowalla dataset contains 6,442,890 check-in records from Feb.
2009 to Oct. 2010. The total number of check-in locations is 1,280,969. We extract two
subsets of the check-in data, which correspond to the cities of New York and San
Francisco. Some statistics are reported in Table 1.

Since no existing works can tackle the Time-aware Transit Pattern mining problem.
We compare our proposed method with the modified Apriori algorithm [1] on execution
time. The modified Apriori algorithm generates frequent patterns level by level in a
breadth-first search manner. At each level, it combines a frequent k-pattern and another
frequent k-pattern to generate a candidate (k + 1)-pattern. For each candidate (k + 1)-
pattern, we scan the database to count its support and check if it is frequent. Note that
each candidate (k + 1)-pattern should follow the maxgap constraint. The process is
repeated until no more frequent patterns can be generated. The modified Apriori algo-
rithm uses only the anti-monotone property to prune the impossible candidates.

5.2 Experimental Results

Figure 5 shows the runtime versus the minsup for New York city where the minsup
varies from 10 % to 50 %. The TTPM-algorithm runs faster than the modified Apriori.
As the minsup gets smaller, the runtime of the modified Apriori increases sharply but
TTPM-algorithm increases slowly. The modified Apriori is more sensitive to the
minsup than TTPM-algorithm. Since TTPM-algorithm requires only one database scan
and remove unnecessary and impossible candidates in projected databases, it is more
efficient than the modified Apriori. Similar trend can be found for San Francisco in
Fig. 6.

Table 1. The statistics of the two check-in datasets.

# of Check-ins Avg. transaction length # of days # of locations

New York 103,174 208.47 428 21,973
San Francisco 187,568 225.45 428 15,406
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Figures 7 and 8 show the runtime versus maxgap for both algorithms in New York
and San Francisco city, where the maxgap varies from 1 to 5. As maxgap increases, the
number of frequent patterns increases. Thus, the runtime of both algorithms increases
as the maxgap increases. However, as maxgap increases, the modified Apriori algo-
rithm would generate many candidates at each level. Therefore, the TTPM-algorithm is
more efficient and scalable than the modified Apriori algorithm.
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Fig. 7. Runtime versus the maxgap in New York city.
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6 Conclusion

This paper proposed an efficient algorithm, TTPM-algorithm, to mine the closed time-
aware transit patterns in the constructed RTG transaction database. The proposed
algorithm recursively performed in a depth-first search manner until no more frequent
closed patterns can be found. During the mining process, we use the closure checking
scheme and pruning strategies to eliminate impossible and unnecessary candidates. By
using the projected database, the TTPM-algorithm only scans the database once and
can localize the support counting and candidate pruning in a projected database. Thus,
the proposed algorithm can efficiently mine closed patterns in a RTG database.
Experimental results show that the TTPM-algorithm outperforms the modified Apriori
algorithm in all cases. The found patterns can be used to recommend suitable travel
routes and help us have a better understanding of the new city we are the first time to
visit. Moreover, the TTPM-algorithm could be used to discover the frequent infor-
mation diffusion paths, trajectory data, or human interactions. We can use these pat-
terns to predict relationships or human behaviors in the future.
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