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Abstract Risks are part of every business operation and can never be avoided
completely. To minimize the danger of corporate crisis, a conscientious and
responsible approach to the handling of risks and the resulting impact on business is
essential. Unforeseen events pose an especially great challenge for companies and
require quick decision-making and immediate reactions. This paper presents a way
of structuring decision problems as part of a concept for accelerated decision-
making in the context of response to risk. The locus of our research is freight
villages, which represent a typical example of logistics agglomerations, and the
focus of our research are their business processes, which mainly consist of storage,
transport and handling of freight.

1 Introduction

Due to the rapid changes within the business environment that require a steady
reduction of reaction times, companies are experiencing a growing vulnerability
towards the occurrence of risks. The increased integration of companies in
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interlinked supply chains and the associated cross-company planning, synchroni-
zation and control of business processes further amplify the risk potential. This is
emphasized by the fact that it often does not require a catastrophic event to cause
major disruptions for companies: even relatively small and localized problems
within the supply chain can create a corporate crisis (Waters 2011). Especially
unforeseen risks pose a great challenge for the supply chain and require particularly
quick decisions and reactions in the event of their occurrence (Waters 2011; Engel
2009). Adopting supply chain risk management can increase the quality of deci-
sions (Schneck 2010). Supply chain risk management is characterized by an
attentive and systematic handling of potential risks as well as a comprehensive
assessment of risk impact (Schawel and Billing 2012).

A thorough evaluation of the situation at hand is often not possible because of
the necessity for quick reactions to damaging events. Mesarović et al. (1970) refer
to this as the fundamental dilemma of decision-making: “on the one hand there is a
need to act without delay, while on the other, there is an equally great need to
understand the situation better”. A preventive decision strategy aimed at coping
with damaging events can mitigate this dilemma.

In spite of an identified need for quick reactions to damaging events, it is
remarkable that little attention is paid in the literature to the handling of risk
impacts, with most measures that are discussed being in the context of risk
avoidance and risk reduction (Wagner and Bode 2007).

In light of these facts, the main object of our research is developing a model that
allows quick, appropriate and systematic decisions to manage risks and their
impacts after the occurrence of a damaging event.

The focus of this paper lies on the structuring of decision problems as one
important part of decision support. The theoretical approach is based in decision
theory and risk management. After the occurrence of a damaging event all business
processes should be focused on business continuity management thus focusing all
attention on rapid resumption of business activity and maintaining the flow of
goods.

The concept is based on the processes of warehousing, transportation and cargo
handling within large logistics agglomerations. Freight villages are used as an
example as they typify such agglomerations. Each freight village represents a
pivotal logistics node within a larger network of logistics nodes, which provide
important services for the supply of goods (Nobel 2004).

In the following section, we provide the theoretical basis of our research. Sec-
tion 3 firstly introduces freight villages as subject of investigation and then presents
the first steps of the conceptual design of a decision support model base on decision
trees to manage damaging events. These trees enable a decision-maker to break
down a problem into decision situations and they help to provide measures and
suggested activities for different situations. The paper closes with a short discussion
and considers further steps for research in this field of inquiry.
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2 Decision-Making Within the Scope of Risk Response

Background knowledge of decision-making is given by decision theory, for which
reason we will first discuss the basic principles of decision theory in Sect. 2.1.
Specifically, we will focus on the term decision support and the process of decision-
making. Owing to our attention to risk, some principles of risk management are
explained in Sect. 2.2. Apart from risk management, several other concepts provide
a possible basis for strategies for the mitigation of risk after the occurrence of a
damaging event. These include crisis management and business continuity man-
agement. We differentiate between these concepts and provide a definition of the
term “risk response”, and our understanding of this term in the context of this paper.

2.1 Principles of Decision Theory

Decision theory draws on different scientific disciplines such as psychology, phi-
losophy, political science, business science, sociology, game theory and engineering
science (Jungermann et al. 2005) and addresses the decision behaviour of individuals
and groups (Laux et al. 2012). Two different styles of decision theory can be used to
perform a theoretical and practical analysis of decision behaviour: prescriptive and
descriptive decision theory (e.g. Grünig and Kühn 2013; Domschke and Scholl
2005; Eisenführ and Weber 2010). Descriptive decision theory focuses on the
description of real human decision behaviour (Domschke and Scholl 2005). It allows
an analysis of how specific decisions are made and what caused the decision to be
made in a certain way. Hypotheses gained through empirical evidence lead to insight
regarding the real life decision-making process and can be used to ascertain
authoritative forecasts of expected future decisions (c.f. Laux et al. 2012; Saliger
2003). In contrast, prescriptive decision theory indicates how a decision will be
chosen under the assumption that there is a rational choice to be made between
multiple decision possibilities (Laux et al. 2012; Domschke and Scholl 2005).
Prescriptive decision theory offers a set of rules and procedures for breaking down
information in a structured fashion and processing this information in such a way
that the decision-maker is supported in making difficult and complex decisions
(Jungermann et al. 2005; Eisenführ and Weber 2010). A situation in which a deci-
sion is to be made is considered to be increasingly complex for a larger number of
influences impacting the result and the more targets there are to be accounted for.
Furthermore a very large or an unusually small number of decision options can
increase the difficulty of making a decision (Eisenführ and Weber 2010).

Our research aims to offer an approach to decision support in the context of risk
management after the occurrence of a damaging event with a view to accelerating the
decision-making process. The aim is not to describe real human behaviour but to
break down the underlying problems in a structured fashion and process the available
information. Thus this paper may be ascribed to the field of prescriptive decision
theory.
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Generally speaking, decision-making support is defined as taking measures to
improve the efficiency of a decision (Pfohl 1977). We refer to improved decision-
making efficiency as the improvement of the quality of decisions as well as a
reduced effort in making a decision (Lassmann 2006). In decision theory, a decision
is generally defined as the selection of one specific action from a set of multiple
possible actions (Laux et al. 2012). Taking this into account, we consider a decision
to be a reaction to a specific situation based on processed information, and as an
event that separates the state of a system from the next consecutive state (Pfohl
1977). A decision is triggered when an aberration between the current actual state
and the target state of a system is recognized (Grünig and Kühn 2013; Rennemann
2007; Pfohl 1977). A decision-making problem is defined as the difficulty that
occurs when the discrepancy between target and actual system states can be reduced
by multiple decision alternatives (Grünig and Kühn 2013). The basic structure of a
decision-making problem can be described by the available decision-making
alternatives, the state of the surrounding environment, and consequences of the
decision as well as the objectives and preferences of the decision-maker (Eisenführ
and Weber 2010). Action alternatives are referred to as decision-variables, action-
variables or action-parameters and may consist of multiple individual actions. The
state of the surrounding environment lies outside the decision-makers scope of
influence and is either known to the decision-maker with certainty or is afflicted
with uncertainty. Decisions under uncertainty can be further separated into deci-
sions under risk and decisions under ambiguity (c.f. Camerer and Weber 1992).
Consequences arise through the combination of a specific action alternative and the
occurrence of a specific state within the surrounding environment. The decision
field consists of the action alternatives, states of nature and consequences (Laux
et al. 2012). Objectives and preferences represent the attitude of a decision-maker
towards action alternatives and their consequences and are expressed by the deci-
sion rule (Laux et al. 2012; Eisenführ and Weber 2010). These elements and their
relationships to each other are formally represented by a decision model, which is
used to support the decision-making process. The decision-making process can be
divided into several stages, the first of which is the initial recognition of the
decision problem (c.f. Laux et al. 2012; Lassmann 2006; Heinen 1992; Pfohl 1977).
Although there are numerous suggested approaches for systematically dividing the
decision-making process into separate stages, they can all be traced back to the
same basic pattern (Pfohl 1977) and describe the process of decision-making as a
process of conscious information collection, information processing and informa-
tion transfer (Heinen 1992). All stages of the decision-making process require
partial decisions to be made that will have a considerable impact on the outcome of
the overall decision-making process (Heinen 1992). On the whole, this stage based
model should be considered as a methodological tool for decision-making. It
provides an overview of the required activities that usually do not have to be
performed in a strict sequence (Laux et al. 2012; Pfohl 1977). This paper is based
on the decision-making process that is described in the following section.

As a basic principle, the process consists of the stages “will-formation”
and “decision implementation” (Heinen 1992). According to Simon (1960) the
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will-formation stage consists of the three phases “intelligence”, “design” and
“choice”. The intelligence phase begins with the recognition of a change in the
environment, which calls for action. Once a problem that requires further action has
been recognized, the design phase consisting of the three activities of inventing,
developing and finally analyzing the possible courses of action begins (Simon
1960). In this phase, the identification and the correlation of the elements of the
decision field and the decision rule, as described in the last preceding paragraph,
take place. The will-formation stage is completed once a course of action that was
designed within the design phase has been chosen, thus concluding the choice
phase and resulting in a final decision. The decision implementation stage is
characterized by the realization phase and the control phase (Heinen 1992). In the
realization phase, the decisions made within the choice phase are applied to the
decision situation and, accordingly, to the actual problem. Any deviation between
the desired and the actually accomplished results is monitored during the control
phase (Lassmann 2006). The information gathered during the control phase may
necessitate follow-up activities, which lead to a requirement for new decisions, and
this hence returns the decision-making process to the intelligence phase (Heinen
1991). The overall context of these terms and concepts is illustrated in Fig. 1.

This paper mainly focuses on the will-formation process and within that process
specifically on the design phase. The conceptual design of a decision support model
takes place within this phase, and, in this paper, only one conceptual aspect of our
decision support model is presented, namely structuring a decision situation with
decision trees.

2.2 Risk Response

If a risk situation occurs, difficult and long decision-making processes may not be
possible in reasonable time. However, for an informed decision, the single phases
of the decision-making process which have to be undertaken can be accelerated. To
enable an immediate response to the occurrence of a risk, decisions must be made
nearly instantly. An awareness of possible risks and their impacts can lead to a
faster reaction in the case of a damaging event. Furthermore it reduces the risk of
long business continuity interruptions. The examination of risks before they occur
can be carried out in the context of risk management. According to Waters (2011),
risk management is a systematic process that aims at the identification, analysis and
response to risks throughout an organization.

In this paper, only the part of risk response within the risk management process
is given consideration. Alternative strategies can be pursued related to risk
response. A multitude of different definitions and terms for such response strategies
are defined in the literature. Hopp et al. (2012) differentiate between the two risk
response strategies of detection and speed, which are executed after the occurrence
of a disruption. Related to supply chains, Ritchie and Brindley (2009) identify four
risk response strategies as being: insurance; risk sharing; information exchange and
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relationship development. Waters (2011) proposes a classification into eight risk
response types, which cover a wide range of opinions, from ignorance of risks
through to complete re-location to another environment. Sudy et al. (2013) propose

Fig. 1 Decision theory context

112 C. Breuer et al.



four risk response strategies and categorize them into avoidance, reduction, transfer
and acceptance of risks. According to this definition, the risk reduction strategy
comprises measures for reducing risk impact.

Further concepts that deal with the response to risk events are crisis management
and business continuity management (c.f. Waters 2011; Tandler and Eßig 2011).
Crisis management is closely coupled with risk management and comprises the
basic prevention, cognition, diagnosis and elimination of corporate crises (Schawel
and Billing 2012). Besides coping with severe damaging events, the focus of crisis
management lies in coping with operational misperformances (Brühwiler 2011).
Business continuity management is focused on business processes and deals with
the quick resumption of business performance (Brühwiler 2011). Crisis manage-
ment and business continuity management can both be seen as components of risk
management (c.f. Waters 2011; Brühwiler 2011).

In this paper, we follow the definition of Hopp et al. (2012) and take the term
risk response to mean the reactions to coping with the negative impacts of dam-
aging events that have occurred.

Based on Ross (2011), the central tasks in the risk response process are devel-
oping and evaluating alternative courses of action, determining appropriate courses
of action and implementing risk responses according to the selected courses of
action. These tasks are consistent with those described in the decision-making
process in Sect. 2.1. For this reason, risk response itself can be seen as a decision-
making process.

So, it can be seen that the development of alternative courses of action is a basic
element of our conceptual design. We now turn to applying the approach to freight
villages, the subject of investigation.

3 Conceptual Design of a Decision Tree for Risk Response

This section shows how the relevant elements of a decision can be structured to
break down a decision problem. Section 3.1 deals with explaining the character-
istics of freight villages. The characteristics of the decision elements and their
detection in case of a damaging event needing a quick reaction are presented in
Sect. 3.2. In Sect. 3.3, the use of decision trees is justified as well as their appli-
cation for structuring decision situations in freight villages.

3.1 Freight Villages

Freight villages are a special type of logistics agglomeration. They primarily
function as an interface between local and long-distance traffic (Welp 2010).
A further function of freight villages consists in forming efficient, multimodal
transportation chains. Hence, a freight village combines at least two modes of
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transport, usually road and rail, but sometimes also waterborne and air transport. To
fulfill this purpose, a terminal of intermodal transport is located in a freight village
(Rall 2008).

Multiple transport and logistics companies are co-located within a freight vil-
lage. They include, for instance, forwarding agencies, logistics service providers,
logistics intensive traders and industrial companies, as well as different transport
carriers, all of which retain their legal and financial autonomy (Rall 2008; Kessler
et al. 2009). These companies act within numerous connected supply chains and are
concentrated within a relatively small area enabling the use of the same modes of
transport and technical infrastructure (Wildebrand et al. 2011).

The interests of all participants are coordinated by a central business and
development company, which mainly plans, establishes and continually helps the
freight village to evolve. The operational business of the village remains, however,
with the independent companies located on site (Rall 2008).

Freight villages make a major contribution towards securing the flow of goods at
the regional, national and international level (Wildebrand et al. 2011). If a dam-
aging event occurs in such a freight village, the freight village logistics processes of
storage, transport and handling of cargo can be interrupted, and a number of
business partners, supply chains and the regional as well as the national economy
may be affected (Breuer et al. 2012).

In Germany, there is currently a network of thirty-five freight villages. The
logistics processes of two of these freight villages were analyzed as part of the study
reported here. The processes identified in these villages form the basis for the
consideration of possible impacts and consequences resulting from damaging
events. Particularly damaging events are likely to result from damage to the
infrastructure in freight villages such as the terminals for intermodal transport and
road and rail connections.

In the next section, the different decision elements are explained. Consideration
is given to failure within the terminal of intermodal transport as an example of a
possible damaging event within a freight village.

3.2 Detection of Decision Elements

A detailed knowledge of the decision situation is important to facilitate a com-
prehensive assessment of the appropriate measures, which will in turn enable an
adequate reaction to the resulting negative impacts of a damaging event (Putz-
Osterloh 1992). Decision support grows in importance as the complexity of a
situation increases (Eisenführ and Weber 2010). According to Luhmann (2009), a
situation’s complexity grows in relation to the number of possible courses of action,
the heterogeneity of the options, or an increase of interdependencies between them.
If a damaging event arises, the best option for accelerated decision-making, and
choice of the best possible risk response measure, may be arrived at by having
already created a structured decision situation that reduces the situation’s
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complexity. The first step in structuring the decision situation lies in examining the
elements of a decision problem, already identified in Sect. 2.1: the courses of action,
the states of nature, consequences as well as the objectives and preferences (Laux
et al. 2012).

The objective to be pursued is maintaining the flow of goods. Resulting from this
objective are the secondary targets of prompt resumption of business performance
and quick recovery of business processes. This means, that in case of a damaging
event, the preferences to be pursued with regard to the objective are the delivery
rate, which should be as high as possible, and the avoidance of bottlenecks. Hence,
the crucial logistics processes in freight villages of storage, transport and handling
of cargo are at the centre of our attention.

In general, courses of action can be seen as a combination of a variety of risk
response measures, which depend on the particular situation (Ross 2011). If a
damaging event occurs in the terminal of intermodal transport within a freight
village, in principle the possible courses of action are: reacting to the event, sus-
pending a decision on action to a later date, or deliberate forbearance of the event.
As a course of action to such a damaging event, in general the possible alternatives
consist of either rerouting goods or carrying on delivering goods to the affected
terminal. The goods that continue to be delivered can either be stored temporarily or
turned immediately over to further onward transport. This means that directly after a
damaging event there are four possible actions as follows: to do nothing, to reroute
goods to another destination, to deliver goods to temporary storage, or to deliver
goods and immediately forward them.

Not all courses of action will make sense and this will depend on further limi-
tations imposed by the damaging event such as the scale of the damaging event, the
type of infrastructure affected, and the importance of the affected goods. For
example, either road, or rail, or both could be affected, and cranes or other
equipment for loading and unloading may or may not be affected. It is likely that in
most instances when a damaging event occurs, it will be necessary to undertake
certain actions which will in themselves make it either necessary or unnecessary to
undertake other actions. It is always necessary to understand the overall objectives
and ensure that no actions are taken which might impede others actions which need
to be taken in order to properly fulfil these objectives.

After a damaging event, there is usually uncertainty about the possible future
states of nature. Basically, either a decline, an improvement or a perpetuation of the
situation is possible. Different scenarios may arise through an association between
different influences, for example a declining situation combined with high impor-
tance of the affected goods. A set of outcomes, n, with m possible states leads to mn

scenarios. Therefore, the relevant states of nature have to be identified in the context
of the objectives being pursued (Eisenführ and Weber 2010).

Consequences represent realizations of objectives (Jungermann et al. 2005), and
they result from the combination of states of nature which have occurred with one
or more courses of action. Depending on the individual combinations, the following
consequences may appear: the impacts of a damaging event are exacerbated,
attenuated, absorbed or completely eliminated.
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The structuring of the problem can be done by graphical means (Eisenführ and
Weber 2010). Thus, in the next section different graphical means of representation
are presented.

3.3 Structuring Decision Situations

For the structuring of decision situations, decision matrices, decision trees and
influence diagrams can be used (Eisenführ and Weber 2010).

Decision matrices are tables which include the alternative states of nature as
columns and alternative courses of action as lines. The cells represent the indi-
vidual, evaluated consequences (Jungermann et al. 2005). The advantage of deci-
sion matrices is their clarity of representation, and they are also extendable.
Conversely, a multilevel representation is not possible and as a result of this,
decision trees are better. Decision trees can also be used for modelling and struc-
turing of decision problems and are specifically aimed at the graphical represen-
tation of decision rules (Drews and Hillebrand 2007). They force a decision-maker
to clearly and precisely formulate the objectives, the alternative actions, the states of
nature and the consequences in a dendritic hierarchical structure (Eisenführ and
Weber 2010). The disadvantage here is, that decision trees are unclear for complex
situations in which the problem could be avoided by the aggregation of action
alternatives (Recke 2005).

Influence diagrams are clearer than decision trees, but detailed information is
missing (Recke 2005). This is because in influence diagrams, alternative courses of
action, states of nature and consequences are only included as quantities (Eisenführ
and Weber 2010).

Thus, decision trees are particularly suited for decision problems that are char-
acterized by consequences that have a temporal dimension to them, or by a
sequence of actions and consequences (Jungermann et al. 2005). For the depiction
of the decision elements, three kinds of nodes and two kinds of branches are used
(Middleton 2007). Decision nodes are depicted as a square and represent a possible
decision situation (Laux et al. 2012). Event nodes, or chance nodes, are symbolized
by a circle and characterize the occurrence of possible events (Jungermann et al.
2005). Each consequence represents a combination of certain decisions and states of
nature. They are called terminal nodes and are represented by triangles (Middleton
2007). The branches emanating from a decision node symbolize all possible actions
available at that point. Branches coming from a chance node symbolize the possible
outcomes of an event that may occur at that point. By traversing the tree, decision
rules can be established from the combination of certain decisions, states of nature
and the connections between them. Subsequently, anticipated developments can
be illustrated through decision trees, projecting as far into the future as desired
(Jungermann et al. 2005). A sequence of conditional decisions is referred to as a
decision strategy and includes multi-decision levels (Eisenführ and Weber 2010).
Multi-decision levels make a contribution to an improved decision-making process
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by showing intertemporal interdependencies of different actions and lead to an
improvement of the information level over time. Future actions should be deter-
mined in accordance with the present natural state and consideration of all available
relevant information (Laux et al. 2012). However, it should be noted that the
decision about how many levels to adopt and the decision about further search for
alternative actions will precede the actual decision (Eisenführ and Weber 2010).

Altogether, decision trees provide a useful framework and methodology for
analyzing decision problems and for identifying a decision strategy as a sequence of
decisions and states of nature. This supports particularly quick and appropriate
understanding of a decision situation. Depending on the respective developments of
the states of nature, the chosen measures can be incrementally adapted and
enhanced through further measures.

Referring to a damaging event within a freight village, the specified decision
elements in Sect. 3.2 can be combined in a decision tree as depicted in Fig. 2. In the
illustrated decision tree, the decision strategy consists of the courses of action
“alternative routing” and “return to usual business activity”, which leads to a return
to the normal state as the state of nature are continuously improves.

For each possible risk, a decision tree will be created which will include ele-
ments referring to a particular damaging event.

4 Further Steps and Conclusion

The purpose of our research is the support of decision-making in freight villages in
the case of occurrence of unforeseen risks. Rapid reaction to such events is nec-
essary in order to achieve a high level of business continuity and ensure the con-
tinued flow of goods.

Decision trees provide a useful framework for analyzing decision problems and
for identifying risk response measures as a sequence of decisions. Hence, our focus
lies on the conceptual design of a decision tree as a first methodological step for
decision support in freight villages. The single elements of decision situations as
well as the combination of these elements in a decision tree have been demonstrated
in the context of freight villages.

Fig. 2 Example of a decision tree
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To further develop the decision trees, the optimal number of decision levels must
be determined and appropriate points of time must be selected at which the
implemented response measures are to be reviewed. Furthermore decisions must be
made in light of possible further exacerbating conditions.

In a next step, a simulation model will be developed which includes the orga-
nizational and operational structure of a freight village. The conceptual decision
trees developed as part of the work reported in this paper will be implemented in
this simulation model. It will thereby be possible to evaluate the different reactions
to damaging events as well as the combination of different courses of action and
states of nature. Interdependencies between different risks and domino effects may
also be identified and considered in the simulation.

The aim of the simulation model will be the assessment of these strategies by
simulation experiments.

The results of the modelled decision strategies will be incorporated into inter-
active standard operating procedures which can be used by a responsible person in a
freight village. That person will be guided to appropriate course of action and so
will be able to accelerate the necessary decision-making processes by following a
path of yes/no questions about the damaging event that has occurred.

Acknowledgments The research underlying this paper results from the project “PreparedNET”,
funded by the German Federal Ministry of Education and Research (BMBF) as part of the
announcement “Securing Supply Chains” in the programme “Research for Civil Security” by the
Federal Government. It is part of the “Federal Governments’ Hightech-Strategy” (promotional
reference: 13N11136).

References

Breuer C, Siestrup G, Haasis H-D (2012) Operational risk issues and time-critical decision-making
for sensitive logistics nodes. In: Chan HK, Lettice F, Durowoju O (eds) Decision-making for
supply chain integration. Springer, London, pp 123–143

Brühwiler B (2011) Risikomanagement als Führungsaufgabe: ISO 31000 mit ONR 49000
erfolgreich umsetzen, Bern/ Stuttgart/ Wien: Haupt

Camerer C, Weber M (1992) Recent developments in modeling preferences: uncertainty and
ambiguity. J Risk Uncertainty 5:325–370

Domschke W, Scholl A (2005) Grundlagen der Betriebswirtschaftslehre: Eine Einführung aus
entscheidungsorientierter Sicht. Springer, Berlin

Drews G, Hillebrand N (2007) Lexikon der Projektmanagement-Methoden. München, Haufe
Eisenführ F, Weber M (2010) Rationales Entscheiden. Springer, Berlin
Engel H (2009) Absicherung der Supply Chain durch ein unternehmensweites business continuity

management. In: Hilz-Ward RM, Everling O (eds) Risk performance management. Gabler,
Wiesbaden, pp 75–86

Grünig R, Kühn R (2013) Entscheidungsverfahren für komplexe Probleme: ein heuristischer
Ansatz. Springer, Berlin

Heinen E (1992) Einführung in die Betriebswirtschaftslehre. Gabler, Wiesbaden
Heinen E (1991) Industriebetriebslehre: Entscheidungen im Industriebetrieb. Gabler, Wiesbaden

118 C. Breuer et al.



Hopp WJ, Iravani SMR, Liu Z (2012) Mitigating the impact of disruptions in supply chains. In:
Gurnani H, Mehrotra A, Ray S (eds) Supply chain disruptions: theory and practice of managing
risk. Springer, London, pp 21–49

Jungermann H, Pfister H-R, Fischer K (2005) Die Psychologie der Entscheidung: Eine
Einführung. Spektrum Akademischer Verlag, Heidelberg

Kessler S, Krause S, Nagel L (2009) Nutzungsmöglichkeiten der Workbench zur Unterstützung des
Planungsprozesses von Güterverkehrszentren. In: Buchholz P, Clausen U (Eds.) Große Netze
der Logistik: Die Ergebnisse des Sonderforschungsbereichs 559, Springer, Berlin, pp 271–295

Lassmann W (ed) (2006) Wirtschaftsinformatik: Nachschlagewerk für Studium und Praxis.
Gabler, Wiesbaden

Laux H, Gillenkirch RM, Schenk-Mathes HY (2012) Entscheidungstheorie. Springer, Berlin
Luhmann N (2009) Zur Komplexität von Entscheidungssituationen. Soziale Systeme 15(1):3–35
Mesarović MD, Macko D, Takahara Y (1970) Theory of hierarchical, multilevel systems.

Academic Press, New York
Middleton M (2007) Decision analysis using microsoft excel. http://www.decisionanaly

sisusingexcel.com. Accessed 13 May 2013
Nobel T (2004) Entwicklung der Güterverkehrszentren in Deutschland: eine am methodischen

Instrument Benchmarking orientierte Untersuchung, Bremen: Institut für Seeverkehrswirtschaft
und Logistik, (also diss. Univ. Bremen, 2004)

Pfohl HC (1977) Problemorientiere Entscheidungsfindung in Organisationen. de Gruyter, Berlin
Putz-Osterloh W (1992) Entscheidungsverhalten. In: Frese E (ed) Handwörterbuch der Organi-

sation. Poeschel, Stuttgart, pp 585–599
Rall B (2008) Außerbetriebliche Logistik. In: Arnold D, Isermann H, Kuhn A, Tempelmeier H,

Furmans K (eds) Handbuch logistik. Springer, Berlin, pp 727–788
Recke G (2005) Entscheidungsanalyse unter Risiko und Unsicherheit: Entscheidungscharakter-

istika in ökonomischen Netzen, Duehrkohp und Radicke, Göttingen. (also habil. Univ.
Göttingen, 2001)

Rennemann T (2007) Logistische Lieferantenauswahl in globalen Produktionsnetzwerken:
Rahmenbedingungen, Aufbau und Praxisanwendung eines kennzahlenbasierten Ents-
cheidungsmodells am Beispiel der Automobilindustrie, Dt. Univ.-Verlag, Wiesbaden. (also
Dissertation Universität Eichstätt, 2007)

Ritchie B, Brindley C (2009) Effective management of supply chains: risks and performance. In:
Wu T, Blackhurst J (eds) Managing supply chain risk and vulnerability: tools and methods for
supply chain decision makers. Springer, London, pp 9–28

Ross RS (2011) Managing information security risk: organization, mission, and information
system view, NIST Special Publication 800-39. http://www.nist.gov/manuscript-publication-
search.cfm?pub_id=908030. Accessed 10 May 2013

Saliger E (2003) Betriebswirtschaftliche Entscheidungstheorie: Einführung in die Logik individ-
ueller und kollektiver Entscheidungen. München, Oldenbourg

Schawel C, Billing F (2012) Top 100 management tools: das wichtigste Buch eines managers.
Springer, Wiesbaden

Schneck O (2010) Risikomanagement: Grundlagen, Instrumente, Fallbeispiele. Wiley-VCH,
Weinheim

Simon HA (1960) The new science of management decision. Harper & Row, New York
Sudy I, Kummer S, Lehner E (2013) Risk response measures for the management of theft risk in road

freight transport chains. In: Essig M, Hülsmann M, Kern E-M, Klein-Schmeink S (eds) Supply
chain safety management: security and robustness in logistics. Springer, Berlin, pp 153–166

Tandler S, Eßig M (2011) Supply chain safety management—Konzeption und Gesta-
ltungsempfehlungen. In: Bogaschewsky R, Eßig M, Lasch R, Stölzle W (eds) Supply
management research: Aktuelle Forschungsergebnisse 2011. Gabler, Wiesbaden, pp 57–91

Wagner SM, Bode C (2007) Empirische Untersuchung von SC-Risiken und SC-Risikomanagement
in Deutschland. In: Vahrenkamp R, Siepermann C (eds) Risikomanagement in supply chains:
Gefahren abwehren, Chancen nutzen, Erfolg generieren. Erich Schmidt, Berlin, pp 59–79

Operational Risk Response … 119

http://www.decisionanalysisusingexcel.com
http://www.decisionanalysisusingexcel.com
http://www.nist.gov/manuscript-publication-search.cfm?pub_id=908030
http://www.nist.gov/manuscript-publication-search.cfm?pub_id=908030


Waters D (2011) Supply chain risk management: vulnerability and resilience in logistics.
KoganPage, London

Welp H (2010) Perspektiven von Logistikstandorten im nördlichen Westfalen—Entwicklungs-
varianten für das Güterverkehrszentrum GVZ Rheine. GeKo Aktuell 1:1–56

Wildebrand H, Haasis H-D, Zimmermann F, Plöger M (2011) Security simulation for critical
infrastructure of freight villages using software-agents. Proceedings of the 6th future security
research conference, Fraunhofer Verlag, Berlin, pp 479–484, 5–7 Sept 2011

120 C. Breuer et al.


	9 Operational Risk Response for Business Continuity in Logistics Agglomerations
	Abstract
	1 Introduction
	2 Decision-Making Within the Scope of Risk Response
	2.1 Principles of Decision Theory
	2.2 Risk Response

	3 Conceptual Design of a Decision Tree for Risk Response
	3.1 Freight Villages
	3.2 Detection of Decision Elements
	3.3 Structuring Decision Situations

	4 Further Steps and Conclusion
	Acknowledgments
	References


