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Preface

On behalf of all WWIC committee members, we welcome you to the proceedings
of the 12th International Conference on Wired and Wireless Internet Communi-
cations(WWIC 2014), which was held in Paris, France, during May 27-28, 2014.

The WWIC conference is now a well-established conference in all Internet
communications aspects. This 12th edition focused on new trends in the Internet
and extension beyond traditional boundaries (i.e., areas with network infrastruc-
ture) through gradually incorporating a wide range of challenging networks and
autonomous devices. From traditional wireless networks to opportunistic net-
works of mobile devices in urban environments and deep-space communications,
the new approaches require an efficient integration with the traditional wired in-
frastructure. The need for novel all-weather protocols, clean-slate or evolutionary
architectures, merging and assembling of different network technologies, unified
operation and management of the heterogeneous components, and support for
new multimedia services are only a few examples of the wide range of technolo-
gies building up this new global network. WWIC addresses research topics such
as the design and evaluation of protocols, the dynamics of the integration, the
performance trade-offs, the need for new performance metrics, and cross-layer
interactions. The goal of the conference is to present high-quality results in the
field, and to provide a framework for research collaboration through focused
discussions that will initiate future research efforts and directions.

A major outcome of this conference is to provide researchers and design-
ers with a better understanding of real-world challenges for wired and wireless
technologies and enable them to develop innovative solutions to address such
challenges. We also hope to be able to identify critical issues that will require
further investigations and analysis in the future. The conference attracted many
high-quality submissions from around the world. Each paper went through a
rigorous peer-review process that was made possible by members of the inter-
national Technical Program Committee as well as additional reviewers. Based
on the detailed comments from the reviews, we accepted 22 papers for presenta-
tion and publication. These papers cover a range of topics that include: wireless
and wired networks; resource management; next-generation services; network
architecture and applications.

We thank all authors who submitted their papers for consideration for this
conference. We would also like to thank the members of the Technical Program
Committee and additional reviewers for their feedback and review support that
helped us to prepare a high-quality technical program.

Finally, we wish to thank many people who contributed to the local organi-
zation. We are particularly grateful to José Diaz, Sami Souihi, Mohamed Souidi,
all and the PhD students (Oussama Soualah, Abdelkrim Senouci, Boutheina
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Dab, Benaouda Farida, and Sajid Mushtaq) for their dedication and hard work
throughout the preparation of this conference.

We believe the 12th WWIC conference provided an interesting and up-to-date
scientific program. We hope that all participants enjoyed the technical and social
conference program, the French hospitality, and the beautiful city of Paris.

May 2014 Abdelhamid Mellouk
Scott Fowler
Said Hoceini

Boubaker Daachi
Sami Souihi

José Diaz
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An Automated Application-Independent Approach  
to Anomaly Detection in Wireless Sensor Networks 

André Rodrigues1,2, Jorge Sá Silva1, and Fernando Boavida1 

1 
Centre of Informatics and Systems of the University of Coimbra, Coimbra, Portugal 

2 
Polytechnic Institute of Coimbra, ISCAC, Coimbra, Portugal  

{arod,sasilva,boavida}@dei.uc.pt 

Abstract. As Wireless Sensor Networks (WSN) gain momentum in what con-
cerns applications and deployment, monitoring is becoming crucial in order to 
guarantee that anomalies are promptly detected. Unfortunately, current WSN 
monitoring solutions have several limitations, such as being tailored for specific 
applications, requiring dedicated or specific hardware, consuming precious 
energy and/or processing resources, or relying on manual or offline interven-
tion. In this paper we propose an approach to anomaly detection in WSNs that 
addresses these limitations. The approach is based on two very simple metrics, 
a logging tool, and a data-mining algorithm, thus leading to the following key 
characteristics: very low resource consumption, application independency, very 
good potential for multi-WSN monitoring, and automation and simplification of 
the detection process. The proposed approach was validated by implementation, 
which showed that it is quite effective in detecting several typical anomalies. 

Keywords: wireless sensor networks; anomaly detection; monitoring, testing 
and debugging. 

1 Introduction 

Detecting and diagnosing problems in Wireless Sensor Networks (WSNs) is now 
considered essential, due to the fact that the installed basis of this type of networks is 
growing at a fast pace. Numerous deployments exist, either of experimental or of 
commercial nature. 

One such example, pertaining to the research area, is a recent deployment by Intel, 
which equipped a few hundred homes with devices that enabled the collection of a set 
of parameter values (environmental, physiological and behavioral), with the objective 
of assessing the potential of the WSN technology in the study of aging and chronic 
diseases [1]. One of the conclusions of the study was the need for tools for managing 
research infrastructures characterized by a large number of geographically dispersed 
facilities, where their direct users (in this case the elderly) do not have enough tech-
nological expertise to assist in diagnosing and solving problems that inevitably occur 
in the installed systems. 

In what concerns commercial deployments, it is expected that WSN technology 
will be extensively used for supporting real time monitoring of multiple installations 
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belonging to the same or different entities. For instance, one can easily foresee its use 
in farms to support animal health condition monitoring. As an example, a WSN-based 
system could support the collection of several parameters (e.g. environmental, physio-
logical and behavioral parameters) and, based on their values and on a set of rules, 
generate alarms if something abnormal happened. Such a system could easily be dep-
loyed at several facilities and, naturally, would require adequate monitoring in order 
to ensure its proper functioning. This is clearly an example of a scenario in which the 
entity that commercializes / supports the system must also have the capability to real-
time monitor the installations in operation at the various customers. 

Although the scenarios for the monitoring of multiple and/or large scale WSN in-
stallations are rapidly emerging, existing tools have not yet met the requirements of 
simple, effective, automated, distributed, and general anomaly detection. Typically, 
monitoring tools are application-specific, resource-consuming, complex to configure 
and/or use, or restricted to a single WSN.  

The work presented in the current paper is an attempt to prove that it is possible to 
explore anomaly detection approaches that meet the above-mentioned requirements 
by using two simple metrics, an existing logging tool, and a data-mining algorithm. 
Note that the main contribution of this paper is not the presentation of a monitoring 
tool but, rather, the demonstration that it is possible to develop general, application-
independent, lightweight WSN monitoring tools that use simple metrics. 

The paper is organized as follows. Section 2 identifies the set of requirements that 
should be met by WSN monitoring tools. Section 3 is dedicated to the detailed presen-
tation of the developed approach, namely in what concerns its hardware and software 
platforms, used metrics, logs collection and parsing, data transformation, and detec-
tion and diagnosis. The proof-of-concept implementation was subject to evaluation in 
two simple scenarios comprising several anomalous conditions. Evaluation results are 
discussed in section 4. Section 5 identifies related work, by briefly presenting and 
discussing a representative set of WSN monitoring tools. Section 6 provides the con-
clusions and guidelines for further work. 

2 Requirements 

This section briefly presents and discusses the requirements that a WSN monitoring 
tool should address. These requirements were divided into two categories: scenario-
related requirements, and performance/usage requirements.  

2.1 Scenario-Related Requirements 

• Scalability – the tool should be able to scale, both in terms of the number of nodes 
per WSN and the number of supported WSNs. As mentioned before, scenarios 
comprising the monitoring of several WSNs are likely to appear.   

• Support for inter-WSN homogeneity and intra-WSN heterogeneity – in  
any given WSN there is often some heterogeneity at hardware and firmware  
levels; nevertheless, when looking at multiple WSNs run or supported by a given 
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organization, one can see that they mostly run the same applications on the same 
platforms. Thus, monitoring tools should enable to take advantage of this inter-
WSN homogeneity, and also support intra-WSN heterogeneity. 

• Support geographically dispersed WSNs – the existence of WSNs located at 
several locations is a factor that must be taken into consideration in the design of a 
monitoring tool, as suitable communication mechanisms must be in place. 

• Support for mobile nodes – in WSNs it is quite common to have mobile nodes; 
this type of nodes has no negligible impact on data collection strategies and on 
communications; monitoring tools should be able to cope with these nodes. 

2.2 Performance/Usage Requirements 

• Support all application paradigms – in order to not be limited by the application 
paradigm (i.e., schedule-driven, query-driven, event-driven) the tool must not rely 
on the existence of specific operation patterns. 

• Support diverse hardware platforms and operating systems (OSs) – WSN 
technology is fast changing, so it is important to ensure that a tool can be used with 
multiple OSs and platforms in order to cope with current and future needs. 

• Minimize the use of WSN resources – typically, WSN nodes are resource con-
strained; thus, monitoring tools should minimize WSN resource consumption, such 
as energy, processing, and memory. 

• Easy to install and to use – the effort required for integrating a monitoring tool in 
a WSN or a set of WSNs should be minimized. The same applies to the effort re-
quired to use the tool. 

• Flexibility and extensibility – it is important to support mechanisms that allow the 
manager to tailor the tool to its needs (at deployment and at runtime) in order to 
enable wider applicability. 

3 Proposed Approach 

Having in mind the requirements identified in the previous section, we set out to 
demonstrate that it is possible to construct a simple, effective, automated, and applica-
tion-independent anomaly detection tool.  

To this effect, we developed a proof-of-concept implementation. This section pro-
vides details on this implementation, namely, on the used hardware and software plat-
forms and on the overall design, including metrics calculation, logs collection, logs 
parsing, data transformation, anomalous events detection, and anomalous events  
diagnosis.  

3.1 Selected Platform and Operating System 

The tool prototype was implemented using TinyOS [2] on a new hardware platform 
called Hermes [3]. This platform includes a recent MSP430, an 868 MHz band radio, 
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an SD card reader, an accelerometer, a gyroscope, a thermometer, an heartbeat  
receiver, and a power management system.  

Having used an event-based operation system, the metrics that will be used as the 
basis for anomaly detection will be collected during event procedure instances. An 
event procedure instance [4] is the sequence that begins with a hardware interrupt and 
ends with the execution of the last code associated with the initial event.  

It should also be noted that, although they are essential, the collected metrics must 
be complemented with additional information in order to effectively pinpoint the rea-
sons for anomalous behavior. In the case of this proof-of-concept implementation, we 
decided to additionally collect call traces for the application code, and also log the 
executed tasks.  

As a final remark, it should be noted that despite the specific choice of hardware 
platform, operating system, and implementation, the principles that guided the tool’s 
construction (i.e., simple metrics, application-independence, logging, and data-
mining) are general and can easily be implemented using other OSs and platforms. 

3.2 Metrics Calculation 

When considering the issue of what metrics to use for characterizing behavior as 
normal or abnormal, one should take into account aspects such as impact on node 
resources, applicability to diverse application paradigms, descriptive power, and 
hardware platforms and OSs specificity. Metrics with the following characteristics 
should thus be avoided: 

• Application dependent (e.g., using statists on specific application events); 
• Requiring detailed logs (e.g., complete call traces, or vectors of instruction coun-

ters as in [4]); 
• Application paradigm dependent (e.g., counters on traffic); 
• Requiring dedicated hardware or OS support (e.g., dedicated energy measurement 

devices, OS-integrated logging mechanisms). 

From the above, one can conclude that elapsed time, processing, and energy are good 
candidates to characterize what happens between two consecutive application level 
events. These metrics are general, light to compute, and do not require sophisticated 
support mechanisms.  

In the case of the proof-of-concept implementation, the selected metrics were proc-
essing and energy. The main reason for excluding the elapsed time was that, for typi-
cal WSN applications, it does not provide much information about the used process-
ing resources, as the majority of time between two application level events is sleep 
time. This also means that, for instance, an anomaly leading to an increase in active 
time could easily be “concealed” by a slight variation in sleep time without much 
impact on the elapsed time metric value. 

Each metric is calculated in the following way. At boot time the metric counter is 
reset. When the next application event happens the metric counter value is logged and 
associated to the previous application event. Finally, the metric counter is reset. 
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Processing Metric. The first approach to calculate a processing metric was to count 
the microcontroller (MCU) instructions (or the MCU cycles) executed between two 
consecutive application level events. Unfortunately, the Hermes platform does not 
directly support this. 

The followed approach was to count the MCU (i.e. MSP430F2618) sub-main clock 
(SMCLK) cycles between consecutive application level events. The SMCLK in Her-
mes is defined to be based on the master clock (MCLK) divided by 4. The MCU 
TimerA was configured to be sourced by the SMCLK, resulting that when the MCU 
is not sleeping the SMCLK is running and TimerA is incremented. 

This is an extremely light metric as the only processing required is to read or up-
date the counter-associated variable. For simplicity reasons, from this point onward 
this metric will be called MCU cycles. 

Energy Metric. In iCount [5] the authors explained how a carefully selected switch-
ing regulator used to provide regulated power to a sensor node can be used to provide 
energy consumption measurements, almost for free. Because the regulator they se-
lected uses pulse frequency modulation, the switching frequency is almost directly 
related to the load current. Their idea was to connect the output of the regulator induc-
tor to the MCU input clock (INCLK) line that can be used to source the TimerA. In 
this way, each time the voltage at the inductor crosses zero in the ascending direction, 
TimerA is incremented as a new switching cycle was detected. 

Hermes uses a Power Management System (PMS) that includes two switching 
regulators based in the Pulse Wide Modulation (PWM) technique. Those regulators 
also support pulse skipping at light loads. 

Being a PWM-based part, it does not enable to directly use the iCount approach. 
However, at light loads, the PMS supports a burst mode where energy is provided in a 
burst of pulses to minimize switching losses. During this operation mode it is possible 
to count the pulses (using an approach similar to iCount) to obtain an estimation  
of the consumed energy. From now on, for simplicity reasons, this metric is called 
energy consumption. 

3.3 Logs Collection and Parsing 

Logging mechanisms are required to collect the metrics and the information on the exe-
cuted application events calls and tasks from the sensor nodes, and to forward it to the 
management system in order to support the detection and diagnostics functionality. 

The logging mechanism should be flexible and expandable, avoid application source 
code modifications, be easy to install and use, take advantage of main application com-
munication capabilities, introduce small latency, be light in terms of resources usage, be 
easily portable to other OSs / platforms, and support node heterogeneity. 

Having to decide between developing a logging system according to the previous 
requirements or using an already available one, the decision was to use LIS [6], as it 
supports most of the requirements.  
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In LIS, a developer has to produce a LIS script using a declarative language,  
describing the logging mechanisms to be deployed and their location in the WSN 
application source code. Then, a PC-based instrumentation engine modifies the WSN 
application source code, according to the LIS script, in order to include logging 
statements. Also added to the sensor node code are a runtime library that supports  
the node logging function calls, and a code module supporting log data storage and  
retrieving functionality. 

During runtime, execution traces and state are saved on local memory and can be 
sent to the sink node using either wired communication (i.e., SerialActiveMessages), 
or wireless communication (i.e., TinyOS CTP for multi-hop, or ActiveMessages for 
single-hop). When the packets arrive at the sink node they are parsed using a generic 
LIS parser and the LIS script information to produce meaningful information.  

The LIS language can be used directly or as an intermediate language supporting 
reusable high-level task definitions.  One of these high-level tasks is Region Of In-
terest (ROI) call trace monitoring, where the developer specifies a ROI (e.g. one 
TinyOS subsystem) and the system generates the corresponding LIS script that will 
enable to create a log of the function calls inside that subsystem. This functionality is 
very useful because it enables to avoid the need for manually creating a LIS script. 

In the case of the current proof-of-concept implementation, it was necessary to 
modify the Python scripts associated with the ROI analysis functionality, in order to 
enable LIS to automatically instrument the application source code with the objective 
of generating call traces and metrics logs. 

Finally, collecting the logs is done via the “timestampedlisten” console command, 
provided by TinyOS, which collects the packets sent by the sensor nodes where the 
logging mechanism is running. The collected packets are submitted to the LIS parser, 
which makes use of the LIS script information to output an easy-to-read listing of the 
logged call traces and collected metrics. 

3.4 Data Transformation 

The data file produced by the LIS parser is filtered to remove incomplete application 
event level details that resulted from packet losses. This is necessary because if some 
packets are lost they can compromise the parsing of the next log entries. LIS supports 
a mechanism to discard incomplete log entries. However, it was necessary to enhance 
this mechanism, as incorrect application event information was found in the parsed 
logs. 

After this phase, the logs are parsed in order to generate an application-level event 
list file with the intended data format. This new file also contains additional informa-
tion required to support further diagnosis of the anomalous events. To support all 
these transformations, a set of Python-based scripts was developed. 

Each line in the generated file has the following format: 

<class> <m1>:<v1> <m2>:<v2> # <event> <begin> <end> 
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In this format, <class> designates the class the event belongs to, <m1>:<v1> desig-
nates a metric/value pair, <event> is the name of the application-level event, and <be-
gin> and <end> identify, respectively, the line of the LIS parsed file where log entries 
related to this event begin, and the line where they end. 

The data before the “#” is used by the classification algorithm used to identify 
anomalous events. The data after the “#” is ignored by the classification algorithm, 
but is used to locate, in the LIS parsed file, the log information related to the detected 
anomalous events. 

3.5 Anomalous Events Detection and Diagnosis 

The selected classification algorithm is based on a machine learning technique, called 
Support Vector Machines (SVM) [7], which generates a model that can be used to 
predict the class of an instance. In this case, an instance is an application level event 
instance that has metrics values as attributes, and can be classified as normal or 
anomalous. 

In the present scenario there are, nevertheless, two issues. First, a labeled training 
set is not available. Second, it is expected that the anomalous application level events 
represent a small fraction of all application level events (as the goal is to detect  
sporadic problems). 

Considering this scenario, the selected approach (also followed by [4]) was to use 
an SVM variant called one-class SVM, and to assume that the training set only con-
tains normal events, knowing that a small percentage of them may have been misclas-
sified as such. By defining the percentage of misclassified events in the training set, 
one-class SVM will create a model that places the majority of the events in normal 
class side of the hyper-plane, while the remaining are placed on the anomalous class 
side. This learned model is then used to predict the class of future received application 
level events. The learned model can be periodically updated, in case it is required  
that the anomalous event detection mechanism has some flexibility to adapt to envi-
ronment / system changes. 

The reasons to select this technique were the following: it does not require previ-
ously labeled data, it can work with unbalanced data sets (i.e. sets with classes not 
equality represented), and the existence of a well documented and easy to use code 
library (LIBSVM [8]). This library includes Python scripts for simplifying its use, 
namely scaling data sets, selecting optimized kernel function parameters, training the 
model, and testing the data. 

The output of LIBSVM is a classification for each application level event. An 
analysis script was developed that uses this information to locate, in the LIS parsed 
file, the logged information related to the application level events classified as anoma-
lous. This enables the responsible person to analyze them in order to identify possible 
reasons for their classification. 

Fig. 1 summarizes the activities involved in the anomalous events detection and di-
agnosis functionality detailed in this section. 
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Fig. 1. Detection and diagnosis fluxogram 

4 Evaluation 

The presented proof-of-concept implementation was subject to several tests, in order 
to assess the effectiveness and efficiency of the underlying concepts. This section 
begins by describing and presenting the results of a set of experiments carried on for 
evaluating the tool’s detection and diagnosis capabilities. Subsequently, the tool is 
evaluated under the light of the initial requirements.  
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4.1 Experimental Results 

Two sets of tests were carried out. In the first group of experiments the goal was to 
assess the MCU cycles metric for detecting anomalous behaviors. 

The selected application was RadioCountToLeds (a standard TinyOS application 
where two nodes periodically broadcast packets containing a counter, and each time a 
node receives a packet it displays the counter’s last 3 bits on the LEDs). This applica-
tion was selected because it has a simple behavior and is publicly available, enabling 
the community to validate the paper results. The application code includes the events 
MilliTimer.fired, Receive.receive, and AMSend.sendDone. These are regularly  
triggered during normal application execution. 

In the scenario used for the experiments two nodes executed RadioCountToLeds, 
and another one just collected the packets with the logs and send them, via USB, to 
the management station (Fig. 2). 

The application source code was automatically transformed to include the logging 
mechanisms required to generate the call traces and the MCU cycles metric for the 
application level events, and to generate the call traces for the executed tasks. 

For obtaining the training set, the RadioCountToLeds application was executed 
during 15 minutes under normal conditions, then the collected packet trace was parsed 
by LIS, transformed to remove incomplete application level events and to provide the 
event list in the LIBSVM format, and finally submitted to the LIBSVM script. This 
script scaled the data, selected the kernel function parameters (by using a grid-search 
approach and cross-validation), and finally outputted the learned model and the used 
scale data. The percentage of misclassified events in the training set was set at 1%. 
The events set used to train the classifier included 1486 events instances. 

 

LIS m
essages

 

Fig. 2. Evaluation scenario 

All the experiments had 5 minutes duration and the results are presented in Table 1. 
Before proceeding to analyse the results, two aspects should be highlighted. Firstly, it 
should be noted that, in the absence of problems, the percentage of events classified 
as normal should be around 99% (as the defined threshold for misclassified events in 
the training phase was 1%). Secondly, in Table 1, the ‘Remarks’ column presents the 
details found in anomalous events logs that provided clues for events classification. 
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Experiment #1 was designed to evaluate how the anomaly detection functionality 
reacted to a permanent failure, such as the remote node stopping to broadcast its 
counter messages. The low percentage of normal events, with more than 40% of the 
events being classified as anomalous, clearly points to some kind of error. This was 
easily diagnosed by observing the absence of Receive.receive events in the logs. 

The goal of experiments #2 and #3 was to determine if a logic error (that resulted 
in additional execution of code) could be detected. The MilliTimer.fired event code 
was changed to contain a cycle that incremented a counter from 1 to 100 (or to 1000 
in the case of experiment #3). This cycle was executed in 10% of the MilliTimer.fired 
event executions. In both cases, the anomalous events (an excess of MilliTimer.fired 
events with a high MCU cycles value) were detected, as indicated by a percentage of 
normal events below 99%.  

The goal of experiment #4 was slightly more ambitious, namely to determine if an-
other type of logic error (specifically, in this case, the counter for the broadcast mes-
sage being incorrectly increment twice in 10% of the cases) could be detected. This 
was done by modifying the MilliTimer.fired event code. The impact on the applica-
tion executing in the local node was minimal and, thus, was not detected. 

Another set of experiments aimed at evaluating the efficacy of the energy con-
sumption metric in the detection of anomalous behaviors. In these experiments the 
timer used to send the counter messages was increased from 1.9 s to 5 s. and the  
experiments duration was 10 minutes. Table 2 presents the experiments’ results. 

Table 1. Classification summary (MCU cycles metric) 

# Condition Normal events % Events  

(norm/total) 

Remarks 

1 remote node off 58.21% 163/280 no Receive.receive events 
2 100 i++ 98.66% 443/449 MilliTimer.fired > 21750 
3 1000 i++ 95.53% 406/425 MilliTimer.fired > 23600 
4 extra op 99.04% 416/420 not detected 

Table 2. Classification summary (energy metric) 

# Condition Normal events % Events  

(norm/total) 

Remarks 

5 5 remote reboots 98.77% 322/326 AMSend = 6.213.697 
6 1 local reboot 96.93% 347/358 Boot.booted 
7 up 1 floor 91.97% 229/249 AMSend > 6.000.000 
8 gyro ON 75.36% 260/345 AMSend ~ 3.200.000 

 
In experiment #5, one node was rebooted 5 times. By analysing the logs from the 

other node, it was possible to detect the existence of anomalous behaviour (as indi-
cated by a percentage of normal events below 99%), and subsequently identify AM-
Send.sendDone anomalous events with high-energy values. This seemed to indicate 
that some messages were not sent by the rebooted node or that they got lost.  

In experiment #6 the significantly lower percentage of normal events gives a hint 
on some anomaly. After inspecting the logs for the anomalous events, a local node 
reboot was detected (specifically, one of the anomalous events was a Boot.booted).  
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In experiment #7, one node was moved away from the other one floor up. The rela-
tively low percentage of normal events, in conjunction with fewer events in the data 
set for the node that did not move, was a hint for problems. By inspecting the anoma-
lous events logs it was possible to identify several AMSend.sendDone anomalous 
events with high-energy values. This suggested that packet losses had occurred, but 
required an analysis of the other node logs. 

Experiment #8 was designed to determine if a wrong power state in a device would 
be detectable. Specifically, the gyroscope was not turned off at boot time in order to 
create an anomaly. The considerably low percentage of normal events clearly indi-
cated that something was wrong. Also, the existence in the logs of several  
AMSend.sendDone anomalous events with energy values higher than 3.000.000 con-
firmed it. Nevertheless, because this type of problem does not impact program execu-
tion, there was no information in the logs that helped diagnosing it.  

In light of the achieved results, it is clear that the simple metrics approach com-
bined with logging analysis and data mining allowed the detection of most anomalous 
conditions. It should be noted that the objectives of this proof-of-concept implementa-
tion and the associated experiments were the assessment of the efficacy of the auto-
matic anomaly detection, not the diagnosis itself. 

4.2 Requirements Analysis 

The goal of developing and evaluating the presented prototype implementation was, 
on one side, to validate the concepts on which it was based – namely, the use of sim-
ple metrics, light logging tool, and data-mining – and, on the other hand, to assess its 
ability to meet the identified requirements. In the previous sub-section, the tool was 
assessed with respect to the former. In the current sub-section, an analysis pertaining 
to the latter is presented. 

• Scalability – in the current implementation, the parsing, data transformation, and 
classification tasks required to process a 10 min log took less than 1.5 s (1.295 s, 
0.172 s, and 0.023 s, respectively) per sensor node, in an Intel Core 2 Duo 2.4 GHz 
computer with 3 MB of RAM. This is a low processing time. To maintain low 
parsing times with a high number of nodes and with more components having their 
function calls logged, an optimised implementation should only send the metrics at 
detection time, locally saving the call trace logs, for on-request later inspection. 

• Support sensor node heterogeneity – the tool can support WSN devices with 
diverse hardware and software. This could be done by grouping logs, at the man-
agement system, according to their software and hardware configuration. In this 
way, each group of log information contains events data from sensor nodes with 
the same hardware / software. Each group is then analyzed individually according 
to the fluxogram presented in Fig. 1. 

• Support geographically dispersed WSNs – tools implemented according to the 
presented principles can transparently work with monitoring data originating from 
multiple WSNs, provided each WSN is connected to the Internet via a gateway de-
vice that communicates with the management system. 
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• Support mobile nodes – LIS communications can use TinyOS Active Messages 
or CTP. For WSN applications using these protocols, the tool will support the same 
mobility pattern as the application.  

• Support all application paradigms – the detection functionality is based on the 
occurrence of application level events on the monitored sensor nodes and uses gen-
eral metrics. In this way, it supports all type of application paradigms. Neverthe-
less, for WSNs applications where sensor nodes sleep for long periods of time and 
only wakeup on rare events, this approach alone will not work. This is a common 
problem, not specific to the presented approach, and the usual solution is to support 
mechanisms, either initiated by sensor nodes or by the sink, that enable to know if 
a sensor node is alive.  

• Support diverse hardware platforms and OSs – most of the detection function-
ality at sensor nodes is based on LIS, the exception being the metrics calculation. 
Currently, LIS is directly supported by Mica2/Z, TelosB, and Hermes. Using it 
with other OSs, like Contiki, should not be too difficult, given that LIS operates by 
modifying C language based applications.  

• Minimize the use of WSN resources – MCU, RAM, and ROM consumption are 
minimized because LIS is a very efficient log tool and because the metrics calcula-
tion is very light. The impact in energy and bandwidth is mostly related to the 
number of components having its function calls logged. Only sending call traces on 
demand will enable further savings. 

• Be easy to install and to use – in the case of this proof-of-concept implementa-
tion, deploying the tool on a sensor node just requires compiling the WSN applica-
tion with an option stating which components should have their activity logged (in 
the presented evaluation experiments, these were the application and the scheduler 
components). Usability can only be evaluated with an integrated platform and not 
with a proof-of-concept prototype implementation. However the experiments did 
not require much analysis work.  

• Be flexible and extensible – post deployment configuration of the logging func-
tionality at sensor nodes was not supported in the current implementation. The im-
plemented functionality was based on an enhanced version of the ROI mechanism 
provided by LIS. This work can be easily extended by using the LIS script lan-
guage, more metrics, and additional classification algorithms. Most of the work 
would be in enhancing the parser to support the new metrics, and on developing 
Python scripts to support the data formats required by the new classification  
algorithms.   

5 Related Work 

Several pieces of work have addressed the problem of WSN monitoring. They are 
briefly mentioned in this section, with a focus on the ones that had a higher impact on 
the presented proof-of-concept design and implementation. 
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MANNA [9] was one of the first management frameworks for WSNs. In spite of 
being a very flexible and general architecture, it did not target the support of auto-
matic detection and diagnosis mechanisms for the joint management of WSNs. 

SWARMS [10] target the management of wide area WSNs in diverse geographic 
locations, providing diagnostic and programming functionalities. It was designed to 
be scalable, flexible, and extensible. The major concern with this architecture is the 
fact that it requires each sensor node to be directly connected to a computer that  
executes a node mate process. Moreover, there are no provisions for supporting  
automatic detection and diagnosis. 

MARWIS [11] targets the management of a heterogeneous WSN by dividing it 
into homogeneous WSNs connected by a mesh network. It was designed to be scal-
able, flexible, and extensible.  The major problem with this architecture is that sup-
porting sensor node heterogeneity by dividing a WSN in a set of homogenous WSNs 
does not fit well when there is a need to manage several heterogeneous WSNs belong-
ing to diverse organizations. Moreover, MARWIS assumes sensor nodes are execut-
ing Contiki-based applications and there are no provisions for supporting automatic 
detection and diagnosis. 

Sentomist [4] is a tool for identifying potential transient bugs in WSN applications, 
which also uses SVM to identify anomalous events. Nevertheless, by using a metric 
based on information from the specific processor instructions executed in each event, 
it requires the use of the Avrora emulator, which restricts it to lab use. 

Finally, there are several tools developed to help diagnose WSNs operating in the 
field. We have realized an extensive survey [12] that describes, analyses, and com-
pares a representative set of them. This work guided us in the development of  
the current approach to WSN anomaly detection, and in identifying LIS as a good 
candidate to be used. 

6 Conclusion 

This paper proposed a simple approach to anomaly detection in wireless sensor net-
works, based on the use of two general metrics, a light logging strategy, and a ma-
chine learning technique. The thesis was that these underlying concepts would be 
enough to develop an automated, application-independent, light tool, capable of moni-
toring multiple WSNs. In order to assess this, a proof-of-concept implementation was 
developed and subject to testing. The results have shown that the proposed approach 
has very good potential and characteristics, being able to detect hardware and soft-
ware anomalies in a very effective way, and without compromising the identified 
requirements, such as scalability, heterogeneity, applicability, generality and ease of 
use. 

The presented work opens many lines for further work. First and foremost, a more 
extensive and broader scope evaluation should be done. In addition, other general 
metrics should be identified and explored. The development of a full implementation 
for use in existing, deployed WSNs would also very interesting, as well as the support 
for IPv6 (6LoWPAN) in order to increase the tool’s applicability. 
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Abstract. The recently emerging fourth generation networks, notably LTE-
Advanced, are expected to meet the requirements of higher bit rates with excel-
lent quality of service. The expansion and the heterogeneity of these networks 
have made their operational cost higher. Therefore, automatic engineering has 
been recently addressed as a feature for remote network managing while mini-
mizing human intervention. Our paper is part of this context. We propose a 
novel framework based on Statistical Learning, Fuzzy Logic and Reinforcement 
Learning for Handover parameter self-tuning followed by Handover self-
optimization based on Load Balancing in LTE-Advanced networks. We aim at 
optimizing some Key Performance Indicators (KPIs) such as cells load, Call 
Drop Rate and Call Blocking Rate. 

Keywords: Statistical Learning; Fuzzy Logic; Reinforcement Learning; Han-
dover; self-optimization; KPIs. 

1 Introduction 

Fourth generation networks are still the object of several research and standardization 
works aiming at enhancing capacity and reaching high data rates with satisfying 
Quality of Service (QoS). The operators’ first concern is to meet these requirements 
while maintaining their costs at the minimum possible level. One relevant idea is to 
perform the heavy tasks in an automated way. Self-Organizing Networks (SON) offer 
the possibility to remotely control the network. Although SON functions are explicitly 
defined by standardization bodies, their implementation is left vendor specific. 

There are multiple possible tools for each SON function. Statistical learning (SL) is 
a framework for machine learning [1] that deals with the problem of finding a 
predictive function based on data. Assuming the existence of a database of Key 
Performance Indicators (KPIs) and the corresponding RRM parameters, the use of a 
simple SL technique such as regression, can approximate the functional relations 
between KPIs and the RRM parameters. Fuzzy logic (FL) is another recent and 
largely used mathematical tool. Compared to traditional binary sets (where variables 
may take on true or false values), FL variables may have a truth value that ranges in 
degree between 0 and 1. Furthermore, when linguistic variables are used, these 
degrees may be managed by specific functions. 
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Another powerful tool is Reinforcement Learning (RL) which is an area of machine 
learning that aims to learn, from experiences, the best decision to make in different 
situations in order to maximize a numerical reward over the time. RL is a kind of 
semi-supervised learning where the learner is assisted indirectly by a teacher via the 
reward received for each couple of input output. Q-learning, the most well-known 
example of RL is a model-free technique. Specifically, Q-learning can be used to find 
an optimal action-selection policy for any given (finite) Markov decision process 
(MDP).  

Our work is related to this context. Since users are moving all the time with often 
important speeds, a specific attention should be paid for Handover (HO) issues. In 
fact, a bad configuration of HO parameters could lead to several problems such as the 
increase of blocked or dropped calls. Besides, the HO policy must be controlled to 
insure a certain balance of cell loads in the network so that the available resources 
could be used efficiently. Finally, all these tasks should be performed in an automatic 
way to act rapidly in failure cases and also to reduce costs. In this paper, we propose a 
solution for these issues. The approach that we present consists of developing a new 
procedure for HO self-optimization composed of two main parts: the first aims at 
tuning a HO parameter and is composed of four interacting blocks: a SL block, a FL 
controller working jointly with a Q-learning block to choose the optimal corrections, 
and a Q-storage Data Base. The obtained correction will be used as an input for a new 
HO optimization algorithm based on Load Balancing (LB).  

The remainder of this paper is outlined as follows. In the next section, previous 
works related respectively to SL, FL and RL are discussed. Then, the proposed 
approach is introduced. Finally, the performance of our approach will be evaluated 
and analyzed, followed by the conclusions and perspectives of this work. 

2 State of the Art 

A set of existent works concerning the different listed tools used for dynamic 
configuration and automated optimization of mobile networks are studied.  

The author in [1] has been interested to the automated healing of Radio Access part 
of the wireless networks using statistical learning. The author focus concerns the 
faults related to Radio Resource Management (RRM) parameters. This is achieved by 
modeling the functional relationships between the RRM parameters and KPIs. The 
used Statistical Learning technique is regression. The automated healing methodology 
has been applied to 3G Long Term Evolution (LTE) use cases for healing the mobility 
and interference mitigation parameter settings. Simulation results have shown the 
effectiveness of this healing method. Nevertheless, this method’s major limitation is 
that some assumptions and approximations made in the simulation may be different 
from an actual operating network.  

In [2], the author H.D had been interested to optimization methods of Fuzzy Logic 
controllers for UMTS mobile networks auto-tuning. The inputs and outputs of this 
model are respectively the network KPIs and the corrections to be applied for RRM 
parameters. This method allowed the test and implementation of elementary concepts 
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of automatic tuning of admission control and macro diversity algorithms. For the 
optimization of Fuzzy Logic Controllers, the author used two methods: optimization 
by swarm of particles and optimization by RL. The RL chosen technique is the Q-
learning. Finally, the obtained results show that Q-learning optimization method 
produced much important gains especially in terms of call blocking rate in the 
network. 

The author in [3] deals with dynamic tuning and automatic optimization of 3G and 
3G+ mobile networks. The FL Controller concept was introduced and explained. To 
provide more explications, an example of auto-tuning UMTS admission control 
threshold parameter according to the observed blocking and dropping rates was 
treated. Then, the mathematical framework of RL was detailed. Q-learning was 
chosen as a RL method. Thus, Q-learning was adapted to Fuzzy Inference. This 
controller was tested on Self optimization of mobility algorithm in LTE networks 
.Simulation results show that the optimization of HO margin in a LTE network can 
improve basic KPIs, namely blocking rates and system throughput by a few percent.  
In [4], the author investigates the problem of re-distributing traffic demand between 
Long-Term Evolution (LTE) Femto cells in an enterprise scenario. Several traffic 
sharing algorithms based on automatic tuning of Femto cell parameters are 
considered. The proposed algorithms are implemented by fuzzy logic controllers. 
Performance assessment is carried out in a dynamic system-level simulator. Results 
show that tuning HO margins and transmit power can be an effective means to solve 
localized congestion problems in these scenarios. 

In our work, we propose a new framework for the self-tuning of an RRM 
parameter which is HO Hysteresis followed by HO optimization based on LB 
technique. The first part is composed of a combination of three techniques: Statistical 
Learning, Fuzzy Logic and Reinforcement Learning in order to optimize some related 
KPIs and so enhance QoS for the user.  

In [1], the approximation of linear functions of KPIs and RRM parameter always 
generates an error which could falsify the obtained results. In our work, we will 
correct the errors generated by statistical learning with the utilization of fuzzy logic 
controllers coupled with Q-learning algorithm. 

In both articles [2] and [3], the authors have used engineers experience in the 
inference system to determine the needed modification of RRM parameter in each 
state of input KPIs. Despite its importance, this method is not sophisticated enough. 
To bypass this major limitation, we will use statistical learning tools to calculate the 
correction in each input state. 

3 Proposed Approach  

As mentioned above, our approach deals with one function of SON networks which is 
HO self-optimization. Our new method is divided into two parts: HO parameter self-
tuning and HO optimization based on LB. 
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3.1 System Model for Hysteresis Self-tuning 

In this section, we will discuss the architecture of the first part of our proposed model 
called: LTE advanced Statistical Learning based Fuzzy Q-learning Controller (LTE-A 
SL-FQLC).  
 

Network

RRM p

KPI

Linear Regression

Fuzzy Logic 
Controller

Q-learning

Q-storage 
Data Base

Correction

HO 
optimization 

Correction

 

Fig. 1. Proposed scheme for SL-FQLC 

Our approach consists of combining three different methods in order to optimize 
some essential KPIs such as cell load, Call Dropping Rate (CDR) and Call Blocking 
Rate (CBR) by the appropriate self-tuning of one HO parameter which is Hysteresis 
(Hyst). This part is composed of four blocks and the output correction of the RRM 
parameter will be an entry for the HO optimization block (see Fig. 1). 

Statistical Learning Block. From experimental observations, the relationship  
between Hysteresis and the selected KPIs is almost linear. Therefore, the selected 
statistical learning method is the Linear Regression. This block gets as input the com-
bination of the RRM parameter and the related KPIs (Hysteresis, Load, CDR, and 
CBR) from the LTE-A network or the simulator. The role of this part is to elaborate 
functional relationship between RRM parameter and the KPIs using linear regression. 
In forward regression, the KPIs are tried to be estimated as a function of the RRM 
parameter: 

    (1) 

Where i =1, 2, 3 and KPI is in the set {load, CDR, CBR}.  
Note that here, there are three regressions and each regression has just one 

explanatory variable. To obtain precise coefficients, many samples should be 
considered. Since we consider linear functions (  's are linear), the above equation 
can be re-written using the vector-matrix notation: 

 = +                                                    (2) 
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Where  contains the different obtained results for  ; 1. . ,   contains the 
different sample values of Hysteresis parameter ,   is the weighting factors 
vector that we are looking for, and  represents the error term. 

The criterion used to find the best fitting coefficients  and  is generally the least 
squares criterion where the sum of the squares of the Euclidean distance between each 
sample and its estimate  is minimized: 

           min ∑  (3) 

The least squares estimates are given as: 

        (4) 

Forward regression helps us to see how a change in a certain RRM parameter 
influences several different KPIs. In this way, we can determine the effect of 
modifying the RRM parameter on different KPIs. Backward regression tries to 
estimate the Hyst value as a function of the KPIs: 

        (5) 

Backward regression helps us to determine which RRM parameter yields a given KPI 
vector. In this way, we can determine the exact value of the RRM parameter for a 
desired KPI performance. This step will contribute to the construction of the rule data 
base in the Fuzzy Logic Controller instead of the experts’ knowledge. 

Fuzzy Logic Controller. Fuzzy logic theory inventors split the fuzzy control process 
into three phases as illustrated in Fig. 2. The first phase is the fuzzification step and 
consists of converting the crisp input data to fuzzy data sets. This mapping process 
involves finding the degree of membership of the crisp input in predefined fuzzy sets. 
The second phase is the inference process and consists of making decision from the 
"if then" rules by combining all fuzzy input sets. The last phase is the defuzzification 
which maps the fuzzy outputs to the final controlled crisp parameters. 

In the first phase of FLC, each crisp input variable   (i=1, 2…n) is mapped into 
mi fuzzy variables (or sets), denoted (  =1, 2… _ ). This procedure allows 
mapping a continuous state space into a discrete space. In our case, we will divide 
each variable to exactly m fuzzy sets; in this case, _ _  m, ∀ i. 

The mapping between the crisp and the fuzzy variables is made by a membership 
function   which defines the membership degree of the crisp input  with the 
fuzzy variable  . In our work we use the triangular membership function: 

  1 ,  ⁄1 ,  ⁄ 0 ,   (6) 

Where ∈ 1,2, …   ∈ 1,2, … . 
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Fig. 2. Fuzzy Control process 

The inference phase is constituted by a set of rules having the following form:  

                             (7)    ~      . .    

Rules form a space set denoted S and each rule is denoted by s∈ S. The cardinal of S 
is equal to .  is the crisp FLC output variable and  is its fuzzy realization in 
the rule s. The rule s has a membership function deduced from those of  :      
 ∏   (8) 

In the defuzzification phase, the FLC output  corresponding to the input , , … ,   is given by the gravity center of conclusions  in each rule weighted 
by the membership function . If the member functions  are chosen to satisfy 
the normalized condition. i.e.∑ 1∈ , the output action  is: 

 ∑ .∈  (9) 

Q-learning Block. As mentioned above, this method is the most spread RL tech-
nique. The fundamental purpose of RL is to improve a current agent policy after each 
interaction with the environment. In fact, RL algorithms do not use directly the policy 
but evaluate the performances of the strategy via a set of value functions resulting 
from the theory of Markovian Decision Process (MDP) [5]. A MDP is a controlled 
stochastic process similar to Markov chain, except that the transition probability de-
pends on the action taken by the decision maker (agent or controller) at each time 
step. The MDP is formulated by the quintuple (S, A, T, p, r); where: S is a state space 
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that contains a finite number of states; A is a finite set of actions. We denote by A(s) ⊂ A those actions that are available at state s; T is the time. T is a sub-set of positive 
real number; p are the transition probabilities between states; r is the reinforcement 
function or reward depending on states and actions. At each time t of T, the agent 
observes the current state s ∈ S and performs an action a∈ A that shifts the system to 
another state s′∈ S with a probability ,  ⁄ . One step later, the agent receives a 
reward  , ∈   . 

The agent policy implements a mapping from state space and action space. RL me-
thods specify how the agent changes its policy as a result of its experience. The set of 
all policies forms a space, denoted Π = {π: s∈ S →a =π (s) ∈ A}. For each policy π, 
we denote ,  the probability that in a given history  the action a is triggered. 
The agent's goal is to maximize the total amount of reward it receives, called goal or 
return function. This means maximizing not just immediate reward, but cumulative 
reward in the long run. The use of a reward signal to formalize the idea of a goal is 
one of the most distinctive features of RL [6]. The most commonly used return func-
tion, and the one that will be used throughout this paper, is the discounted cumulative 
future reward, expressed as: 

 ∑   (10) 

Where γ is a parameter in [0, 1] called discount factor. 
Almost all RL algorithms are based on estimating some value functions, functions 

of states (or of state-action pairs), that estimate how good it is for the agent to be in a 
given state (or how good it is to perform a given action in a given state). Accordingly, 
value functions are defined with respect to particular policies. So for each policy π, 
the value function  is expressed by the expected return function:  

         ∀ , ∀ ∈ ,  ⁄  (11) 

There is always at least one policy that is better than or equal to all other policies. 
This is an optimal policy. Although there may be more than one, we denote all the 
optimal policies by π*. They share the same value function, called the optimal value 
function, denoted V*, and defined as:  

   ∈   , ∀ ∈  (12) 

The objective of RL is then to find a policy π* that corresponds to the optimal value 
function. V* is the unique solution of the Bellman equation: 

 ∀ ∈ , max ∈ , ∑ ,⁄∈   (13) 

Q-learning is a stochastic approximation-based solution approach to solving Bellman 
equation. Instead of using only one value function, Q-learning algorithm employs 
another value function depending on both state and action, called quality function or 
Q-function: 

 ,  , ∑ ,⁄∈  (14) 
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The convergence of the Q-learning algorithm requires that the state space S should be 
finite. Since KPIs are continuous variables (infinite space), instead of applying the 
learning directly to the input indictor, the agent learns on the rules and fuzzy actions. 
To do this, a fuzzy quality-value q is assigned to each rule and each action. Unlike 
simple fuzzy inference system, in fuzzy Q-learning, each rule s has A(s) possible 
competing discrete actions { }. 

    …         ,… … .    ,  (15) 

The agent stores the parameter vector q(s,ok) associated with each of these state-
action couples in the Q-storage table. These q-values are updated whenever the agent 
performs an action and the system visits a new crisp state. The value functions of 
crisp input x and crisp action a, at time t, is calculated as a linear interpolation of the 
q-values: 

 , ∑ ∈ ,  (16) 

  ∑ ∈ max ∈  ,  (17) 

The update of the q-value is similar to the update of Q-function in simple Q-learning 
algorithm. So, for fuzzy Q-learning: 

 , , ,  (18) 

Q-storage Data Base. This data base is used to store the q values for all (state 
/action) couples during the different iterations of the algorithm. 

Self-Optimization Algorithm. Finally, the fuzzy Q-learning algorithm is below: 

1. Perform a list of KPIs and RRM measurements for linear regression 
2. Deduce the decision rules for fuzzy logic controller 
3. Initialize Q-storage table: q(s,o)=0 for all s ϵ S, o ϵ A 
4. Time t=0; Repeat 
5.  Receive the crisp system input Xt=(CDR, CBR, Load) from the system 
6. Fuzzification: mapping from Xt to fuzzy states s 
7. For each rule s, select an action Os with maximum q value 
8. Calculate the inferred action (Eq 9) and its quality (Eq 15) 
9. Execute the action at that leads the system to the state Xt+1. The controller rece-

ives the reinforcement rt 
10. Calculate the membership functions for s (Eq 8) and the new state (Eq 16) 
11. Update the elementary quality q(s,o) of each rule s and action o∈A(s) (Eq 17) 
12. Save the elementary quality q(s,o) in the Q-storage table. 
13. If convergence is obtained then stop the(n) learning process ( | ,, |  ) 
14. t=t+1 
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3.2 Handover Optimization Based on Load Balancing 

In the previous part, we dealt with the self-tuning of Hyst parameter. This parameter 
update will be done at each observation time. Then, if the A3 condition is met, the HO 
optimization block based on LB will be triggered (see Fig.3). 

Start

Update Hys

T< = Observation_time

Reset T

A3 Event met

HO_Optimization based on 
LB

T ++

Hys self-optimization with 
SL-FQLC

 No 

Yes

No

Yes

 

Fig. 3. Global procedure scheme 

The HO optimization module aims at minimizing the RLF_number and balancing the 
load between the different cells.  The HO decision criterion is based on RSRP level. 
Each User Equipment (UE) performs measurements with the serving cell as well as 
all the cells in neighbor list. When the UE received RSRP from the serving cell is 
decreasing (UE at the cell edge), the cells satisfying the A3 event condition are 
identified by a Candidate_List and the target cell is chosen on a load base. To reach 
the load balance between all cells in the network, the cell from the Candidate_List 
with the lowest Cell_load is selected as target cell (see fig. 4). 

Before HO is executed, the target cell should satisfy the Admission Control 
condition: 

  (19) 

Where C is the total capacity of the cell, C’ is the actual capacity needed for active 
users, and Creq is the requested capacity by HO call. If this condition is met, the HO is 
triggered from source to target cell. If no RLF occurs, a HO command is sent from 
source to target cell. Therefore, AC condition should be verified. If this condition is 
met, HO command is normally executed. Otherwise, the concerned cell is removed 
from Candidate_List and the same process is repeated for the next cell. If all the cells 
in the list do not satisfy the AC condition, the call is dropped. 
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Fig. 4. HO optimization based on LB 

4 Performance Evaluation 

To evaluate our proposed approach, we consider an LTE-Advanced network with 7 
Macro cells. 620 mobile users are initially randomly distributed. The simulation 
parameters are as follows [7]: 

Table 1. Simulation parameters 

Parameter Value
UE speed 5 Km/h
Frequency 2,6 GHz 
Bandwidth 20 MHz 
Th_HO 0.7 

 
As discussed before, we aim at optimizing some KPIs (load, CDR and CBR) by 
automatic adjustment of an RRM parameter which is HO Hyst followed by LB 
technique. 
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The first step is the construction of a base of samples of RRM parameter and KPIs. 
In fact, for a certain number of simulations, we modify each time the Hysteresis 
parameter and record the obtained KPIs values. The precision of the calculated 
regression functions highly depends on the number of samples: the biggest is the 
number of simulations, the more accurate our functions are. The table below 
summarizes the format of desired results: 

Table 2. Samples of RRM parameter and KPIs 
 

Hysteresis value Load CDR CBR

0 L1 D1 B1 

0.5 L2 D2 B2 

… … … … 

12 L25 D25 B25 

The optimal solution for our regression problem given by equation 4 is: Hyst   Hyst   Hyst      
For the fuzzy logic controller, we define three fuzzy states for the input KPIs: {Low 
(L), Medium (M), and High (H)}. As mentioned before, the triangular membership 
function is used (see Fig. 5). For example, a value of CDR equal to 0.4 corresponds to 
the fuzzy value: 0.4= 0.5 * M + 0.5 * H. 
 

Low Medium High

 

Fig. 5. Membership function 

Based on the functional relationship between Hysteresis and KPIs, we define the fol-
lowing data base of decision rules for fuzzy logic controller inference part shown by 
Fig. 6. The output action or correction obtained from defuzzification step is calculated 
by equation 9. For example if the set of input KPIs {Load, CDR, CBR} is equal to 
{0.6; 0.4; 0.15}, then the correction of Hysteresis is equal to:  ∆Hyst  0.6 0.5 0.75 13 0.6 0.5 0.25 C223 0.6 0.5 0.75 C113 0.6 0.5 0.25 C123  (20) 
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The aim of this work is to find an optimal strategy that maximizes the sum of received 
reward over the time. The instantaneous reward is set as a linear sum of the differenc-
es between target and current KPIs: 

 ∑  (21) 

The choice of the discount factor in equation 10 depends on the strategy of the 
operator which could be to give more importance to old or recent rewards. 

CDR

CBR

Load

C113 C123 C133

C213 C223 C233

C313 C323 C333

C112 C122 C132

C212 C222 C232

C312 C322 C332

C111 C121 C131

C211 C221 C231

C311 C321 C331

 

Fig. 6. Inference decision rules 

The Q-algorithm is then run until convergence is obtained which results on an optimal 
correction of the Hyst value. Once the adjustment of Hyst parameter is injected into 
the network, the HO optimization algorithm based on LB technique is executed. 

Fig. 7 shows the initial big difference of load of all macro cells which varies from 
10% to 97%. 

 

 

Fig. 7. Macro Cells load evolution 
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Thanks to our proposed algorithm, high loaded cells are gradually offloaded by 
shifting edge users to neighbor low loaded macro cells. As a result, the users are fairly 
redistributed over the entire region and all macro cells have almost the same load. 
 

 

Fig. 8. Macro Cell user Average Throughput 

Another expected result is the alignment of average throughput per user which is a 
direct consequence of HO optimization based on LB. Fig. 8 shows the balanced 
average throughput for Macro cell users. Therefore, all users will benefit from almost 
the same service quality independently of their location in the network. 

5 Conclusion and Perspectives 

In this paper, we give the detailed analytic study of a new combined method in order 
to optimize some relevant KPIs by the means of automated adjustment of an RRM 
parameter which is HO Hysteresis followed by HO optimization based on LB 
technique. The obtained results show the efficiency of our novel approach to balance 
the load between the different cells. Furthermore, our new algorithm allows all users 
profit from nearly the same throughput regardless of their position in the network. 

In future work, we aim at evaluating other KPIs such as CDR, CBR and the 
number of radio link failures. Furthermore, we will take into account both slow and 
very rapid UEs and update our HO algorithm to minimize call drops. 

A potential evolution of this work would be to test a parallel use of our proposed 
approach for simultaneous self-optimization of more KPIs with the optimized 
adjustment of different RRM parameters. 

Finally, we will focus on the compatibility of our work with heterogeneous 
deployment (small cells) and advanced networks beyond 4G. 
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Abstract. The number of sensor nodes in the vehicle has increased sig-
nificantly due to the increasing of different vehicular applications. Since,
the wired architecture is not scalable and flexible because of the internal
structure of the vehicle, therefore, there is an increasing level of appeal to
design a system in which the wired connections to the sensor nodes are
replaced with wireless links. Design a wireless sensor network inside the
vehicle is more challenging to other networks, e.g., wireless, sensor and
computer networks, because of the complex environment inside the vehi-
cle. In this paper, we design a wireless sensor network for intra-vehicular
communications. Firstly, we discuss about the link design between a base
station and a sensor node and then we design a network scenario inside
the vehicle for reliable communication. Finally, the performance is eval-
uated in terms of network reliability. The simulation results assist to
design a robust system for intra-vehicular communications.

Keywords: Controller Area Network, ZigBee, Intra-vehicular Commu-
nications.

1 Introduction

The Controller Area Network (CAN) is a serial communication protocol capable
of managing high efficiency distributed realtime control with a high level of
security. A CAN network is composed of a linear bus made with a twisted pair
of wires and number of nodes connected to each other via the transmission
medium. It is the most widespread system of communication between Sensor
Nodes (SNs) inside a vehicle with wired connections. Fig. 1 is the example of a
controller area networks and Fig. 2 depicts the frame format of CAN. For more
information about CAN, we refer to [1,2].

The number of sensors in the vehicle has increased significantly due to the
various safety and convenience applications. Since, the wired architecture is not
scalable and flexible because of the internal structure of the vehicle [3]. Therefore,
there is an increasing level of appeal to design a system in which the wired
connections to the SNs are replaced with wireless links. To this end, several
technologies, such as Radio Frequency IDentification (RFID) and Zigbee, have
been investigated in literature [4,5,6].

A. Mellouk et al. (Eds.): WWIC 2014, LNCS 8458, pp. 29–40, 2014.
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Fig. 1. Example of a Controller Area Network

Fig. 2. CAN Frame Format

Wireless channels are by nature extremely complex and unpredictable sys-
tems. Several models and parameters are used to characterize wireless channel
[7,8], whereas many of them are backed up by intuition and physical theory
[9,10]. However, no single concrete method for determining the characteristics
of a wireless channel has been established. Therefore, the most accurate method
of characterizing a particular wireless channel is experimental measurements,
particularly for practical purposes.

The design of an Intra-Vehicle Wireless Sensor Networks (IVWSNs) can not
be separated from the study on the link between the different sensor nodes
distributed in the vehicle. Therefore, link designing between Base Station (BS)
an SN is an important issue in IVWSNs. The level of network performance
varies with different communication parameters such as distance between BS
and SN, transmission power and channel fading. From Fig. 3, we can see that
the transmission power of the BS is set Pt1 if the distance between BS and SN
is d1. When the distance is increased from d1 to d2 then the transmit power
needs to be increased from Pt1 to Pt2 for receiving the same level of received
signal by the SN. We also notice that due to the increasing of distance between
BS and SN, the obstacles may come in the propagation path that changes the
line-of-sight (LOS) to non LOS (NLOS). As a result, the fading distribution of a
channel will be changed. For achieving the better performance in IVWSNs, the
above parameters need to be adjusted. In fact, design a wireless sensor network
inside the vehicle is more challenging to other networks, e.g., wireless, sensor
and computer networks, because of the complex environment created by a large
number of parts inside the vehicle. Therefore, it is an active research area to
design a network for intra-vehicle communications.



Design of Wireless Sensor Network for Intra-vehicular Communications 31

Fig. 3. Scenario is changed with the varying of communication parameters

In this paper, we design a wireless sensor network for intra-vehicular com-
munications and evaluate its performance in terms of network reliability. More
in details, firstly, we study about the link analysis between BS and SN, then
based on that we design an IVWSNs by utilizing ZigBee standard instead of the
traditional CAN technology. Finally, we define network reliability in terms of
end-to-end delay to measure the performance of the networks. The simulation
results assist to design a robust system for intra vehicular communications.

The rest of the paper is organized as follows. In Section 2, we provide the
related works, while in Section 3, we describe the design of IVWSNs. In Sec-
tion 4, we discuss about the network reliability, while in Section 5, we present
the simulation results. Finally, in Section. 6, we conclude the paper.

2 Related Works

There have been active researches on the design of wireless and sensor networks
[12,14,15,16]. For example, In [12], the authors present an empirical study based
reliability estimation in wireless networks. However, there are less numbers of
work have addressed particularly the design of network for intra-vehicular com-
munications [3,11,17,18,19,20]. In [19], the authors present the viability of the
optical wireless channel for use in intra-vehicular communications applications.
In [20], the authors investigate the coverage area performance of multi band
orthogonal frequency division multiplex ultra wide band intra-vehicular commu-
nication in the presence of plural mobile terminals.

The ZigBee is a key technology to design a wireless sensor network for var-
ious purposes. In [21,22], the authors design a monitoring and control system
based on ZigBee wireless sensor network. In addition, it plays an important role
in the intra-vehicle networks. However, few works have addressed this technol-
ogy for intra-vehicular communications. In [3], the authors report the statistical
characteristics of 4 representative intra-vehicle wireless channels on the basis
of the results of received power measurements and verify the level of reliability
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of the channels. In [11], the authors propose another work to characterize the
wireless channel for intra-vehicle wireless communication. In [17], the authors
design and analysis a robust broad-cast scheme for the safety related services
of the vehicular networks. In [18], the authors study the performance of ZigBee
sensor networks for intra-vehicle communications, in the presence of blue-tooth
interference.

Unlike all the aforementioned works, in this paper we design a ZigBee based
wireless sensor network for intra-vehicular communications and evaluate its per-
formance in terms of network reliability.

3 Design of IVWSNs

The main design of the intra-vehicle wireless sensor networks including two
parts: link design between BS and SN and network scenario design. The link
design presents the suitability of the communication parameters for single link
in IVWSNs, such as transmit power and the distance between BS and SN. The
network scenario design part presents the detailed description about IVWSNs.
We are explaining them in the following.

3.1 Link Design between BS and SN

In this sub-section, we study about the analysis of single link between BS and
SN, since the design of a IVWSNs can not be separated from the study on the
link between the different sensor nodes distributed in the vehicle. In order to
do that, we have carried out a simulation through a discrete event simulation
software, OPNET, with the relative packages for the ZigBee module. A pair of
transmitter (i.e., SN) and receiver (i.e., BS) communicates each other within a
vehicle. The BS collects the packets that are transmitting periodically by the
SN. The BS and the SN are placed at a distance d. The Transmit Power set:
{-10, -15, -20, -25} dBm, which is suitable for ZigBee, such as the Crossbow
MICAz MPR2400 [24]. The Carrier frequency is 2.4 GHz (ISM band). There
are two channels 1 (a, b), which are for NLOS paths with Rayleigh fading. The
path loss exponent γ for channel 1(a) 3 and for channel 1(b) is 4. The values
of shadowing deviation σ[dB] is 8. The suitability of the considered parameters
has been discussed elaborately in our previous work [23].

Fig. 4 shows the behavior of the average throughput with the variation of
distance between BS and SN for Channel 1 (a, b). The figure clearly shows a
decreasing trend of the average throughput with increasing distance. The cause
of this trend is due to the low power level of the packets arriving to the antenna
of BS. We know that the path loss increases with distance and the effect of the
log-normal shadowing involves a fluctuation in time of the received power, which
can further degrade the performance of the communication. These fluctuations
may lead the level of received power below the receiver sensitivity (-95 dBm).
Then, the BS evaluates the received packet as noise and consequently, the packet
is lost. From this analysis, we can see that the transmit power -15 dBm (both
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Fig. 4. Average throughput versus Distance between BS and SN with the varying of
Transmit power

γ = 3 and 4) is suitable for IVWSNs. We also notice that when the distance
between BS and SN is less than 4 the performance is very good, consequently,
we can say the BS should be placed in the center of the car for getting good
performance. The detailed analysis for single BS and SN is found in [23].

3.2 Network Scenario Design

There is only on BS that is placed in the center of the vehicle and several number
of SNs are placed around it, as shown in Fig. 5. In this way, the distance between
SN and BS will be less than any other scenarios where BS is set at any palace
in the vehicle, as a result the BS can receive packets from the SNs with better
signal strength. Two different SNs are considered: one is Green (G) and other
is Yellow (Y), whose transmission period is 120 ms and 60 ms, respectively.
We also consider four different cases according to traffic load in the networks.
These considerations will help to measure the performance of the network while
the traffic load is high. In case I, 100% Green, in case II, 70% Green and 30%
Yellow, in case III, 50% Green and 50% Yellow and in case IV, 30% Green and
70% Yellow SNs will be from the total sensor nodes, see Table 1. The more
number of Yellow SNs means the more traffic in the network because of its less
transmission period. The number of sensor node set is {10, 30, 50, 70, 90, 110}.
The communication parameters of the networks are as follows:

– Transmit Power: -15 dBM, as discussed in the previous subsections;
– Carrier frequency: 2.4 GHz (ISM band), which is used on ZigBee sensor node
[24]

– Receiver sensitivity: The reception threshold of the BS is set equal to -95
dBm, typical for ZigBee [24];

– Transmission Period: 120 ms and 60 ms for Green and Yellow SN, respec-
tively ;
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Table 1. Considered Cases

Number Case I Case II Case III Case IV
of NS G Y G Y G Y G Y

10 10 0 7 3 5 5 3 7
30 30 0 21 9 15 15 9 21
50 50 0 35 15 25 25 15 35
70 70 0 49 21 35 35 21 49
90 90 0 63 27 45 45 27 63
110 110 0 77 33 55 55 33 77

Fig. 5. Example of SNs distribution inside the vehicle

– Channel: The channel is for NLOS paths with Rayleigh fading. The path
loss exponent γ is 4. The values of shadowing deviation σ[dB] is 8. These
values are suitable for intra-vehicle communication [3,11].

– Packet size: 210 bits (ZigBee packet header 120 bits + data 90 bits);

Remark 1. 90 bits for data is selected with the reference of CAN message
used in [13].

– Parameters MAC:

• ACK Mechanism:

∗ ACK Wait Duration: 0.05 second;
∗ Number of retransmissions: 5.

• CSMA-CA Parameters:

∗ Minimum Backoff Exponent: 3;
∗ Maximum Number of Backoffs: 4;
∗ Channel Sensig Duration: 0.1 second.
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4 Network Reliability

In this section, we define the network reliability, which will be utilized for mea-
suring the performance of the network. The definition is in the following:

Definition 1 (Network Reliability R). Network reliability is defined as the
ability to deliver the packets to the destination (BS) within a certain time limit
(called Deadline). The expression of the reliability can be written:

R = Pr(Dete ≤ D) (1)

were R is the network reliability, Dete is the end to end delay (i.e., the overall
delay between the time instant when it creates a package from the application
layer and the time instant when it is received) and D is the deadline (i.e., the
limits on the chosen end-to-end delay of the packet).

Remark 2. In this paper, we consider two deadlines: one is called restrictive
deadline denoted asD1 and other is called less restrictive deadline denoted asD2.
Note that D1 and D2 represent 25% and 50% of the maximum SN transmission
period, i.e., 120 ms. This consideration is reasonable because less end to end
delay of the packet increases the reliability of the network due to its less packet
retransmission.

5 Simulation Results

In this section, we analyse the reliability of the network, varying of traffic load,
by taking account of Definition 1. Due to the increasing of traffic load, the intra-
vehicle network becomes congested. The effect of congestion on the network is
also investigated. In order to assess the level of reliability, we have carried out a
series of simulations through a discrete event simulation software, OPNET, with
the relative packages for the ZigBee module. The performance of the network is
measured based on this network reliability.

In Fig. 6, we report the CDF of the end-to-end delay versus the number of
nodes for analyzing the reliability in the case I. From the figure, we notice that as
the number of SN increases in IVWSN, the CDF shift to the right. The cause of
this performance is due to the collisions among the packets, which increases with
the increasing number of SN in the network. In fact, after the collision SN waits
for a certain period of time (Backoff + sensing period) and then if the channel
is free, it retransmits the packet that already caused collision previously. The
new re-transmissions can be subjected to other collision. The repetition of the
procedures is explained under the CSMA-CA protocol. It is easy to understand
at this point that the increasing number of collisions results the increasing end-
to-end delay experienced by the packets.

As in the first case there is only Green SN and the considered deadlines are
D1 = 30ms and D2 = 60ms. As it can be seen in Fig. 6, the condition on less
restrictive deadline, D2, is fully satisfied, as shown in Table 2. On the other
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Fig. 6. CDF of end-to-end delays Vs the number of nodes in the case I

Fig. 7. CDF of end-to-end delays Vs the number of nodes in the case II

hand, the restrictive condition, D1 = 30ms, it is satisfied in the case of 10, 30,
50 and 70 SNs, while in other cases (90, 110 SNs) are satisfied with a probability
not adequate (about 16% in best case) in terms of reliability.

We also report the CDF of the end-to-end delay versus the number of nodes
for analyzing the reliability in other cases, as shown in Fig. 7 - 9. The above
figures show that the introducing of more Yellow SNs in the network, the end-
to-end delay is increasing i.e., the reliability of the network decreases. In fact,
in the case I with 70 NS, the reliability is 100% for less restrictive deadline.
D2, whereas in case II, this falls to about 96% and continuously falling while
increasing in the number of Yellow SNs in the network.

In addition, the increasing number of SN, in particular when it increases the
number of Yellow SN, in the intra-vehicle WSN is subjected to the phenomenon
of congestion. In fact, increasing the traffic up to a certain point where the net-
work is no longer able to handle the traffic then it enters into congestion. As a
result a number of transmitted packets (including retransmitted packets) by SN
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Fig. 8. CDF of end-to-end delays Vs the number of nodes in the case III

Fig. 9. CDF of end-to-end delays Vs the number of nodes in the case IV

never reaches its destination. Higher the degree of congestion of the network, the
greater will be the number of packets that never arrives at the destination. The
Table 2 summarizes the results obtained in four cases, the results highlighted in
bold are ”distorted” due to congestion of the network. The phenomenon of con-
gestion decreases the end-to-end delay that causes the distortion of the results,
since in OPNET the end-to-end delay is calculated on the basis of packets that
reach to their destination.

To mitigate the problem of congestion, we introduce two BSs in the network.
Each BS is consisting of 50% SNs from the total SNs. In Fig. 10, there is 90
SNs with half Green and half Yellow SNs in case of both single and double BS.
We note, in case of single BS, initially the result is distorted due to the large
number of packets that do not reach to the destination because of the congestion
in the network. In case of double BS, there is no congestion effects because of
the proper traffic load distribution. However, introducing additional BS increases
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Table 2. Reliability in Different Cases

Number R in case I R in case II R in case III R in case IV
of NS D1 D2 D1 D2 D1 D2 D1 D2

10 100% 100% 100% 100% 100% 100% 100% 100%
30 100% 100% 100% 100% 100% 100% 100% 100%
50 100% 100% 72% 97% 52% 90% 45% 87%
70 92% 100% 40% 96% 25% 88% 66% 86%
90 16% 100% 30% 95% 62% 89% 63% 87%
110 6% 100% 65% 75% 77% 92% 82% 89%

Fig. 10. Comparison between CDF in the case of single BS and double BSs

the design complexity of the networks. Therefore, a new MAC strategy can be
designed for congestion network that will be the future direction of this work.
We will also investigate the performance by introducing the concept of cognitive
radio in intra-vehicle wireless sensor networks [25]-[30].

6 Conclusion

In this paper, we design a wireless sensor network for intra-vehicular communica-
tion. We define the network reliability in terms of end-to-end delay to measure
the performance of the networks. After the analysis, we note that, the phe-
nomenon of congestion plays an important role in the network while the traffic
load is high. To mitigate the congestion problem, we could increase the number
of BS in the network. In fact, introducing additional BS increases the design
complexity of the networks. Therefore, a new MAC strategy can be designed for
congestion network that will be the future direction of this work. The simulation
results assist to design a robust system for intra vehicular communications.
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Abstract. Small cells technology has also strong potentials for enhanc-
ing cell coverage and network capacity of next-generation cellular net-
works including 5G. From mobile network operators’ perspective, small
cell deployment will additionally achieve large reduction to the network
costs in both fields of capital expenditure and operational expenditure.
In this study, we analyze the benefits of small cells’ deployment for oper-
ators and we list the subscriber incentives for choosing small cells instead
of other access types, such as WiFi, for indoor deployment. Furthermore,
we provide a financial analysis of the small cell costs for deployment and
operation against the corresponding macrocellular costs. We also exam-
ine pricing models that could be used to incentivize subscribers and to
expedite the small cells’ penetration into the market so as to become an
economically viable solution. Finally, we present our experimental results
demonstrating possible use cases of our cost and pricing models.

Keywords: Small cells, next-generation mobile, 5G, financing, pricing.

1 Introduction

Next-generation mobile technologies, such as 5G, will achieve impressive sys-
tem’s peak data rates and round-trip delays. Nevertheless, the problem of poor
connectivity of indoor users is still not expected to be adequately addressed by
the existing macrocellular network infrastructure. The solution of condensing the
existing mobile network through the deployment of additional macrocells results
in high operational and capital expenditures. Thus, the extended use of small
cells is the most prominent solution for increasing efficiency in indoor coverage,
expanding network capacity without the need of more spectrum resources, and
exploiting the capabilities of future mobile networks.

Small cells are short-range, low-cost, low-power base stations connected back
to the core network through a broadband Internet connection, such as DSL, cable
or a wireless connection. They are based on femtocell (or home base station)
technology which has been expanded to include more types of larger cells like
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picocell, metrocell, and microcell [1]. Compared to other techniques for increasing
system capacity, such as distributed antenna systems, the key advantage of small
cells is that there is very low upfront cost for the mobile network operator. Due
to the short transmission and reception ranges of the small cell, this technology
improves reception experience and higher capacity for indoor users compared to
other deployments and simultaneously the power consumption can be kept in
low levels [2].

A significant scientific work on small cell technology has been conducted in
the recent years. It initially started from femtocells and later expanding to the
more generic concept of small cells. The vast majority of the related scientific
literature studies technological issues related with several different areas, such as
the spectrum usage, the self-organization, cross-tier and intra-tier interference
mitigation, as well as backhauling issues, thus contributing to the expediting
evolution of small cell technology. Nevertheless, research on small cells’ financing
and pricing was triggered from their early appearance, not always in the form
of small cells but alternatively over home-deployed femtocells or picocells [3].

The economics of small cells is a field of major importance in this area, since it
affects strongly their adoption by both operators and subscribers and therefore
has a critical impact on the total success of this technology in terms of com-
mercialization [4]. In the past, operators provided conventional mobile voice and
data services through the establishment of a wide area access that was based
mainly on macrocellular network infrastructure. However, the introduction of
small cell technology poses a new set of challenges to mobile network operators.
They certainly should not rely only on the conventional wide area infrastructure
to achieve profitable future business, instead they should exploit the business
potentials of small cells. Small cells can be a viable service and, furthermore,
they can produce high financial benefits for the mobile network operators [5].

In this paper, we present and analyze the benefits of small cells’ deployment
and we present the mobile network operator’s incentives for including small cells
in their service offerings as well as the subscriber’s incentives for choosing small
cells instead of other access types, such as WiFi, for indoor deployment. Further-
more, we address financing and pricing issues of small cells in next-generation
mobile networks. The analytical models that we present estimate capital and
operational expenditures for the macrocellular and small cell cases. We also pro-
vide an analysis for pricing of small cells as an additional mobile service. The
proposed pricing models take into consideration the mobile network’s utility as
well as its valuation from subscriber’s point of view. The interesting evaluation
results provided by our models can be further utilized in order to incentivize
subscribers and to expedite their penetration to the market so as to make small
cells a economically viable solution.

The remaining part of this paper is structured as follows: Section 2 presents
the key arguments for adopting the small cell technology from both subscriber’s
and operator’s perspective. Section 3 explores the cost issues of small cell tech-
nology and describes how the mobile network operator revenues will be gener-
ated. Section 4 presents pricing models of small cell service provision that could
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further used to make it economically viable and profitable for the operators. In
Section 5 we make use of our analytical models to obtain numerical results on
small cells’ financing and pricing under various conditions. Finally, in Section
6 we present our concluding remarks as well as some ideas for future research
work in this field.

2 Opting for Small Cells

Small cell technology has several significant benefits for both subscribers and
mobile network operators that make it an appealing service and a solution that
can compete successfully against the conventional macrocellular coverage as well
as solutions based on other standards such as 802.11 series. Table 1 summarizes
the most important benefits for both interested parties.

Table 1. Benefits of Small Cells for Subscribers and Operators

Subscribers Operators

1) Increased data rates 1) Lower capital expenditure

2) Lower end-to-end latency 2) Lower operational expenditure

3) Seamless connectivity from indoors to
outdoors and vice-versa

3) Offloading traffic in macrocellular in-
frastructure

4) Increased security 4) Efficient spectrum reuse

5) Ability for closed access 5) Increased network capacity

6) Ability to behave as relay node 6) Lower power consumption

7) Improved indoor coverage and quality 7) Avoidance of macrocell tower installa-
tions

From subscriber’s point of view, small cell technology brings the base station
closer to the mobile terminal and therefore it achieves increased data rates and
lower end-to-end latency compared to conventional macrocellular networks. This
is a very important feature especially in locations where macrocellular signal
strength is poor and mobile connectivity is limited and it can improve not only
data services but also mobile voice services. Seamless connectivity from outdoor
macrocellular access to indoor small cell is a significant benefit which exploits
the mobile flawless handover capabilities. The small cell’s ability to behave as a
relay node is another important feature that permits the subscriber to expand
the macrocellular coverage by using his own equipment. Small cells also offer
increased security along with the ability to define a selected group with access
permissions. This is an interesting aspect especially when comparing small cells
with the conventional WiFi access networks where security and access control is
a controversial issue.
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From mobile network operator’s perspective, small cells permit the expansion
of the mobile network in terms of coverage and capacity without any need for
investments in new equipment and infrastructures, such as acquisition of new
sites, installations of new towers or expansion of the backhaul. At the same time
the need for additional operational activities is kept low and other important
operational expenses, such as the energy consumption at the access network, are
limited. Macrocellular infrastructure is offloaded from a portion of the traffic
originating from indoor users, thus increasing the system’s capacity. System’s
capacity is also increased in terms of spectrum, since that the available spectral
resources are reused much more frequently.

3 Cost Analysis

In this section we analyze the trade-off between macrocells and small cells in
the terms of cost. To this direction we propose two financial models that can be
used for the cost estimation, one for the macrocellular case and one for small
cells, which are presented below.

3.1 Macrocellular Cost

The macrocellular cost for the mobile network operator is split in two main cat-
egories, namely the capital expenditure and the operational expenditure. Typi-
cally, both of these cost categories are borne by the operator.

Capital Expenditure. The capital expenditure is the budget that the network
operator invests to acquire and deploy new assets that are non-consumable and
to deploy them. Typical examples of such types of non-consumable assets are
various types of equipment, new sites, such as buildings, and installation of
new links. The capital expenditure also includes the budget invested to upgrade
existing assets.

Before estimating the capital expenditure for the macrocellular coverage we
will estimate the cost for a single evolved Node-B (eNB), which is the macrocel-
lular base station. The estimation of this cost is straight-forward since it consists
by the network equipment cost and thus it can be given by the following expres-
sion: CeNB + CEPC . The amounts CeNB and CEPC are the costs for eNB and
Evolved Packet Core (EPC), which is the term used for LTE-A’s core network,
respectively. At this point, it should be clarified that the CeNB apart from the
costs related to the eNB equipment and deployment, it also includes any poten-
tial additional costs for the site acquisition and construction as well as any costs
related with eNB’s backhaul. The amount CEPC includes all the costs related
to the core network such as the costs of core packet routers.

In order to have a common reference, the estimation of the capital expenditure
for the macrocellular coverage should be done on an annual basis by taking the
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annual installment payments of the investment into consideration. Therefore we
assume a total investment of capital expenditure forN eNBs that is expressed by:
N(CeNB +CEPC) and that is repaid annually. Generally, the annual installment
A for an principal amount P is expressed by:

A =
i

1− (1 + i)−n
C (1)

where i represents the interest rate and n represents the length of the installment
plan in years.

Assuming that all the capital expenditure is made in advance, then the prin-
cipal amount C equals to the capital expenditure. Thus, the capital expenditure
estimation on an annual basis is expressed by the following equation:

ccapexmacro =
i

1− (1 + i)−n
N(CeNB + CEPC) (2)

where ccapexmacro denotes the annual total cost of capital expenditure and N is the
number of eNBs.

Operational Expenditure. The operational expenditure is the day-to-day
ongoing costs for running the system, for the network’s maintenance, as well
as for any additional supporting activities. In case the site is leased, then the
leasing costs are also included in the operational expenditure. Thus, the annual
operational expenditure copexmacro is expressed by the following equation:

copexmacro = N(crunning + cbackhaul)

where crunning denotes the annual total cost for running a single site including
the power consumption, in-site and off-site support, as well as in-site and off-
site maintenance. For simplicity, maintenance costs are generally considered as
linearly proportional to the capital expenditure with a coefficient fsite, and all
the rest site costs are expressed by the amount csite. Thus, the total running
cost can be further expressed as: Ncrunning = fsitec

capex
macro+Ncsite. On the other

hand, the amount cbackhaul expresses the backhaul costs which are generally
linearly proportional to the used bandwidth BW with a coefficient fBW .

To summarize, the total operational expenditure per annum can be expressed
as follows:

copexmacro = fsitec
capex
macro +Ncsite + fBWBW

= fsite
i

1− (1 + i)−n
N(CeNB + CEPC)+

Ncsite + fBWBW (3)
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Based on (2) and (3) the total macrocellular cost for the mobile network
operator on an annual basis is expressed by the following equation:

cmacro =
i

1− (1 + i)−n
N(CeNB + CEPC)+

fsite
i

1− (1 + i)−n
N(CeNB + CEPC)+

Ncsite + fBWBW (4)

where i is the interest rate and n is the duration of the installment plan in years.

3.2 Cost for Small Cells

The cost in case of the small cells is split in the same two categories. However,
the cost model applied is totally different from that of the macrocellular case.

Capital Expenditure. Before estimating the capital expenditure for the case
of small cells, we should clarify that several assumptions can take place prior
to the installation of the Home eNB (HeNB). First, the existence of a home
broadband connection is a prerequisite since it provides connectivity to the small
cell as backhaul. Second, an arrangement should be made on which side (either
the operator or the subscriber) will bear the cost of the HeNB equipment and
installation. In this study we assume that a broadband connection preexists, so
the first cost for backhaul is ignored, whereas the cost for the equipment and
the HeNB installation is paid by the subscriber himself. It is obvious that, due
to the non-layered network architecture for the small cell case and the absence
of intermediate radio access and core network nodes, costs for EPC nodes is also
not included. Therefore the only capital expenditure that we consider in this case
is the cost for network equipment for interfacing and routing the traffic to/from
operator’s core network. This cost is denoted by Ci/f and represents the total
capital expenditure in the case of small cells. Similarly to the macrocellular case,
the annual installment for the capital expenditure for this case is expressed as
follows:

ccapexsmall =
i

1− (1 + i)−n
NCi/f (5)

where ccapexsmall denotes the annual total cost of capital expenditure and N is the
number of HeNBs.

Operational Expenditure. Similarly to the capital expenditure, the estima-
tion of the operational expenditure for small cells is radically different from the
macrocellular case since: (a) site leasing cost does not exist given that the HeNB
is installed by the subscriber in his premise, (b) power consumption bears only
the subscriber, (c) support and maintenance costs, apart from the networking
equipment for interfacing, are not considered since they are negligible and given
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that the broadband connection is provided by the subscriber himself and all
issues address mainly to the subscriber and/or the broadband service provider.

Therefore, similarly to the macrocellular case the operational expenditure is
expressed by the following:

copexsmall = fsite
i

1− (1 + i)−n
NCi/f (6)

Subsequently, the following equation:

csmall = (1 + fsite)
i

1 − (1 + i)−n
NCi/f (7)

expresses the total cost for small cell deployment that bears the mobile network
operator’s side on an annual basis. This expression is based on (5) and (6) and
it should be reminded that i is the interest rate and n is the duration of the
installment plan in years.

4 Pricing Models

In this section we present the pricing models for small cell service provision,
which can be used towards making it an economically viable and profitable
solution for the operators. According to [6] two main pricing schemes apply.
Both of these schemes follow a fixed rate policy for the service provision since
other policies, e.g., separate volume-based charges for the small cell data traffic,
would be rather complex to be implemented.

The first main pricing scheme is the one preferred by most operators as re-
ported in [7] and defines a fixed service fee for accessing small cells. This scheme
can be applied in various forms, such as monthly service fee for accessing small
cells, monthly service fee for hosting small cell equipment, or at once charging,
i.e., when the small cell is initially acquired and deployed. There is also the case,
although rather rare, that some operators provide free of charge small cell ser-
vices to all subscribers or to subscribers having a monthly mobile contract above
a certain threshold, e.g., the case of Vodafone in Greece and SoftBank in Japan.

In the second pricing scheme, again a fixed service fee is charged to grant
access to small cells. Its difference from the previous scheme is that in this case
the amount is defined proportionally to the monthly mobile contract that the
subscribers have for their conventional macrocell access. Based on the pricing of
current commercial deployments described in [6] this pricing scheme is not at all
popular among the mobile operators.

Assuming that pj is the price paid by subscriber j for his selected service
plan, then for a population of users U the price vector p = (pj : j ∈ U) includes
all the charging data for all subscribers. Therefore, the total revenue R of the
operator is given by:

R =
∑
j∈U

pj (8)
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and is the amount, which the operator wishes to maximize through the applied
pricing policy. Since the goal of this paper is to study the financial and pricing
aspects of small cells against macrocells we consider two prices, and therefore:

pj ∈ {pm, ps}, ∀j ∈ U

where pm is the price for the basic macrocellular service subscription and ps is
the price that additionally to the macrocellular access, it offers access through a
small cell owned by the subscriber. If Nm and Ns is the number of subscriptions
of macrocellular and small cell access respectively then the revenue from (8) that
the operator wishes to maximize, can also be expressed as:

R = Nmpm +Nsps (9)

where Nm +Ns = j.
In order to decide whether a specific subscriber j selects macrocellular sub-

scription plan only or a subscription plan that combines macrocellular with small
cell access, we suppose that the subscribers act in a selfish manner. Therefore the
subscribers try to maximize their benefit given the achieved indoor and outdoor
throughput as well as the corresponding subscription charges. Other QoS param-
eters such as delay, delay jitter and loss are ignored for the sake of simplicity. To
this direction we define a function that quantifies utility [8] by associating the
utility with throughput and price as follows:

uj = γf(Tj)− pj (10)

where the coefficient γ is a subjective measure of user type that expresses how
willing to pay the subscriber is for a given throughput Tj. Function f expresses
the relation between the level of throughput Tj and an objective measure of
throughput’s valuation. It is obvious that f should be a concave function, since,
for higher throughput levels, changes in the throughput value tend to have lower
impact on its valuation. Therefore although the derivative of f is positive, its
second derivative should output always negative numbers. On the other hand,
throughput Tj depends on various parameters, e.g., user location, user speed,
and network conditions.

A user selects a plan including small cell service when us > um which from
(10) means that the necessary condition is that the following expression should
be positive:

γ(f(Ts)− f(Tm)) − ps + pm (11)

As previously explained function f is concave, but for simplicity’s sake we will
assume that its output is linear with throughput. The corresponding constant
of proportionality is κ and therefore the expression described in (11) gives:

γκ(Ts − Tm)− ps + pm = γκTeNB − ps + pm (12)

where TeNB is the throughput obtained by the user inside their home using their
HeNB. A user that adopts the small cell service obtains TeNB throughput when
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locating at his home, whereas when locating outside his home it receives the same
throughput Tm as a typical user subscribed to the basic macrocellular service.
It is important to note that the throughput TeNB can be easily quantified since
it depends essentially on the user’s broadband connection and any throughput
variations due to the user location inside his home are considered negligible.

The value of amount γκ depends on the user valuation of the throughput
and it is important to specify the threshold value of γκ that makes (15) being a
positive number.

5 Experimentation

In this section, we make use of the previous analysis in order to investigate the
behavior of the financing and pricing models under various conditions. We first
explain the methodology followed and then we present the derived results.

Fig. 1. Methodology followed during experimentation process
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5.1 Methodology

Figure 1 illustrates a methodology that is recommended to be followed during
the experimentation process. In brief, first we determine the typical values for
the parameters used by our analytical models, based on literature review. The
next step of the process the application of the models derived from the previ-
ous analysis presented in Section 3 and Section 4. The pricing parameters are
adjusted through an iterative process in order to eventually lead to the optimal
solution.

In order to obtain significant and meaningful results we determined the param-
eter values based on a review the latest bibliography in the field. The parameters
and system variables used, their recommended values as well as a reference to
the corresponding study are listed in Table 2 and Table 3.

Table 2. Cost Parameters and System Variables

Parameter Description Value

CeNB Capital cost for eNB 1000 e [9]

CEPC Core network’s capital cost for the deployment of a single
eNB

* [9]

i Annual interest rate 6% [10]

fsite Linear coefficient correlating site maintenance costs with
capital expenditure

0.8 [11]

csite Site costs apart from maintenance cost, e.g., power, in-site
and off-site support

3100 e [12]

BW Backhaul bandwidth for a site’s interconnection 10 Gbps [13]

fBW Linear coefficient correlating site annual backhaul costs
with provided bandwidth – expressed in e/Gbps

1170 [14]

n Duration of installment plan of a site in years 10 yrs [15]

Ci/f Capital cost for interfacing a single small cell 110 e [16]

*: Included in the above cost.

Table 2 lists all the system model parameters that are related with financing.
These values can be used for the determination of the cost for a single macrocell
base station as well as for a single small cell through (4) and (7), respectively.

On the other hand, Table 3 lists all the system model parameters that are
related with pricing. These values will be used for the determination of the price
that a subscriber is willing to pay for an additional small cell service. To this
end, the calculations are based on (15).

cmacro = 15045 e (13)
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Table 3. Pricing Parameters and System Variables

Parameter Description Value

TeNB Indoor throughput provided by HeNB 15 Mbps [17]

γ Coefficient correlating throughput with customer’s will-
ingness to pay – expressed in e/Mbps

2.8 [18]

κ Coefficient correlating throughput with its valuation ** [18]

pm Price for the basic macrocellular service 295 e [19]

ps Price for private small cell access on top of macrocellular
one

60 e [20]

**: Included in the above coefficient.

Similarly, deriving from (7) the final annual cost for a single small cell is the
following:

csmall = 27 e (14)

5.2 Results

The experimental results present indicative usages of the previously presented
models. From financing perspective, based on the values presented in Table 2,
(4) provides the following cost for a single macrocellular cost for a single base
station.

Fig. 2. Maximal price based against offered additional throughput
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Based on the values presented in Table 3, (15) provides the following condition
that should be true in order for a customer to select small cell service in its
subscription plan:

ps < 2.8 ∗ TeNB (15)

Figure 2 derives from the above expression and provides an overview of the
maximal price against the offered additional throughput. Apart from this rela-
tion, for comparison purposes, it illustrates the line from (14) that corresponds
to the annual cost for the provision of a single small cell service. It is obvious
that the provision of a small cell starts becoming profitable for the operator’s
side.

Figure 3 visualizes the annual cost for the deployment of a given number of
small cells that is listed in the horizontal axis. It also compares this cost with
the corresponding total cost for a single macrocellular base station. It is shown
that the cost for a single macrocell corresponds to the total annual cost needed
from the operator’s side for 550 small cells. Additionally, the total profit for the
operator is presented. For the calculation of profit the typical value of ps listed
in 3 is used. Please note that this typical value of 60 eimplies an average of
at least 20 Mbps of additional throughput supported via each one of deployed
small cells.

Fig. 3. Small cell cost and profit against macrocellular cost and small cells that are
deployed

6 Conclusions and Future Work

In this paper, we analyzed the benefits of small cells’ deployment and we pre-
sented the mobile network operator’s incentives for including small cells in their
service offerings as well as the subscriber’s incentives for choosing small cells
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instead of other access types, such as WiFi, for indoor deployment. Further-
more, we addressed financing and pricing issues of small cells in next-generation
mobile networks. The analytical models that we presented estimate capital and
operational expenditures for the macrocellular and small cell cases. We also pro-
vided an analysis for pricing of small cells as an additional mobile service. The
proposed pricing models take into consideration the mobile network’s utility as
well as its valuation from subscriber’s point of view. The interesting evaluation
results provided by our models can be further utilized in order to incentivize
subscribers and to expedite the penetration into the market so as to make small
cells a economically viable solution.

Possible future steps following the presented work could extend current ana-
lytical models in order to include various access types to small cells. Indicative
example is the distinction of open access type and closed access types for HeNB.
Another possible future direction could be the organization of the implemented
software as a framework that will provide solutions that can be easily utilized,
modified or extended by researchers and analysts interested in the topic in order
to experiment on similar issues.
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Abstract. Multi-hop broadcasting is commonly used by safety applications in 
Vehicular Ad Hoc Networks (VANETs). By using a multi-hop technique and 
relay nodes, a sender in VANET can reach all other nodes outside of its com-
munication range. A major problem with this well-known flooding approach is 
the congestion it causes on the network. Recently proposed protocols aim to re-
duce congestion by decreasing the number of relaying nodes. However, per-
forming broadcast at each hop causes the same message to be received multiple 
times at the nodes located between two relays (intermediate nodes). To deal 
with this problem, we propose a Directional Geocast (DGcast) dissemination 
protocol aimed at distributing warning messages in VANET. The proposed pro-
tocol filters data according to the region it is addressed. We evaluated the per-
formance of DGcast and compared the results with those obtained with previous 
protocols. DGcast outperforms its peers in term of latency and redundancy. 

Keywords: Cross-layer, Geocast, Vehicular, Multi-hop, Network, Protocol, 
Performance, Safety. 

1 Introduction 

The design, implementation, and deployment issues of Vehicular Ad hoc NETworks 
(VANETS) have been reviewed in several papers [1][4]. There is a growing need to 
make vehicular safety applications reliable and efficient. Thus, it is important for a 
VANET Media Access Control (MAC) protocol to reduce the medium access delay 
and packet loss. Currently, safety applications in the VANET environment are mainly 
based on multi-hop broadcast which is known to be unreliable because the Request To 
Send/Clear To Send (RTS/CTS) handshaking method [27] is not used. In this work, 
we focus on safety applications that rely on the dissemination of pertinent information 
about traffic status to enable drivers to become aware of any hazard or danger in ad-
vance. Current warning dissemination protocols for VANETS can be classified into 
three main categories namely, topology-based, time-based, and cluster-based. In the 
case of topology-based protocols, nodes maintain a local table about their neighbor-
hood that is updated by periodic beacons. So, the relay node can be designated by the 
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sender because it knows the nodes in its vicinity. With time-based protocols, the 
sender has no knowledge about its environment; it simply broadcasts its warning mes-
sages. When receiving the warning message, all the nodes wait for some duration of 
time which can be based on a random value or can be calculated by using functions 
making use of parameters such as latency and the distance separating the sender and 
the receiver. The node that waits for the shortest duration sends the message first. All 
other nodes, while they are in their waiting time, can receive the message again which 
means that there is a node that relays the communication; they stop waiting conse-
quently and abstain from sending the message. In the case of cluster-based protocols, 
the network is structured into clusters where the cluster head acts as the relay node. 
The above strategies still suffer from the redundancy problem because the broadcast 
transmission is performed at every hop so that the nodes located in the common re-
gion covered by two relays therefore receive the message at least twice; multiple re-
ceipts of the same message can increase when there is a communication failure during 
which a retransmission of the message occurs. In fact, existing protocols process mes-
sages at the application level and use an acknowledgment as a way to increase the 
broadcast reliability which is an important contribution but performance of these pro-
tocols depends on the MAC level functionalities; yet, as contention, redundancy and 
collision are problems intrinsically linked to the broadcast communication mode, 
more effort is needed to address these aforementioned problems. In this work we 
propose a directional geocast dissemination protocol called DGcast which delivers 
messages in VANETs by avoiding congestion. This is achieved by filtering data ac-
cording to the region under consideration. The filter module is added as a sub-layer 
above the MAC layer. Similar to the other geocast protocols [9][10], in DGcast the 
message is forwarded in a muli-hop manner to a predefined geographical location 
known as the geocast region. In addition DGcast affects one-hop neighbors in the 
surrounding area with the forward and backward areas identified differently. The 
identifier of the addressed area is enclosed in the forwarded packet to limit the desti-
nations of the packet only to the vehicles located in this area. The remainder of the 
paper is structured as follows. Existing safety message dissemination protocols for 
VANET are briefly reviewed in section 2. We present our proposed Directional Geo-
cast (DGcast) dissemination protocol in Section 3. Performance evaluation results are 
presented in section 4. Section 5 concludes the paper. 

2 Related Works and Contributions of This Work 

2.1 Related Works  

Safety applications are an important component of VANETs and they require efficient 
strategies that can reduce the probability and the severity of accidents on the roads. 
There are essentially two principal approaches to address these issues: the first  
approach makes use of proactive applications that use sensor technologies. In these 
applications, vehicles can sense the surrounding traffic situation in order to communi-
cate and coordinate their behaviors [5][7]. The second approach makes use of reactive 
applications that take decision to disseminate warnings when an accident or a risky 
incident has occurred. In this work we focus on the second approach. 
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A warning message is characterized by its location, its zone of relevance and its 
validity duration. So, any warning message dissemination protocol has to ensure these 
spatial and temporal constraints. Indeed, all vehicles close to the location of the inci-
dent have to be advised on time so that they can take the appropriate actions in a time-
ly manner. In this context, various research efforts have investigated various issues 
related to Vehicle to Infrastructure (V2I) and Vehicle-to-Vehicle (V2V) communica-
tions. In V2I applications, proposed solutions [8] take advantage of existing road 
infrastructures such as traffic sign panels to install equipment called Road Side Units 
(RSUs) to enable the communication with On Board Units (OBUs) that are embedded 
inside the vehicles. These approaches are suitable particularly in applications that 
require connection to a backbone network (traffic management, Internet services, etc.) 
or for use in environments with low density where the connectivity between vehicles 
is weak such as highways. However, in emergency situations, the use of infrastruc-
ture-based services is problematic because when an accident (or a catastrophe) occurs 
the installed infrastructure can be easily damaged resulting in communication failures. 

In V2V communications, the multi hop broadcast mode is the most often used. 
Flooding is the simplest technique which is used to perform the dissemination: when a 
node receives a broadcast message for the first time, it rebroadcasts it immediately. 
This naïve strategy causes collisions, contention and redundancy problems well 
known as the “Broadcast storm problem” [15]. One of the main issues investigated by 
many multi hop broadcast mode protocols is how to decrease the number of nodes 
(relay nodes) that are responsible of re-broadcasting. As we mentioned previously, 
warning dissemination protocols can be classified into three classes based on the way 
that relays are selected as shown in fig.1. In the topology-based class [14][22][25], the 
use of periodic beacon messages allows the sender to know about its neighborhood, 
so it selects among its neighbors the farthest one in the opposite direction of the road 
traffic and designates it as a relay node. The topology-based approach suffers from 
the drawback that the beacon messages increase the broadcast storm problem. 

Some other solutions [12][13] take advantage of the existence of beacons by pig-
gybacking the dissemination packets on beacons frames. 

 

 
Fig. 1. Warning dissemination protocols 

We cannot avoid using the beacon messages because, on one hand, the informa-
tion (e.g., position, direction, speed, status of neighboring nodes) carried by these 
messages is very important and on the other hand several protocols such as routing 
protocols are topology-based. We argue that further solutions need to be developed to 

 



58 Z. Doukha, S. Zeadally, and S. Moussaoui 

keep this mode of communication while eliminating drawbacks such as redundancy, 
collisions, and contention. In [3], the authors addressed the issue of neighborhood 
discovery for safety applications, and consider the neighborhood service separately 
from the application. Several other similar efforts [16][17] attempt to minimize the 
effect of beacons on safety applications. 

Many recently proposed warning protocols belong to the time-based class 
[11][18][19][20][24][30]. In this class, the receivers of the warning messages wait for 
a duration of time called the Waiting Time (WT) to decide whether they have to re-
broadcast the message. In the best case scenario, the node that has the lowest waiting 
time re-broadcasts the message. Other nodes when receiving the message again stop 
their waiting time and abstain from forwarding the message considering they are in-
formed and do not take the role of relay because there is one node that has done. In 
[18][19], the value of “WT” is inversely proportional to the distance between the 
sender and the receiver. So, the farthest node located in the transmission range of the 
sender is always the relay node. In [24] the dissemination message contains a stamp 
that gives a location ‘DP’ on the road behind the sender where the signal is stable. A 
receiver calculates a waiting time commensurately with its distance to the ‘DP’ point. 
So, the nearest node to the ‘DP’ point is the next relay. This means that the farthest 
node from the sender is not necessarily the relay node. This strategy heightens mes-
sage receptions which can improve the dissemination reliability, but causes message 
redundancies. The authors in [20][24] proposed probabilistic solutions to minimize 
redundancies by integrating parameters such as distance, density and velocity. In [24] 
the authors argued that the spatial storm problem is due to multiple forwarding by 
nodes at the boundary. This is because their waiting times are close to each other 
when the network density increases. They propose p-IVG protocol which is based on 
decreasing the number of nodes that start their timers when the density increases. This 
strategy suffers from the drawback that no node relays the transmission. In [30] the 
authors propose to elect the relay in the border area based on the traffic density. When 
receiving the message, nodes located in this area wait for a random duration of time. 
The node that waits the shortest time forwards the message. In this strategy, several 
nodes can wait for the same duration of time which can cause contention when  
accessing the communication channel. 

Other protocols use directional antennas to decrease the effect of the broadcast 
storm problem [11]. Directional antennas physically point to a certain direction with a 
small beam-width that can achieve longer transmission range and better Signal-to-
Noise Ratio (SNR). Moreover, in warning applications the message only needs to be 
sent backward to reach vehicles that are moving in the direction of the danger. So, 
when a directional antenna is used for broadcasting, it can alleviate the redundant 
transmission by forwarding the message only in the direction of the dissemination. 
However, it is shown in [26] that with directional carrier sensing, there are more poss-
ible scenarios where a parallel signal transmission may not be detected which can 
cause collisions so the dissemination application needs to use explicit acknowledg-
ment (ACK) to notify the success of the transmission which is unnecessary with om-
ni-directional antennas. The concept of clusters is largely investigated with both infra-
structure-based applications and V2V applications [2][6][21]. The main difficulty 
with cluster-based solutions is cluster formation and its maintenance in a distributed 
manner. In cluster-based protocols the network is divided into several clusters; a  
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head is selected among nodes (known as members) within a cluster and it has the 
responsibility of forwarding the warning message. In [21], the authors proposed a 
Directional Propagation Protocol (DPP) where the data is propagated in multiple hops 
within a cluster; but they do not make a reference to the cluster formation. In [6], a 
cluster is considered as a group of vehicles with multi hop radio connectivity. In Both 
[6] and [21] the dissemination protocol uses the opposite direction to relay messages 
between clusters which cannot communicate directly. The use of clusters can be suit-
able when the topology of the network does not change fast. 

2.2 Contributions of This Work 

Displayed Emergency dissemination protocol requirements are very strict. Indeed, such proto-
cols have to ensure a high delivery ratio of warning messages with low latency which is diffi-
cult to obtain because of the congestion problem caused by broadcast. Many past efforts have 
previously explored how to avoid unnecessary forwarding at the application layer. However, 
since the MAC layer approach has a direct impact on upper layers, we need to take MAC layer 
factors also into consideration to achieve fast, reliable warning message delivery. In this con-
text we propose a cross layer solution that can disseminate warning messages and avoids con-
gestion by filtering unnecessary data using a filter module residing above the MAC layer. This 
filter module discards unnecessary messages (redundant messages) from being processed by  
the application layer. So, the region where a vehicle is located can be considered as a dynamic 
multicast address that allows the vehicle to know early at the MAC level whether it is a  
destination of a message. 

3 DGcast: Our Proposed Warning Dissemination Protocol 

3.1 Assumptions 

We assume that vehicles use wireless communication through omni-directional radio 
antennas with a transmission range R. Each vehicle is equipped with a device (such as 
a Global Positioning System (GPS) device) enabling it to obtain its geographical loca-
tion at any time and a preloaded digital map, which provides general information 
about roads. The MAC layer provides information about the neighborhood by making 
use of periodic beacon transmissions. A beacon packet contains information such as 
physical location, velocity and direction of the vehicle. The neighborhood service 
allows vehicles to construct tables containing neighbors’ status making it more relia-
ble [3]. Emergency messages are transmitted in the opposite direction of vehicle’s 
motions. We consider only a section of road.  

3.2 System Overview 

An emergency message can be generated by a vehicle (called initiator) in a dangerous 
situation. For example, in case of an accident, a vehicle can recognize by itself that it 
is in a dangerous situation through sensors that are able to detect internal events like 
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airbag ignition; it can also sense a danger around it by using sensors and cameras. 
Omni-directional antennas used in wireless transmissions allow a mobile node to 
transmit its signal all around it within a transmission range R. Most of the recently 
proposed dissemination protocols have improved their performances by decreasing 
the effects of the broadcast storm problem [15]. However, the fact that the message is 
broadcasted at every one hop causes unavoidable redundancy in the zone between two 
relay vehicles. As we mentioned previously, redundant messages can cause conges-
tion in internal queues of the nodes. Other protocols which use directional antennas to 
focus the signal’s energy in one direction can increase the communication range of 
nodes, and can yield better signal quality by covering only the relevant zones. How-
ever, the longer the communication range the higher is the risk of collisions. In addi-
tion, the sender of the warning message needs an explicit acknowledgment to ensure 
that its packet has been received. Our proposed strategy is topology-based because it 
takes advantage of the neighborhood information such as neighbors’ positions pro-
vided by the periodic beacons so that the relay node is selected in advance by the 
sender; and use multi-hop broadcast to achieve the dissemination through all the 
nodes in a section of the road. We propose a cross layer approach that operates above 
the MAC layer to filter data so that only pertinent information is communicated to the 
application layer which processes it. All redundant messages are destroyed at the 
cross layer. In this section we introduce our proposed DGcast protocol design. 

3.3 DGast Protocol Design 

When a node holding a warning message has to forward it as an initiator or a relay 
node, it considers its surrounding area as two geographical regions: the region it is 
moving toward (region 0) and the region behind it (region 1) as shown in fig.2. It 
selects among its neighbors located in region 1 the furthest one and elects it as the 
next relay, and then the packet is broadcasted. When receiving the warning message, 
each node determines whether it is located in region 1 or not based on the locations of 
vehicles and the digital map. The major benefit in determining the node’s region is to 
avoid processing the message if the node is located in region 0. So, we use a common 
reference point such as the next intersection which is considered as a specific point on 
the road. The receiver of the message calculates ‘ds’ and ‘dr’ values, where ‘ds’ is the 
Euclidean distance between the sender and the next intersection and ‘dr’ is the Eucli-
dean distance between the receiver and the next intersection. In fig.2., ‘dr’ belongs to 
the current relay; all the nodes that are in the sender vicinity calculate their local ‘dr’. 
If ‘dr’ is greater than ‘ds’, a node concludes that it is located in the addressed region 
(region 1) otherwise it is not. In the first case, it compares its identifier with the iden-
tifier of the next relay vehicle enclosed in the packet and if it is the same the node 
recognizes itself as the relay. It then updates the packet with information such as next 
relay, previous relay, etc. and rebroadcasts the message. If the receiver node is not 
designated as the relay by the sender, it keeps itself informed. In the second case, the 
receiver is located in region 0 (‘dr’ less than ‘ds’).  
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Fig. 2. Proposed Dissemination Strategy 

The receiver checks whether it is the previous relay; it then considers the packet as 
an acknowledgment, otherwise it simply ignores the packet. If the previous relay does 
not receive the packet after a short time it considers the packet as lost and repeats its 
transmission until it receives the acknowledgement. If a relay node senses no 
neighbors, it first broadcasts the message that serves as an acknowledgement to the 
previous relay and keeps it until a vehicle enters its vicinity. It then executes the same 
algorithm as a relay node. 

Our proposed DGcast dissemination protocol makes use of two modules: a filter 
module above the MAC layer and an application module as shown in fig.3. The filter 
module determines whether the node is located in the addressed region by comparing 
the two values ‘ds’ and ‘dr’. If it is in the region, it passes the message to the 
application module which processes it. 

The application module has to determine one of the two cases: 

• If the current node is a relay node, 

• If the message is a warning or an acknowledgment: the only case where the 
message reaches the application layer in (region 0) is when the receiver is the 
previous relay vehicular node. 

The DGcast protocol has four characteristics which can be summarized as follows: 

• There is no need to incur the ‘waiting time’ because the application makes use 
of the neighborhood table which stores information such as the identifiers of 
the neighbors, their positions, speed etc. 

• There is no need to have multiple antenna systems which need be properly 
oriented (positioned) and synchronized between the sender and the receiver 
and do not need explicit acknowledgement. 

• The filter module does not process the message in the sense of making  
decisions such as forwarding or selecting the next relay. The module  only de-
cides if a vehicle is a relevant target for the warning message according to its  
location.  
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Since the filter module resides above the MAC layer, only relevant packets are 
processed by the application, so the receipt of multiple copies of the same message by 
the nodes does not affect the application. 
 

 

Fig. 3. Proposed Architecture 

3.4 Message Format 

The format of an emergency message is described in Table 1. When a warning mes-
sage “m” is received by a node “i” from a node “j”, the filter module is executed to 
decide whether the message has to be passed to the application layer. To achieve this, 
the filter uses local information that gives the vehicle location, the field ‘Origin’ that 
is used to get the location of the sender and the location of the next intersection to 
determine if the vehicle is located in region 0 or region 1. There are three cases: in the 
first case, the node can be in region 0 but its identifier matches the ‘from’ field of the 
packet, thus the message is an acknowledgment and it is passed to the application 
module. In the second case, the node is located in region 1 and is therefore one of the 
multiple destinations of the message. The node’s application module has to determine 
if it is selected as a relay; if so, it rebroadcasts the message otherwise, it just keeps it. 
In the third case the node is located in region 0 and its identifier does not match the 
‘from’ field of the packet; the packet is discarded (ignored). 
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Table 1. Messsage format  

Field Description 
Id_mess  
Type_mess 
R 
Data 
From 
Origin 
Nxt_relay 

Sequence number 
Emergency 
The region; 0=before the vehicle, 1=behind the vehicle 
Message content 
The identifier of the previous relay 
The identifier of the sender 
The identifier of the next relay 

4 Performance Evaluation of Proposed DGcast Dissemination 
Protocol 

4.1 Measurement Procedure 

We used the Network Simulator NS2 [28] in all simulation tests. In our experiments, 
we simulated a road of 4 lanes and 10 km. Vehicles moved with a mean velocity of 30 
m/s. We studied the behavior of our proposed protocol under various mobility scena-
rios generated with the MOVE generator [29] by varying the vehicles densities (re-
spectively 2, 4, 6 and 8 vehicles per lane per kilometer). To evaluate the performance 
of our proposed DGcast protocol, we compared it to three previously proposed ap-
proaches namely, the topology-based, time-based and cluster-based approaches. For 
the topology-based approach, the one that is closest to our approach for comparison is 
[14]. For the time-based approach, we used the formula in [19] to calculate the wait-
ing time. For the cluster-based strategy we used the approach in [21] with one hop 
forwarding to make it close to our proposed DGcast approach and to enable the com-
munication between clusters, two successive clusters are considered as a non-disjoint 
sets of nodes. At the MAC layer we used the IEEE 802.11p standard and a transmis-
sion range of 250 m. The radio propagation model is set to the Two Ray Ground 
model. We used the following performance metrics in our performance evaluation 
tests: 

• Dissemination delivery ratio:  The number of the informed nodes out of the 
number of the nodes in the network. 

• Number of generated messages: the number dissemination messages transmit-
ted by relays along the road. 

• Number of redundant messages: where a redundancy occurs when an informed 
node receives the same message again.  

• Number of redundant messages eliminated: The number of redundant message 
that had been discarded at the filter module. 

• Dissemination delay: The dissemination delay is the time interval between the 
first generated message and the first message received by the last informed ve-
hicle in the network.  
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4.2 Analysis of Performance Results 

The simulation results show that the delivery ratio reaches 100% for all mobility sce-
narios.  Indeed, all vehicles used in the simulation tests received the emergency mes-
sage. Our simulation results demonstrate that DGcast is reliable. This result will be a 
requirement for future dissemination protocols because several protocols reached the 
same delivery ratio [9] [10][19] as we obtained for those we simulated. Fig.4. shows 
the simulation results. 
 

 

Fig. 4. Simulation results obtained with our proposed protocol DGcast compared with other 
approaches 

In terms of the number of generated messages, we note from the results in fig.4.a, 
that the cluster approach generates the highest number of messages. This is because 
the cluster heads which are the relay nodes are located in the front of each cluster and 
have the responsibility of forwarding even there is a farther node from the previous 
cluster head in the common area between clusters. Other solutions yield fairly similar 
results regardless of the vehicle density. 

In terms of the number of redundant messages, our proposed protocol (DGcast) 
does not generate redundant messages because the filter module eliminates all unne-
cessary messages. In contrast, other (topology-based, time-based and cluster-based) 
protocols suffer from a large number of redundant messages especially when the ve-
hicle density increases (as shown in fig.4.b). fig.4.c confirms this result by giving the 
number of redundant messages that have been eliminated by the filter module. In 
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terms of the dissemination delay, small delays are obtained with all protocols except 
the cluster-based protocol due to the high number of hops. Fig.4.d shows that DGcast 
gives lower dissemination delays compared to the time-based protocol. This is due to 
the fact that a relay node is chosen by the sender in the case of DGcast while with the 
time-based protocol a relay node has to wait for duration of time before retransmitting 
the message. 

5 Conclusion 

In this paper we showed that our proposed protocol DGcast gives better performances 
in terms of delivery ratio, redundancies and dissemination delay over other approach-
es. Moreover, the use of a filter as a sublayer above the MAC layer helps to avoid the 
handling of unnecessary (redundant) messages by the application layer. Our study can 
provide a guideline for improving the design of protocols that suffer from redundant 
messages at the application level. 
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Abstract. In this article we aim to determine the most cost-effective deploy-
ment strategies for heterogeneous wireless networks through up-to-date com-
parative cost analysis. For that purpose we develop a cost model using as input 
base station class specific parameters related to unit cost, coverage and capaci-
ty. The network dimensioning is done for different volumes of data served with 
advanced radio access technologies like: LTE-Advanced and IEEE 802.11n. 
For the evaluation of moderate area capacity, outdoor pico cell deployment ap-
pears to be most cost-effective solution for the assessed dense urban area. Addi-
tionally, through case study we compare the cost-capacity performance of the 
macro and femto cell networks under the high to excessive demand of up to 80 
GB/user/month. Femto cell solution is more cost efficient when new macro 
base station sites need to be deployed, unless the macro cell network is streng-
thened with more spectrum or the LTE-Advanced carrier aggregation functio-
nality is introduced.  

Keywords: Cost modeling, Heterogonous Wireless Networks, LTE-Advanced, 
IEEE 802.11n. 

1 Introduction 

The future wireless network architectures are heterogeneous, with hierarchically 
ranged macro (MaBS), micro (MiBS), pico (PBS) and femto (FBS) base stations 
sites/cells complemented with particular wireless local area network (WLAN/Wi-Fi). 
While the MaBS and MiBS cover a larger outdoor area, PBS could be deployed in-
door and outdoor (like metro cell). FBS is exclusively deployed indoor. FBS, PBS 
and MiBS cells are referred as “small cells” [1]. In case when user’s capacity demand 
increase by 100% annually according to [2], operators are forced to increase their cost 
efficiency especially due to severe decoupling of the incomes from the traffic. A 
number of papers have been published on modeling the cost-efficiency by comparison 
of the MaBS cell deployment with the small-cell deployment and suggesting utiliza-
tion of joint or heterogeneous and even cooperative networks. Analysis of MaBS, 
MiBS and PBS HSPA cells capacity-cost comparisons including IEEE 802.11a, are 
provided within [3], [4] and [5]. Cost comparisons of LTE with HSPA deployed 
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MaBS networks and FBS solutions are extensively covered within [5] and [6]. Addi-
tionally the evaluation of the economic gain provided by various deployments of FBS 
and MaBS for LTE mobile broadband services is outlined in [7].  

In this article we originally introduce the techno-economics evaluation and com-
parative cost modeling of MaBS, MiBS, PBS and FBS utilizing LTE Releases 10 and 
11 or LTE-Advanced (LTE-A) RAT ([8] and [9]), alongside with Wi-Fi standard 
IEEE 802.11n [10]. We propose model for evaluating the setup costs of heterogene-
ous wireless systems through providing estimates for CAPEX/OPEX per cost unit of 
various wireless network deployments. Furthermore the model provides estimates for 
the total discounted deployment cost as a function of user demand for different BS 
classes. Consequently, the ultimate contribution of this article comes with the exten-
sive and “up to date” comparative analysis needed to properly model advanced hete-
rogonous wireless networks from cost perspective and under heavy traffic load.  

Additionally, the special focus is set on the comparison between MaBS and FBS 
deployment taking into account the current developments in spectral efficiency com-
ing with the LTE-A, and the use of up to 30 MHz aggregated spectrum for the MaBS 
scenarios. As according to [11], more than 80% of the mobile traffic is generated in 
indoors, we create long-term investment case study related to indoor office users. In 
order to determine more realistically the cost-capacity performance, besides already 
discussed wall attenuation and indoor coverage strategies into [5] and [6], additionally 
we consider the use of the carrier aggregation functionality of LTE-A RAT. For all 
deployment scenarios we analyze: deploying new sites and reusing the existing sites.  

The article is structured as follows. The next section provides estimates for the 
coverage and base station classes specific parameters. In the section 3 we outline 
capacity related inputs. Next section provides user demand analysis for RAT used. In 
section 5 a general cost model for heterogeneous wireless networks is introduced by 
showing average cost inputs per unit. Further, we turn to cost-effectiveness determi-
nation of different network configurations. Prior the last section we develop case 
study for MaBS and FBS. The article concludes with a summary of key findings.  

2 Coverage of the Heterogeneous Base Stations 

We model the coverage of particular cell area of the BS site , as follows: 

  (1) 

where  is the cell range which primarily gives the number of the BS sites re-
quired to cover the targeted geographical coverage area over which the users can be 
served. The signal strength depends on the distance from the base station and for in-
door users on the amount of attenuation in walls and floors [12]. According to [13], 
the maximum allowed signal attenuation or path loss, between the mobile and base 
station antenna is estimated by the “link budget” calculations. The maximum path loss 
allows the maximum cell range to be estimated with a suitable propagation model 
[14]. Within [13], the LTE link budgets and the cell ranges are calculated using the 
Okumura–Hata propagation model. The calculation shows that urban cell range varies 
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from 0.6 km at 2.6 GHz to 1.4 km at 900 MHz. Thus, when evaluating the cell range, 
we use the smallest cell range of 0.6 km (in the band 2.6 GHz) as reference to ensure 
1 Mbps even at the cell borders [13]. This means that all average user data rates lower 
than 1 Mbps will be met even at the cell borders for the cell ranges equal or lower 
than 0.6 km. Based on the elaborations in [3] and [4] we assume 0.57 km for MaBS, 
0.27 km for MiBS and 0.15 km range for the outdoor PBS. FBS cell range in [5] is 
assumed to be 0.050 km and 0.01 – 0.030 km in [15]. In this article we put accent on 
the IEEE 802.11n Wi-Fi standard, operating at the 5GHz carrier frequency. Accord-
ing to [3], we assume approximately 50% shorter cell range compared to PBS. Within 
Table 1, we summarize BS site specific parameters related to coverage. 

3 Capacity of the Radio Access Technology  

Based on [6] the peak, the average and cell edge spectral efficiency are identified. 
According to [12], we model the capacity of certain BS site as follows:  

     (2) 

where W is allocated bandwidth in MHz,  is the number of cells within the site 
and  is the cell spectral efficiency in bps/Hz. Based on [8] and [9] the average 
spectral efficiency for LTE-A varies from 6.6, 4.2 and 3.8 bit/s/Hz/cell for the indoor, 
microcellular and base coverage urban environments, respectively (environment defi-
nitions are according to [16]). According to [17], an interference problem occurs to 
non-FBS cell with the creation of the so called “Closed User Group” deployment FBS 
model (access granted to only small group of users). As proposed by [18], in adjacent-
channel deployments (the FBS is deployed on a dedicated carrier), the coverage holes 
are considerably easier to minimize and control than when the FBS is deployed on the 
same carrier as the macro layer (co-channel deployment - sharing the channel) with 
the MaBS network). Hence, in this article we consider FBS deployment in a different 
frequency band than MaBS. Currently, the LTE FBS are developed with 5, 10 and 15 
MHz bandwidth (achieving up to 37, 75 and 112 Mbps in downlink, respectively) and 
available from 8 to 16 users simultaneously [19]. Author in [15], indicates that 4G 
FBS will utilize the bandwidth of 20 MHz per carrier. We use the indoor average 
spectral efficiency of 6.6 bps/Hz and 20 MHz of spectrum for FBS.  

Table 1.  Base station class - coverage specific parameters  

BS Parameter  Macro  Micro  Pico Femto IEEE 802.11n 

Range (km) 0.57 0.27 0.15 0.030 0.050 
Coverage (km²) 1.020 0.229 0.071 0.003 0.008 
Sectors per BS 3 1 1 1 1 
Carriers per Sector 1 – 3 1 – 2 1 1 1 
Cells per BS 3 – 9 1 – 2 1 1 1 
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Table 2. Radio access technology – bandwidth and capacity specfic parameters 

Cell Type/RAT  Bandwidth 
(MHz) 

Sectors x 
Carriers  

Av. Cell 
Spectr. Ef. 
(bps/Hz/cell) 

Av. BS Cell 
Capacity 
(Mbps) 

Av. BS Site 
Capacity 
(Mbps) 

Macro LTE 20 3 x 1 1.67 33.4 100.2 
Macro LTE-A 20 3 x 1 3.80 76.0 228.0 
Micro LTE-A 20 1 x 1 4.20 84.0 84.0 
Pico LTE-A 20 1 x 1 4.20 84.0 84.0 
Femto LTE-A 20 1 x 1 6.60 132.0 132.0 
IEEE 802.11n 40 1 x 2 6.00 240.0 240.0 

 
According to [20], it is very difficult to exceed 50-60% of the nominal bit rate of 

the underlying physical layer of Wi-Fi. Frame aggregations techniques are used to 
improve the MAC efficiency [21]. Authors in [22] by using IEEE 802.11n yield MAC 
channel efficiency of 61.5%. Authors in [23] pointed that 802.11n performs less effi-
ciently in higher speeds or 40% for 648Mbps. According to [10], IEEE 802.11n ex-
pands the bandwidth to 40 MHz channel and data rate increase up to a 600 Mbps with 
up to 4 streams of the Wi-Fi AP. Hence, in this article we use 40% MAC efficiency 
level. Table 2 summarizes the RAT specific parameters. 

4 Cost Modeling of Different Base Station Classes  

For the cost analysis in this paper we limit the infrastructure cost model to the radio 
access network (RAN), including only capital expenditures (CAPEX) and operational 
expenditures (OPEX) for the BS equipment, site and transmission. We base our cost 
structure modelling to the methodology developed in [3]. For a given BS i, the sum of 
the annual expenditures are discounted as follows [4]: 

 ,  (3) 

where ,  is the sum of expenditures occurred within year k of a BS of class i and β 
is the discount rate. In all analyzed scenarios in this paper we assume K = 5 years, and 
β = 10 %. Also, according to [24], [25], we consider the price erosion of 10% letting ,  to reduce from CAPEX perspective. Authors in [5] for 2010 year estimate that 
cost for deploying a new MaBS site in the urban area is 110 k€ including transmission 

and that the cost for radio equipment supporting three sectors and 5–20 MHz to 10 k€, 

yielding to total CAPEX of 120 k€. According to [3] for the reference year 2007 the 

price of a single-carrier MaBS equals 20 k€, and the price of additional transceivers is 

e 5 k€ per sector per carrier frequency. This gives that cost for 2-carrier and 3-carrier 

MaBS site equipment is 35 k€ and 50 k€, respectively. Radio network controller cost 

in 2007 is estimated at 1.3 k€ per cell, upfront cost for transmission 5 k€ and 30 k€ is 
the price for the installation & deployment of the site. This results with the total 
CAPEX of 97 k€ for the 3-carrier MaBS, and 20% to 40% cheaper investment for  
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2-carrier and single carrier MaBS deployment, respectively. According to [3], we also 
consider that the price of a MiBS and PBS station equals 50% and 15%, respectively, 
of a single-carrier MaBS equipment, with a note that PBS needs 2 k€ for transmis-

sion, and MiBS and PBS requires 10 k€ and 2 k€ for the site deployment, respective-

ly. Furthermore, a carrier grade Wi-Fi access point costs is 1 k€, plus additional cost 

of e 2 k€ per supporting equipment. 

Regarding the OPEX, authors in [5] assumes 30 k€ annual cost for the new MaBS 

sites deployment with 10% annual OPEX growth and author of [3] considers 13.4 k€ 

for the single carrier MaBS. In this paper we assume 20 k€ OPEX for the 3-carrier 

MaBS site. According to [6], on average the deployment of one FBS is around 1 k€. 

Regarding FBS, authors in [5] estimated the annual OPEX to be 0.5 k€ per access 
point. Table 3 summarizes the cost assumptions on CAPEX, annual OPEX and total 
discounted cost for each BS class of the greenfield deployment.  

5 User Demand and Traffic Densities 

The mobile broadband penetration of all active users has reached 54% in EU coun-
tries and the volume of mobile data traffic is expected to grow more than tenfold in 
the period from 2010 to 2015, reaching almost 8.000 million GB of data in Europe 
[26]. According to [27], in 2013 the total monthly smartphone traffic reached 1.0 
Exabyte. Accordingly, in the modeling analysis we assume three levels of demand: 
moderate 9.0 GB, high 27.0 GB and rather excessive usage of 80 GB per user and 
month (31 days). We consider that the usage will be spread out over 8 hours per day, 
translating into a busy hour rate of 12.5%, in line with the industry standard as as-
sumed in [28]. Also, we consider only uniform spatial traffic density within the simu-
lated test area [29]. Conversion of the load/user/month to the user data rates (Mbps) 
and capacity per area unit for 10.000 users (Gbps/km²) is given in Table 4. The pre-
sumed demand levels corresponds to average user data rates from approximately 100, 
300 and up to 900 kbit/s, respectively during the 8 busy working hours. Also, we can 
see that the total data demand for the 10000 users in 1 km² area, moves from 1.0 to 
9.0 Gbps. Additionally we assume radio resources utilization rate of 80%, meaning 
there is considerate spare capacity of 25% left on top of the demanded capacity for the 
burst traffic (see e.g. [30] for analysis of LTE-A with bursty traffic model).  

Table 3. Estimates of the initial, operational and total discounted cost in present value for new 
base stations deployment, using LTE-A and IEEE 802.11n  

Cell Type/RAT  CAPEX OPEX  Total discounted cost for 5 years  

Macro (1 carrier) 60.7 15.5 100.4 
Macro (2 carriers)  80.2 17.8 127.9 
Macro (3 carriers) 100.0 20.0 151.2 
Micro LTE-A 29.8 10.4 61.9 
Pico LTE-A 11.2 3.4 21.2 
Femto LTE-A 1.0 0.5 2.7 
IEEE 802.11n 3.1 1.6 8.5 
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Table 5. Breakeven points when the particular BS class becomes capacity limited  

BS Class (sectors x 
carriers) 

LTE 
Macro 
(3x1) 

LTE-A 
Macro 
(3x1) 

LTE-A 
Micro 
(1x1) 

LTE-A 
Pico 
(1x1) 

LTE-A 
Femto 
(1x1) 

IEEE 
802.11n 

BS per km² 0.980 0.980 4.37 14.2 353.9 127.4 
Area capacity Mbps/km² 98 223 367 1189 46709 30573 

7 Long-Term Investment Case Study  

7.1 Case Study Inputs Modeling 

In this section trough the case study we  will compare from primarily CAPEX pers-
pective various deployment strategies using LTE-A RAT at 3-sector MaBS or FBS 
and taking into account the demand, coverage, capacity and cost modeling as pre-
sented into the previous sections. In particular, we consider construction of a new 
office center for 10000 office workers, consisted of 10 five floor buildings within 1 
km² urban area (for comparison purposes inputs are identical as in [6]). We evaluate 
the network dimensioning options with high (3.0 Gbit/s/km²) and with excessive (9.0 
Gbit/s/km²) capacity demand, in accordance with Table 5. For the dimensioning of the 
MaBS network we consider three different scenarios. First within the initial scenario, 
we perform the cost analysis using for the 20 MHz for macro-layer in the 2.6 GHz 
band together with the average spectral efficiency of LTE-A RAT. Within the second 
scenario we consider two strategies to compensate for wall penetration losses: leve-
raging the coverage layer and/or increasing the capacity layer. The third scenario 
covers the MaBS deployment with use of carrier aggregation as capacity improve-
ment option. We consider two separated cases for each of the three deployment strat-
egies: first presuming that all MaBS sites need to be deployed from start and second 
that there are sites that can be re-used.  Since a cell area of 1 km² corresponds to a 
cell radius of 0.57 km, our requirements on average user data rates during busy hours 
would be met even at the cell borders with the excessive broadband demand (~ 0.9 
Mbps compared to 1 Mbps as defined in [13]). Table 6 summarizes the capacity per 
MaBS site for various chunks of available bandwidth in MHz, for LTE and LTE-A 
RATs deployments in urban environment. With these capacity figures we can esti-
mate the number of MaBS sites required to satisfy the user demand with different 
amounts of bandwidth and RAT in place. Accordingly, Fig. 2 depicts the comparison 
of the needed BS sites for various amounts of used bandwidth for the demand of 80 
GB per user per month. As example, the use of the technology with lower spectral 
efficiency and 10 – 20 MHz of bandwidth will result in a high number of BSs sites,  
 

Table 6. Capacity for a three-sector base station site for different bandwidth amount  

RAT (Capacity) 5 MHz 10 MHz 20 MHz  30 MHz 

LTE (Mbps) 25.05 50.1 100.4 150.3 
LTE-A (Mbps) 57.0 114.0 228.0 342.0 
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45 – 100, in order to satisfy the demand in the 1 km² office area. In accordance with 
[5], for the dimensioning of the FBS we consider the following two methods: 1) the 
user oriented method - in line with Section 3, we allocate 4, 8, 16 or 32 users to each 
FBS (regardless of the demand); and 2) coverage oriented method - a number of FBSs 
(7 or 11) we allocate per each floor. Based on Table 5, around 7 FBS per floor is the 
optimal FBS density. We consider 50% higher density, too. According to Table 3, the 
LTE-A deployed FBS capacity equals to 132.0 Mbps. For the cost modeling we will 
use the inputs from the Table 4, or: total CAPEX for the new MaBS site 100 k€, and 

20 k€ for existing site (cost for upgrading an existing site is estimated to 10 k€ and the 

cost for radio equipment supporting three sectors and 5–20 MHz to 10 k€); total 

OPEX: 20 k€ for the new site, and 10 k€ for existing site. Regarding the FBS, we 

estimate 1.0 k€ and 0.5 k€ for OPEX. In this case study we assume that the whole 
network is deployed during the first year.  

7.2 Initial Scenario 

Assuming the carrier frequency in the 2.6 GHz band and 20 MHz of bandwidth for the 
MaBS deployment and both user and coverage approach for the FBS sites, here we 
create the initial deployment scenario of the business center to be built. Together with 
the CAPEX estimates per single MaBS and FBS as elaborated above, Tables 7 and 8 
summarize the total cost needed for the network deployment to fulfill high and exces-
sive demand levels. As anticipated, the cost to satisfy the excessive demand with the 
implementation of the existing MaBS is comparable to the cost needed to ensure al-
most 3 times less capacity by constructing the new sites.  Regarding the FBS deploy-
ment, it is noticeable that even high level demand is satisfied with the sparsest deploy-
ment (approximately 5 time higher capacity) and that the capacity will not be the limit-
ing factor. The coverage is key main cost driver for the FBS scenario and we can see 
that the high density indicates high network costs. Nevertheless, FBS are more cost 
effective solution comparing to MaBS deployment with the new sites. This is especial-
ly valid for the excessive demand. For the high demand level, the CAPEX for FBS and 
re-used MaBS networks is equal. Even more, for the excessive demand using the user 
oriented approach (4 or 8 users per FBS) the FBS network is more expensive than re-
used MaBS deployment. Nevertheless, it is important to notice that MaBS network 
deployment is based on path loss assumption of 20 dB, what is not sufficient to consid-
er the wall penetration losses that exceed this level. Hence, within the next section we 
do a comparison analysis for the wall penetration losses above the assumed 20 dB.  

Table 7. Investments and capacity (macro sites initial deployment - Case 1) 

Macro Case 1:  
Initial Scenario (2.6 GHz) 

Number 
of sites 

Total CAPEX 

(Mil. €)  

Capacity 
achieved (Gbps) 

New sites - High demand 14 1.4 3.2 
New sites - Excessive demand 40 4.0 9.1 
Sites reuse - High demand 14 0.28 3.2 
Sites reuse - Excessive demand 40 0.8 9.1 
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Table 8. Investments and capacity (femto sites initial deployment) 

Femto BS 
Deployment 

Number of 
sites 

Total CAPEX 

(Mil. €)  

Capacity 
achieved (Gbps) 

7 FBS per floor 350 0.35 46.2 
11 FBS per floor 550 0.55 72.6 
4 users per FBS 2500 2.50 330.0 
8 users per FBS 1250 1.25 165.0 
16 users per FBS 625 0.63 82.5 
32 users per FBS 313 0.31 41.3 

7.3 Compensation of Wall Penetration Losses 

When trying to compensate for the wall penetration losses, according [5] and [6], to 
two compensation options are possible: building a denser 2.6 GHz network and dep-
loyment using 10 MHz within the 800 MHz band, i.e. better indoor coverage. As based 
on the Okumura–Hata propagation model, the difference in path loss between opera-
tion in the 800 MHz and the 2.6 GHz band is around 12 dB, we assume that we need to 
compensate for another 12 dB of attenuation.  Authors in [5] calculated that in order 
to compensate the additional 12 dB of attenuation, 5 times denser network should build 
at 2.6 GHz band. Nevertheless, when using only 10 MHz spectrum in the 800 MHz 
band, for the capacity limitation reasons, the number of sites needs to be doubled com-
paring to the initial case scenario which considers 20 MHz of spectrum (see Table 6). 
The respective, cost-capacity outcomes are summarized within the Table 9. We can see 
that the deployment of a large number of new sites is very costly (e.g. 7.9 - 20.0 M€ 
for the excessive demand). Again, the re-use of existing sites leads to less costly dep-
loyment even when many sites need to be equipped with new radio transceivers (4.0 
M€). Still, due to the high coverage performance, the most cost-efficient option is 

reuse of the existing sites for 800 MHz frequency carrier and 10 MHz (only 1.58 M€ to 
satisfy the excessive demand). Even more, use of the 800 MHz for the new MaBS sites 
is comparable to FBS most user oriented deployment cost (4 users per FBS) for the 
high demand level (2.7 vs. 2.5 M€), but much higher for the excessive demand level 

(7.9 vs. 2.5 M€). Though, the re-use of existing sites in the 800 MHz band is very cost-

efficient compared to the most user oriented FBS deployment (for almost 1.0 M€). 

7.4 Carrier Aggregation with LTE-Advanced  

According to [31], carrier aggregation as characteristic of LTE-A RAT, allows com-
bining lower and higher bands — leveraging better coverage of the former with higher 
availability of the latter (up to 5 carriers and up to 100 MHz supported in standards). 
Accordingly, in order to fully assess the cost-efficiency possibilities we create one 
more deployment scenario assuming the aggregation of the both frequency carriers at 
800 MHz and 2.6 GHz bands. By this, the available bandwidth will be increased to 30 
MHz, and with that the capacity will be increased according to Table 6. Exactly this is 
going to be the solution how to increase the capacity (even for 3 times) compared to 
the use of only 10 MHz bandwidth in 800 MHz band, but without increase the num-
ber of sites due to coverage reasons. From the cost perspective, this will mean that we 
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need to install two type of different radio equipment per BS. Consequently, the 
CAPEX will increase for additional 10 k€, and the total CAPEX per site will be 110 

k€ for the new sites and 30 k€ for the existing sites. The Table 10 summarizes the 
number of needed BS sites using the carrier aggregation functionality and the relevant 
costs-capacity outcomes. Findings indicate that for only around 0.8 M€ upgrade of the 

existing sites, the excessive user demands will be ensured. Even more, with 1.0 M€ of 
investment and construction of new sites the high demands can be satisfied as well. 
For comparison under the Case 2, around 1.0 M€ is sufficient only to satisfy high 
demands with the reusing sites for 800 MHz or barely to satisfy the high demands 
with the reuse of the 5 time denser deployed network in the 2.6 GHz band. The com-
parison of the Case 3 with FBS options shows that implementing the carrier aggrega-
tion on the existing sites will be less costly solution than the moderate to high user 
approach (8 users per FBS). This is also valid for the high demand when deploying 
new sites with LTE-A carrier aggregation. In such case, deployment of the new sites 
with carrier aggregation for excessive demands has “bearable” higher cost of around 
0.5 M€) than the moderate to high user oriented FBS deployment (8 users FBS). 

7.5 Cost-Capacity Discussions 

Investment costs for different strategies of MaBS and FBS network deployments are 
depicted in Fig. 3 as function of user demand (Gbps). For the MaBS solutions, there is 
linear increase with demand. In the second deployment strategy and using LTE-A 
RAT, we determine relatively low to moderate figures of base station densities, 27 – 70 
per km², when satisfying low to high demand, as well as large figures, 79 – 200 per 
km², in order to satisfy excessive demand together with denser deployment to compen-
sate for additional wall penetration losses. The most cost-efficient option out of second 
case is the reuse of the existing sites by installation of additional radio equipment oper-
ating at 800 MHz carrier frequency. From other side out of Fig. 3 we can see that if 
deploying 5 time denser new sites with LTA-A RAT in the 2.6 GHz band it will be 
only sufficient to ensure around 3.0 Gbps/km². Yet, the solution to deploy the denser 
network at 2.6 GHz band with re-use of the existing sites is more than twice cost-
efficient than the solution to construct new sites with 800 MHz carrier, what shows the 
importance of the available spectrum, too. 

Table 9. Investments and capacity (macro sites wall losses compensation deployment - Case 2) 

Macro Case 2:  
Wall Losses Compensation 

Number 
of sites 

Total CAPEX 

(Mil. €)  

Capacity 
(Gbps) 

New 800 MHz sites - High demand 27 2.7 3.1 
New 800 MHz sites – Excess. demand 79 7.9 9.1 
800 MHz sites reuse - High demand 27 0.54 3.1 
800 MHz sites reuse – Excess. demand 79 1.58 9.1 
New 5 x 2.6 GHz sites - High demand 70 7.0 15.9 
New 5 x 2.6 GHz MHz sites – Excess. demand 200 20.0 45.6 
5 x 2.6 GHz MHz sites reuse - High demand 70 1.4 15.9 
5 x 2.6 GHz MHz sites reuse – Excess. demand 200 4.0 45.6 
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8 Conclusions and Future Work 

In this article we propose a model for appraising the setup and operational costs of 
heterogeneous wireless systems. Providing estimates for CAPEX/OPEX per base 
station class of various cellular deployments enabled with LTE-A and IEEE 802.11n 
RATs, with the model we analyze the total discounted deployment cost as a function 
of user demand. Findings show that the picocellular deployment provides the lowest 
cost for the moderate user demand. This indicates that coverage (cell range) is an 
essential constraint to “balance with” when dimensioning wireless access systems.  

We have compared the cost-capacity performance for macro and femto cell net-
works through the case study assuming high to excessive user demands within the 
densely populated and rather small indoor area. For deployment of mobile broadband 
with high capacity demand we highlighted that the re-use of sites have a large impact 
also when a “denser” macro network is deployed in order to compensate for wall 
attenuation. However, in areas without any existing infrastructure the situation is dif-
ferent, unless the carrier aggregation functionality of the LTE-A RAT is used. Hence, 
it could be concluded that new market entrant would have no particular issues to 
compete with existing operators if introduces LTE-A supporting carrier aggregation. 
All in all we can draw a conclusion that with LTE-A RAT, the lack of macrocelluar 
networks recognized as capacity limited networks, become insignificant. Also we 
prove that a dense deployment of femtocells is less cost efficient, but compared to the 
macrocellular case there is no need to deploy additional capacity in order to compen-
sate for propagation loss. Hence, the key challenge of femtocells for the future is to 
become less coverage limited networks.  

Further studies in this field could introduce dimensioning methods for assessing 
cost effectiveness of wide deployment of outdoor pico base stations, or other classes 
of small cells under the umbrella of the heterogeneous wireless networks. Other op-
tion is to investigate the cooperative layouts of macro with femto cells or Wi-Fi by 
consideration of the beyond 2020 mobile and wireless system targets.  
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Abstract. This paper presents a new resource allocation problem in
Long Term Evolution (LTE) down-link transmission. It aims at maximiz-
ing the total system capacity with fairness consideration. The optimiza-
tion problem is divided into sub-optimal ones for complexity
mitigation. Firstly, a recursive Physical Resource Block (PRB) allo-
cation scheme is introduced. After PRB allocation, the Evolved Node
B (eNodeB) aggregates the unused sub-carriers by each User Equipment
(UE) to construct a virtual PRB which is allocated to the UE with the
highest current throughput to the past average throughput ratio for fair-
ness improvement. Secondly, a power allocation procedure is performed.
Finally, a more appropriate Modulation and Coding Scheme (MCS) is
selected. Simulation results show that the proposed algorithm provides
better performance than other existing ones such as Min-MCS, Max-
SINR and PF.

Keywords: LTE, MIMO, OFDMA, AMC, fairness, virtual PRB.

1 Introduction

Nowadays, LTE [1] is commonly considered as a suitable candidate for beyond
fourth generation networks thanks to its radio link flexibility using Adaptive
Modulation and Coding (AMC), Multiple Input Multiple Output (MIMO) and
Orthogonal Frequency Division Multiple Access (OFDMA) technologies. In LTE
down-link scheduling, the smallest radio resource unit that may be allocated to
the UE is named a PRB [2]. It contains 7 consecutive Orthogonal Frequency
Division Multiplexing (OFDM) symbols in the time domain and 12 adjacent
sub-carriers per OFDM symbol in the frequency domain. According to LTE
specification, all PRBs assigned to the same UE must use the same MCS. How-
ever, the UE connected to the same eNodeB may have different MCSs based
on the corresponding Channel Quality Indicator (CQI). This constraint reduces
the resource allocation complexity [3]. In this paper, a new adaptive resource
allocation scheme, aiming at maximizing the total system capacity with fair-
ness consideration, is proposed. Here, the optimization problem is divided into
two sub-optimal ones. Firstly, a PRB allocation scheme based on a recursive
function is developed where the Effective Signal-plus-Interference-to-Noise Ratio
(ESINR) [4] metric is used to properly characterize the CQI. After PRB allo-
cation, the eNodeB aggregates the unused sub-carriers by each UE to construct

A. Mellouk et al. (Eds.): WWIC 2014, LNCS 8458, pp. 82–95, 2014.
c© Springer International Publishing Switzerland 2014
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virtual PRBs which are allocated to the UE with the highest current through-
put to the past average throughput ratio for fairness improvement. Secondly,
a power allocation scheme is performed. Motivated by results obtained in [5],
the power optimization sub-problem includes several stages: Power Allocation
among PRBs (PAaPRB), Power Allocation among Antennas (PAaA) and Power
Allocation among User equipment (PAaU). Finally, a more appropriate MCS is
selected according to the obtained power optimization solution to maximize the
total system capacity. The remaining of this paper is described as follows. In
Section 2, related works are discussed. The system model is presented in section
3. Then, the studied optimization problem is formulated. After that, the pro-
posed resource allocation method is introduced in section 5. Finally, simulation
results and performance analysis are presented in section 6.

2 Related Works

We focus on well-known schemes such as Max-SINR [5], Min-MCS [6] and
Proportional Fairness (PF) [19]. In Max-SINR, a two-step resource allocation
scheme is proposed. In PRB allocation phase, each PRB is allocated to the
user with the highest ESINR to achieve the highest throughput. Moreover, if
several users have the same ESINR at a PRB, then this PRB is assigned to the
user with minimum average throughput for fairness. In power allocation phase,
the optimization problem includes two stages which are power allocation among
PRBs and users. Even the Max-SINR algorithm is interesting, it seems a quite
conservative as it prioritizes the user with minimum average throughput if two
users or more have the same ESINR at a PRB. This solution prevents the system
capacity maximization.

In Min-MCS, authors propose to select the MCS based on the worst Channel
Sate Information (CSI) in order to guarantee a lower BLock Error Rate (BLER)
of a poor PRB. Firstly, the number of PRBs to be allocated for each user is de-
termined based on the ratio of user’s minimum data rate requirement to user’s
average channel gain. Secondly, the PRBs are allocated to users where the MCS
must be chosen based on the worst CSI. Here, the power is equally distributed
over PRBs for complexity mitigation. Min-MCS is unsuitable for the capacity
maximization, since it tolerates a throughput loss for the PRB with a good CSI.
Designed to maximize the data rate sum, user scheduling schemes suffer from
the monopolization of resources by users with a good channel, thus making
those with bad channel are seldom served [7]. The PF scheme [8] can solve this
problem efficiently since it introduces the fairness criteria based on the ratio of
instantaneous channel quality and average throughput. Although, PF provides
a fairer behavior, it decreases the total system capacity.

As a remedy, we propose a new PRB, power and MCS allocation scheme for
the system capacity maximization. The unused sub-carriers are gathered into
virtual PRBs and then, allocated to users with the highest ratio of the current
throughput to the past average throughput. The proposed scheme achieves a
good trade-off between the system capacity and the fairness.
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3 System Model

In LTE systems, the bandwidth B is divided into N PRBs where each PRB
contains M data sub-carriers for Q OFDM symbols per Time Slot (TS). Here,
a single eNodeB with Nt antennas and K UEs equipped with Nr antennas are
considered. The eNodeB antenna elements are separated by λ/2 where λ is the
radio wavelength, then the radio channels between the eNodeB and the UE are
considered uncorrelated [9]. Each sub-carrier is allocated to only one UE for
interference and complexity mitigation [10]. The gain matrix of the channel
between the UE k and the eNodeB on the sub-carrier m is Gk,m =

[
gk,mi,j

]
where

i ∈ {1, ...Nt} and j ∈ {1, ...Nr}.
[
gk,mi,j

]
is the channel gain between the transmit

antenna i and the receive one j when the UE k is connected to the eNodeB on
sub-carrier m. Gk,m is decomposed by Singular Value Decomposition (SVD) as:

Gk,m = Uk,mΛk,mV †
k,m =

r∑
i=1

ui
k,mλi

k,mvi†k,m. (1)

where † is the conjugate transpose and r is obtained by r = min (Nr, Nt). Here,
Uk,m and Vk,m are unitary matrices. Λk,m is a diagonal matrix with the diagonal
elements λi

k,m denoting the ordered eigenvalues of Gk,m. The vectors ui
k,m and

vik,m represent the left and right eigen-vectors of Gk,m, respectively. The SINR
experienced by UE k on sub-carrier m, using antenna i, is expressed as follows:

δik,m =
pik,m

(
λi
k,m

)2

σ2 +
∑E

e′ �=e Υe,e′χe′
∑r

j=1 p
j
k′,m

(
λj
k′,m

)2 . (2)

where pik′,m is the transmit power on sub-carrier m using antenna i, for UE
k′ ∈ e′, while E is the set of neighbor cells in the network. e is the serving
cell. χe′ is the probability that the same sub-carrier used by the UE k is used
at the same time by another UE served by the eNodeB e′ ∈ E. Υe,e′ denotes
the interference matrix, where the coefficient Υe,e′ is equal to 1 if cells e and e′

use the same band and zero otherwise. σ2 is the noise variance. As PRB is the
smallest resource unit, the ESINR on each one is calculated as follows [4,11]:

γi
k,n = −β ln

(
1

M

M∑
m=1

e−
δik,m

β

)
. (3)

where β is a parameter that must be optimized from link level simulation results
for each MCS. The use of AMC allows the system to adjust the channel MCS
with the ESINR of the available radio link [12]. Since 3GPP LTE specification
requires that the PRBs of the same UE use the same MCS [5], it is considered
that all sub-carriers in the same PRB employ the same MCS index. Then, the
throughput for PRB n of UE k using antenna i in a sub-frame is given as:

ThPRBi
k,n

=
M ·Nsym/SF · Rsbcik,n

TSF

(
1−BLERi

k,n

)
. (4)



Fairness Enhancement Based on Virtual PRB Allocation 85

where Nsym/SF is the number of symbols per sub-frame and TSF is the sub-
frame duration. Rsbcik,n

is the transmitted information quantity for UE k on
PRB n using antenna i. From [13], the BLER for a PRB with a given MCS can
be accurately predicted from its ESINR by:

BLERi
k,n =

1

2
erfc

(
γi
k,n − bm√

2cm

)
. (5)

where erfc() is the complementary error function. bm and cm are the corre-
sponding fitting parameters for a given MCS with m index [14]. The transmitted
information quantity Rsbcik,n

for UE k on PRB n using antenna i, depends of
the radio link quality using AMC and is expressed as Rsbcik,n

= NAMC ·NFEC .
NAMC and NFEC denote, respectively, the number of bits per sub-carrier and
Forward Error Coding (FEC) rate [15]. Considering the simulation time T is a
multiple of the sub-frame delay TSF , the system capacity is obtained as follows:

Csys =
B

N

T∑
t=1

K∑
k=1

Nk∑
n=1

r∑
i=1

ThPRBi
k,n

(
mi

k,n, γ
i
k,n

)
. (6)

where mi
k,n is the MCS index corresponding to the PRB of UE k and γi

k,n is the
ESINR on PRB n (3). Nk is the number of PRBs to be allocated to UE k while
Nk = �φN�, φ ∈]0, 1[. Based on γi

k,n value, the maximum data rate Nsym/SF is
selected using AMC scheme [3,16].

4 Optimization Problem Formulation

The system capacity (6) implies that, a combination of MIMO, AMC and flexible
PRB allocation is needed for the radio link performance maximization. We
suppose that all users require the same service. Each UE has a perfect CSI
feedback. In order to enhance the system performance, the power allocation
scheme is performed, which will result in a new ESINR called ζik,n based on
ρik,n. ζik,n is the power allocation scale and is given as [5]:

ζik,n = ρik,nγ
i
k,n. (7)

Having the goal to maximize the system capacity on each sub-frame, the opti-
mization problem is formulated as follows:

argmax B
N

∑K
k=1

∑Nk

n=1

∑r
i=1 ThPRBi

k,n

(
mi

k,n, ζ
i
k,n

)
.

subject to

⎧⎪⎨⎪⎩
∑K

k=1 Nk = N.∑K
k=1

∑Nk

n=1 ρ
i
k,n = N : the total power budget.

ρik,n ≥ 0, ∀k, n, i.

(8)
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5 Proposed Resource Allocation Scheme

5.1 PRB Allocation Based on a Recursive Function

In this section, the power allocation constraints are relaxed for the complex-
ity mitigation. Therefore, the power is equally distributed, where ρik,n = 1.
Consequently, the PRB assignment problem can be formulated as:

argmax B
N

∑K
k=1

∑Nk

n=1

∑r
i=1 ThPRBi

k,n

(
mi

k,nγ
i
k,n

)
.

subject to
∑K

k=1 Nk = N.
(9)

Each PRB should be allocated to the UE with the highest ESINR for capacity
maximization [18]. Algorithm 1 describes the proposed PRB allocation scheme.
After parameters initialization, dominant eigen-channels are used to sort the
PRBs based on their highest ESINR. Then, a recursive PRB allocation function
is applied until all UEs requirements are satisfied as shown in algorithm 2. Here,
UEs are scheduled in decreasing order based on their best PRB. Then, each UE
is assigned its best PRB with the highest ESINR. If the PRB is yet allocated
to a more prior UE, the second best PRB is allocated to that UE. Then, the
throughput of each user k (4) and the other parameters are updated. In order
to improve fairness, a further PRB allocation step is introduced. The eNodeB
aggregates the unused sub-carriers by each UE to build virtual PRBs as shown
in Fig.1. This step is applied until the set of virtual PRBs Γvir = 0. Then, UEs
are scheduled in decreasing order based on their highest PFk. It represents the
current throughput achievable to the past average throughput received ratio.

Fig. 1. Unused Sub-carriers Aggregation for Virtual PRBs Construction
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Algorithm 1. PRB Allocation Algorithm
1. BEGIN
2. (I) Initialization
3. Λ = {1, 2, · · · ,K}; Γ = {1, 2, · · · , N};
4. ThPRBk = 0; Ωk = φ; Nk = φN ;
5. (II) Dominant Eigen-Channels Determination
6. for k = 1 → K do
7. for n = 1 → N do
8. λ∧

k,n ← Find dominant eigen-channel.
9. end for

10. end for
11. (III) PRB Sorting in Decreasing Order
12. for k = 1 → K do
13. H

′
k,n ← Sort PRB according to λ∧

k,n.
14. end for
15. (IV) H

′
k,n = Recursive PRB Allocation Fn (H

′
k,n)

16. (V) Virtual PRB Allocation
17. for n = 1 → N do
18. m̂n ← Determine the set of unused sub-carriers.
19. end for
20. Γvir ← Γvir + {m̂n}.
21. Construct Nv virtual PRBs according to Γvir.
22. for k = 1 → K do
23. H

′
k,nv

← Sort PRB according to the highest PFk.
24. end for
25. (VI) H

′
k,nv

= Recursive PRB Allocation Fn(H
′
k,nv

)
26. END

Algorithm 2. H
′
k,n = Recursive PRB Allocation Fn (H

′
k,n)

1. while (Γ �= φ) or (N1−→K �= 0) do
2. n = 1
3. H ′′

k,n ←− Schedule users according to H ′
k,n

4. for k = 1 → K where order(k) < order(k + 1) do
5. if Nk = 0 then
6. k=k+1 and jump to line 5
7. else
8. if PRB n is allocated then
9. n=n+1 and jump to line 8

10. else
11. Allocate PRB n to user k
12. Update ThPRBk ; Nk = Nk − 1; Ωk = Ωk + {n}; Γ = Γ − {n}.
13. H

′
k,n ←− Truncate the first column from H

′′
k,n.

14. H
′
k,n = Recursive PRB Allocation Fn(H

′
k,n)

15. end if
16. end if
17. end for
18. end while
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5.2 Sub-optimal Power Allocation Scheme

Once PRB allocation is performed, the optimization problem is rewritten as:

argmax B
N

∑K
k=1

∑Nk

n=1

∑r
i=1 ThPRBi

k,n

(
mi

k,n, ζ
i
k,n

)
.

subject to
{∑K

k=1

∑Nk

n=1 ρ
i
k,n = N.

ρik,n ≥ 0, ∀k, n, i.
(10)

To simplify the optimization process, the power allocation problem is separated
into three ones: Power Allocation among PRBs (PAaPRB), Power Allocation
among Antennas (PAaA) and Power Allocation among User equipment (PAaU).
To perform the power allocation among PRBs, antennas and UEs separately, a
new variable is introduced: ρik,n = σi

kμ
i
k,n. μi

k,n and σi
k represent, respectively,

the power at PRB n of UE k and the power for UE k on antenna i.

Power Allocation among PRBs (PAaPRB): Here, power allocation among
PRBs for a single UE k is discussed where σi

k = 1. Then, we obtain:

argmax
∑Nk

n=1 ThPRBi
k,n

(
mi

k,n, μ
i
k,nγ

i
k,n

)
.

subject to
∑Nk

n=1 μ
i
k,n = Nk.

(11)

Based on the LTE specification, PRBs of the same UE should use the same
MCS. In this case, the power is allocated to improve the minimum ESINR and
thereby the data transmission rate for each UE. Therefore, the power should be
allocated whereby all PRBs of the same UE have the same ESINR, μi

k,nγ
i
k,n = c,

where c is a constant variable. It can, also, be written as follows:

Nk∑
n=1

μi
k,n =

Nk∑
j=1

c

γi
k,j

= Nk. (12)

From equation (12), it is obtained:

μi
k,n =

Nk

γi
k,n

∑Nk

j=1
1

γi
k,j

, ∀n ∈ Γ. (13)

After that, the ESINR for each UE k on antenna i is given by:

γi
k =

Nk∑Nk

j=1
1

γi
k,j

. (14)

Power Allocation among Antennas (PAaA): Once PAaPRB is performed,
the optimization problem is given by:

argmax B
N

∑K
k=1

∑r
i=1 NkThPRBi

k

(
mi

k, σ
i
kγ

i
k

)
.

subject to
∑K

k=1

∑r
i=1 Nkσ

i
k = N.

(15)
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In MIMO systems, dominant eigen-channels are used for the complexity mit-
igation. Then, the ESINR for each UE k on antenna i can be rewritten as:

γi
k = γ∧

k =
Nk∑Nk

n=1
1

γ∧
k,n

. (16)

Power Allocation among User Equipment (PAaU): The system through-
put can be further improved by power allocation among UEs based on the water-
filling algorithm [5]. The optimization problem is:

argmax B
N

∑K
k=1 NkThPRB∧

k
(m∧

k , σ
∧
k γ

∧
k ) .

subject to
∑K

k=1 Nkσ
∧
k = N.

(17)

In order to reduce the optimization complexity, a differentiable continuous func-
tion is used, log2(1+

σ∧
k γ∧

k

ε ) [17]. ε is the SNR gap between the Shannon channel
capacity and a practical MCS. The optimization problem is:

argmax B
N

∑K
k=1 Nk log2

(
1 +

σ∧
k γ∧

k

ε

)
.

subject to
∑K

k=1 Nkσ
∧
k = N.

(18)

The power allocation is found by the Lagrange multiplier method as follows:

L (σ∧
k ) =

K∑
k=1

Nk log2

(
1 +

σ∧
k γ

∧
k

ε

)
− �

K∑
k=1

(Nkσ
∧
k −N) . (19)

where � is a Lagrange multiplier, so the water-filling power scale is obtained as:

σ∧
k =

(
1

�
− ε

γ∧
k

)+

. (20)

where (x)+ � max{x, 0} and � is a water-filling level threshold and is given as:

� =
1(

1 + ε
N

∑K
k=1

∑Nk

n=1
1

γ∧
k,n

) . (21)

After power allocation, the ESINR for each UE k is given by:

ζ∧k = σ∧
kNk

(
Nk∑
n=1

1

γ∧
k,n

)−1

. (22)

5.3 Computational Complexity Analysis

In this section, the computational complexity of our scheme is studied. In our
PRB allocation algorithm, step (III) sorts available PRBs for each user which
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requires KN log2 (N). Then, in step (IV), users are putted in order N times
needing NK log2(K) operations. In step (V), Nv virtual PRBs are constructed
based on the unused sub-carriers aggregation and then sorted according to the
highest current throughput to the past average throughput ratio (PFk) for each
user k which requires KNv log2 (Nv). Then, the recursive allocation function is
called where NvK log2(K) operations are needed. Thus, the asymptotic com-
plexity of the proposed PRB assignment is O (K (N +Nv) log2(K (N +Nv)).
In power allocation phase, the PAaPRB scheme requires (Nk) operations where
Nk is the number of PRB to be allocated to each user k. Then, the PAaA
scheme, dominant eigen-channels are used to reduce the complexity. Finally,
water-filling is performed to compute the ESINR of each user k, requiring KNk

operations to define the water-filling level �. After that, ζ∧k is computed, need-
ing Nk(KNk) operations. As N 
 Nv, the resource allocation complexity is
O
(
N2K

)
. In Max-SINR [5], PRB assignment scheme needs to compare the

ESINRs of all users to allocate to each user the PRB with the highest ESINR.
Here, if two users have the same ESINR, the user with the minimum average
throughput is selected. This step requires KN(K−1). The power allocation step
requires N(KN) operations. The overall resource allocation algorithm complex-
ity is O

(
N2K +K2N −KN

)
. In Min-MCS [6], a sub-optimal radio resource

allocation algorithm is proposed which comprises two steps: (1) Estimate the
number of PRBs for each user based on the ratio of users’ minimum rate re-
quirements to its average channel gain. Here, (Kαk) operations are required to
calculate users’ average channel gain where αk ≤ N is the number of PRBs with
CSI fed backed. (2) Allocate PRBs to users according to users’ priorities. The
users priority computation needs K(K − 1) operations and sorting users in de-
scending order requires (NkK (log2(NkK)). The power is equally distributed for
the complexity mitigation. Then, the resource allocation algorithm complexity is
O(Kαk+K2−K+NkK(log2(NkK)). Therefore, we can note that the complex-
ity of our proposed scheme O

(
N2K

)
is less than the complexity of the Min-MCS

(O(Kαk+K2−K+NkK(log2(NkK))) and Max-SINR O
(
N2K +K2N −KN

)
.

In PF [8], a radio resource allocation algorithm is proposed. Firstly, the number
of PRBs which can be allocated for users is calculated. This needs KN operation
times. Secondly, K operation times are needed for initialization of resource allo-
cation for all users. After that, the “argmax” operation needs K(N− i+1) times
operations at ith PRBs allocation event. Then,

∑N
i=1 Ki = K (N (N + 1)) /2.

Since, the power is equally distributed, the total computational complexity is
obtained as: K(N + 1) +K (N (N + 1)) /2 = KN2.

By comparing the complexity of our proposed resource scheme and other ex-
isting ones, we can recognize that the suggested algorithm achieved interesting
performance without increasing the complexity level.

6 Performance Evaluation

Simulation results for the proposed resource allocation algorithm are provided.
The bandwidth is 10 MHz. The number of occupied sub-carriers is 601.
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Fig. 2. Average system capacity versus number of users

Table 1. Variation intervals in terms of system capacity

Number of users [1, 25[ [25, 50[ [50, 75[ [75, 100[

CPMax(bit/s) 0.4576 1.0585 1.0819 1.0983
CPMin(bit/s) 0.5186 1.1612 1.3822 1.3921

The number of available PRBs is 50. The SNR gap between the Shannon chan-
nel capacity and a practical MCS ε is set to be 2 [17]. The channel is modeled
as a Rayleigh Channel with four multi-paths. To consider the channel state
variation, the channel state matrix changes every sub-frame duration. A (4×4)
MIMO system is considered. In Fig.2, we compare our proposed PRB alloca-
tion scheme performance with well-known methods such as Max-SINR [5] and
Min-MCS [6]. Table 1 shows variation intervals in terms of average system ca-
pacity. Let CPMax and CPMin denote, respectively, the average system capacity
difference between the proposed algorithm and Max-SINR and Min-MCS for
various users’ intervals. Our method provides greater capacity as CPMax>0 and
CPMin>0. Min-MCS introduces a throughput loss for the PRB with a good
CSI to decrease the BLER. While Max-SINR prioritizes the user with the min-
imum average throughput if two users have the same ESINR at a PRB, our
proposed scheme prioritizes the one with the less ESINR on the second best
PRB to avoid the capacity decrease. Moreover, we include a users scheduling
ensuring that each PRB is assigned to its best user. In Fig.3, we study the rule
of the virtual PRB allocation in the improvement of the system capacity. Table
2 shows variation intervals in terms of average system capacity. CvNv represents
the average system capacity difference between the performance of our proposed
algorithm with virtual PRB allocation and without virtual PRB allocation phase.
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Fig. 3. Average system capacity with and without virtual PRB allocation

Table 2. Virtual PBR allocation performance in terms system capacity

Number of users [1, 25[ [25, 50[ [50, 75[ [75, 100[

CvNv(bit/s) 0.4607 1.0165 1.0793 1.0831

As CvNv>0, we show that the virtual PRB allocation phase enhances the system
capacity since the unused sub-carriers of each user are reallocated to other ones
which are seldom served due to their bad channel gains.

The Jain Fairness Index is used to characterize the fairness behaviour of the
proposed algorithm and expressed as follows:

JFairIndex =

(∑K
k=1 ThPRBk,mean

)2

K ·∑K
k=1

(
ThPRBk,mean

)2 (23)

where ThPRBk,mean
is the mean throughput of user k during a simulation win-

dow. Fig.4 compares the proposed algorithm with oher existing ones such as
Max-SINR, Min-MCS and PF. Designed to ensure the fairness criteria, the PF
scheme [8] schedules users based on the ratio of instantaneous channel qual-
ity and average throughput. Table 3 shows variation intervals in terms of Jain
Fairness Index. Let FPMax, FPMin and FPPF denote, respectively, the fairness
difference between the proposed algorithm and Max-SINR, Min-MCS and PF
for various users’ intervals. As FPPF>0, we show that the proposed scheme
provides better performance in terms of fairness compared to PF thanks to the
proposed virtual PRB allocation phase. Here, the unused sub-carriers of each
user are reallocated to other seldom served ones based on the achieved aver-
age throughput. In Fig.5, we compare our proposed PRB allocation scheme
performance with Min-MCS and MaX-SINR in terms of BLER defined in (5).
Table 4 shows variation intervals in terms of BLER. Let BPMax and BPMin
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Fig. 4. Jain Fairness Index versus number of users

Table 3. Variation intervals in terms of Jain Fairness Index

Number of users [1, 25[ [25, 50[ [50, 75[ [75, 100[

FPMax 0.0447 0.0422 0.0405 0.0504
FPMin 0.1169 0.1124 0.1172 0.1173
FPPF 0.0141 0.0208 0.0213 0.0214

denote, respectively, the BLER difference between the proposed algorithm and
MAX-SINR and Min-MCS. As BPMax>0, for all users number, the proposed
method provides better performance than MAX-SINR. Designed to reduce the
BLER, Min-MCS provides better performance in the case of unloaded networks
(BPMin>0) as it proposes to choose the PRB based on the worst channel quality
for each user. However, in the case of loaded networks, the proposed scheme and
Min-MCS converge to the same values as BPMin � 0 for k ≥ 100.

Simulation results demonstrate that our proposed resource allocation permits
to achieve better performance compared to other existing methods in terms of
system capacity and fairness. Since it allocates to each user its best PRB with
the highest ESINR, the proposed PRB allocation phase permits to enhance the
system capacity as shown in Fig.2. If two users or more have the same order at
a PRB, this latter is allocated to the user with the less ESINR on the second
best PRB to avoid the decrease of the system capacity. Moreover, the virtual
PRB allocation phase gathers the unused sub-carriers to reallocate them to other
users with poor channel gains. This permits not only to improve the fairness
criteria as shown in Fig.4, but also to improve the system capacity as described
in Fig.3. Although Min-MCS is designed to reduce the BLER, our proposed
scheme provides similar values in loaded systems as shown in Fig.5.
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Table 4. Variation intervals in terms of BLER

[1, 50[ [50, 75[ [75, 100[ [100, 125[ [125, 150]

BPMax -0.0531 -0.0272 -0.0159 -0.0143 -0.0141
BPMin 0.0447 0.0367 0.0214 0.006 0

7 Conclusion

A new efficient method for resource allocation in context of MIMO-OFDMA
systems has been introduced. It is well suited for system capacity maximization
with fairness improvement. Firstly, a PRB allocation algorithm based on a
recursive function has been developed. Here, the ESINR metric has been used
to properly characterize the CSI. A virtual PRB allocation procedure has been
introduced where unused sub-carriers are gathered into virtual PRBs and then
reallocated to users with bad average throughput. This procedure enhances the
fairness criteria. Secondly, a power allocation procedure, including three steps,
has been performed. Finally, a more appropriate MCS has been selected. By
comparing the complexity of our proposed resource scheme and other existing
ones such as Max-SINR, Min-MCS and PF, we can recognize that the suggested
algorithm has achieved interesting performance in terms of system capacity and
fairness without increasing the computational complexity level.
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Abstract. In this paper, radio resource management (RRM) in LTE femtocell
networks is investigated in an integrated wired/wireless environment. In such a
scenario, femtocell access points (FAPs) are assumed connected via wired links
to a central controller within a certain vicinity (e.g. building, compound, hotel,
campus, etc.). Consequently, it becomes possible to perform RRM in a cen-
tralized and controlled way in order to enhance the quality of service (QoS)
performance for the users in the network. A utility maximization framework is
presented, and an RRM algorithm that can be used to maximize various utility
functions is proposed. The performance tradeoffs between various utility func-
tions are studied and assessed. Furthermore, the joint wired/wireless RRM
approach is compared to the distributed RRM case, where each FAP acts as an
independent wireless network without central control. Simulation results show
that the integrated wired/wireless approach leads to significant gains compared to
the wireless only case.

Keywords: Radio resource management, femtocell, LTE, proportional fair,
wired/wireless networks.

1 Introduction

The proliferation of small cells, notably femtocells, is expected to increase in the com-
ing years [1]. Since most of the wireless traffic is initiated indoors, Femtocell Access
Points (FAPs) are designed to handle this traffic and reduce the load on macrocell base
stations (BSs). They are small, low power, plug and play devices providing indoor wire-
less coverage to meet the quality of service (QoS) requirements for indoor data users [2].
FAPs are generally installed inside the home or office of a given subscriber. They are
connected to the mobile operator’s core network via wired links, e.g. digital subscriber
line (DSL) [3]. However, they are not under the direct control of the mobile operator
since they are not connected to neighboring macrocell BSs through the standardized
interfaces, e.g., the X2 interface for the long term evolution (LTE) cellular system.

Therefore, a main challenge is that the overall interference levels in the network
depend on the density of small cells and their operation, which affects the configura-
tion of macrocell sites [4]. In [5], this problem was addressed by proposing macrocell-
femtocell cooperation, where a femtocell user may act as a relay for macrocell users,
and in return each cooperative macrocell user grants the femtocell user a fraction of its

A. Mellouk et al. (Eds.): WWIC 2014, LNCS 8458, pp. 96–108, 2014.
c© Springer International Publishing Switzerland 2014
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superframe. In [6], it was assumed that both macrocells and small cells are controlled by
the same operator, and it was shown that in this case the operator can control the system
loads by tuning the pricing and the bandwidth allocation policy between macrocells and
small cells.

On the other hand, other works investigated radio resource management (RRM) in
femtocell networks by avoiding interference to/from macrocells. Most of these works
focused on using cognitive radio (CR) channel sensing techniques to determine channel
availability. In [7], the femtocell uses cognitive radio to sense the spectrum and detect
macrocell transmissions to avoid interference. It then performs radio resource manage-
ment on the free channels. However, there is a time dedicated for sensing the channel
that cannot overlap with transmission/RRM time. A channel sensing approach for im-
proving the capacity of femtocell users in macro-femto overlay networks is proposed
in [8]. It is based on spatial radio resource reuse based on the channel sensing outcomes.
In [9], enhanced spectrum sensing algorithms are proposed for femtocell networks in
order to ensure better detection accuracy of channels occupied by macrocell traffic.

In this paper, LTE femtocell networks are investigated. FAPs are not assumed to be
controlled by the mobile operator. However, in certain scenarios, FAPs at a given loca-
tion can be controlled by a single entity. This can happen, for example, in a university
campus, hotel, housing complex, or office building. In such scenarios, in addition to
the wireless connection between FAPs and mobile terminals (MTs), FAPs can be con-
nected via a wired high-speed network to a central controller within the building or
campus. This can allow more efficient RRM decisions leading to significant QoS en-
hancements for mobile users. Hence, this scenario is studied in this paper, and a utility
maximizing RRM algorithm is proposed to perform joint resource allocation over the
FAPs controlled by the same entity. Significant gains are shown to be achieved under
this integrated wired/wireless scenario compared to the case where each FAP acts inde-
pendently.

The paper is organized as follows. The system model is presented in Section 2. The
utility metrics leading to different QoS and performance targets are described in Sec-
tion 3. The joint RRM algorithm implemented at the central controller is presented
in Section 4. Simulation results are presented and analyzed in Section 5. Finally, in
Section 6, conclusions are drawn and indications for future research directions are
described.

2 System Model

The system model is shown in Fig. 1. A building with three apartments per floor is
considered. One FAP is available in each apartment, and it serves only the users (MTs)
available in that apartment. In other words, closed access FAPs are assumed. The FAPs
are connected wirelessly to the MTs, but they are connected via a wired network (dashed
lines in Fig. 1) to a central controller located within the building (for example, in a room
hosting telecom/networking equipment in the basement). Interference is caused by the
transmissions of a FAP to the users served by the other FAPs in other apartments. Cen-
tralized RRM in an integrated wired/wireless scenario, as shown in Fig. 1, can be used
to mitigate the impact of interference and enhance QoS performance. In the absence of
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Fig. 1. System model

the central controller and wired connections between FAPs, each FAP would act inde-
pendently, without being aware of the network conditions within the coverage areas of
other FAPs. This case is referred to as the distributed RRM scenario (as opposed to the
centralized case in the presence of the controller). The building of Fig. 1 is considered
to be located within the coverage area of a macrocell BS, positioned at a distance dBS

from the building. The interference from the macro BS to the FAPs is taken into account
in the analysis: it is assumed in this paper that the macro BS is fully loaded, i.e. all its
resource blocks (RBs) are occupied, which causes macro interference to all the FAPs
in the building, in both the centralized and distributed RRM cases. No coordination is
assumed between the mobile operator of the macro BS and the central controller of the
building FAPs.

LTE RRM is considered in this paper. The downlink direction (DL) from the FAPs
to the MTs is studied, although the presented approach can be easily adapted to the
uplink (UL) case, i.e. the direction from the MTs to the FAPs. In LTE, orthogonal
frequency division multiple access (OFDMA) is the access scheme used for DL com-
munications. The spectrum is divided into RBs, with each RB consisting of 12 adjacent
subcarriers. The assignment of an RB takes place every 1 ms, which is the duration
of one transmission time interval (TTI), or, equivalently, the duration of two 0.5 ms
slots [10,11]. LTE allows bandwidth scalability, where a bandwidth of 1.4, 3, 5, 10, 15,
and 20 MHz corresponds to 6, 15, 25, 50, 75, and 100 RBs, respectively [11,12]. In this
paper, scenarios where the macro BS and the FAPs are using the same bandwidth are
assumed (i.e. a frequency reuse of one where bandwidth chunks in different cells are not
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orthogonal). Scenarios where the available bandwidth can be either 1.4, 3, or 5 MHz,
thus corresponding to 6, 15, or 25 RBs available for resource allocation in each FAP,
are considered.

2.1 Channel Model

The pathloss between user kl (connected to FAP l) and FAP j is given by [13]:

PLkl,j,dB = 38.46+ 20 log10 dkl,j +0.3dkl,j +18.3n((n+2)/(n+1)−0.46)+ qLiw (1)

where dkl,j is the indoor distance between user kl and FAP j, n is the number of floors
separating user kl and FAP j, q is the number of walls between apartments, and Liw is
a per wall penetration loss. In (1), the first term 38.46 + 20 log10 dkl,j is the distance
dependent free space path loss, the term 0.3dkl,j models indoor distance dependent
attenuation, the term 18.3n((n+2)/(n+1)−0.46) indicates losses due to propagation across
floors, and qLiw corresponds to losses across apartment walls in the same floor. In this
paper, Liw = 5 dB is used as recommended in [13]. The pathloss between user kl and
its serving FAP l is a special case of (1), with j = l, n = 0, and q = 0.

The FAPs in this paper are assumed to be numbered from j = 1 to j = L, and the
outdoor macro BS is represented by j = 0. The pathloss between user kl connected to
FAP l and the macro BS j = 0 is given by [13]:

PLkl,j,dB = 15.3 + 37.6 log10 dout,kl,j + 0.3din,kl,j + qLiw + Low (2)

where dout,kl,j is the distance traveled outdoor between the macro BS and the building
external wall, din,kl,j is the indoor traveled distance between the building wall and user
kl, and Low is an outdoor-indoor penetration loss (loss incurred by the outdoor signal
to penetrate the building). It is set to Low = 20 dB [13]. In this paper, the macro BS is
considered to be located at a distance dBS from the building. Thus, the indoor distance
can be considered negligible compared to the outdoor distance. Furthermore, the macro
BS is assumed to be facing the building of Fig. 1, such that q = 0 can be used. Thus,
the outdoor-indoor propagation model of (2) becomes:

PLkl,j,dB = 15.3 + 37.6 log10 dkl,j + Low (3)

Taking into account fading fluctuations in addition to pathloss, the channel gain be-
tween user kl and FAP/BS j can be expressed as:

Hkl,i,j,dB = −PLkl,j,dB + ξkl,j + 10 log10 Fkl,i,j (4)

where the first factor captures propagation loss, according to (1) or (2)-(3). The second
factor, ξkl,j , captures log-normal shadowing with zero-mean and a standard deviation
σξ (set to σξ = 8 dB in this paper), whereas the last factor, Fkl,i,j , corresponds to
Rayleigh fading power between user kl and FAP or BS j over RB i, with a Rayleigh
parameter b such that E{|b|2} = 1. It should be noted that fast Rayleigh fading is as-
sumed to be approximately constant over the subcarriers of a given RB, and independent
identically distributed (iid) over RBs.
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2.2 Calculation of the Data Rates

Letting Isub,kl
and IRB,kl

be the sets of subcarriers and RBs, respectively, allocated to
user kl in femtocell l, NRB the total number of RBs, L the number of FAPs, Kl the
number of users connected to FAP l, P (DL)

i,l the power transmitted over subcarrier i by
FAP l, Pl,max the maximum transmission power of FAP l, and Rkl

the achievable data
rate of user kl in cell l, then the OFDMA throughput of user kl in cell l is given by:

Rkl
(Pl, Isub,kl

) =
∑

i∈Isub,kl

Bsub · log2
(
1 + βγkl,i,l

)
(5)

where Bsub is the subcarrier bandwidth. It is expressed as:

Bsub =
B

Nsub
(6)

with B the total usable bandwidth, and Nsub the total number of subcarriers. In (5),
β refers to the so-called signal to noise ratio (SNR) gap. It indicates the difference
between the SNR needed to achieve a certain data transmission rate for a practical M-
QAM (quadrature amplitude modulation) system and the theoretical limit (Shannon
capacity) [14]. It is given by:

β =
−1.5

ln(5Pb)
(7)

where Pb denotes the target bit error rate (BER), set to Pb = 10−6 in this paper.
In addition, in (5), Pl represents a vector of the transmitted power on each subcarrier

by FAP/BS l, Pi,l. In this paper, the transmit power is considered to be equally allocated
over the subcarriers. Hence, for all i:

Pi,l =
Pl,max

Nsub
(8)

The signal to interference plus noise ratio (SINR) of user kl over subcarrier i in cell
l in the DL, γkl,i,l, is expressed as:

γkl,i,l =
Pi,lHkl,i,l

Ii,kl
+ σ2

i,kl

(9)

where σ2
i,kl

is the noise power over subcarrier i in the receiver of user kl, and Ii,kl
is

the interference on subcarrier i measured at the receiver of user kl. The expression of
the interference is given by:

Ii,kl
=

L∑
j �=l,j=0

⎛⎝ Kj∑
kj=1

αkj ,i,j

⎞⎠ · Pi,jHkl,i,j (10)

In (10), αkj ,i,j is a binary variable representing the exclusivity of subcarrier allocation:
αkj ,i,j = 1 if subcarrier i is allocated to user kj in cell j, i.e., i ∈ Isub,kj , and αkj ,i,j =
0 otherwise. In fact, in each cell, an LTE RB, along with the subcarriers constituting
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that RB, can be allocated to a single user at a given TTI. Consequently, the following is
verified in each cell j:

Kj∑
kj=1

αkj ,i,j ≤ 1 (11)

The term corresponding to j = 0 in (10) represents the interference from the macro BS,
whereas the terms corresponding to j = 1 to j = L represent the interference from the
other FAPs in the building.

3 Network Utility Maximization

In this section, the problem formulation for maximizing the network utility is presented.
In addition, different utility metrics leading to different QoS objectives are presented
and discussed.

3.1 Problem Formulation

With U (l) and Ukl
denoting the utility of FAP l and user kl, respectively, such that

U (l) =
∑Kl

kl=1 Ukl
, then the objective is to maximize the total utility in the network of

Fig. 1,
∑L

l=1 U
(l):

max
αkl,i,l

,Pi,l

Utot =

L∑
l=1

U (l) (12)

Subject to:
Nsub∑
i=1

Pi,l ≤ Pl,max; ∀l = 1, ..., L (13)

Kl∑
kl=1

αkl,i,l ≤ 1; ∀i = 1, ..., Nsub; ∀l = 1, ..., L (14)

The constraint in (13) indicates that the transmit power cannot exceed the maximum
FAP transmit power, whereas he constraint in (14) corresponds to the exclusivity of
subcarrier allocation in each femtocell, since in each LTE cell, a subcarrier can be allo-
cated at most to a unique user at a given scheduling instant. Different utility functions
depending on the users’ data rates are described next.

3.2 Utility Selection

The utility metrics investigated include Max C/I, proportional fair (PF), and Max-Min
utilities. The impact of their implementation on the sum-rate, geometric mean, maxi-
mum and minimum data rates in the network is studied in Section 5 using the Algorithm
of Section 4.
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Max C/I Utility: Letting the utility equal to the data rate Uk = Rk, the formulation
in (12) becomes a greedy maximization of the sum-rate in the network. This approach is
known in the literature as Max C/I. However, in this case, users with favorable channel
and interference conditions will be allocated most of the resources and will achieve
very high data rates, whereas users suffering from higher propagation losses and/or
interference levels will be deprived from RBs and will have very low data rates.

Min-Max Utility: Due to the unfairness of Max C/I resource allocation, the need for
more fair utility metrics arises. Max-Min utilities are a family of utility functions at-
tempting to maximize the minimum data rate in the network, e.g., [15,16]. A vector R
of user data rates is Max-Min fair if and only if, for each k, an increase in Rk leads
to a decrease in Rj for some j with Rj < Rk [15]. By increasing the priority of users
having lower rates, Max-Min utilities lead to more fairness in the network. It was shown
that Max-Min fairness can be achieved by utilities of the form [16]:

Uk(Rk) = −R−a
k

a
, a > 0 (15)

where the parameter a determines the degree of fairness. Max-Min fairness is attained
when a → ∞ [16]. we use a = 10 in this paper. However, enhancing the worst case
performance could come at the expense of users with good channel conditions (and who
could achieve high data rates) that will be unfavored by the RRM algorithms in order to
increase the rates of worst case users. A tradeoff between max C/I and Max-Min RRM
can be achieved through proportional fair (PF) utilities, described next.

Proportional Fair Utility: A tradeoff between the maximization of the sum rate and
the maximization of the minimum rate could be the maximization of the geometric
mean data rate. The geometric mean data rate for K users is given by:

R(gm) =

(
K∏

k=1

Rk

)1/K

(16)

The metric (16) is fair, since a user with a data rate close to zero will make the whole
product in R(gm) go to zero. Hence, any RRM algorithm maximizing R(gm) would
avoid having any user with very low data rate. In addition, the metric (16) will rea-
sonably favor users with good wireless channels (capable of achieving high data rate),
since a high data rate will contribute in increasing the product in (16).

To be able to write the geometric mean in a sum-utility form as in (12), it can be noted
that maximizing the geometric mean in (16) is equivalent to maximizing the product,
which is equivalent to maximizing the sum of logarithms:

max

K∏
k=1

Rk ⇐⇒ max ln

( K∏
k=1

Rk

)

= max

K∑
k=1

ln(Rk)

(17)
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Consequently, the algorithmic implementation of (17) can be handled by the algorithm
of Section 4, by using, in that algorithm, Uk = ln(Rk) as the utility of user k, where ln
represents the natural logarithm. Maximizing the sum of logarithms in (17) is equivalent
to maximizing the product and is easier to implement numerically. Hence, letting U =
ln(R) provides proportional fairness [16,17].

Algorithm 1. Utility Maximization Algorithm
1: for all FAP l and user kl do
2: for all RB j do
3: αold

kl,j
= 0

4: Uold
kl

(αold) = 0
5: end for
6: end for

7: Uold
tot =

L∑
l=1

Kl∑
kl=1

Uold
kl

(αold)

8: IImprovement = 1
9: while IImprovement = 1 do

10: for all FAP l and user kl do
11: for all RB j do
12: αnew = αold

13: αnew
kl,j

= 1
14: for all FAP m and user km do
15: Calculate the interference and achievable data rates in the network
16: Calculate Unew

km
(αnew)

17: end for

18: Unew
tot =

L∑
l=1

Kl∑
kl=1

Unew
kl

(αnew)

19: δkl,j = Unew
tot − Uold

tot

20: end for
21: end for
22: Find (k∗, l∗, j∗) = argmaxk,l,j δkl,j

23: if δk∗
l∗ ,j∗ > 0 then

24: αold
k∗
l∗ ,j∗ = 1

25: for all FAP m and user km do
26: Calculate the interference and achievable data rates in the network
27: Calculate Uold

km
(αold)

28: end for

29: Uold
tot =

L∑
l=1

Kl∑
kl=1

Uold
kl

(αold)

30: IImprovement = 1
31: else
32: IImprovement = 0
33: end if
34: end while
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4 Centralized RRM Algorithm

To perform the maximization of (12), we use the utility maximization algorithm, Algo-
rithm 1, described in this section. The proposed algorithm can be applied with a wide
range of utility functions, thus being able to achieve various objectives, with each ob-
jective represented by a certain utility function. Hence, it can be used for max C/I, PF,
and Max-Min RRM, with the utilities derived in Section 3.2.

Lines 1-8 in Algorithm 1 are used for initialization. The loop in lines 10-21 de-
termines the network utility enhancement that can be achieved by each (user, RB) al-
location. The allocation leading to maximum enhancement (Line 22) is performed if
it leads to an increase in network utility (Lines 23-30). After each allocation, the in-
terference levels in the network vary. Hence, interference and data rates are updated
and the novel utilities are computed. The process is repeated until no additional im-
provement can be obtained (Lines 9-34), with IImprovement being an indicator variable
tracking if an improvement in network utility has been achieved (IImprovement = 1) or
not (IImprovement = 0).

Algorithm 1 is implemented by the central controller in the scenario described in
Section 2. In this paper, one user is considered to be active per femtocell, without loss
of generality. In the case where each FAP performs RRM in a distributed way (without
wired connections to a central controller), then the maximization of the three utility
types in each femtocell is achieved by allocating all the RBs of a given FAP to the ac-
tive user. In fact, in this case, there would be no information about the channel gains
and interference levels in the other femtocells. Thus, it makes sense for each FAP to
try to maximize the QoS of its served user by allocating all available resources to that
user. For a given FAP l, this corresponds, simultaneously, to maximizing the sum rate,
maximizing the logarithm of the rate, and maximizing the minimum rate (In fact, with
one user kl present, Rkl

is the only rate and thus would correspond to the sum rate,
the minimum rate, and the geometric mean data rate in cell l). This uncoordinated al-
location will lead to an increase in interference levels, and to an overall degradation of
performance in the network, as shown by the results of Section 5.

5 Results and Discussion

This section presents the Matlab simulation results obtained by implementing the pro-
posed approach under the system model of Section 2. We consider a building as shown
in Fig. 1. Three apartments per floor are assumed, with one active user per apartment
using the FAP to access the network (assuming one FAP per apartment). Scenarios with
one floor only (three apartments on ground floor), two floors (six apartments), and three
floors (nine apartments) are investigated, with the results shown in Figs. 2, 3, and 4,
respectively. The maximum FAP transmit power is set to 1 Watt, whereas the transmit
power of the macro BS is set to 10 Watts.

The figures show that max C/I scheduling leads to the highest sum-rate in the net-
work. However, this comes at the expense of fairness, as it can be seen from the geo-
metric mean results of max C/I. In fact, the bottom subfigures of Figs. 2 to 4 show that
max C/I enhances the maximum rate in the network, by allocating most of the resources
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Fig. 2. Results in the case of one floor (three femtocells)
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Fig. 3. Results in the case of two floors (six femtocells)

to the user having the best channel and interference conditions, while depriving other
users from sufficient resources, thus leading to unfairness, as shown by the minimum
rate plots. On the other hand, PF scheduling maximizes the geometric mean for all the
investigated scenarios. Clearly, the minimum rates achieved with PF indicate that a PF
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Fig. 4. Results in the case of three floors (nine femtocells)

utility is significantly more fair than max C/I. The results of Max-Min scheduling also
show a fair performance. In fact, Max-Min resource allocation leads to maximizing the
minimum rate in the network for almost all the studied scenarios, except in the case of
one and two floors with six RBs, where it is slightly outperformed by PF. This is due to
the approximation performed by taking, in (15), a = 10 instead of a = ∞. When the
number of resources increases to 15 and 25 RBs, the algorithm has additional flexibility
to implement RRM with Max-Min such that the minimum rate is maximized compared
to the other methods. It can also be noted that Max-Min scheduling leads to a geometric
mean performance that is reasonably close to that of PF scheduling, indicating that it
also enhances overall fairness in the network. Figs. 2 to 4 also show that, as expected,
the data rates increase for all the studied metrics when the number of RBs increases.

Comparing the joint wired/wireless case to the distributed scenario where each FAP
performs RRM independently without centralized control, it can be seen that the dis-
tributed scenario is outperformed by the integrated wired/wireless approach for all the
investigated metrics: Max C/I leads to a higher sum-rate, PF leads to a higher geometric
mean, and Max-Min leads to a higher minimum rate. This is due to the fact that with
distributed RRM, a FAP is not aware of the interference conditions to/from other FAPs
and users. This leads to a severe performance degradation, as can be seen in Figs. 2 to 4,
although all the RBs of a given FAP are allocated to the user served by that FAP.

6 Conclusions and Future Work

In this paper, radio resource management in LTE femtocell networks was investigated.
The studied scenario consisted of an integrated wired/wireless environment, where the
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femtocell access points are controlled by a single entity. This permits performing joint
radio resource management in a centralized and controlled way in order to enhance
the quality of service performance for all users in the networks. A utility maximiz-
ing radio resource management algorithm was presented, and it was used to maxi-
mize different utility functions leading to different target objectives in terms of net-
work sum-rate, fairness, and enhancing the worst-case performance in the network. The
joint wired/wireless resource management approach was compared to the distributed re-
source management case, where each femtocell acts as an independent wireless network
unaware of the channel and interference conditions with the other cells. The integrated
wired/wireless approach led to significant gains compared to the wireless only case,
and the performance tradeoffs between the various utility functions were analyzed and
assessed.

Although centralized control was considered, it was assumed in this paper that each
user is served by a single FAP. An interesting topic for future investigation consists
of allowing users to use the resources of other FAPs in the joint wired/wireless case,
in order to enhance the performance even more. This requires that the users accept
that their FAPs be open access. Furthermore, instead of considering the maximization
of utility functions, different services categorized by different QoS requirements (e.g.
different data rate thresholds) can be considered. Another interesting research direc-
tion is to investigate distributed measures for intercell interference mitigation in the ab-
sence of centralized control, with or without resorting to cognitive radio channel sensing
techniques.
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the Qatar National Research Fund (a member of The Qatar Foundation). The statements
made herein are solely the responsibility of the author.
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Abstract. Recently, Peer-to-Peer (P2P) video streaming over multi-hop  
wireless networks such as Wireless Mesh Networks (WMNs) has been of great 
interest among users. Although low implementation/maintenance cost, high 
network throughput, easy implementation, self-configuration and self-healing 
make WMNs as a suitable infrastructure for multimedia streaming, providing 
high level of Quality-of-Service (QoS) remains as an open issue. QoS  
improvement is an important and fundamental problem in P2P live video 
streaming over WMNs. In order to address this issue, this study proposes an  
efficient adaptive hybrid Forward Error Correction (FEC) P2P video loss  
recovery method with low overhead. We formulate the problem as a residual 
loss probability and show that an adaptive distributed method can significantly 
reduce video distortion and end-to-end delay while it reduces the imposed  
overhead due to data protection. Also the comprehensive simulation results 
show that the proposed method provides high video quality in comparison with 
other analyzed methods. 

Keywords: Quality-of-Service; Video Streaming; Peer-to-Peer; Wireless Mesh 
Network. 

1 Introduction 

Wireless mesh network (WMN) is an emerging communication network for seamless-
ly Internet access over the Internet, which will be the key infrastructure of future 
wireless communications. In recent years, multimedia networking over disruptive 
networks such as WMNs has been of great interest among users and researchers. Low 
implementation and maintenance costs, high network throughout, easy implementa-
tion, self-configuration and self-healing are the most important advantages of this 
type of networks. Moreover, WMNs provide access to large bandwidth over wireless 
networks while supporting mobility of users under the network coverage. Video 
streaming can efficiently exploit the advantages of enough bandwidth over WMNs.  
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In WMN, each packet from the source node can arrive at the destination node in a 
multi-hop manner according to the employed path selection routing protocol [1]. Most 
of the handheld wireless mesh devices such as laptop, tablet and mobile phones can-
not transmit the radio signal in a long distance. Moreover, they may have mobility 
inside or often get outside the network coverage. Each node, according to the em-
ployed path selection algorithm, may use nearby wireless mesh node or wireless mesh 
router for communicating to other nodes. Node to node communication in WMN lets 
the network provide wide coverage area and robust against peer departure [2].  A 
wireless mesh network is a special type of mobile ad-hoc networks (MANET) which 
uses modified MANET routing protocols.  However, an important difference be-
tween MANET and WMN is that wireless mesh networks consist of stable backbone 
with mixed Wire and Wireless structure, large coverage area and high power nodes 
i.e. wireless mesh routers. There are three types of routing protocols in WMNs includ-
ing reactive, proactive and hybrid routing protocols. New advances in hybrid routing 
protocols made these routing protocols suitable for video streaming over WMN [3]. 

Peer-to-Peer (P2P) video streaming is also interesting for service providers, be-
cause of low implementation and maintenance cost. A P2P system is a distributed 
system so that clients directly communicate to each other without specific need to an 
infrastructure or a central server. Clients can simultaneously act as a server or a client. 
P2P networks can be setup over LAN, WAN or the Internet. Each peer needs specific 
or compatible software for participating in the P2P overlay.  

To provide high Quality-of-Service (QoS) is the main goal of such a video stream-
ing system over WMNs. Therefore, the necessity of introducing enhanced and new 
techniques for providing high QoS on nodes is inevitable. Two main important para-
meters, which can measure video streaming quality, are video distortion and end-to-
end delay [4]. This study introduces such an efficient method and measures its per-
formance based on these two metrics. 

The rest of the paper is organized as follows. In section 2, we discuss some newly 
introduced adaptive packet loss recovery methods as related work to our proposed 
method. The details of the proposed method are explained in section 3. In section 4, 
the simulation results are presented and discussed. Finally, the paper is concluded in 
section 5. 

2 Related Works 

2.1 P2P Video Streaming over WMNs 

Multimedia networking is one of the most interesting applications of P2P networking. 
Nowadays, P2P video and audio conferencing can be adopted by P2P platforms so 
that recent conferencing applications such as Skype use P2P communication for pro-
viding better performance. There are many P2P structures for P2P content sharing 
applications [5]. P2P architecture can be divided into three categories including struc-
tured, unstructured and hybrid systems [6]. 

Efficient architecture for video streaming applications in P2P system is mesh-root 
architecture [7]. The root architecture is good for live video streaming [8]. In contrast 
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to simple mesh or tree architecture, the mesh-tree architecture performs better in dis-
ruptive networks like WMN [9,10]. Figure 1 shows simple mesh-tree architecture for 
video streaming over WMN. 

 

 

Fig. 1. Simple Mesh-Tree architecture for P2P video streaming over WMN 

2.2 Packet Loss Recovery 

Packet loss recovery methods can improve the quality of video streaming services and 
reduce video distortion. Packet loss recovery methods improve overall video stream-
ing quality in P2P video streaming over WMNs. Hybrid packet loss recovery methods 
consider the overall loss probability of a node to other nodes and compute the FEC 
overhead based on this loss probability. However, in P2P networks, there are specific 
neighbors that communicate to that node and it is better to consider the loss probabili-
ty between two specific nodes for computing. In disruptive networks, because of high 
loss probability, packet loss recovery is a fundamental method for recovering errors 
and is one the important parts of video streaming applications over disruptive  
networks. There are three types of packet loss recovery methods in video streaming 
over WMNs:  

• Backward Error Correction (BEC): In this method every packet loss will be 
recovered after packet transmission and ask the sender for retransmission. 

• Forward Error Correction (FEC): Using this method, some overhead will be added 
to the original packets before packet transmission and this overhead can be used 
for recovering the corrupted packet. 
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• Hybrid Error Correction: In this method, some packets may be protected by FEC 
and after receiving corrupted packet, if FEC method can’t recover the lost packets, 
BEC will be used for recovering the loss.  

Recent studies such as [11] compare different packet loss recovery schemes in 
P2P video streaming over WMNs. The obtained results show that unequal impor-
tance packet loss recovery schemes provide better performance than that of other 
packet loss recovery schemes. The performed study in [12] proposes an adaptive 
packet loss recovery method for P2P video streaming over WMNs. As a common 
hybrid packet loss recovery method, authors of [12] used local residual loss proba-
bility estimation and did not consider loss probability between the sender and the 
receiver in P2P video streaming over WMNs. In WMNs, loss probability between 
neighbors of a peer is highly different. So, distributed residual loss probability 
estimation can provide better performance than that of local residual loss proba-
bility estimation method. 

3 Proposed Method 

In this paper, a distributed residual loss probability estimation method for Adaptive 
FEC in P2P video streaming over WMNs is proposed. Our proposed method focuses 
on protecting high importance frames same as performed study in [12]. In this archi-
tecture, a central server, named Tracker, keeps the statuses of all peers and their 
neighbors. If one peer wants to join the mesh, it first asks the tracker for neighbor’s 
lists and then, randomly sends joining messages to some of them. After mesh overlay 
construction, pull-based video streaming will start. Loss probability among a node 
and its neighbors will be estimated during video streaming session. In single layer 
MPEG4 video coding, that is a common video coding structure for P2P video stream-
ing applications, a group of pictures (GOP) consists of specific number of frames and 
each GOP consist of three types of frames [13] as follows: 

• Intra coded picture (I-frame): This frame is a reference frame for other frames P 
and B in decoding. In fact, it can be used as a reference point in video recovery 
process. In this regard, frame I is larger in size than other frames. The whole of 
GOP will be lost if frame I cannot be decoded. 

• Predictive coded picture (P-frame): Successfully decoding of Predictive frames 
depend on the preceding I or P-frame.  

• Bidirectional predictive coded picture (B-frame):  Successfully decoding of Bidi-
rectional predictive coded frames depend on the preceding and following I- or P-
frame within a GOP.  

Figure 2 shows sample Group of picture structure with three P-frames between I-
frames and two B-frames between I- or P-frames and an example of corresponding 
frames in the silence of the lamb video. 



 Peer-to-Peer Adaptive Forward Error Correction in Live Video Streaming 113 

 

Fig. 2. Group of picture structure with three P-frames between I-frames and two B-frames 
between I- or P-frames (GOP12) 

After a time period of loss probability estimation, each node starts to protect high 
importance video frames like I-frames according to the employed adaptive loss recov-
ery scheme. In WMNs, packet error rate is high and FEC protection must be consi-
dered in all multimedia applications over WMNs. In these networks, each wireless 
mesh node has a limitation in retransmission of sending NAK in the physical layer. 
Hence, the retransmission approach is very conventional in these networks. In the 
application layer and in the loss situations, the system will try up to Nmax retransmis-
sions so that receive the parity packets or original packet regarding to architecture of 
loss recovery method. In FEC method, based on the packet error rate of channel, 
packet redundancy can be increased.  

We call packet loss probability in node i as pi. In adaptive FEC based R packets 
will be added to the D original packets. If there are more than R packet losses within 
the same FEC protected video packet, the entire of video packets will not be decoda-
ble. Video packets will be decodable unless video packets will not be decodable if 
there are packet losses between 0 to R. Hence, the upper bound of residual loss prob-
ability will be [14]: 1                                1  

However if there are some original video packets that do not affected by error dur-
ing communication, these video packets can be used and the remaining lost video 
packets need to be retransmitted. Let there be k lost packets, the probability that v of 
them are original video packets and others are redundant packets can be given by 
Equation 2: 

  |                                                      2  

So, the average number of original video packet losses in k packet losses of pro-
tected video packets is: 

|    ,                                            3  

By conditioning k, residual loss probability is given by: 
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1                            4  

For protecting original video packets by FEC redundant packets that maintain a re-
sidual loss probability no more than pmax, redundant FEC packets must be at least: |                                                 5  

In contrast to simple video streaming, in P2P video streaming over WMNs each 
node has specific neighbors that transmit video stream. Also because of multi-hop 
manner of communication in WMN loss probability between WMN nodes is highly 
different. Proposed distributed residual loss probability estimation method considers 
loss probability between two specific WMN nodes. Let pij be the packet loss probabil-
ity of video streaming between node i and node j. So the residual loss probability 
between nodes i and j is given by . 

1                           6  

And redundant FEC packets must be at least as depicted in (7): 

,                                           7  

Hence the overhead of sending the same video packet to specific n neighbors of 
node i can be given by (8): 

                                         8  

4 Simulation and Results 

In this section, the proposed method is comprehensively evaluated by analytical and 
network simulations. First, the imposed overhead by the proposed method is analyti-
cally evaluated with different parameter in a P2P network using MATLAB based on 
Equations (5) and (8). Then, a comprehensive evaluation of P2P video streaming over 
WMNs between local and distributed residual loss probability estimation in adaptive 
hybrid FEC is presented. 

4.1 Overhead Analysis 

In this test, we evaluate what the impact of distributed residual loss probability estima-
tion is on the overhead of communication of different P2P video streaming scenarios.  
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First, local and distributed residual loss probability estimation has been implemented in 
MATLAB [15] and this code generates 600 video frames that each frame divided from 
10 to 30 video packets and protected by FEC redundant packets based on the pmax val-
ue. Table I shows the conditions of this typical experiment. 

Table 1. Conditions of Typical Experiment 

Variable Value 
Number of video frames 600 frames (20 sec. video:30 frame/sec.) 

Number of packets per frame Uniform(10,30) 

Pmax 0.001,0.0005,0.0001 

Loss probability Uniform(0.1,0.3) 

 
Figures 3 to 5 show the results of typical experiment between number of redundant 

video packets for maintaining local and distributed residual loss probability less than 
Pmax values. Also these picture show analytical comparison between distributed and 
local FEC methods when Pmax=0.0001, 0.0005 and 0.001. What can be inferred from 
these figures is that, by increasing in the number of neighbors, the rate of the over-
head packets in distributed method are decreased in comparison with those related to 
local method. Actually, more number of overhead packets is imposed on the network 
when Pmax=0.0001.  

 

Fig. 3. Experimental overhead analysis between Distributed and Local residual loss probability 
estimation with Pmax=0.0001 

Figure 3 shows the number of overhead packets with the highest amount of FEC 
loss tolerance when Pmax=0.00001. In this case, more number of overhead packets are 
imposed in comparison with other cases. As can be seen, in the most resilience case, 
the difference in the number of introduced overhead packets by distributed method is 
lower than that of introduced by local method.  
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Fig. 4. Experimental overhead analysis between Distributed and Local residual loss probability 
estimation with Pmax=0.0005 

Figure 4 shows the number of introduced overhead packets with medium FEC loss 
tolerance when Pmax=0.0005. In this case, more and less number of overhead packets 
are imposed in comparison with the cases of Pmax=0.001 and Pmax=0.0001, respective-
ly. As can be seen in this figure, the difference in the number of overhead packets due 
to using distributed method is smaller than that of local method when medium FEC 
loss tolerance is considered. 

 

Fig. 5. Experimental overhead analysis between Distributed and Local residual loss probability 
estimation with Pmax=0.001 

Figure 5 shows the number of generated overhead packets with the least amount of 
FEC loss tolerance when Pmax=0.001. In this case, less number of overhead packets is 
generated in comparison with other two cases. As can be seen in this figure, the dif-
ference in the number of overhead packets due to using distributed method is smaller 
than that of local method when low FEC loss tolerance is considered. As can be seen, 
the distributed residual loss probability estimation method imposes lower overhead 
than that of the local residual loss probability estimation method in a P2P network 
with different amount of FEC loss tolerance. 
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4.2 Network Simulation 

OMNeT++ [16], an open source scientific network tool, is a discrete event simulator 
for computer networks. There are several different simulation frameworks in OM-
NeT++. In this research, the OverSim 2.0 [17] and the INETMANET 2.0 [18] frame-
works are employed. INETMANET 2.0 is a leading wireless communication simula-
tion framework which can be efficiently used for simulation of WMNs.  OverSim 2.0 
is a P2P simulator that builds a P2P overlay on the top of INETMANET 2.0 networks 
like WMN. Table 2 describes simulation conditions considering by this study. 

Video distortion and end-to-end delay are the most important QoS parameters in 
video streaming systems. Video distortion is the capacity of not decodable frames to 
the total amount of capacity of all frames in percent. End-to-end delay is the average 
of delay that a frame sent from source to the destination. Video distortion and end-to-
end delay are the most important parameters in video QoS measurement [8]. 

Table 2. OMNeT++ Simulation Conditions 

Variable Value 
Simulation time 600s 

Video Trace File The Silence of the Lambs 

Standard codec MPEG4 

Packet size 100 Kb 

Wireless propagation model Path Loss Reception 

Number of P-frames in a GOP 3 

Number of B-frames between two I- or P-frames 2 

Peer Video Buffer 100s 

Average Chunk Length 130 Kb 

MTU 7891 

Pmax 0.001,0.0005,0.0001 

Neighbors Uniform (3,5) 

Node mobility Random Walk 

Wireless node mobility speed Uniform(2mps,6mps) 

 
Figures 6 to 8 shows the amount of video distortion in P2P live video streaming 

over WMNs using the CoolStreaming [19], distributed and local residual loss proba-
bility estimation in adaptive FEC method. 

Figure 6 shows that in the highest level of FEC loss tolerance, our method provides 
the least amount of the video distortion for various network sizes from 20 to 100 
peers.  
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Fig. 6. Video distortion comparison between simple Coolstreaming, Adaptive FEC with Distri-
buted and Local residual loss probability estimation with Pmax=0.0001 

 
Fig. 7. Video distortion comparison between simple Coolstreaming, Adaptive FEC with Distri-
buted and Local residual loss probability estimation with Pmax=0.005 

According to Figure 7, this is the same for medium FEC loss tolerance.  

 

Fig. 8. Video distortion comparison between simple Coolstreaming, Adaptive FEC with Distri-
buted and Local residual loss probability estimation with Pmax=0.001 
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Finally, Figure 8 shows that the same trends can be seen with the lowest amount of 
FEC loss tolerance for different network sizes from 20 to 100 peers. Figures 9 to 11 
compares the amounts of end-to-end delays in P2P live video streaming over WMNs 
using CoolStreaming, distributed and local residual loss probability estimation in 
adaptive FEC method, respectively.  

 

Fig. 9. End-to-end delay comparison between simple Coolstreaming, Adaptive FEC with Dis-
tributed and Local residual loss probability estimation with Pmax=0.0001 

Figure 9 shows that distributed method introduces less amount of end-to-end delay in 
the highest level of FEC loss tolerance and for different network sizes.  

 

Fig. 10. End-to-end delay comparison between simple Coolstreaming, Adaptive FEC with 
Distributed and Local residual loss probability estimation with Pmax=0.0005 

According to Figures 10 and 11, this trend is also the same for medium and low 
FEC loss tolerances, respectively. According to the obtained results, the proposed 
method considerably decreases the number of imposed overhead packets on the net-
work. The simulation results also confirm this fact that video distortion and End-to-
end delay are noticeably decreased in a P2P live video streaming system over WMNs.  
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Fig. 11. End-to-end delay comparison between simple Coolstreaming, Adaptive FEC with 
Distributed and Local residual loss probability estimation with Pmax=0.001 

Based on the employed multi-hopping approach in WMNs, less number of overhead 
packets has considerable effect on the live streaming metrics such as video distortion 
and end-to-end delay. This is while residual loss probability remains no more than 
Pmax and video frames significantly protected by redundant FEC packets.  In fact, 
distributed residual loss probability estimation method provides better video QoS 
while the amount of protection packets are also decreased using the proposed method.  

5 Conclusion 

In this paper, we proposed an adaptive hybrid FEC method with distributed residual 
loss probability estimation for reducing overhead of FEC packet protection and con-
sequently improve the overall QoS of P2P video streaming over WMNs. Existing 
works only estimate average loss probability of the source node and do not consider 
loss probability between source and destination. In the proposed method, by consider-
ing the loss probability in P2P video streaming between source and destination, the 
overall overhead of FEC protection significantly reduced while residual packet loss 
probability maintained less than pmax. We evaluated distributed residual loss probabili-
ty estimation with analytical and extensive simulation, and comprehensive results 
show the efficiency of the proposed method. The results show that the proposed me-
thod not only provides high video quality in terms of the video distortion, but it also 
decreases the amount of experienced end-to-end delay, which is important in live 
video applications.  
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Abstract. The choice of the reference node in the Least Squares (LS)
approach based on received signal strength (RSS) is an important aspect
that can have a significant impact on localization accuracy. Recently, a
LS selective and weighting approach was proposed in the non cooper-
ative frame for localization in NLOS environments. In this paper, we
rather consider the cooperative scenario and we optimize the reference
node choice. By analyzing the objective function of LS algorithm, a new
cooperative method for selecting the reference node is proposed, which
selects the reference node based on two existing algorithms for reference
selection (RS) minimum residual and residual weighting for reference
selection (RS) to form a new algorithm which we denote Cooperative-
Rwgh-RS. Using numerical results, we demonstrate the impact of the
proposed cooperative method and the node selection procedure on the
localization accuracy.

Keywords: Cooperative localization, Reference selection, Iterative Least-
squares, selective, weighting, Radio Signal Strength.

1 Introduction

Wireless localization has gained considerable attention over the past decade [1].
The capability of accurately positioning a mobile station in cellular networks
enables many innovative applications. In addition, wireless localization is an
indispensable component of wireless sensor networks since the readings from a
large number of sensor nodes are meaningful only when the geolocation of these
readings are known. In this paper, we will refer to the base stations in cellular
networks and the anchor nodes in wireless sensor networks with known locations
as reference nodes (RNs) and the mobile stations and sensor nodes with unknown
locations as blind nodes (BNs).

A variety of wireless location techniques including angle of arrival (AOA),
radio signal strength (RSS), time of arrival (TOA) and time difference of arrival
(TDOA) are conventionally used in estimating the BNs locations. Determining
the location of a BN given the measurements of one or several aforementioned
parameters can be formulated as an estimation problem. The commonly used

A. Mellouk et al. (Eds.): WWIC 2014, LNCS 8458, pp. 122–133, 2014.
c© Springer International Publishing Switzerland 2014
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estimators fall into the following two main categories : the maximum likelihood
(ML) estimator [2] and the linearized least squares (LLS) estimator [3]. LLS
estimation is a low complexity but suboptimum method for estimating the lo-
cation of a BN from some measured distances. It requires selecting one of the
known RNs as a reference RN for obtaining a linear set of expressions. In [4], a
noncooperative system is used and the effect of the reference RN choice is inves-
tigated. By analyzing the objective function of LLS algorithm, a new method for
selecting the reference RN is proposed, which selects the reference RN based on
the minimum residual (denoted as MR-RS) rather than the smallest measured
distance. The MR-RS is found to improve the localization accuracy significantly
in Line of sight (LOS) environment. In Non-line of sight (NLOS) environment,
we combine MR-RS algorithm with an existing algorithm (residual weighting
(Rwgh-RS) algorithm) to form a new algorithm.

The possibility of performing range measurements between any pair of nodes
enables the use of cooperation, where the BN uses range information not only
from the RNs but also from other BNs. It is expected that cooperative position-
ing achieves better accuracy and coverage than positioning relying solely on the
RNs [5]. Several approaches have been proposed in the literature to obtain low-
complexity cooperative positioning schemes; a survey can be found in [5]. Among
them is a suboptimal hierarchical algorithm for cooperative ML which is pro-
posed in [6] and applied to a scenario where range measurements are estimated
from received power measurements. An iterative version of the LS technique that
accounts for cooperation among targets is proposed in [7].

In this paper, we propose an RSS-based selective weighting iterative LS al-
gorithm to estimate BN location when the best RNs and virtual RNs (BNs
with known location), in terms of higher RSS measurements, are available and
NLOS are not identified from Line-of-Sight LOS measurements. Also, this pa-
per proposes reference selection technique in the selective weighting iterative LS
estimator which is an important aspect that can have a significant impact on
localization accuracy for cooperative systems. Therefore, applying the coopera-
tive system, we combine the Rwgh algorithm [8] with MR-RS [4] to form a new
reference selection method (noted as Cooperative-Rwgh-RS).

The rest of the paper is organized as follows. Section 2 introduces the sys-
tem model. Section 3 introduces the proposed algorithm. Section 4 provides the
simulation results and section 5 concludes the paper.

2 System Model

Let us now suppose that M ≥ 2 BNs are present in a network. In the absence of
cooperation, each node interacts only with the RNs and estimates its position
using, for example, the LS approach. It is expected that if the BNs are able
to make range measurements not only from the RNs but also from each other,
thus cooperating, then they can potentially improve their position estimation
accuracy.

We define U = M +N as the total number of radio devices (M BNs plus N
RNs) present in the system. Denote the coordinates of the ith BN (unknown)
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as θi = [xi, yi]
T (i = 1, ...,M) and the coordinates of the jth RN (known) as

Φj = [Xj , Yj ]
T
(j = 1, ..., N). The distance between the jth RN and the ith BN,

denoted by Rij , is given by

Rij =

√
(xi −Xj)

2
+ (yi − Yj)

2
, i = 1, ...,M, j = 1, ..., N.

The distance between the ith BN and the kth BN, denoted by rik, is given by

rik =

√
(xi − xk)

2 + (yi − yk)
2, i = 1, ...,M, k = 1, ...,M.

The RSS (from the ith BN and received by the jth RN (respectively the kth
BN) or vice versa), which is denoted as RSSij (respectively RSSik), can be
related to the distance between the ith BN and the jth RN (respectively the kth
BN) through the path loss model for cooperative localization is

RSSij = PL(d0)− 10γ log10(
Rij

d0
) +XσRSSij

, (1)

RSSik = PL(d0)− 10γ log10(
rik
d0

) +XσRSSik
, (2)

where γ is the path-loss exponent, PL(d0) is the power loss in dB at a reference
distance d0 and XσRSSij

, XσRSSik
in dB are the shadowing random variables

representing the noise in the measured RSSs. Contrarily to time varying noise
sources, the errors induced by shadowing can not be averaged out by taking
multiple measurements and can be modeled in logarithmic scale by a zero mean
Gaussian distribution with variance σRSSij , σRSSik

.
With this in mind, the RSS-based range measurement of the ith BN to the

jth RN (respectively the kth BN), separated by the true LOS distance Rij (re-
spectively rik) from the ith BN, denoted by Lij (respectively lik) is represented
as

Lij = k10(−RSSij)/10γ , (3)

lik = k10(−RSSik)/10γ . (4)

The true ranges can be written in terms of the measured ones as [9]

Rij = αijLij , (5)

rik = βiklik, (6)

where, for NLOS propagation, 0 < αij ≤ 1, j = 1, ..., N and 0 < βik ≤ 1,
k = 1, ...,M . The values of αij and βik are restricted since the NLOS error is a
large positive bias that causes the measured ranges to be greater than the true
ones.

The goal of the proposed algorithm is to compute values for the scale factors
or weights αij , j = 1, ..., N and βik, k = 1, ...,M so that the LOS ranges to the
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nodes can qbe estimated. From the definitions of αij and βik, we find that the
approximation of the true range is simply

R̂ij ≈ ζijLij , (7)

r̂ik ≈ ξiklik, (8)

where ζij and ξik can be deduced from the estimated values of either αij and

βik. Once the scale factors are determined, then the adjusted ranges R̂ij and
r̂ik are determined. These ranges indeed adjust the NLOS-corrupted range mea-
surements to near their LOS values and they can be used in any traditional LOS
based RSS location algorithm.

Next, only the four higher RSS measurements, among the N remaining RNs
of the cell are considered. Without loss of generality, let the selected best RSS
measurements RNs be indexed by j = 1, 2, 3 and 4. Given the NLOS corrupted
range measurements and RN (respectively BN) locations, the scale factors, αij ,
j = 1, 2, 3, 4, (respectively βik, k = 1, ...,M) , can be derived. Because the NLOS
error is always positive, the measured ranges are greater than the true ranges
and the ith BN location must lie in the region of overlap of the range circles
(region enclosed by U, V,W,Z) as shown in figure 1. The details of finding the
boundaries of αij , j = 1, 2, 3, 4, are given by [9]

αi1,min = max

{
1− AB

Li1
, 1− CD

Li1
, 1− EF

Li1

}
=

{
T12 − Li2

Li1
,
T13 − Li3

Li1
,
T14 − Li4

Li1

}
.

(9)

Similarly, the lower bounds on αij , j = 2, 3, 4, are given by

αi2,min = max

{
T12 − Li1

Li2
,
T23 − Li3

Li2
,
T24 − Li4

Li2

}
,

αi3,min = max

{
T32 − Li2

Li3
,
T13 − Li1

Li3
,
T34 − Li4

Li3

}
,

αi4,min = max

{
T14 − Li1

Li4
,
T24 − Li2

Li4
,
T34 − Li3

Li4

}
,

where Tjl =
√
(Xj −Xl)

2
+ (Y j − Yl)

2
is the distance between the j th and l

th RNs.
Similarly, the lower bound on βim, m ∈ {1, ...,M} , (m �= i) are given by

βim,min = max

{
r1m − li1

lim
, ...,

r(m−1)m − li(m−1)

lim
,
r(1+m)m − li(m+1)

lim
, ...,

rMm − liM
lim

}
,

For NLOS RNs, the weighted circles do not intersect at the same point, which
results in the following inconsistent equations

α2
ijL

2
ij = si +Kj − 2Xjxi − 2Yjyi, (10)

β2
ikl

2
ik = si + kk − 2xkxi − 2ykyi, (11)
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Fig. 1. Geometry of RSS-based location showing measured range circles and the region
of overlap in which the ith BN lies

where

si = x2
i + y2i , (12)

Kj = X2
j + Y 2

j , (13)

kk = x2
k + y2k. (14)

If the location estimation of the ith BN θ̂i = [x̂i, ŷi] is got, then the corresponding
residual is defined as

Res (θi) =

4∑
j=1

(
αijLij −

∥∥∥θ̂i − Φj

∥∥∥)2

, (15)

where αij,min ≤ αij ≤ 1.
There are 4 equations in (10), we can get other 3 linear equations by fixing

the rth equation (supposed r = 4) and subtracting it from the rest equation
for j = 1, ..., 4, (j �= r). Then after some manipulations, we obtain the following
linear equation

2Aθi = P, (16)

where

A =

⎡⎣X1 −X4 Y1 − Y4

X2 −X4 Y2 − Y4

X3 −X4 Y3 − Y4

⎤⎦ , P =

⎡⎣α2
i4L

2
i4 − α2

i1L
2
i1 −K4,1

α2
i4L

2
i4 − α2

i2L
2
i2 −K4,2

α2
i4L

2
i4 − α2

i3L
2
i3 −K4,3

⎤⎦ ,

where K4,j = K4 −Kj , j = 1, 2, 3.
The Eq. (16) has a LS solution given by [3]

θ̂i =
1

2
(ATA)−1ATP. (17)
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3 Selective Weighting Iterative LS with Residual
Weighting-Reference Selection (RWGH-RS) for
Cooperative Localization

In [7], they consider an iterative version of the LS based TOA location algorithm
to exploit cooperation among targets. It requires selecting one of fixed terminals
(FTs) (FTs = RNs+M−1BNs= RNs+RNs virtual) as a reference FT (RFT)
for obtaining a linear set of expressions. A two-step LS positioning algorithm
incorporating the WED (wall extra delay) model was introduced to correct the
range measurements in NLOS conditions when the layout of the environment is
known.

In this paper, we study the cooperative localization accuracy enhancement
obtained by combining a weighting procedure (using scale factors or weights),
which aims to mitigate the NLOS range bias where contrarily to [7], the layout
of the environment is not necessarily known (see figures 2 and 3). The region
enclosed by the four RSS circles (the area enclosed by UVWZ), as illustrated in
figure 2, determined by [4], [7] is replaced in this algorithm by the area enclosed
by ABCD, as illustrated in figure 3. In addition, the choice of the reference
node in the selective weighting iterative LS approach is investigated, it is an
important aspect that can have a significant impact on localization accuracy.
In the following, we first detail the cooperative Rwgh-RS technique used for
the RFT selection. Then, the selective weighting iterative estimator with the
Rwgh-RS technique is described.

3.1 Cooperative Rwgh-RS Algorithm

The recent reference selection method Rwgh-RS [4] is here adapted to the frame
of cooperative localization. The procedure resulting follows these steps

Fig. 2. The geometric layout of the four RSS circles
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Fig. 3. The geometric layout of the four RSS weighted circles

– Step 1. Given U − 1 measured distances from U − 1 different fixed terminals
(FTs = RNs+M − 1BNs = 4+RNsV irtual) to form W =

∑U−1
p=1 U − 1p

measured distance combinations. Each combination is represented by an in-
dex set {Sq, q = 1, ...,W} .

– Step 2. For each combination, compute the location estimation of the ith BN
with cooperative MR-RS algorithm [4], which is denoted as Θ̂q, q = 1, ...,W
and the normalized residual Rq

es, q = 1, ...,W

Rq
es =

Res

(
Θ̂q, Sq

)
sizeofSq

.

when the recent reference selection method MR-RS [4] is here adapted to
the frame of cooperative localization. The procedure follows these steps

• Step I. Each of the U − 1 FTs (U − 1 = 4 +M − 1) can be set as the
reference FT, so we can get U − 1 location estimations of the ith BN by
the selective weighting iterative LS estimator, which can be expressed as
θ̂u, u = 1, ..., U − 1.

Ru
es (θ) =

4∑
j=1

(
αujLuj −

∥∥∥θ̂u − Φj

∥∥∥)2

+

M−1∑
k=1,k �=u

(
βukluk −

∥∥∥θ̂u − θ̂k

∥∥∥)2

.

(18)

• Step II. For each θ̂u, the corresponding residual is computed, which is
denoted as Ru

es, u = 1, ..., U − 1.
• Step III. The index of the RFT is given by r = argminu {Ru

es} , u =
1, ..., U − 1.

• Step IV. The final location estimation of the ith BN can be obtained by
the selective weighting iterative LS estimator.
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– Step 3. The final location estimation of the ith BN is the weighted linear
combination of the intermediate estimation [4] from step 2.

θ̂i =

∑W
q=1 Θ̂q (R

q
es)

−1∑W
q=1 (R

q
es)

−1 (19)

3.2 The Selective Weighting Iterative LS Algorithm with Rwgh-RS

To make use of the range measurements between different BNs, the following co-
operative selective weighting of iterative LS with Rwgh-RS algorithm is proposed.

Without loss of generality, we can consider that the RFT is the same for step
1 and step 2. Denote the coordinates of the RFT as (Xr, Yr) .

– Step 1. set n = 1. Using (17) with the cooperative Rwgh-RS (with U −
1 = N = 4), determine the position estimates θ̂

(1)
i for the BNs, that is,

i = 1, ...,M.
– Step 2. set n = n+ 1. For each BN i = 1, ...,M, the selective weighting LS

algorithm with the cooperative Rwgh-RS algorithm is applied by treating
the other M − 1 BNs as additional “virtual” RNs located at the estimated
positions θ̂

(n)
i obtained during the previous step. Specifically, the matrices

A(n,i) and P (n,i) at step n and for the ith BN are now

A(n,i) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

X1 −Xr Y1 − Yr

...
...

XN −Xr YN − Yr

x̂1 −Xr ŷ1 − Yr

...
...

x̂i−1 −Xr ŷi−1 − Yr

x̂i+1 −Xr ŷi+1 − Yr

...
...

x̂M −Xr ŷM − Yr

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, P (n,i) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

α2
irL

2
ir − α2

i1L
2
i1 −Kr,1

...
α2
irL

2
ir − α2

iNL2
iN −Kr,N

α2
irL

2
ir − β2

i1l
2
i1 − k̂r,1

...

α2
irL

2
ir − β2

ii−1l
2
ii−1 − k̂r,i−1

α2
irL

2
ir − β2

ii+1l
2
ii+1 − k̂r,i+1

...

α2
irL

2
ir − β2

iM l2iM − k̂r,M

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (20)

where k̂r,v = Kr − k̂v = Kr −
(
x̂2
v + ŷ2v

)
.

In equations (20) all nodes are accounted for. However, when the selective
aspect is used, only the 4 higher RSS measurements, among the U−1 remaining
FTs (FTs = RNs+RNsvirtual), corresponding nodes are considered.

The selective weighting LS position estimate for the ith BN at step n is
therefore

θ̂
(n)
i =

1

2
(A(n,i)TA(n,i))−1A(n,i)TP (n,i). (21)

– Step 3. If n ≥ Niter (maximal number of iterations) stop; else go to step 2.
– Step 4. The ith optimal BN position is determed as the mean of the last

iterations (near Niter) obained positions values.
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4 Simulation Results

This section presents the simulation results for the cooperative (with and without
selection of the best RFT) and noncooperative (with selection of the RFT)
localization problem. We consider a network with N = 9 RNs and M = 3 BNs.
The nine RNs are located at (0, 0), (866, 1500), (1732, 0), (866, 750), (866, 0),
(433, 750), (433, 0), (1299, 0) and (1299, 750) and the three BNs are randomly
positioned inside the triangle region formed by the points (0, 0), (866, 1500) and
(1732, 0). All units are in meters. The path loss exponent is fixed to γ = 2. The
maximal number of Niter (if not specified otherwise) is fixed to 5. The results are
averaged over 1000 Monte-Carlo trials. A scenario where the standard deviation
of the RSS nodes depends on the distance between the emitter and the receiver
was simulated, where for d ∈ [0, 144m[ , σRSS = 1dB and an increase of 1dB per
additional distance of 144m.

The improvement in location accuracy provided by the selective weighting
iterative LS ( ILS) with Rwgh-RS technique for cooperative system can be seen
in the Cumulative Distribution Function (CDF) curves of the location error as
shown in figure 4. An improvement in performance can be observed with respect
to conventional technique in [7] thanks to the use of the Rwgh-RS technique.
Then, we observe that the selection of the best reference RN in the sense of min-
imizing the residual (see Eq. (18) can further improve the positioning accuracy.
Thus, it is clear that adding selective aspect (in terms of the selection of the 4
higher RSS) with weighting aspect allows better estimation of the position of the
BN than schemes using selective aspect only. It can be seen that the proposed
selective weighting ILS with Rwgh-RS technique always providesz much better
location estimate compared to the ILS of [7] .

Figure 5 depicts the CDF of the average location error for two scenarios (coop-
erative and non cooperative systems). It can be seen for the two scenarios, with
the choice of the reference node, selective aspect and without use of the weighting
aspect, that cooperation is not always advantageous. In fact, it was shown that
the geometric configuration of the devices may have a stronger impact than the
quality of the intertarget range estimates on the localization accuracy. This is
an important consideration when deriving guidelines for cooperation in position-
ing algorithms. We can conclude that the correction of the range measurements
using the weighting aspect leads to a significant performance improvement for
many locations.

Figure 6 was performed to study how the average radiolocation error is af-
fected by the number of NLOS FTs among the four selected ones when the
proposed selective weighting schemes are employed and compared to the non
selective unweighting schemes. As expected, it is observed from figure 5 that the
performance of the proposed selective weighting schemes, outperforms the non
selective un-weighting schemes. For all considered weighting algorithms, the av-
erage radiolocation error decreases slightly when all FTs are NLOS as compared
to the case when two or three FTs are NLOS (which is not the case with the
version not including range weighting).
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Fig. 4. CDF plots of the average radiolocation error for the different methods

Fig. 5. CDF plots of the average radiolocation error for the cooperative and non co-
operative systems

The next simulation compares the performance of the selective weighting
schemes and non selective un-weighting schemes, against the RSS standard de-
viation. Twelve scenarios, which differ in the standard deviation σRSS of the RSS
nodes, were simulated. The standard deviationσRSS of the RSS nodes ranged from
1dB to 12dB in increments of 1dB. The simulation results are shown in figure 7. As
expected, the performance of any location algorithm deteriorates when the stan-
dard deviation σRSS of the RSS nodes increases. The least average location error
is that obtained with the SW ILS where cooperation among nodes is used.
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Fig. 6. Average location error versus the number of NLOS FTs for the different
methods

Fig. 7. Average location error versus the standard deviation of the RSS FT for the
different methods

5 Conclusion

We here considered RSS based wireless localization problem. To circumvent the
degradation of the performance because inappropriate choice of the reference
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fixed terminal (RFT) and in order to mitigate the NLOS effect, we have pro-
posed a selective weighting ILS for iterative LS and/or LS which incorporates the
Rwgh-RS technique for reference node selection. Both non cooperative and coop-
erative localization problems were investigated. Simulation results demonstrate
that : 1) in NLOS environment, the ILS- Rwgh-RS algorithm can indeed mitigate
the effect of NLOS error, and the algorithm only has better performance when
the number of LOS FTs is more than two. 2) the choice of the RFT in the ILS ap-
proach is an important aspect that can have a significant impact on localization
accuracy. 3) cooperation is not always advantageous without weighting aspect
and Rwgh-RS technique. 4) our proposed SWILS and SWLS with Rwght-RS
techniques outperformed existing algorithms in RSS-based wireless localization
framework.

We can conclude that combining the selective aspect with correction of the
range measurements through range weighting, and the choice of the best refer-
ence node RFT, using the Rwgh-RS technique, leads to a significant performance
improvement for both cooperative and non cooperative localization schemes.
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Abstract. When delivering multimedia services over Internet, differ-
ent media types are impacted by resource limitations in a different way.
While an interactive audio service calls for low-latency communication,
video streams should be routed over network paths with sufficient ca-
pacity. However, in current networks flows towards the same destination
follow the same path, which may lead to a suboptimal resource utilization
that effectively penalizes end-users’ quality of experience (QoE). This pa-
per proposes Q-POINT, a QoE-driven path optimization model to fairly
maximize aggregated end-user QoE for competing clients’ service flows
by calculating the best path for each flow, subject to resource constraints.
We formulate the problem as a mixed integer linear program integrating
QoE models for audio, video and data transfer. Such an approach can be
leveraged within the software-defined networking paradigm, which pro-
vides a control plane to orchestrate path set-up. We evaluate our model
and illustrate its benefits over shortest path selection.

Keywords: Multimedia services, quality of experience, software-defined
networking, network-wide optimization, mixed integer linear program.

1 Introduction

The Internet is transforming from a data-centric network towards a network that
delivers diverse services, accessed by fixed and mobile users. In addition, novel
services such as cloud computing or multi-player online gaming lead to a signifi-
cant increase in traffic demands, which might result in network congestion, thus
calling for new resource management mechanisms. When delivering multimedia
services over heterogeneous networks, the impact of resource limitations mani-
festing themselves as, e.g., packet loss or delay depends on the service type and
the end-users’ quality expectations. For example, dropping an I-frame for a video
session might lead to more adverse effects then dropping a few TCP packets for
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a Cloud-delivered system upgrade. Researchers are looking into new ways that
enable flexible, yet efficient optimization of multimedia delivery under resource
constraints, while considering user quality, or quality of experience (QoE) [1].

Let us consider a network operator and its network. The operator’s goal is
to dynamically allocate network resources across all users and services in such
a way that the total QoE is maximized over all ongoing sessions, while also
considering given resources constraints. However, such an optimization is difficult
to achieve because different services may have different resource demands, be
impacted differently by resource limitations, and, finally, end-users may have
different preferences. This requires metrics that quantify expected QoE of an
end-user with regards to a given service and a specific network configuration,
and functions that map network resource limitations to service metrics. Once
these metrics and mapping functions are in place, the network operator can
perform an optimization that guides the resource allocation and leads to, e.g.,
network path selection for given flows and queue configuration. Such a QoE-
based optimization may consider user-, network-, and service-related constraints,
but must also regard multiple sessions, service flows, and the whole network
domain [2]. A preliminary approach for a multi-user domain-wide optimization
has been presented in [3], but was treating the network as a “black box”. This has
the disadvantage that no control over the resource allocation could be exercised.

In current networks, all flows for a source-destination pair typically follow
the same path, which might be a suboptimal decision. Rather, a flow should be
routed over a path which has the least impact on QoE degradation for given
resource constraints. For example, an audio flow should be delivered over a path
that offers low latency. This calls for a mechanism that calculates the “best
available path”, in terms of the impact on overall QoE, for each service flow and
enables per-flow routing conformed to given QoE constraints. Software-defined
networking (SDN) [4] proposes an efficient means to decouple data forwarding
from the control in network devices. Using, e.g., the OpenFlow protocol, routers
can be configured by a centralized control (“SDN controller”) to forward flows
along certain paths and treat the flows according to quality of service (QoS) rules.
As an outcome, SDN-based routing is beneficial for QoE-based optimization [5].

In this paper, we tackle the problem of finding the best path for each media
flow by developing Q-POINT, a QoE-driven path optimization model. Our goal
is to maximize the aggregated user-expected QoE value over all users and service
flows in a network domain, subject to resource constraints and network topology.
We use different QoE functions that map resource limitations (i.e., QoS parame-
ters) to the QoE values in terms of mean opinion score (MOS). We formulate the
problem as a mixed integer linear program and use linearization techniques to
cope with the non-linearity of, e.g., buffering latency. A preliminary evaluation
for different network topologies and different number of flows shows that our
approach increases the overall QoE over shortest path selection.

The rest of the paper is organized as follows. We review related work in
the areas of QoE-based routing and SDN in Section 2. Section 3 presents the
proposed path optimization model, along with its mathematical formulation,
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while Section 4 gives a brief overview of our model implementation. Q-POINT
is evaluated in Section 5, followed by the conclusion and future work plans.

2 Related Work

2.1 Path Assignment Based on QoS/QoE Metrics

QoS-based routing has been an active research area going back over the past two
decades [6,7], focused on solving multi-constrained path and constrained shortest
path problems. In recent approaches, Kumar et al. [8] present multi-objective op-
timization algorithms aimed at finding optimal routes for service flows belonging
to different QoS classes, which is based on the importance of QoS parameters
for a specific flow. Given that QoS-based routing as a multi-constrained path
problem is known to be NP-complete [9], the authors propose an evolutionary
algorithm that considers prioritized QoS requirements. Further, Lu et al. pro-
pose a genetic algorithm for solving multi-constrained routing problem with QoS
guarantees, shown to be efficient in dynamic environments [10].

While QoS-based solutions consider media flows in terms of different QoS pa-
rameters and classes, QoE-driven approaches generally incorporate application-
level knowledge (e.g., application state or codecs used) which provides more
accurate insight to impacts on user quality. Amram et al. [11] present network-
level mechanisms that support optimization of video transfer in cellular networks.
Their goal is to maximize QoE for video flows by calculating needed transmis-
sion rate and identifying the optimal network path from video sources, and they
equalize QoE among the flows that are delivered through a congested network
part. A QoE optimization approach based on overlay networks that routes traffic
around link failures and congestion is proposed by De Vleeschauwer et al. [12],
while Venkataraman et al. [13] adapt to video QoE degradations by selecting
one-hop, by-pass paths in overlay network that support application demands.

2.2 SDN-Based Approaches

SDN offers centralized control of data forwarding and has been used in recent ap-
proaches to optimized path assignment. SDN solutions are more light-weight and
flexible than overlay networks, the former not depending on overlay structures.

Egilmez et al. [14] propose an analytical framework for dynamic routing of
video traffic over QoS-optimized network paths. Unlike in the current Internet,
where routes are not changed on a per-flow basis, SDN provides mechanisms for
dynamic route management and calculation to meet different flow requirements
(e.g., in terms of QoS). The authors mathematically formulate a constrained
shortest path problem, for which the cost metric is based on packet loss and
jitter. Focusing on scalable video coding, their approach supports QoS deliv-
ery of a video base layer, while enhancement layers can be assigned QoS-aware
routes pending available capacity. OpenQoS, an SDN controller design based
on dynamic QoS-driven routing that utilizes previously outlined optimization
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framework is described in [15]. Results have shown that OpenQoS outperforms
existing approaches for RTP video streaming and HTTP adaptive streaming.

Jarschel et al. [16] present an SDN approach that utilizes different path selec-
tion schemes to enhance YouTube QoE. The most advanced scheme, application-
aware path selection, leverages on application-level information about YouTube
pre-buffered playtime to decide on a particular path. The actual path assignment
is based on choosing one of the available links between two switches, whereas in
contrast we will provide problem specification considering multi-hop paths.

In summary, a number of approaches have addressed path assignment with
the goal of improving service quality. While most solutions tackle this problem
from a QoS perspective, limited recent work (primarily focused on video stream-
ing) has taken on a user-driven QoE perspective, relying on an understanding
of the relationships between QoE and QoS. SDN is a viable approach in offer-
ing QoE-driven control of the path selection process, by providing an interface
between application-level information and the network. Going beyond existing
approaches, we propose a novel QoE-driven solution for the optimal routing of
different service flows based on QoE models and user preferences. Previous work
on path optimization has either neglected QoE aspects, or has assumed that all
flows belonging to a session are routed along the same path between a given
source and destination. We build on our generic approach proposed in [5] by for-
mulating and solving the multi-user domain-wide QoE optimization problem.

3 The QoE-Driven Path Optimization Model

3.1 Model Overview

A high-level view of the previously proposed multimedia service delivery that
leverages on the Q-POINT model and SDN [5] is given in Figure 1. It employs
the Session Initiation Protocol (SIP) [17] to negotiate parameters for multimedia
sessions that are to be established. The negotiation is assisted by an SIP appli-
cation server with a QoS Matching and Optimization Function (QMOF) (intro-
duced in our past work [18]), which calculates a set of configurations for each
session that incorporate information such as feasible media flows, media codecs
and bit rates, and user preferences in terms of favored media type(s). Session
configurations include one optimal and several suboptimal configurations with
regards to user- and service-imposed constraints (e.g., the configurations may
differ in number of supported media flows and codec types). Calculated session
and media flow parameters are passed to an SDN controller, which provides the
obtained information to the Q-POINT optimization engine. The latter is run to
determine which media flows should be routed along which paths in order to
maximize the aggregated QoE. In its current design, Q-POINT focuses on plan-
ning flow routes by executing a single optimization process for multiple sessions,
assumed to be entering the network, before they are established. We will extend
our model so as to control the path optimization with regards to new sessions
and flows being added and removed on a dynamic basis. The optimization out-
put is finally translated into a set of forwarding rules, which are then installed
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Fig. 1. Multimedia service delivery based on Q-POINT and SDN

on network devices using, e.g., OpenFlow. Other technical and implementation-
related specifics of the overall system, as well as its extensive evaluation and
discussion on advantages it brings, will be presented as a part of future work.

When assigning a network path to a session flow, the optimization model
implementation needs to specify all the constituent nodes and links for the given
path. To achieve this objective, Q-POINT utilizes (a) an optimal configuration
of each session that is to be established, (b) QoE-QoS mapping functions for
different media types (e.g., for audio, video, and data), (c) network topology and
link capacities, and (d) average end-to-end delay and packet loss probability.

We use a session configuration which includes information about media flows,
such as their type, source and destination nodes, negotiated codec type and
bit rate, minimum QoE value requested (which can be specified based on the
chosen codec and bit rate for each flow), and weight factor, which indicates the
importance of a flow within a session (e.g., audio being more important than
video). In this work we will assume that audio flows belong to Voice over IP
(VoIP)-based conversations, video flows to high-definition IPTV sessions, while
data flows are generated by File Transfer Protocol (FTP)-based delivery.

As QoE is a multi-dimensional concept and is affected, among others, by ses-
sion parameters and measurable QoS metrics, QoE models are used to capture
the relationship between user-perceived quality and the considered influence fac-
tors. While other methods are possible, here we use the MOS metric with values
on a scale from 1 to 5 in order to quantify quality for a media flow in the scope of
the path selection process. For audio, the following model estimates MOS [19]:

MOSaudio = T − α ∗ pe2e + β ∗ de2e − γ ∗ (de2e)2 + δ ∗ (de2e)3, (1)

where de2e and pe2e are end-to-end (E2E) path delay and packet loss probabil-
ity, respectively, while T , α, β, γ, and δ are function-specific values. T denotes
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maximum MOS value, specific for a chosen voice codec and bit rate, which is
achievable when no packet loss and delay exist. All the chosen QoE models are
representative parametric models for in-service MOS estimation. Q-POINT em-
ploys a parametric model that calculates video quality based on the video codec
type (e.g., H.264), its bit rate, and E2E packet loss degradation [20]:

MOSvideo = 1 + P (cf , of ) ∗ exp(− pe2e
Q(cf )

), (2)

where P (cf , of ) and Q(cf ) are model-specific functions of the codec type (cf )
and codec bit rate (of ) to approximate influence of these parameters on MOS
value. To assess QoE for the data transfer, the presented optimization model
utilizes a logarithmic function that is described in [3]:

MOSdata = a ∗ log(b ∗ of ∗ (1 − pe2e)), (3)

where of is average data traffic rate, while a and b are model-specific constants.
One of the key issues in the problem specification regards modeling network

delay and packet loss probability. In this model, E2E delay for a given path
considers propagation delay of the path’s links and buffering delay of its “transit
nodes”, while average E2E loss probability takes into account loss at the path’s
transit nodes due to possible congestion (link loss is assumed zero). As values
for link propagation delay are input parameters of the model, average buffering
delay and loss probability in the nodes are calculated during the optimization
process based on the incoming traffic rate, buffer configuration at a node, and
link capacity. We assume that network nodes are configured to have one incoming
buffer per each media type, i.e. one for audio, one for video, and one for data,
while each buffer is modeled based on an M /M /1/K queuing system. This
allows us to calculate average delay and loss probability at node i as follows:

di =
x
b ∗ (1 +K ∗ (xb )K+1 − (K + 1) ∗ (xb )K)

x
e ∗ (1 − x

b ) ∗ (1− (xb )
K)

, (4)

pi =
(1 − x

b ) ∗ (xb )K
1− (xb )

K+1
. (5)

Parameter K represents the buffer size in number of packets, x overall incoming
traffic rate for a specific buffer, e mean packet length, while b denotes the buffer
processing rate (which corresponds to link capacity). While M /M /1/K is a
common way of modeling network node buffers, we note here that our aim is
to extend Q-POINT so as to include other queuing system types and be able
to approximate a wider range of traffic characteristics with regards to the inter-
arrival time and service time distributions (e.g., assuming bursty traffic).

3.2 Mathematical Formulation

We use the generalized network flow model with multi-commodity flows [21]
to specify an integer linear optimization model as fast solution algorithms are
available for such model type. The complete model notation is given in Table 1.



140 O. Dobrijevic et al.

Table 1. Model notation

Model component Symbol Data type

Nodes N = {i}, |N | = n Integers

Links L = {(i, j), i, j ∈ N}, |L| = l Pairs of integers

Link delay, loss and
capacity

dij > 0, pij = 0, bij > 0 Floats

Node delay and loss diq ≥ 0, piq ≥ 0, q ∈ {1, 2, 3} Floats

Multimedia sessions S = {s}, |S| = h Integers

Session MOS value us > 0 Float

Media flows M = {f}, |M | = m
Vectors of floats and

integers

Flow source and
destination

src(f) = ifsrc, i
f
src ∈ N ,

dst(f) = jfdst, j
f
dst ∈ N

Integers

Flow type, bit rate and
codec

tf , of > 0, cf String, float and string

Flow weight factor 1 ≥ wf ≥ 0 Float

Flow MOS minimum vf > 0 Float

Flow MOS value uf > 0 Float

Node rates
Ri = {rfi = of : src(f) = i},

i ∈ N , f ∈ M
Vectors of floats

Let G = (N,L) be a directed network specified by the set of nodes N and
the set of links L (Figure 2). Each node i ∈ N associates the cost per buffer
q ∈ {1, 2, 3} in terms of delay, diq, and loss probability, piq, which are calculated
with functions (4) and (5), respectively. Each link (i, j) ∈ L has the cost in terms
of delay, dij , and it is assumed that the cost does not vary with the flow amount.
Moreover, a link specifies capacity bij , the maximum flow amount on the link.

Let S be the set of h multimedia sessions that are to be established over
network (N,L). Each session s may involve multiple media flows. A media flow

i j

k l

(i, j): dij, pij, bij, xij

(j, l)

(i, k)

(k, l)

(l, i)

G = (N, L)

N = {i, j, k, l}

L = {(i, j), (i, k), (j, l), (k, l), (l, i)}

Ri

dkq, pkq

Fig. 2. Network graph illustration for the path optimization problem
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f ∈ M is specified with its source ifsrc ∈ N , destination jfdst ∈ N , type tf , codec
cf (if applicable, e.g., PCM for audio or H.264 for video), which also influences
the accompanying mean packet size, bit rate of (e.g., 5 Mbit/s), weight factor
in a session wf , and defined MOS threshold, or minimum quality requested, vf
(e.g., 3.8 for audio with PCM and 80 kbps). MOS value for a flow, uf , is predicted
in the path selection process, based on formulas (1), (2) and (3) for a specific
flow type, and then used to calculate MOS value for a session, us. Depending
on session configurations, node i ∈ N may be the source or the destination for
multiple flows, or just act as a transit node on their paths. If i is the source for
flow f , then node rate rfi = of , while Ri references rates of all the associated

flows. If i is a transit node for flow f , then rfi = 0.

Model Parameters. While one group of the Q-POINT input parameters re-
lates to session configurations, the second group encompasses MOS functions g,
as given by equations (1), (2) and (3), which map application-level parameters
(cf , of ) and network QoS parameters (de2e, pe2e) to an MOS value. The last
parameter group refers to network topology, which specifies how the nodes are
interconnected and what are link characteristics (bij , dij).

Decision and Auxiliary Variables. We choose two types of decision variables
for this problem formulation: (a) xf

ij denotes rate of flow f ∈ M on link (i, j) ∈ L,
which may be different from the original rate due to possible losses, and (b)

yfij ∈ {0, 1} indicates whether link (i, j) is selected for the path of flow f or not.

If path loss probability pfe2e is calculated based on loss probability of each
node (piq) on the path, then the derived loss formula incorporates a product of

decision variables yfij (to select network segments that contribute to the E2E
loss), which makes the mathematical formulation non-linear. Figure 3 illustrates
the applied solution to this issue by introducing a virtual network node Z and
an auxiliary variable zfi . Node Z represents the sink for packets being lost at

the path’s nodes, while zfi holds loss rate of flow f at node i (if packet loss
occurs). All network nodes i ∈ N are connected to Z with virtual links, which
are characterized by biZ = ∞, delay diZ = 0, and loss probability piZ = 0.

i j

k l

Z

(j, Z): zj
f

(i, Z): zi
f

(l, Z): zl
f

(k, Z): zk
f

Fig. 3. Network graph with virtual node Z as the “lost packets’ sink”



142 O. Dobrijevic et al.

Building on the applied solution, average loss probability for flow f ∈ M can
then be calculated as the sum of loss rates at nodes that are included in the
flow’s path over original flow rate (note that the path loss is not additive with
respect to node loss probability, piq):

pfe2e =

∑
i∈N :i�=dst(f) z

f
i

of
; zfi =

∑
{i∈N :

i=tail(i,j),(i,j)∈L}

xf
ij ∗

piq
1− piq

. (6)

To calculate E2E delay for flow f ∈ M , on the other hand, delays on each node
and link of the flow’s path are summed up:

dfe2e =
∑

{(i,j)∈L:
i=tail(i,j),i�=dst(f),

i∈N}

yfij ∗ (diq + dij). (7)

Objective Function. As per the problem specification, the Q-POINT objective
is to maximize the sum of MOS values over all multimedia sessions:

maximize
∑
s∈S

us, (8)

where MOS value for a session is calculated as a weighted sum of MOS values
for the comprising (one or more) media flows:

us =
∑

{f∈M :session(f)=s}
wf ∗ uf . (9)

Model Constraints. Table 2 depicts mathematical formulation of the model
constraints. The Minimum MOS constraint forces Q-POINT to select a path
that provides, at least, MOS value vf for flow f , thus satisfying minimum quality
requirements for a specific flow and also guaranteeing a certain fairness among
all end-users. Maximum link rate denotes that link (i, j) ∈ L can admit flow f

only if its link rate xf
ij does not exceed the link capacity. Similarly, the Maximum

sum of link rates constraint imposes that the sum of link rates for flows following
the same link cannot exceed the link capacity. Maximum link rate is specified so
as to simplify the mathematical formulation and facilitate the problem solving.

The Flow conservation constraint for each flow specifies that incoming link
rate xij at node j is divided between outgoing link rate xjk and loss rate zfj .

If j is the source for flow f , then incoming link rate equals to node rate rfj .
Link selection forces a flow to follow only one outgoing link from its source, one
incoming and one outgoing link at a transit node, and only one incoming link at
the flow’s destination. This means that flows are non-splittable and cannot use
concurrent paths to reach their destinations, leading to a complex-to-solve model.
Finally, the Loop-back links constraint requires Q-POINT to avoid choosing links
that would send flows back towards their source nodes.
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Table 2. Model constraints

Model constraint Mathematical formulation

Minimum MOS uf ≥ vf , ∀f ∈ M

Maximum link rate xf
ij ≤ yf

ij ∗ bij , ∀f ∈ M , ∀(i, j) ∈ L

Maximum sum of link
rates

∑
f∈M xf

ij < bij , ∀(i, j) ∈ L

Flow conservation

∑
{k:k=head(j,k)} x

f
jk + zfj = rfj ,

∀f ∈ M , ∀j ∈ N : j = src(f)∑
{k:k=head(j,k)} x

f
jk + zfj −∑

{i:i=tail(i,j)} x
f
ij = 0 ,

∀f ∈ M , ∀j ∈ N : (j �= src(f)) ∧ (j �= dst(f))

Link selection

∑
{k:k=head(j,k)} y

f
jk = 1 ,

∀f ∈ M , ∀j ∈ N : j = src(f)∑
{k:k=head(j,k)} y

f
jk −∑

{i:i=tail(i,j)} y
f
ij = 0 ,

∀f ∈ M , ∀j ∈ N : (j �= src(f)) ∧ (j �= dst(f))∑
{i:i=tail(i,j)} y

f
ij = 1 ,

∀f ∈ M , ∀j ∈ N : j = dst(f)

Loop-back links
yf
ij + yf

kl ≤ 1 , ∀f ∈ M ,
∀(i, j) ∈ L,∀(k, l) ∈ L : (((i, j) > (k, l)) ∧ (i = l) ∧ (j = k))

4 Model Implementation

We use the IBM Optimization Programming Language [22] to formulate our
model. One of the major issues regarding model implementation was the exis-
tence of non-linear functions in the initial formulation (e.g., equations (4) and
(5) incorporate decision variable xij). Equation (7) for calculating E2E delay on
a path includes a non-linear product of binary variable yij and continuous func-
tion diq . To linearize it, we apply a technique that introduces substitute decision
variables. In this case, diq is defined as a new decision variable, which in turn
creates a product of binary and continuous variable. The latter product can be
replaced by a new continuous decision variable, which we refer to as ydijq . To
be able to employ this substitution, additional constraints need to be defined:

ydijq ≥ 0, ydijq ≤ yij ∗M, ydijq ≤ diq, ydijq ≥ diq − (1− yij) ∗M, (10)

where M is the upper bound on value of diq. Similarly, equation (6) includes a
product of continuous variable xij and continuous function piq. This product is
linearized by using the one-dimensional method from [23], which introduced five
continuous decision variables, two binary decision variables and several of the
accompanying constraints to our initial formulation.
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5 Model Evaluation

In this section, we present an initial evaluation of the proposed model. The
evaluation examines the problem solving time with respect to different number
of flows to be routed and network topologies. It also analyzes overall QoE gains
of Q-POINT over the shortest path approach typically used in current networks.

We use IBM ILOG CPLEX Optimization Studio 12.5 [22], CPLEX Opti-
mizer’s mixed integer solver and the branch-and-cut algorithm with default set-
tings. The solver is run in Debian Linux 6.0.8 on a workstation with an Intel
Xeon CPU @ 2.6 GHz and 32 GB of RAM. To obtain numerical results for the
evaluation, m flow requests are generated: 2m

5 audio flows, 2m
5 video flows, and

m
5 data flows. Flows of the same type are generated with the same characteristics
(Table 3). For each flow we randomly choose its source and destination, but in a
way that each network node serves as the source and the destination to a similar
portion of m flows. After flow generation, the Q-POINT model is run.

The evaluation network topologies are shown in Figure 4. The first one is
a random topology, while the other one is modeled against the Croatian Na-
tional and Research Network (CARNet), i.e. a part of its core network. For both
topologies capacity of each link is set to 1 Gbps, while link delay is randomly
chosen from {10 ms, 20 ms, 30 ms}. Each network node is pre-configured with
3 buffers. Audio buffer size is set to 1000 bytes (i.e., 5 audio packets), video
buffer size to 28800 bytes (i.e., 20 packets), while data buffer size is set to 30000
bytes. The weighted fair queuing discipline is assumed at network nodes, which
all serve as source and destination to flows of different type, with buffer weights
set to 0.3, 0.5 and 0.2 for audio, video and data flows, respectively. The chosen
network values were empirically derived and impact of their variations on the
optimization result will be analyzed in future work, as well as impact of more
complex network topologies. All results are obtained over 10 test runs for each
topology and flow number m, which is specified from {100, 200, 300, 400, 500}.

With respect to the CARNet-like topology, Table 4 shows the sum of QoE
values over all flows for Q-POINT and the shortest path selection, which is based
on the “hop-count” metric. While Q-POINT achieves higher aggregate QoE for
each m value, a notable difference occurs for m = 500, when overall traffic
increases link utilization considerably (for some links to above 50%). Our model
consequentially aims to distribute video and data paths so as to “balance” traffic
load per node, thus minimizing QoE degradations. For m = 500, Q-POINT

Table 3. Flow characteristics for the Q-POINT evalution

Flow type Codec
Bit rate
[Mbps]

Maximum
MOS

Mean packet
length [bytes]

Generated
no. of flows

Audio PCM 0.08 4.3 200 2m
5

Video H.264 5.0 4.7 1440 2m
5

Data - 5.0 4.5 1500 m
5
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Fig. 4. Network topologies for the Q-POINT evaluation

obtains, e.g., video loss probability under 0.15% at each node, with all video flows
over two-hop paths facing loss probability of 0.23% on average and achieving
MOS of 4.56 on average. With the same flow configuration, the shortest path
selection results in, e.g., video loss probability at node 9 of 0.87%. Moreover, 66
video flows are assigned two-hop routes with loss probability of 1.12% on average,
leading to their average MOS value of 3.99. Although this preliminary evaluation
shows some encouraging results on QoE gains of Q-POINT over the shortest
path, a thorough analysis needs to be performed to derive general conclusions.

Table 4. Comparison of the sum of QoE values over all flows

CARNet-like topology m = 100 m = 200 m = 300 m = 400 m = 500

Shortest path selection 448.5 892.9 1330.3 1754.2 2147.4

Q-POINT model 449.0 895.6 1338.8 1775.1 2200.7
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Average execution time of the solver is shown in Figure 5. While Q-POINT
yields acceptable performance for the random network, which is of a simpler
topology than the CARNet-like network, and m = {100, 200}, it is evident that
running a single optimization of paths for that many flows in a network would
be too time consuming to apply the model for dynamic network reconfiguration.

6 Conclusion

In this paper, we have presented Q-POINT, a QoE-driven path optimization
model for multimedia services. In contrast to traditional networks, where flows
with the same destination typically follow the same path, Q-POINT calculates
the best path for each service flow so as to maximize the aggregated QoE for
a whole network domain. The key contribution of this paper is the presented
mathematical model, which is formulated as a mixed integer linear program.
The preliminary evaluation shows that our model increases the overall QoE,
which means that end-users will be more satisfied with the delivered service.

Our work opens up several interesting research aspects. First is to evaluate
impact of different QoE-QoS mapping functions on resource utilization and of
using multi-path transfer, with the latter simplifying the model complexity since
flows become splittable. As end-users frequently establish new sessions and flows,
we are currently extending Q-POINT to control optimization for given traffic dy-
namics, while trying to keep the number of path reconfigurations for the existing
flows to a minimum. We also plan to address the applicability and benefits of
our approach in the context of additional service types (e.g., adaptive video
streaming over HTTP and on-line gaming) and more complex traffic mixes. A
step further will be to explore heuristics that will allow us to achieve a satis-
factory QoE result in minimal (or acceptable) execution time. Finally, we have
also started to implement the model within the SDN framework by developing
an SDN controller application to run Q-POINT.
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Abstract. This paper presents a frugal protocol for sensor readings dissemina-
tion in the Internet-of-Things (IoT). The protocol called Least Path Interference
Beaconing (LIBP) is based on a lightweight path selection model that builds a
routing spanning tree rooted at the sink node based on information disseminated
through a periodic beaconing process. LIBPs frugality results from a routing pro-
cess where the sensor nodes select the least path interfering parents on the routing
spanning tree with the expectation of flow balancing the traffic routed from nodes
to the sink of a sensor network. The simulation results produced by Cooja un-
der the Contiki operating system are in agreement with previous results obtained
under the TinyOS operating system. They reveal that LIBP outperforms different
versions of the RPL protocol and the CTP protocol in terms of power consump-
tion, scalability, throughput and recovery from failure as well as its frugality as a
routing protocol.

1 Introduction

A new form of modern communication is emerging where sensing, identification and
many other types of processing devices are combined with the objective of interact-
ing pervasively with the physical world to provide to different users various services.
It is predicted that these devices will be deployed in our daily living environment in
thousands of heterogeneous computing elements building multi-technology and multi-
protocol platforms that provide access to the information not only “anytime” and “any-
where”, but also using “anything” in a first-mile of the Internet referred to as the
”Internet-of-the- Things” (IoT) [1]. The next generation IoT infrastructure is expected
to include millions of interconnected islands of sensing/identification networks spread
around the world to provide services that would not be possible to provide with cur-
rent generation sensor networks. Such network islands will be using multi-hop routing
to avoid the need for the high communication power that might be required from the
lightweight IoT devices for communication with each other directly. They will be oper-
ating on either an m-to-1 or an m-to-n routing model where where all the nodes will be
collecting from their environments sensor readings carrying the information to be sent
to either a unique sink node (m-to-1 mono-sink architecture) or multiple sinks (m-to-n
multi-sink architecture).

A. Mellouk et al. (Eds.): WWIC 2014, LNCS 8458, pp. 148–161, 2014.
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1.1 Routing over the Lightweight IoT Devices

The routing of sensor readings in IoT settings can be formulated as a problem of find-
ing a set of paths for routing the traffic flows carrying these readings from their points
of collection to sink nodes which are tasked to deliver these readings to gateways for
further processing. When applied to a mono-sink architecture, the traffic packets car-
rying the sensor readings are routed from nodes to neighbours along the path to the
unique sink node following a multi-hop process usually aimed at reducing the energy
that each node would spend if it had to send its data traffic directly to the sink. The
process can be constrained by spatio-temporal and different other constraints depend-
ing on the IoT settings and the application. The solutions to the routing problem above
may differ but are usually expected to be self-organized, self-repairing and frugal rout-
ing protocols in terms of storage, processing and communication requirements on the
lightweight devices that are used in IoT deployments. In a typical mono-sink IoT de-
ployment, the information carried by the sensor readings would typically be aggregated
from the nodes towards a unique sink that forms the root node of a tree which is con-
nected to the gateway by the sink with most of the leaf nodes present in the network
sending their sensor readings upwards towards the root/sink node for storage, analysis
or further processing.

1.2 Contribution and Outline

The LIBP protocol [2, 3] was previously implemented for TinyOS using the Tossim
emulator [4]. This paper presents a Contiki [5] implementation of LIBP and evaluates
its performance compared to CTP [6] and different versions of the RPL protocol [7]
with the objective of assessing the frugality of LIBP and its efficiency compared to these
two other routing protocols. While the LIBP implementation presented in this paper has
been implemented from scratch following the model proposed in [2], the RPL and CTP
implementations considered in this paper are widely available in open-source format
on a wide variety of platforms. They did not require any new implementation in the
platform of choice for this paper. The remainder of this paper is organized as follows:
Section 2 presents the proposed LIB protocol while 3 describes related routing protocols
used in IoT settings. The results obtained through comparative simulation study are
presented in Section 4, and finally Section 5 draws the conclusions and provide avenues
for future work.

2 Least Path Interference Beaconing Protocol (LIBP)

2.1 Protocol Description

LIBP [2, 3] is an implementation of the LIBA algorithm. This routing protocol, like
CTP, uses a beaconing process initiated by the source (sink) node. When the process is
initiated nodes incident to the sink node will be the first to recognize that a sink node is
within one hop distance. This process is then initiated by these nodes to their neighbours
and this process is repeated thereafter. This results in a network where each node is
aware of its neighbours. The least interference paradigm is integrated into the process
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by which nodes select parent nodes which have the smallest number of (supporting)
children, which is the parent of least traffic flow interference. This configuration is
especially powerful in the situation where sensors are periodically sensing information
(which is a very popular sensor use case). LIBP basically aims to provide a way to
balance traffic flow in such a way that it results in energy efficiency by having a network
where nodes support less traffic. The network building process is highly detailed in the
paper by Bagula et al [2].

2.2 LIBP Implementation

RPL and CTP are already implemented in ContikiOS [5], however LIBP is not, this re-
sulted in having LIBP implemented for Contiki. Following the successful methodology
of adapting CTP to conform to the LIBP model and ideas [2], this approach was used
to preserve the same interfaces that CTP has implemented with the simulation environ-
ment (Cooja). At a very high level the link-estimate module for CTP found in Contikis
network library was modified to conform to LIBP ideas. This means that the ETX link
metric was altered to rather conform to interference represented by the amount of sup-
porting children nodes. Features not required for LIBP were removed (trickle algorithm
code for example). It should be noted that since LIBP in its Contiki implementation is
forked from CTPs implementation in Contiki, it inherited the same underlying commu-
nications stack, Rime [8].

2.3 LIBP Network Building Process

The LIBP network building owes its power to simplicity that builds upon an ad-hoc
routing protocol that is also structurally similar to RPL in structure. LIBP uses two con-
trol plane messages for network configuration, one being the beacon message, and the
other is the acknowledgement (ACK). In the scenario where the network is initialized,
the root node will broadcast a beacon at a given interval where the beacon includes
important routing information regarding the senders identity and weight. Once the root
node advertises the beacon, nodes within the immediate vicinity of the root would have
received the beacon. The root node advertises a weight of 0 which prompts the nodes
within its vicinity to use that node as a parent. The parent is alerted to the new nodes
dependence by the acknowledgement packet. When a node sends an acknowledgement
packet to a parent then that parent must increase its weight since that parent is support-
ing an extra node.

2.4 LIBP Maintenance and Recovery

From the network configuration stage of LIBP (shortly after network epoch) each node
keeps a linked list of neighbouring nodes. This list holds an object which characterizes
the neighbouring nodes address and its weight (interference) along with its route metric.

Maintenance - Since each node accounts for each of its neighbours in a linked list,
it is then possible for nodes to perform rudimentary operations for local network main-
tenance, and in the event of parent failure, network repair is achievable. The age at-
tribute is there to keep track how long that particular LIBP Neighbour has been in the
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list, whenever the LIBPNeighbour linked list is updated then the age attribute is incre-
mented. The route metric attribute describes the precedence in which nodes are tiered
by how far they appear to be from the root node, nodes with a low route metric are closer
to the sink node. RPL uses a similar metric which can be described as node depth [7].

Recovery - When a node is compromised in such a way that its ability to commu-
nicate is impaired then recovery is required. Such a node would have to be removed
from the network as a whole. This usually happens when a particular node is unable
to acknowledge sent data messages, the main event which alludes to this conclusion is
that a node would have retransmitted the same packet for an amount that is equal to the
programmed max retransmits. If this happens then the compromised node is removed
from the sending nodes LIBP Neighbour list. This in effect removes the parent of the
sending node, which requires the sending node to pick a new parent.

3 Related Routing Protocols: RPL and CTP

3.1 Collection Tree Protocol (CTP)

CTP [6] is a routing protocol which extends the Trickle algorithm [9]. It does so because
the assumption can be made that data aggregation is one of the primary goals of a WSN.
CTP promises to be reliable, efficient, robust, and hardware independent. CTP relies on
data packets to validate the routing topology and loop detection. This routing protocol
also utilizes adaptive beaconing (an application of Trickle) to dynamically setup and
adapt to network changes. Every node implementing CTP maintains an estimate of the
cost of its route to a collection point (namely, the sink node). This metric is typically
called expected transmissions (ETX).

CTP Network Building Process. CTP (and RPL) employ a similar strategy for net-
work construction. CTP extends the use of the trickle algorithm [9] by sending out
control messages at a rate which is dependent on how dynamic the network is. In sum-
mary when the routing is empty (the network has just been deployed), A set number of
nodes in a network advertise themselves as network roots. Thereafter, nodes form a set
of routing trees to these roots. In CTP each node selects one parent as a next-hop link
and that parent is closer to the root node than the node is.

CTP Maintenance and Recovery. CTPs strength lies in the fact that its network main-
tenance is implied by its adaptive control messaging implementation.

Maintenance - The adapted trickle algorithm used in CTP also counts for the han-
dling of network inconsistencies. These inconsistencies include node addition, the sig-
nificant change in link ETX and loop avoidance. The adapted trickle algorithm counts
for the ability for CTP to maintain the network. Even if a network is heavily degraded,
due to the adapted trickle algorithm, the network should relax to a near-optimum state.

Recovery - CTP employs a simple strategy for detecting node failure. In the case
of node failure, all nodes which are dependent on the failed node will find another
parent (usually the next best local parent). Node failure is usually recognized when
a node cannot unicast a message to its parent, this is when the node uses up all its
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retransmissions for a given packet. Once node failure is established then a node will do
a lookup in its routing table to find the best replacement if possible.

3.2 Routing Protocol for LLNs (RPL)

RPL [7] is a direct result of The Internet Engineering Task Force (IETF) which recog-
nized the need to form a standardized IPv6-based routing solution for LLNs. The IETF
formalized a working group specific for this problem called ROLL (Routing over Low
power and Lossy). The direct outcome of this workgroup was RPL.

RPL Network Building Process. RPL is a Distance Vector IPv6 routing protocol
for LLNs that specifies how to build a Destination Oriented Directed Acyclic Graph
(DODAG) using an objective function and a set of metrics and constraints. RPL ba-
sically builds a logical communications graph over a physical network that conforms
to satisfying a set of objectives and conforms to a set of constraints which can be set
by a network administrator. The graph building process is initiated at the root (or sink)
node, multiple roots can exist in the same network. The root(s) start advertising the
information about the graph using messages outlined in its RFC and other literature [7].

RPL Objective Functions. An objective function (OF) allows for RPL to optimize,
constrain, or scale the routing metric or link metric of a path. It is entirely possible to
have multiple objective functions operating on the same node or same network. Objec-
tive functions allow network administrators to impose a set of rules which affect the
traffic flow of the network. For example, on one subsection of a network one could
implement a rule that specifies that paths with the best Expected Transmissions (ETX)
must be used and that the paths must be non-encrypted, or that paths with lowest laten-
cies must be used while avoiding battery operated nodes.

Objective Function ETX - The ETX Objective function (OF-ETX) [6] is a widely
popular link metric in the field of WSN. It is a link metric that in some way encompasses
link congestion and link latency. ETX is simply defined as the expected number of
transmissions required to successfully transmit and acknowledge a packet on a wireless
link. In practical terms the ETXroot = 0 (the root node is not expected to send data
packets) and the ETXnode = ETXparent + ETXlinktoparent. The objective for OF-ETX
is to (greedily) choose the route with the lowest ETX. It should be noted that OF-ETX
is standardized and thus can be considered as a modular addition to RPL.

Objective Function Zero - The Objective function Zero (OF-0) is a relatively new
objective function proposed by the IETF. In comparison to ETX, OF-0 is not highly
established since ETX is considered a mature link metric in the field of WSNs. The
goal of OF-0 is for a node to select a parent in such a way that it provides or contributes
good enough connectivity to a specific set of nodes or to a larger routing infrastructure.
OF-0 is described as being an OF which guides nodes in their parent selection using
a metric called node rank. The rank computation of OF-0 has a set of constraints and
norms which can be seen in its RFC [10].
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RPL Maintenance and Recovery. RPL tries to limit the control plane traffic in the
network to minimize the impact that control plane traffic has on the network. Some pro-
tocols use periodic keep alives (often called beacons) [2]. RPL uses a different paradigm
when attempting to maintain and recover the network.

Maintenance - Instead of using a periodic keep alive for network node maintenance,
RPL uses an adaptive timer mechanism called the trickle timer. This algorithm dictates
the sending rate of control messages. In essence the trickle timer treats the network as
a distributed system that suffers from a consistency problem. A set of events confirms
graph inconsistency, for example if a node detects a loop then the network is considered
inconsistent, or when a node joins a network, or when a node leaves a network. The
more inconsistencies that are detected the more control messages that are sent in the
network. The more consistent the network is then the less control messages that are
sent.

Recovery - RPL employs two techniques in order to recover the network from node
and link failure. In essence RPL uses both local and global repair to initiate graph
recovery. When a link or parent node failure is detected, the child node will quickly
find an alternative route that conforms to the rules of the OF upon it. This is local
repair, given enough local repairs, the graph may diverge from optimum setup. At this
point it may be necessary for the graph to be rebuilt using global repair. Global repair
is the rebuilding of the graph as if the network was newly deployed as outlined in the
RPL Network Building Process section of this paper. Thus global repair is costly as that
imposes a high flow of control traffic in the network.

4 Performance Evaluation

Testing Environment - These experiments will be conducted on the Contiki [5] plat-
form. The mote that will be emulated in Cooja for this experiment will be the Tmote
sky mote. In the case that emulation is not required; Cooja motes will be used for simu-
lation. The experiment will be conducted in a simulation environment in which UDGM
(Distance Loss) will be the radio medium of choice. RPL and CTP are already imple-
mented in Contiki. LIBP was implemented by forking the CTP code found in Contiki
and modifying it in order to meet the LIBP requirements.

Data Collection - Metrics in the experiment were collected by implementing the
energest [11](Energy Estimation) module in Contiki, energest is used for obtaining per-
component power consumption. This module gives metrics which are related to the
amount of power required by certain modes of operation. The metrics that can be ob-
tained from energest is the count of power utilized for radio RX and TX, Low Powered
Mode(LPM), and Normal Powered Mode (NPM) also known as awake mode. By using
the Tmote sky datasheet. The power utilized is described below.

To calculate the power we need an intermediary function which helps us calculate
the power utilized.

f(x, y) = ((x× 64) + (y × 64)/1000) (1)

And to calculate the power utilized given the energest RX TX LPM and APM values
we calculate the power.
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P = 3× APM × f(1, 800) + LPM × f(0, 545) + TX × f(17, 700) +RX × f(20, 0)

64× (APM + LPM)÷ 1000
(2)

Cooja also has an online data collection application called the shell collect view.
The shell collect view gives a comprehensive breakdown of node specific status vari-
ables and meta-data. Cooja has another nice feature which comes in a Cooja application
called PowerTracker. PowerTracker is an online real-time radio duty cycle monitoring
tool. PowerTracker can be used to deduce the amount of time that a node spends in a
particular state with regards to its radio.

Testing Variables - RPL will be run as two experiment instances since RPL can
be run with various objective functions (OF). As a result RPL will be run with OF-0
and OF-ETX and thus for the rest of the paper RPL will be referred to either RPL-0
or RPL-ETX to refer to RPL coupled with their objective functions respectively. RPL
itself cannot be tested as a routing protocol rather RPL and an objective function needs
to be tested against CTP and LIBP respectively. Since there are implementations for
OF-0 and OF-ETX on Contiki already, the experiment variables will be CTP, LIBP,
RPL-0, and RPL-ETX.

Table 1. Simulation Setup

Test Attributes Test Value
Topology 175mx175m grid of 30 randomly placed nodes (density

30m2/node)*
Beacon Interval 30 seconds (LIBP), Adaptive (CTP, RPL)
Messaging Interval 30 seconds
Message Contents Hello from node
Simulation Runtime 10 minutes (2 minutes for network self organization)*
(LIBP) 1
TX/INT Range 50m/100m

4.1 Methodology

The table above outlines the experiment runtime. In short, unless otherwise specified,
the networks are each given a 2 minute period to allow for the network to settle; there-
after the network is run for 8 minutes to give a total simulation runtime of 10 minutes.
Each node will periodically send a packet containing the string Hello from node as
its packet data. Since each node is given 8 minutes to send the data at a period of 30
seconds, the nodes will each send 16 packets data to be collected by the sink. For the
various experiments, all of Coojas existing profiling tools were used as experimenta-
tion tools. Simulation timers and node real-time timers were used as experimentation
tools for time sensitive experiments. For discerning between control plane traffic and
data plane traffic the packets were flagged accordingly, the packets would then trigger a
counter which would hold a value that shows how many times a packet of that particular
classification occurred as traffic during simulation runtime. Routing protocols have to
be tested in terms of scalability. 10 random topologies were generated ranging from a
topology sizes of 10 to 100 (in increments of 10). Each topology had the same node
density. The benefit of having all these network topologies is so that metrics related to
the routing protocols can be observed while the topology size increases.
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4.2 Results and Evaluation

In this section, CTP, and RPL (alongside its OFs) is evaluated against the new imple-
mentation of LIBP on Contiki.

Energy Profile. The average power consumption in Figure 1 (a) was taken by averag-
ing the power consumption amounts of each node. RPL seems to be significantly more
power hungry on average when compared to CTP and LIBP. This could be put down to
the fact that the radio in the sink node in RPL is always on, in addition to that, RPL is
built on top of a slightly more capable but heavyweight communications protocol.

The graph of Figure 1 (b) shows the average radio duty cycle. It should be noted that
the duty cycles represents the percentage of time that the radio was in a particular stage
during the 10 minute simulation runtime. The TX and RX power draw are roughly the
same on many motes.

RPL makes the assumption that the sink nodes are typically well powered. This is
shown in the graph Figure 1 (c), the radios in the sink nodes for RPL are always turned
on, which results in a very power hungry sink. The sink nodes in RPL would consume
in the region of 60 mW, whereas the sink nodes in CTP and LIBP would consume power
in the region of 4mW. In effect the sink nodes in RPL consume more than 1 order of
magnitude more energy than the CTP and LIBP sink nodes. This can mostly be put
down to the always on radio.

Table 2. Power Distribution

Routing Protocol Mean (mW) Standard Deviation (mW)
CTP 4.06 0.474
LIBP 3.24 0.278
RPL-0 5.01 10.81
RPL-ETX 5.43 10.73

The standard deviation of the power consumption presented in Table 4.2for the rout-
ing protocol can describe how well distributed the energy consumption will be in the
topology. This is a very important metric in figuring out the amount of time that a net-
work can be deployed before requiring a battery change. Having a energy usage low
mean and a low energy usage standard deviation shows that the protocol is energy effi-
cient in its distribution and energy efficient in its implementation.

Routing Profile. The routing metrics of each routing protocol include the amount of
supporting children per node, the average path length and the agility of the protocol.

Figure 3 (a) shows the path interference (contention) in terms of average amount of
children that a node would support. This value was obtained by counting the amount of
times each node referenced a parent and then averaging those values. Having a smaller
number of average children is a desirable metric because it can help with energy distri-
bution in the network which helps with leaving all the nodes at more or less the same
battery life. Having a high contention undesirable since it may also introduce a higher
rate of packet loss or interference into the network. LIBP being the protocol which tries
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(a) Average Power Consumption (mW)

(b) Radio Duty Cycle

(c) Radio Duty Cycle For Sink nodes

Fig. 1. Power consumption: average consumption and duty cycles
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Fig. 2. Scalability for Average Power Consumption

to minimize the average amount of children in the pursuit for better energy distribution
does better in this experiment.

The average path length depicted in Figure 3 (b) was obtained by computing the TTL
like attributes in the protocol control plane packets. LIBP and RPL use TTL (time to
live) however CTP uses time has lived (which is TTL MAX TTL). Once the number
of hops was obtained they were averaged to give an average path length metric for
each protocol respectively. Depending on the application, A high average path length is
desirable for better for energy distribution but a lower average path length can result in
a lower latency between the leaf nodes and sink nodes.

Recovery from Failure. The graph in Figure 4 (a) shows how quickly the protocols
can come up with contingency routes if a node with high contention fails. To simulate
this event, a node with a high degree of children (4 children) was chosen and deleted
at the 10 minute mark. The times represented in the graph above shows the amount of
time required for all 4 of the children to find alternate parents/routes. The data above
shows how agile the routing protocols are in terms of how they deal with catastrophic
failure.

The graph of Figure 4 (b) demonstrates how agile the routing protocols are in the
ad-hoc sense. The experiment was set up by running a normal collect experiment of
30 nodes, except 1 node would be out of reach from the network (thus not part of the
network). At the 10 minute mark from the start of the simulation the secluded node
would be introduced to the network. The times in the above graph represent the time it
took for that node to have acknowledged a parent (to become part of the network).



158 L. Ngqakaza and A. Bagula

(a) Path interference

(b) Average path length

Fig. 3. Routing profile: Interference and path length

Traffic Profile. It is a worthwhile effort to see how much energy is spent on the control
plane as opposed to the data plane. It should be noted that in the case of CTP, since
beacon information piggybacks on data transmission, it counts as a beacon sent.

Table 3. Successful Transmission Rate

Protocol Success Rate
CTP 99.7%
LIBP 99.7%
RPL-0 100%
RPL-ETX 100%

The table above describes the percentage of data packets that were collected by the sink
node. Most packets were successfully collected by CTP and LIBP by achieving a higher
than 99% transmission to the sink node. RPL achieved a 100% transmission rate. This
astounding transmission rate could be attributed to how complete the communications
protocol that RPL is built on top of is. Whereas CTP and LIBP are built on top of Rime [8].
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(a) Network recovery

(b) Routing agility

Fig. 4. Network recovery and routing agility

Fig. 5. Control Packets Sent
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5 Conclusion and Future Work

This paper presents a comparison between routing protocols. Experiments were con-
ducted between CTP, LIBP and RPL. The simulations revealed that CTP and LIBP are
relatively light in their implementation and goals but lack a few features that RPL has
like mote to mote communication. RPL also can utilize the full stack of security mecha-
nisms present in IPv6. The inherent heaviness of RPL can be attributed to its underlying
protocol and how the underlying protocol uses larger more feature rich packets. CTP
and LIBP are very similar in their performance metrics, this could be attributed to the
fact that they both use the same underlying communications stack. CTPs strength lies
in its very agile nature. CTPs trickle timer allows it to react to adverse changes in the
network very quickly. One of LIBPs main goals was to have a routing protocol that was
more efficient in its global energy consumption. This resulted in a protocol that is very
efficient in how each node in the network consumes a similar amount of energy. LIBP
is a very compelling routing protocol to use for battery powered deployed sensor net-
works since this routing protocol evidently seems to be better adapted for that scenario.
Future work may include testing the topology lifespan to see how long these topolo-
gies last before requiring a re-charge or battery replacement. Examining the security
mechanisms of RPL has also been reserved for future work.

IoT networks and connected-oriented share the same routing paradigm of setting
traffic flows from source to destination. Building upon the least path interference princi-
ple previously implemented for connection-oriented networks in [12–14, 16], the LIBP
protocol presented in this paper reveals that traffic engineering techniques previously
designed for traditional networks can be revamped to be applied to the emerging IoT.
Similarly, there is room for revamping some of the techniques previously intended for
gateway design [15] and quality of service (QoS) support [17] and long distance IoT
deployment [18] for deployment in 6LoWPAN settings to enable flexibility and hetero-
geneity in IoT settings.
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Abstract. In this paper, we consider 3GPP LTE cellular system where
machine-to-machine (M2M) devices and human-to-human (H2H) users
transmit their data into the network. By contrast to previous studies
which primarily focused on M2M overload protection and respective con-
trol mechanisms, this work concentrates on system operation when M2M
and H2H data flows coexist in the network. In particular, we propose an
integrated simulation-analytical framework to evaluate relevant perfor-
mance characteristics (data transmission delays, blocking probabilities,
etc.) with both Markov process based analysis and system-level simula-
tions. Our results indicate that the proposed methodology demonstrates
acceptable levels of convergence between analytical and simulations com-
ponents, as well as becomes useful to characterize impacts of M2M/H2H
coexistence on radio resource allocation in 3GPP LTE across a number
of important M2M-centric scenarios.

1 Introduction and Background

Machine-to-machine (M2M) communication is believed to reshape the Internet
as we know it today, as billions of unattended devices (sensors, actuators, smart
meters, etc.) become connected and send their data into the network [1]. Such
massive connectivity offers novel attractive services, but also raises significant
challenges to manage large number of devices, typically transmitting only small
data fragments, across a wide range of emerging applications [2]. This is espe-
cially true for current cellular technology (e.g., 3GPP LTE [3]), which has been
historically optimized for human-to-human (H2H) traffic and therefore creates
inefficiency at every step of M2M communication, from initial network entry to
actual data transmission [4].

Cellular industry, and in particular 3GPP standards community, has recently
been very active with several study and work items identified on M2M communi-
cation [5]. These primarily focused on overload protection, when a large number
of M2M devices attempt to connect to the network in a correlated manner [6].

A. Mellouk et al. (Eds.): WWIC 2014, LNCS 8458, pp. 162–174, 2014.
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Such scenarios may be characteristic for modern smart grid deployments, where
a high density of metering devices transmit their ”last gasp” signaling in case
of a massive power outage event. In some situations, this excessive messaging
quickly deteriorates available capacity of LTE signaling channels (i.e., PRACH:
physical random access channel and PDCCH: physical downlink control channel)
and results in significant outage when meters cannot access the network with
their data [7], [8]. Furthermore, at these periods, conventional H2H users suffer
from denial of service by the network as well, as they share the same signaling
channels with M2M devices.

The above overload protection research resulted in respective control mech-
anisms (e.g., EAB: extended access barring) standardized for LTE Release-11
and designed to mitigate initial network entry peaks by barring some of the
(delay-tolerant) M2M devices from accessing the network for predefined periods
of time [9]. These simple mechanisms, whereas offer an immediate solution to the
problem, do not help control regular system operation when both M2M devices
and H2H users already coexist in the network. Little is known about such co-
existence with only a few research works mainly addressing improved scheduler
design by taking into account the typical properties of M2M traffic [10]. These
single-issues papers are primarily build on computer simulations and do not offer
comprehensive understanding of M2M/H2H coexistence.

In this work, we bridge the indicated gap by proposing an adequate simulation-
analytical framework to capture the main impacts of M2M communication on
the conventional H2H traffic. In particular, we mathematically characterize the
key performance characteristics of M2M and H2H communications, such as data
transmission times and blocking probabilities [11], and confirm our results by
extensive system-level evaluations across a number of important M2M-centric
scenarios. Our framework allows to optimize radio resource allocation proce-
dures in a cellular network and achieve understanding of resulting system per-
formance to reach good balance between M2M and H2H communication. The
rest of the text is organized as follows. Section 2 details our mathematical model
and introduces its core assumptions. Further, in Section 3, we conduct numerical
analysis of representative M2M-centric scenarios and derive the key performance
characteristics. Section 4 introduces our M2M-aware system-level simulator and
offers some initial performance evaluation results, primarily, for the purposes of
verification of the analytical framework.

2 System Model of LTE Cell with H2H and M2M Traffic

Consider a single cell of LTE network (see Figure 1) with the peak capacity of
C units of channel resource (UCR), measured in bps. All users employ identical
H2H-service, such as voice telephony or video streaming. Additionally, the cell
supports transmission of M2M data fragments of a particular type from many
M2M devices. The system reserves Ch UCR to offer H2H-services to users. Here-
inafter, the indexes ”m” and ”h” in mathematical expressions differentiate if a
specific parameter applies to M2M or to H2H traffic, respectively. Consequently,
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not more than Cm = C −Ch UCR are available for M2M devices, while not less
than Ch UCR are available for H2H devices.

A minimum of bm UCR is required to transmit M2M data fragments. Cor-
respondingly, in order to transmit the current number of the data fragments,
UCR are grouped into fixed transmission zones comprising c UCR. Then M =
�c/bm� = max {y ∈ N : y ≤ c/bm} is the maximum number of data fragments
which may be transmitted in one such fixed zone. Further, we assume that the
cell might allocate S = �Cm/c� transmission zones to serve M2M user traffic.

The arrival flow of requests from M2M devices to transmit their data is as-
sumed to be Poisson with the rate of λm [1/time-unit = 1/s], whereas the length
of each data fragment is exponentially distributed with the mean θ [UCR×time-
unit = bit]. Denote a = λmθ [UCR] as the corresponding offered load rate.
These simplifying assumptions are made for the sake of analytical tractability
and provide a first-order insight into the performance of the considered system.

Further, H2H-services require bh UCR. We consider the arrival flow of requests
from the users demanding H2H-service to be Poisson with the rate of λh [1/time-
unit], while the duration of H2H-service is exponential with the mean of 1/μ
[time-unit]. Denote as ρ = λh/μ [Erlang] the respective offered load rate by H2H
users.

The considered model is a combination of First Come – First Served streaming
model and Egalitarian Processor Sharing (EPS) elastic traffic model.

Fig. 1. Proposed model of resource distribution in LTE cell
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In our model, three different scenarios are possible when a new data fragment
transmission request is generated by an M2M device:

1. The request is accepted for service and additional resources are not allo-
cated. This scenario corresponds to the situation when at the moment of the
request generation the number of data fragments is such that the decrease
in their transmission rate (but not less than bm) allows to serve this new
data fragment.

2. The request is accepted for service and a new fixed transmission zone is
allocated for its service. This scenario corresponds to the situation when at
the moment of the request generation the number of data fragments is such
that the decrease in their transmission rate (but not less than bm) does not
allow to serve this new data fragment. At the same time, there are at least
c UCR of free (unallocated) resources available for M2M service out of the
maximum Cm to allocate a new transmission zone.

3. The request is blocked without any impact on the rate of the spawning
Poisson process.

Similarly, two different scenarios are possible when a new service request is
generated by an H2H device:

1. The request is accepted for service when at the moment of its generation
there are at least bh of Ch UCR of free resource.

2. The request is blocked without any impact on the rate of the spawning
Poisson process.

Let Nm (t) be the number of M2M data fragments transmitted at the moment
t ≥ 0, and Nh (t) be the number of users which at the moment t ≥ 0 are receiving
H2H-service. Then the operation of the considered LTE cell model featuring
both H2H and M2M traffic can be described by the compound random process
{(Nm (t) , Nh (t)) , t > 0}, over the state space

X = {(nm, nh) : nhbh ≤ C − c(nm), nmbm ≤ Cm, nm ≥ 0, nh ≥ 0} ,
|X | = ∑�(S·c)/bm�

nm=0

(⌊
C−c(nm)

bh

⌋
+ 1

)
,

(1)

where c (nm) = c · �nm/M� = c ·min {y ∈ N, y ≥ nm/M} is the number of UCR
allocated for the transmission of nm M2M data fragments.

For the considered model, we may derive a system of balance equations. The
equation corresponding to the state (nm, nh) ∈ X is given as follows:

p (nm, nh)× [λm · 1 {(nm, nh) /∈ Bm}+ (c (nm) /θ) · 1 {nm > 0} +
+λh · 1 {(nm, nh) /∈ Bh}+ nhμh] = p (nm − 1, nh) · λm · 1 {nm > 0}+
+p (nm + 1, nh) · (c (nm + 1) /θ) · 1 {(nm, nh) /∈ Bm}+
+p (nm, nh − 1) · λh · 1 {nh > 0}+ p (nm, nh + 1)·(nh + 1)μh ·1 {(nm, nh) /∈Bh} ,
where the boundaries of the state space may be defined by means of the sets:

Bm = {(nm, nh) ∈ X : nhbh > C − c (nm + 1) ∨ (nm + 1) bm > Cm} , (2)
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Bh = {(nm, nh) ∈ X : (nh + 1) bh > C − c (nm)} . (3)

The random process {(Nm (t) , Nh (t)) , t > 0} constitutes a reversible Markov
process with the stationary probability distribution:

p (nm, nh) = G−1 (X )

(
a

M · bm

)nm
(

nm∏
i=1

⌈
i

M

⌉)−1

× ρnh

nh!
, (nm, nh) ∈ X , (4)

where G (X ) is the constant obtained from the normalizing condition.
Further, we consider the primary time-probability characteristics of the pro-

posed LTE cell model and introduce analytical expressions to derive these. To
this end, we write the state space X as follows:

X =

S⋃
s=0

Xs, Xs = {(nm, nh) ∈ X : c (nm) = s · c} . (5)

Knowing the distribution (4) and using the state space partitioning in (5), we
arrive at the expression for the M2M request blocking probabilities Bm as well
as those for H2H devices Bh, respectively:

Bm =
∑

(nm,nh)∈Bm

p (nm, nh) =

S−1∑
s=0

�(C−s·c)/bh�∑
nh=�(C−(s+1)·c)/bh�+1

p(s·M,nh)+

�Ch/bh�∑
nh=0

p(S ·M,nh), (6)

Bh =
∑

(nm,nh)∈Bh

p (nm, nh) = p

(
0,

⌊
C

bh

⌋)
+

S∑
s=1

s·M∑
nm=(s−1)·M+1

p

(
nm,

⌊
C − s · c

bh

⌋)
. (7)

The resulting formula for the mean M2M data fragment transmission time
may be given as:

Tm =

∑�Cm/bm�
nm=0

∑�(C−c(nm))/bh�
nh=0 nm · p (nm, nh)

λm (1−Bm)
, (8)

where the upper part determines the mean number of the transmitted M2M data
fragments Nm.

Further, we continue by numerically analyzing the operational characteristics
of the considered resource distribution model with the fixed transmission zone
for M2M traffic in LTE cell with H2H users.

3 Numerical Analysis of the Proposed Model

As an example, we consider a single cell of LTE with the peak capacity of
C = 52.8 Mbps, which is distributed between H2H users and M2M devices. For
the H2H user service, the system reserves Ch = 10.56 Mbps of its capacity. Let
every M2M data fragment of θ = 0.88 Mbit require a minimum of bm = 0.88
Mbps. As a numerical illustration of an H2H-service, we consider streaming
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video, which has a requirement of bh = 2.64 Mbps on the minimum throughput.
Assume the H2H offered load rate to be ρ = 5 Erlang. Let up to S = 2 fixed
transmission zones can be allocated for M2M data fragments transmission, each
of which comprising c = 20 Mbps.

Figure 2 introduces plots illustrating H2H request blocking probabilities Bh

calculated as given by formula (7), M2M data fragment blocking probabilities
Bm (6), and mean fragment transmission time Tm (8) on increasing M2M offered
load. The figure indicates that the mean fragment transmission time varies sig-
nificantly with the changing offered load. In order to explain the main reasons
behind the observed effects let us consider the plots of other probability-time
characteristics in our model.

Fig. 2. Blocking probabilities and mean data fragment transmission time

Together with the mean number of transmitted M2M data fragments Nm, we
also consider the following characteristics:

1. Mean number of the allocated fixed transmission zones for M2M devices:

s̄ =
∑

(nm,nh)∈X

⌈nm

M

⌉
· p(nm, nh) =

�S·c/bm�∑
nm=0

�(C−c(nm))/bh�∑
nh=0

⌈nm

M

⌉
· p(nm, nh). (9)

2. Mean number of UCR allocated for the transmission of a single data frag-
ment:

b1 =
∑

(nm,nh)∈X,nm �=0

(
c(nm)
nm

)
× p (nm, nh) =

=
∑�S·c/bm�

nm=1

∑�(C−c(nm))/bh�
nh=0

(
c(nm)
nm

)
× p(nm, nh).

(10)
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3. Probability that at least one data fragment is being transmitted:

P1 = P {nm = 1} =
∑

(nm,nh)∈X,nm �=0

p (nm, nh) =

�S·c/bm�∑
nm=1

�(C−c(nm))/bh�∑
nh=0

p(nm, nh). (11)

4. Probability that two fixed transmission zones have been allocated for serving
M2M devices:

P {s = 2} =
∑

(nm,nh)∈Xs=2

p (nm, nh) . (12)

The plots for the aforementioned characteristics of the LTE cell model are
shown in Figures 3 and 4.

Fig. 3. Time-probability characteristics s̄ and Nm

Let us now consider again the primary parameter for the performance eval-
uation of our model operation, which is the mean time Tm of the M2M data
fragment transmission (see Figure 5). We may further identify three intervals
of the M2M offered load, within which the mean number of fixed transmission
zones s̄ belongs to the following ranges: 0 ≤ s̄ ≤ 1, 1 ≤ s̄ ≤ 2, and s̄ → 2.

Over the first interval of the offered load for serving M2M devices, one fixed
transmission range is allocated on average and, correspondingly, 0 ≤ s̄ ≤ 1. It
is important to emphasize that with the growth of the offered load from a = 16
UCR, the mean transmission time Tm is showing non-uniform behavior. Over
the second interval, all UCR of the first fixed transmission zone have been used
for the data fragments transmission 1 ≤ s̄ ≤ 2, and the probability increases
that two fixed zones will be allocated P {s = 2} → 1. When the offered load
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Fig. 4. Time-probability characteristics b̄1, P {nm = 1}, and P {s = 2}

Fig. 5. Mean data fragment transmission time

reaches the value of a = 55 UCR, all available UCR are used to transmit M2M
data fragments and s̄ → 2.

In what follows, we consider variation in the mean data fragment transmission
time over each of the indicated M2M offered load intervals:

1. Over the interval a = [2, 16] UCR, the value of Tm grows insignificantly
as the number of data fragments in the system is small, P1 < 1, and they
arrive at the low rate of Nm < 1. Accounting for the fact that M2M service
follows the EPS discipline, the amount of resources taken by one M2M device
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increases up to b̄1 ≤ 9 UCR. Therefore, we observe minimal values of Tm in
this interval.

2. Over the interval a = [16, 30] UCR, the value of Tm grows faster and reaches
the value of Tm ≈ 0, 8 seconds. Data fragments begin to arrive with higher
rate and their mean number exceeds one, Nm ≥ 1. Therefore, the amount of
resources allocated for the transmission of one fragment decreases down to
b̄1 ≤ 2. Accounting for such decrease together with increase in the offered
load, the value of Tm grows significantly.

3. Over the interval a = [32, 44] UCR, when one more fixed transmission zone
has been allocated to serve M2M traffic, the value of Tm decreases slightly.
Probability that an additional fixed transmission zone is available tends to
one P {s = 2} → 1, and the mean number of UCR allocated for the trans-
mission of one data fragment is b̄1.

4. Over the interval a = [44, 55] UCR, almost all of the available UCR allocated
across two fixed transmission zones are used for data fragments transmission.
Therefore, the amount of UCR allocated for the transmission of one fragment
decreases further and the value of Tm grows.

5. Over the interval a = [55, 98] UCR, the allocated fixed transmission zones
are completely filled with M2M data fragments, and 40 ≤ Nm ≤ 48. The
mean amount of resources allocated for the transmission of one data fragment
tends to the allowed minimum of b̄1 → bm. Within this interval of the offered
load, it is typical to observe the maximum data fragment transmit times Tm

and high loss probabilities Bm.

We proceed with detailing our simulation methodology to extend the above
mathematical analysis.

4 Simulation Methodology, Results, and Conclusions

In our past M2M work [12], [13], we were mostly concentrated on the partic-
ular features of IEEE 802.16 and 3GPP LTE technology related to signaling
channel simulations and analysis. For those purposes we employed a simplified
Protocol Level Simulator (PLS) to abstract away many realistic system features
for the sake of simulation speed. By contrast, in this paper we are considering a
more detailed simulation methodology incorporating most of the practical 3GPP
LTE features. Our approach is based on detailed System Level Simulator (SLS)
which has been developed and applied successfully in our recent publications on
next-generation wireless networks [14] focusing H2H traffic. However, this work
extends our SLS tool to enable characteristic M2M scenarios.

The core capabilities of the considered simulator are: detailed LTE MAC-layer
features (according to 3GPP LTE Release-10 specifications, fully calibrated),
dynamic channel modeling, different traffic types, user and eNodeB directivity
and location modeling, as well as many others (see Figure 6). In particular, the
basic features of the LTE implementation inside our SLS tool are: realistic 10
ms FDD frame structure, inter-cell interference, support for several scheduling
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schemes (round-robin, proportional-fair, etc.). Instead of modeling the control
channels explicitly, the respective control signaling overhead is taken into account
to speed-up the simulations. However, necessary channel procedures could be
easily integrated into the SLS, if required.

Fig. 6. High-level structure of our system-level simulator

Regarding channel models implementation, the most challenging aspects are
interference and pathloss characterization [15]. Basic ITU models (Urban Macro,
Urban Micro, ITU-R M.2135) have been realized and used in the SLS. Interfer-
ence calculation has been somewhat simplified to speed-up simulations further.
Instead of per-RB (resource block) calculations, only the percentage of intersec-
tions between the same time-frequency domain user requests (of different cell in
a sector) is accounted for. Large-scale and small-scale parameters are modeled
employing random variables with a certain deviation and mean; the numbers are
taken from ITU-R M.2135 document.

More advanced Spatial Channel Model (SCM, 3GPP TR25.996), which is
based on multiple ray clusters is currently under implementation. As a conclu-
sion, we emphasize that the methodology behind our SLS tool simplifies physical-
layer implementation to enable better support for MAC-layer features and pro-
cedures across a large-scale system deployment. Furthermore, our abstractions
result in a profound decrease in simulation complexity, which, in combination
with efficient code structures written in Python and C++, delivers attractively
short simulation times: one second of the real-time in a typical 19-cell (3 sector)
deployments with 30 users per cell could be simulated with only around 100
seconds of simulation time.

As a first step in this paper, we calibrate the simulation results with the
above analysis. Along these lines, we choose to disregard realistic interference,
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Fig. 7. Mean data fragment transmission time: analysis and simulation

pathloss, and other complex channel effects. However, we account for the actual
LTE frame structure to verify that simulation results fall well near our analytical
expectations. We further assume that the resource allocated to the H2H and
M2M devices is employing all available frequencies, so that the scheduler is
working in a time-division manner. Additionally, to account for some channel
degradation factors, we enable a simple physical-layer pathloss model described
in [14]. For the purposes of initial calibration and testing, we focus on a tagged
sector of our one-cell scenario. Users are deployed in a 288m-area around eNodeB
(typical for Urban macro model, ISD = 500).

User arrivals and departures are modeled according to the above analysis in
Section 3. At this stage, the interference between the users is considered insignif-
icant, due to the absence of other cells (which may be also the consequence of ap-
propriate network planning). More advanced interference and channel modeling
will be given in our future publications. In Figure 7, we overlay our simulation re-
sults on top of the previously obtained analysis (see Figure 2). Hence, we observe
that simulated mean data fragment transmission times are reasonably close to the
analytical prediction, but they also remain slightly higher due to the increasing in-
fluence of the realistic LTE performance factors not captured by the current anal-
ysis. Our ongoing work is to extend the reported analytical framework towards
the inclusion of practical performance degradation factors explicitly [16], as well
as to build a number of more insightful simulation scenarios mindful of upper-
layer protocols [17]. However, already now we can conclude that the constructed
simulation-analytical framework is a very useful tool to characterize M2M/H2H
coexistence and understand the resulting LTE system behavior.
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Abstract. In this paper, we describe agent-based content retrieval for
opportunistic networks, where requesters can delegate content retrieval
to agents, which retrieve the content on their behalf. The approach has
been implemented in CCNx, the open source CCN framework, and eval-
uated on Android smart phones. Evaluations have shown that the over-
head of agent delegation is only noticeable for very small content. For
content larger than 4MB, agent-based content retrieval can even result
in a throughput increase of 20% compared to standard CCN download
applications. The requester asks every probe interval for agents that have
retrieved the desired content. Evaluations have shown that a probe inter-
val of 30s delivers the best overall performance in our scenario because
the number of transmitted notification messages can be decreased by up
to 80% without significantly increasing the download time.

1 Introduction

Information-centric networks (ICN), e.g., [1], [2], [3], [4], have attracted much
attention in recent years as a new network paradigm replacing host-based Inter-
net communication. Routing and forwarding is based on content names instead
of host identifiers. The exchanged messages do not contain any source or desti-
nation address supporting caching in any node. Nodes can express Interests to
receive corresponding Data from any nearby node that provides the content.

Therefore, ICN can support opportunistic networking, where connectivity and
contact durations between devices are unpredictible and intermittent. Content
discovery can be performed using multicast to quickly detect available content
sources [5] in the vicinity. Nodes transmit requests if they are looking for content
and content transmissions are only triggered if the desired content can be found
in the vicinity of the requester. If a requester moves inside the network, the
recipients of request messages will change and new content sources or forwarders
are discovered automatically. No device discovery is required, because content
availability may be independent of specific neighboring devices.

In this work, we base our investigations on the content-centric networking
(CCN) approach proposed by Van Jacobson et. al. [4]. Earlier work [6] has shown
that short-term caches can be extended to support delay-tolerant networking
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without significant processing and storing overhead. However, if a node does
never meet a content source directly, it needs to forward the requests to other
nodes. Multi-hop forwarding is challenging due to intermittent connectivity and
asymmetric forwarding paths. Interests in individual segments of content may
be forwarded by different nodes in mobile ad-hoc networks. Since CCN requires
symmetric forwarding, i.e., Data needs to travel the reverse path back to the
requester, segments may not be forwarded all the way back to the requester and
parts of content may be stored in different nodes making it difficult to retrieve the
complete content. Additionally, if forwarded over multiple hops, Interests may
time out at intermediate nodes so that content can never reach the requester.
In this work, we describe agent-based content retrieval, where requesters can
delegate content retrieval to one-hop neighbor nodes, which will retrieve the
complete content on their behalf. Earlier studies [7] have shown that human
mobility exhibits temporal and spatial periodicity. People tend to have strong
location preferences in their daily mobility and meet other individuals regularly.
Agents with different mobility patterns as requesters can, therefore, increase the
search coverage by requesting content in locations the requester would never
visit. Requesters can then retrieve the content from agents as soon as they have
found the content. We assume a decentralized communication network using the
802.11n interface and not considering any cellular communication.

The remainder of this paper is organized as follows. Related work is reviewed
in Section 2. In Section 3, we describe our design and implementation on Android
smart phones. Evaluation results are shown in Section 4. Finally, in Section 5
we conclude our work and give an outlook on future work.

2 Related Work

Content-Centric networking (CCN) [4] is based on two messages: Interest and
Data. Content is composed of multiple segments and users need to express In-
terests in every segment, which is included in a Data message, to retrieve the
complete content. CCNx [8] provides an open source reference implemenation
of CCN. The core element of the implementation is the CCN daemon (CCND),
which performs message processing and forwarding decisions. Links to other
nodes are performed via faces, which are defined by TCP/IP or UDP/IP sock-
ets. Interests are forwarded based on information stored in the Forwarding In-
formation Base (FIB). If an Interest is forwarded, it is included in the Pending
Interest Table (PIT). The PIT is used to avoid forwarding of duplicate Interests
over the same face. If an Interest retrieves a Data packet, it follows the reverse
path back to the requester based on information in every forwarder’s PIT. The
content store (CS) is used as cache in a CCN router to store received Data
packets temporarily for a short time. Content is persistently stored and shared
with others in repositories. The Interest header comprises four fields that are
relevant for this approach. First, the Interest lifetime determines the maximum
time an Interest stays in the PIT. Second, the AnswerOriginKind determines
from where a Data message needs to be received, e.g., someone’s cache or a
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repository. Third, the Scope determines where Interests are forwarded to, e.g.
only to applications on the local hosts or also to neighbors. Fourth, the Exclude
field includes all components that have already been received and do not need
to be retrieved again.

Mobility in CCN has been the topic of several investigations. Early works [9]
investigated the applicability of existing MANET routing protocols for mobile
CCN based on analytical models. The Listen-First-Broadcast-Later (LFBL) al-
gorithm limits forwarding of Interests at every node based on its relative distance
to the content source [10]. Both works assume continuous network connectivity
and do not consider intermittent connectivity. Other works consider mobility in
CCN based on locator-name splits or redirection points [11], [12], [13]. But these
works are based on a static core network and cannot solely rely on opportunistic
contacts in distributed networks.

Earlier work [14] has already identified the potential of CCN for delay-tolerant
networking, such as opportunistic networking. The Bundle protocol [15] describes
a delay-tolerant protocol stack to support intermittent connectivity. The destina-
tions of messages, i.e., bundles, are identified by endpoint identifiers. To receive
bundles, nodes can register in endpoint identifiers and these registrations are
exchanged when two devices meet. Thus, content bundles are transmitted in
bursts and stored locally until the next forwarding opportunity arises. To re-
duce the burden of caching content, nodes delegate responsibility for storage
and retransmission to custodians on the path.

Haggle [16] describes a data-centric network architecture for opportunistic
networks. The platform targets point-to-point communications between devices.
Data is decribed by keywords and users express and forward Interests in these
keywords. All files that match the keywords are forwarded to the requesting
node by a push-based dissemination model. The successor project of Haggle,
called SCAMPI [17], developed a service-oriented platform for mobile and per-
vasive networks. Routing and opportunistic networking is hidden from appli-
cations through a middleware. It contains a communication subsystem, which
is responsible for detecting neighbouring peers and exchanging messages. Di-
rect peer sensing mechanisms are applied to discover peers and services within
communication range based on IP multicast or static IP discovery. To discover
nodes further away, the platform defines transitive peer discovery, where nodes
exchange information about other nodes they have discovered. Routing of mes-
sages in the network is based on discovered peers and controlled by the routing
subsystem.

Agent-based content retrieval described in this paper does not rely on point-
to-point connections and peer discovery. Thus, no hello beacons are required to
find neighbors and subsequently connect to them. Instead, a requester transmits
a content request via multicast addressing all available nearby content sources
at once. If one or multiple content sources are available, the requester can select
one of the nodes directly.
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3 Agent-Based Content Retrieval

In this section we describe the motivation and phases of agent-based content
retrieval.

3.1 Motivation

In DTN protocols such as the Bundle protocol [15], nodes exchange so-called
Bundle packets upon encounter. Combining the Bundle protocol with CCN is
difficult due to potentially long delays between encounters that may result in the
expiration of CCN Interests. Increasing the Interest lifetime to obtain long-living
Interests may enable the integration with existing protocols but it would result
in two major drawbacks:

1. Since content is organized in segments and content transmissions are pull-
based, multiple Interests in segments are required to obtain the complete
content. In general, a requester does not know the length of the requested
content until it receives the last segment. Therefore, proactive Interest trans-
missions to request all segments are not possible. Simply assuming a very
high number of segments may obviously result in many unnecessary Inter-
est transmissions and inefficient resource utilization if the content has much
fewer segments. Since all entries are valid for a long time, the PIT size would
drastically degrade lookup performance.

2. Long-living Interests in the PIT prevent forwarding of similar Interests be-
cause the request is already pending. Forwarding and retransmission is
blocked for the entire lifetime, even if the environment has changed due
to mobility and the content would be available.

Since opportunistic content-centric communication is based on one-hop connec-
tions, requests can be quickly answered by content sources. As earlier work has
shown [6], short Interest lifetimes result in larger multicast throughput because
retransmissions due to packet collisions can be performed faster. Therefore, In-
terest lifetimes should be rather short and only used to reexpress Interests in
case of collisions. If multiple immediate reexpressions are not successful, it can
be assumed that no content source is available in the current environment and
the retrieval is postponed by the time tr. In current DTN approaches, nodes
exchange hello beacons to learn about their neighbors and subsequently connect
to each neighbor to discover and exchange content. This is not required in CCN,
because the existence of a host may not imply the existence of desired content.
If a multicasted Interest is not answered by a neighboring node, no matching
content is available, which - in terms of content retrieval - is equivalent to the
unavailability of neighboring devices.

However, if the requester never meets a content source, simply postponing
content retrieval to a later time will not be successful. Therefore, in this paper,
we describe agent-based content retrieval, a mechanism that enables requesters
to delegate content retrieval to other nodes that may have a higher probabil-
ity to meet the content source. Figure 1 shows the exchanged messages during
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agent-based content retrieval. The approach comprises three phases, which are
explained in the following subsections. In the agent delegation phase (Phase I),
the requester needs to find an agent and delegate the content retrieval to it. In
the content retrieval phase (phase II), the agent is looking for the content and
retrieves the content. It is followed by the notification phase (phase III) in which
the requester asks available agents whether they retrieved the complete content.
The requester can then retrieve content from the agent node (not shown in the
figure). All parameters that are used in the three phases are listed in Table 1.

Fig. 1. Agent-based content retrieval performed in three phases

3.2 Phase I: Agent Delegation

If a requester cannot find the desired content in its environment, content re-
trieval can be delegated to an agent. In phase I, the requester finds an available
agent. It is based on a three-way handshake protocol to find potential agents and
delegate content retrieval to only one of them. An agreement between requester
and agent could be enforced by signing the exchanged Interest and Data mes-
sages with the sender’s private key so that both nodes know the identity of each
other. This helps to implement incentives and avoid denial of service attacks.
Because available agents in the neighborhood are not known and can change,
agent discovery and delegation is performed via multicast. As a requirement, ev-
ery requester and agent needs to register the application specific prefix /ferrying
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Table 1. Time parameters for agent-based content retrieval

parameter description

tr

request interval: time after which a re-
quester/agent will probe the environment
again for content if the content has not been
found.

tp

probe interval: time after which the requester
probes for a content notification from an as-
signed agent.

ta

agent interval: time after which the requester
assigns a new agent if no notification has been
received from existing agents.

to the multicast face so that these Interests can be received and forwarded on
the multicast face. A similar approach of using service-based name components
has been proposed in [18]. The requester transmits an Exploration Interest in
the namespace /ferrying/%C1.<ns>∼<param>. Every agent application will
listen for Interests in /ferrying. Commands can be delegated by using extensible
command markers C1 [19] followed by the namespace /ns that needs to be
requested and optional parameters param if required for content retrieval. The
parameters may describe an area, where content retrieval should be performed
and agents can decide whether to respond based on locally collected mobility
traces. Agents respond by an Exploration Response, which is a Data message
including the requested prefix name and appending their /nodeID. Optionally,
the agent can also include information in the payload of the Data message, such
as regularly visited locations, to facilitate agent selection at the requester.

Exploration Responses have a short lifetime of only a few seconds to avoid
usage of old information from the cache. Exploration Interests that are trans-
mitted via multicast will trigger potentially many answers from different agents.
Since every Interest can pull at most one Data message, only the first answer will
be forwarded to the agent delegation application on the requester. To consider
all received answers, the requester needs to poll its content store subsequently
for other responses by reexpressing the Exploration Interest with the Interest
Scope set to 0 and excluding nodeIDs of already received answers. Because these
follow-up requests are answered locally, all answers are received immediately.

The requester can then create an agent list that includes all available agents
and select one for delegation. The agent selection can be performed randomly
or based on optional parameters that are included within the payload of the
Exploration Response such as recently visited locations or planned destinations.
However, agent selection algorithms are outside the scope of this paper. The
requester assigns an agent by transmitting a Delegation Interest with the name
prefix /ferrying/nodeID/%C1.<ns>∼<param>/rTime/groupID. The nodeID is
included right after the /ferrying prefix so that all agents receive it and know
whether they have been selected or not. rTime defines the remaining time, i.e.,
how long the requester is still interested in the content. This is an upper limit for
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content retrieval and after this time has passed, the agent does not look for the
content anymore. groupID is a random nonce, which is created by the requester
for every delegation of content retrieval in order to create a multicast group of
agents. Assigned agents will register and listen to Interests with the /groupID to
receive notification requests from the requester as explained later in Subsection
3.4.

If the requester does not receive a notification within an agent interval ta,
agent delegation can be repeated and another agent will be selected.

3.3 Phase II: Content Retrieval

After receiving the Delegation Interest in step 3 of phase I, the agent registers
the namespace /ns to the multicast face in the FIB using a lifetime that equals
rTime included in the Delegation Interest (explained above). Then, it can start
probing the environment for the availability of a content source by periodically
sending Interests in the content name. It is repeated after every time interval
tr until a matching Data message is received in a response. An agent needs
to store the received Data including all CCN header information and original
signatures in its mobile repository, which is an another application running on
the same mobile device as the agent, so that the requester can retrieve the
content and verify it as authentic. Therefore, the agent needs to instruct its
mobile repository via the start write command C1.R.sw to individually request
and store all content segments. For simplicity, this is not shown in Figure 1.
The start write command is included in an Interest with the following name
structure ccnx:/<full content name>/%C1.R.sw. The scope of the Interest is
set to 1 so that only applications on the local node, such as the repository, will
receive the Interest but other hosts do not. The repository will then extract the
full content name from the Interest and independently request all segments of
the content. Because the content source is not known, the repository requests all
segments via the multicast face. Communication in opportunistic networks may
be completely distributed and nodes may never be connected to the Internet.
Therefore, requesters need to meet their agents again to retrieve the content.

However, if both requester and agent would occasionally connect to the Inter-
net, content retrieval and notification could be facilitated. Agents could synchro-
nize retrieved content with home repositories, which are repositories running in
the users’ home network and are continously connected to the Internet. Content
sharing via home repositories is similar to custodian-based information sharing
[20] with the difference that users do not only synchronize their own personal
content but also content retrieved from others. This would support communica-
tion in disruptive and delay-tolerant networks similar to DTN throwboxes [21],
which are static nodes placed in DTNs to increase contact opportunities and net-
work performance. In contrast to throwboxes, home repositories are contionously
connected to the Internet and agents can synchronize content on their mobile de-
vices with home repositories only if connected to the Internet. Requesters could
then obtain the content from the agents’ home repositories, if they do not have
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a direct connection to the agents. If the content transfer is complete, the agent
can answer notification requests in phase III.

3.4 Phase III: Notification and Content Distribution

Agents indicate to requesters via notifications that content has been found and is
ready for retrieval. Since CCN is pull-based, notifications can only be transmit-
ted in response to Interests. Therefore, the requester needs to request a content
notification from any agent in the vicinity that has retrieved the content com-
pletely. The pull-based approach is advantageous in opportunistic networks with
multiple agents. Since only requesters periodically ask for notifications instead
of multiple agents transmitting beacons, fewer notification messages need to be
transmitted, i.e. only one periodic request from a requester looking for content in
its vicinity. If notifications would be pushed-based, agents would transmit notifi-
cations even if they are not near requesters and not knowing whether requesters
have already completed content retrieval such that no further notifications would
be required. The pull-based approach enables a requester to quickly find other
agents in case of mobility and intermittent connectivity as well as stop requesting
notifications if content retrieval has been completed.

The Notification Request is transmitted periodically after a probe interval
tp until a Notification Response is received. The Notification Request is an In-
terest in the name /groupID/<ns>. By using the groupID, all assigned agents
in the requester’s transmission range receive the request and only agents that
have completed phase II will respond with a Notification Response, which is a
generated Data message that uses the same name as the Notification Request.
The payload of the Notification Response comprises the current node identifier
of the agent, e.g., an IP or MAC address, such that requests can be directly
addressed to the corresponding node. The node identifier can be viewed as tem-
porary locator of content, which is not part of the signed Data packet, similar
to existing designs [11], [12]. However, in contrast to these approaches, it is only
used to identify a content source in the local broadcast environment and it can
not be used for global routing. The node identifier is required to create a uni-
cast face at the requester to the agent’s mobile repository to avoid multicast
communication, which has a significantly lower throughput than unicast. After
the requester creates a new unicast entry with a short lifetime in the FIB, the
content can be requested via the newly generated unicast face. The final content
retrieval between the requester and the agent is not shown in Figure 1.

Alternatively, in networks with occasional Internet connectivity, requesters
and agents could make use of their home repositories to synchronize retrieved
content. However, even in this case, mobile requesters would need to periodically
check the home repository for new content.

4 Evaluation

We implemented the agent-based content retrieval in CCNx 0.7.1 [8] and evalu-
ated it on Google Nexus devices running with Android 4.2. We evaluated it in
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a network of three nodes: one smart phone acting as the requester, one smart
phone acting as agent or forwarder and one laptop acting as content source. All
communication is performed via 802.11n, i.e., no cellular communication, and the
nodes use private IP addresses as temporary node locators. Requester and agent
have configured a multicast face for the prefix /ferrying on UDP port 59695. To
avoid requesters fetching overheard content between agent and content source
from their local cache, we set the AnswerOriginKind field in Interests to 0 indi-
cating that no answer from the content store is accepted. This is only necessary
in our evaluations. In practice, if a requester would be in communication range
of the content source, it could retrieve the content directly without an agent.
In all evaluations, we assume that if the agent detects the content source, it
has enough time to retrieve all segments subsequently without disruptions. The
unicast face to retrieve content from the agent is generated automatically by
the requester upon the reception of the Notification Response. Additionally, the
requester automatically creates the /groupID and registers it to the multicast
face before transmitting the Delegation Interest to the first agent. We also per-
form evaluations with ccngetfile, a standard CCNx content transfer application,
for reference purposes. To have the same conditions as with agent-based content
retrieval when using ccngetfile, every Interest is transmitted via unicast on the
first hop and then forwarded via multicast on the second hop to the content
source. Therefore, only a unicast face is configured at the requester and a mul-
ticast face is configured at the forwarder and the content source. Consequently,
the requester cannot overhear multicast communication between forwarder and
content source and needs to send Interests to the forwarder.

4.1 Agent-Based Content Retrieval

Agent-based content retrieval is performed via two hops. As explained in Section
3, all communication during agent-based content retrieval is performed via mul-
ticast except the content retrieval between requester and agent, which is unicast.
The reason for this is that content sources and agents are not known and may
change. Only after the agent tells the requester its current IP address, the re-
quester can create a unicast face for direct content retrieval. In this subsection,
we compare agent-based content retrieval with ccngetfile over two hops. Agent-
based content retrieval comprises all three phases including agent delegation,
content retrieval and notification as explained above while ccngetfile only com-
prises content retrieval over two hops. In both cases, content transmission on the
first hop between requester and forwarder/agent is performed via unicast and
on the second hop between forwarder/agent and content source via multicast.

Figure 2 shows the measured throughput of both transmissions for differ-
ent content sizes. The x-axis shows the different content sizes and the y-axis
the throughput. Agent-based content retrieval uses a probing interval tp of 5s.
This means that every 5 seconds the requester transmits a multicast request
to every reachable agent asking whether it has retrieved the desired content.
For content transmissions of 1MB, the throughput of ccngetfile is 20% higher
than agent-based content retrieval and for 200KB it is even 80% higher. Since



184 C. Anastasiades, W. El Maudni El Alami, and T. Braun

 0

 100

 200

 300

 400

 500

hr
ou

gh
pu

t [
kb

ps
]

4

ile size [MB]

0.2 1 10 20

gent retrieval
ccngetfile application: two hops
ccngetfile application: one hop

Fig. 2. Throughput of agent-based retrieval vs. ccngetfile

no agent delegation and notification is required with ccngetfile, the throughput
when transferring small content is higher due to lower overhead. However, agent-
based content retrieval results in higher troughput for content transmissions of
4MB or larger although every segment is retrieved from the agent’s repository
and not from the cache as with ccngetfile. For content sizes of 10MB and 20MB,
throughput is even 20% higher than with ccngetfile. As explained above, with
ccngetfile, every Interest is transmitted by the requester via unicast on the first
hop and then forwarded via multicast to the content source on the second hop.
Since the number of concurrently transmitted Interests is limited by the pipeline
size at the requester, new Interests can only be transmitted if matching Data
for previously transmitted Interests has been received. Therefore, the unicast
transfer rate on the first hop is limited by the multicast transfer rate on the
second hop, which is lower than the unicast transfer rate. With agent-based
content retrieval, content transfers are performed subsequently. First, the agent
retrieves the content via multicast from any unknown content source and stores
it in its repository. Then, the requester can request the content via unicast from
the agent using the full unicast transfer rate.

In practice, multi-hop unicast forwarding with ccngetfile is not feasible in
opportunistic networks because forwarders are not known and, thus, can not be
configured in the FIB. Even if it would be possible, to reach a content source that
is far away, forwarding over many hops would reduce overall throughput. Figure
2 shows that throughput of ccngetfile over two hops is halved compared to the
throughput over one hop. Earlier studies have shown that in unicast multi-hop
communication, the throughput degrades with the number of n hops by 1/n [22]
or worse [23]. Furthermore, it is challenging to set an appropriate fixed value for
the Interest lifetime because nodes closer to the requester would need to wait
longer for a reply than nodes closer to the content source. In contrast to this, the
agent-based approach can exploit the mobility of agent nodes to reach a content
source via multiple subsequent one-hop transmissions.
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4.2 Impact of the Probe Interval

A requester transmits a notification request after every probe interval tp to check
whether a neighboring agent has retrieved the content. As soon as the requester
detects the desired content on an agent, it can start content download from the
agent. The larger tp is, the more coarse is the notification granularity. With
increasing content size, the number of received Notification Requests increases,
because more time is required until content retrieval is completed and a Notifca-
tion Response can be transmitted. An appropriate value for the probe interval
may, therefore, also depend on the requested content size. However, it is cur-
rently not possible in CCNx to know the content size until receiving the last
segment. In this subsection, we investigate the influence of different tp values
on the number of transmitted Notification Requests and the transfer time. The
transfer time is measured from the transmission of the first Exploration Interest
at the requester until the requester has completely received the content from
the agent. Therefore, the transfer time also depends on the time until an agent
retrieves the content from a content source. In practice, depending on the mo-
bility and connectivity of the nodes, there may be a delay until an agent meets
a content source, retrieves the content and meets the requester again to answer
a Notification Request. For simplicity, we ignore this delay in this evaluation
and assume that an agent can instantly reach a content source and reply to
Notification Requests as soon as the download is finished.

Figure 3 shows the number of transmitted Notification Requests when using a
probe interval of 1s, 5s, 30s, 60s and 120s during content transmissions of 1MB,
4MB and 10MB. As expected, the shorter the probe interval tp is, the more
Notification Requests need to be transmitted. In Table 2 we list the differences
of transmitted notification requests in percent when using a probing interval of
30s, 60s or 120s instead of 5s. During a 10MB content transmission, 76% fewer
Notification Requests are required with a probe interval of 30s and 85% fewer
requests with a probe interval of 60s.
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Table 2. Percentages relative to number of notification requests with probe interval
of 5s

File size 30s 60s 120s

4MB -80% -85% -90%

10MB -76% -85% -92%

Table 3. Percentages relative to transfer time with probe interval of 5s

File size 30s 60s 120s

4MB +3.7% +26.7% +59.9%

10MB +6.5% +8.4% +11.6%

Figure 4 shows the transfer times when using different probe intervals. The
figure shows that the transfer time increases with increasing content size but the
differences between different probe intervals decrease with increasing content
size. In Table 3 the differences of the transfer times are shown in percentages
compared to a probe interval of 5s. For a 4MB file, only 3.7% more time is
needed with a probe interval of 30s and 26.7% more time with a probe interval
of 60s. For transfer times of 10MB content or larger, the median transfer times
are similar because the overall transfer time is much larger than the differences
in the probe interval. Therefore, a good probe interval value seems to be 30s,
because compared to a probe interval of 5s, the Notification Requests decrease
by 76-80% but the transfer time increases only by 3.7-6.5%. When transmitting
content of 10MB or larger, the probe interval could also be set to larger values
such as 60s, because the number of Notification Requests could be decreased
even more at the expense of only a small increase in transfer time. However,
a probe interval of 60s results in significantly longer transfer times for content
transmission of 4MB or less.
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5 Conclusion

In opportunistic networks, a requester may never meet the content source di-
rectly. Forwarding Interests over multiple hops may not be possible due to inter-
mittent connectivity between the network nodes or only at a very low rate. In
this paper, we described agent-based content retrieval where requesters can dele-
gate content retrieval to agent nodes, which can find the content on behalf of the
requester. Since neighbor nodes are not known, Interests need to be transmitted
via multicast. If the requester detects an agent that has retrieved the complete
content, it can retrieve the content from the agent via unicast. We have imple-
mented and evaluated agent-based content retrieval on Android smart phones.
Evaluations have shown that the overhead for agent delegation and notification
is only measurable for very small content. For content larger than 4MB, agent-
based content retrieval results in 20% higher throughput than with multi-hop
forwarding, although the content is stored at intermediate nodes on secondary
storage and not in the cache. Because the maximum number of concurrently
transmitted Interests is limited by the pipeline size, the overall transfer rate
during multi-hop forwarding is limited by the slowest link. With agent-based re-
trieval, content is transmitted subsequently over both hops and, thus, every link
can reach its maximum capacity. A probe interval of 30s showed the best per-
formance in our scenario since the number of transmitted notification requests
decreased by 76-80% compared to a probe interval of 5s but the overall transfer
time increased only by 3.7-6.5%. However, probe and agent intervals may also
depend on the mobility and the density of the network nodes.

Acknowledgments. The work presented in this paper was partially supported
by the Swiss State Secretariat for Education and Research under grant number
C10.0139.
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Abstract. The future Internet architecture aims to reformulate the
way the content/service is requested to make it location-independent.
Information-Centric Networking is a new network paradigm, which tries
to achieve this goal by making content objects identified and requested
by name instead of address.

In this paper, we extend Information-Centric Networking architec-
ture to support services in order to be requested and invoked by names.
We present NextServe framework, which is a service framework with a
human-readable self-explanatory naming scheme. NextServe is inspired
by the object-oriented programming paradigm and is applicable with
real-world scenarios.

Keywords: Service-Centric Networking, Content-Centric Networking,
Information-Centric Networking, Future Internet Architecture.

1 Introduction

The design of the Internet architecture relies on the fact that every node has an
IP address. The sender’s packet should contain the IP addresses of the source and
the destination. The increasing use of the Internet and the expanding content
volume prompt the researchers to think about new designs for the Internet ar-
chitecture to be compatible with the new requirements like mobility and security
[1].

There are many questions about the next-generation of the Internet architec-
ture. Some of them are related to the way the content objects are requested, some
are related to the optimal routing scheme for the content object requests, and
others investigate the capability to build a suitable architecture for the current
use case scenarios of the Internet.

Information-Centric Networking (ICN) [2] proposes some answers for those
questions by giving content objects names instead of addresses. There are many
implementations of ICN like Content-Centric Networking (CCN) [2], Publish-
Subscribe Internet Routing Paradigm (PSIRP) [3], and Data-Oriented Network
Architecture (DONA) [4] . These projects differ in design and implementation,
but agree on the concept that content is the first-class citizen in the network.

A. Mellouk et al. (Eds.): WWIC 2014, LNCS 8458, pp. 189–199, 2014.
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There is one main limitation with those projects. They all support static
content only and there is no natural support for services. By taking a look at the
current Internet applications and user needs, we can see that a high percentage
of user requests is for services. Some are simple like “user sign up” services, and
others are complex like financial transaction services. So, we believe that future
ICN projects and architectures should support dynamic services as well as static
content.

In this paper we extend an ICN architecture and naming scheme to support
services. Our approach allows services to be requested and invoked by their
names to reach the concept of Service-Centric Networking (SCN), where ser-
vices are also first-class citizens of the network. Our service naming scheme is
inspired by the object-oriented programming paradigm and takes into considera-
tion simple and complex service characteristics. NextServe is the implementation
of our approach to support services over ICN. Our implementation is based on
the CCNx project [5], which is an implementation of the Content-Centric Net-
work (CCN) protocol [6]. We explain the architecture and the naming scheme of
the NextServe framework and discuss the advantages and the limitations of our
approach.

The rest of the paper is organised as follows: In section 2, we introduce the
necessary technical information regarding the CCN protocol. In section 3, we
explain our approach and its architecture. We demonstrate a detailed example
and motivate our design decisions. In section 4, we discuss the naming schemes
of previous projects in Service-Centric Networking and show the advantages of
NextServe over those projects. Finally, we conclude this paper in section 5 and
discuss the future work in section 6.

2 Technical Background

Content-Centric Networking (CCN) deals with content objects as separate enti-
ties regardless of the hosts’IP addresses. The elements of the CCN architecture
and the CCN communication model is shown in Figure 1. Content publishers
publish their content objects by advertising them to the content router. The
CCN communication model relies on two types of packets rather than IP pack-
ets. The consumer sends an Interest packet containing the content name. The
producer sends a Data packet containing the corresponding data. The content
router processes the request using three tables:

1. The Content Store (CS): It is a cache memory that stores the retrieved data
mapped with the corresponding content name.

2. The Forwarding Information Base (FIB): It is a table of outbound faces
for Interests. The FIB table is a standard routing table used for Interest
forwarding based on content names rather than IP addresses.

3. Pending Interest Table (PIT): This table matches between the content name
and all faces that are interested to reach the corresponding data. Then the
router can remember the outstanding Interests.
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(b) Processing the Interest message
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Fig. 1. A general overview of the CCN protocol

When a client sends an Interest packet, the content router looks it up in the CS to
retrieve the corresponding data directly. When there is no corresponding entry in
CS, the router searches the PIT looking for an entry that has the same content
name to add the interested interface or to add a new entry with the content
name and the corresponding interested interface. Finally, the router searches in
the FIB. If there are matching prefixes in the FIB, it will forwards the Interest
to the corresponding faces. Otherwise (no matching prefixes in FIB), there is no
way to reach the corresponding data.

The names in CCN are arranged in a hierarchical structure to facilitate ag-
gregation, management, and discovery. Each name consists of multiple com-
ponents, which in turn can be any string of arbitrary length. These names
have also information like versions and chunks of data. For instance, the name
ccn://Journals/springer/v3/part2 is to ask for the second part of the third ver-
sion of the content ccn://Journals/springer.
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3 The NextServe Framework

3.1 Naming Scheme

The naming scheme in NextServe is very similar to the method invocation style
in modern programming languages like Java or C#. Service names follow the
grammar in Figure 2. From those production rules, we can see that services have
exactly the hierarchical names as content objects in CCN, but with the following
additions:

– Services can accept parameters.
– Service parameters can be primitive values (string, integer, etc.), content

objects, and other services.
– The returned result from one service can be a parameter to another ser-

vice.This allows for service composition easily.
– The service parameters are contained between “/( ” and “/)”.
– The service parameters are separated using “,”.
– When the parameters are primitive values, they are contained within double

quotations.

To summarize, the service name is: /prefix1/prefix2/.../ServiceName/(param1,
param2,.../). The parameters can be simple scalar values (”2”, ”3.14”, ”Hello
World”, etc.), content objects (e.g.,/unibe/iam/cds/schedule), or other services.

Fig. 2. The grammar of the naming scheme in NextServe

3.2 Architecture

The layered architecture of our approach is shown in Figure 3. The topmost
layer contains the services. These services contain the application-specific busi-
ness logic. The middle layer contains the necessary components for publishing
services, handling requests, responses, and service parameters, as well as invoking
service implementations. The lowest layer contains the CCN core.

The “CCN Connector” component handles the communication with the CCN
core. It manages the Interest and Data messages. The “Name Parser” component
parses the service requests according to the grammar in Figure 2 to determine
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the service implementation and the parameter values. When a parameter is a
content object or another published service, the “Parameter Retriever” fetches
the corresponding content data or service reply through the “CCN Connector”.
All the aforementioned functionality is encapsulated and abstracted from the
“Services” layer through the “Service Publisher” component, which is responsible
for publishing and un-publishing services.

Service Publishing Layer

NameParser

CCN Connector

Parameter
Retriever

Service
Publisher

CCN

Services

Fig. 3. The layered architecture of NextServe

3.3 Concrete Example

To better explain the approach, we give a concrete example. This example is
completely implemented using CCNx and NextServe. The setting of the test
scenario is as follows (as in Figure 4):

– There are three content routers. Each one has a running “ccnd” daemon (the
executable of CCNx).

– There are two service providers. Each one is running a “ccnd” daemon and
NextServe.

– There is one content provider running a “ccnd” daemon.
– Each node in the setting is running on a separate virtual machine. All virtual

machines are connected via a network exactly as in Figure 4.

There is an encryption service called /scn/encrypt. This service takes two pa-
rameters. The first one is the encryption password. The second parameter is
the content object to encrypt. Then the service encrypts the content object
using the password. There is another service called /fileManager/zip. This ser-
vice takes a content object as a parameter and compresses it. A possible client
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might submit the request /scn/encrypt/(“P@ssw0rd”,/fileManager/zip /(/uni-
versity/profile.pdf/)/). This request can be read exactly like a method invocation
in Java or C#. This means that the client wants to compress the file /univer-
sity/profile.pdf and then encrypt it using the password “P@ssw0rd”.

CCN Router Service Content Client

/scn/encrypt/("P@ssw0rd",
/fileManager/zip/(/university/profile.pdf/)/)

/fileManager/zip/(/university/profile.pdf/)

/university/profile.pdf

Interest Data

1

2

3

4

5

6

/scn/encrypt

/fileManager/zip Client

/university/profile.pdf

Fig. 4. The process of handling the request /scn/encrypt/(“P@ssw0rd”,/fileManager
/zip/(/university/profile.pdf/)/)

There are few points to notice here:

– The encryption service is published under the name /scn/encrypt.
– The compression service is published under the name /fileManager/zip.
– The profile content object is published under the name /university /pro-

file.pdf/.

Figure 4 shows the process of handling the service request using NextServe.
When the CCN router receives a request for /scn/encrypt/(“P@ssw0rd”, /fileM-
anager/zip/(/university/profile.pdf /)/), it performs name-based routing based
on the maximum component match. In this case it is /scn/encrypt. The CCN
router does not understand the components in the parameter part. The percep-
tion of the rest of the request is the responsibility of the “Service Publishing”
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layer in the encryption service node. When the request reaches the service en-
cryption node, the service publisher component receives the request and uses
the “Name Parser” to parse the service parameters. In this case, the service
publisher extracts two parameters. The first one is the password “P@ssw0rd”
and the second one is “/fileManager/zip/(/university/profile.pdf/)”. Then the
service publisher uses the “Parameter Retriever” component to retrieve the
second parameter from the CCN network by sending a request for “/fileMan-
ager/zip/(/university/profile.pdf/)”. Again, when the CCN router receives that
request, it forwards it to the compression service node by maximum name com-
ponent matching, which is in this case “/fileManager/zip”. In the same way, the
service publishing layer parses the request name and extracts the parameter for
the compression service. This parameter in this case is “/university/profile.pdf ”.
Then, the “Parameter Retriever” component places a request for that content
from the CCN network. When the Data message for “/university/profile.pdf ” is
received, the “Service Publisher” invokes the “zip” service on that content ob-
ject data. Then, it sends the result in a Data message to the CCN network that
routes it to the requester, which is the encryption service node. After receiving
the result, the “Service Publisher” component in the compression service node
invokes the service “encrypt” using the password and the content parameters.
Then it sends back the result in a Data message to the client via the CCN
network.

3.4 Implementing and Publishing Services

Publishing services is easy since the only interface that has to be dealt with is
the Service Publisher. Service publisher has a method called publish that takes
two parameters: The first one is the name of the published service as a string
(e.g.,/scn/encrypt). The second parameter is an object that has a method called
execute, which takes an list of byte arrays, which represent the parameter values.
So when a request for a service is received, the “Service Publisher” fetches the
parameter values from the request and transforms them to a list of byte arrays.
Then it invokes the execute method over that ArrayList.

So, the service owner only needs to implement the parameter mappings to the
desired types and then invokes whatever business logic that needs to be invoked.
Of course this mapping can also be automated through Java Reflection but this
is not done yet.

3.5 Motivating Our Design Decisions

We chose the layered architectural style because it is very appropriate for network
applications and protocols. It also achieves the separation of concerns design
principle allowing each layer to evolve separately without affecting other layers.

The decision of putting the responsibility of handling services, service names,
and service parameters in the application side or service provider side is based
on the discussion in [7]. The authors in [7] discuss three approaches to implement
services over CCN: One of them is to implement services in the core of CCNx.
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In this case some modifications are needed in the existing infrastructure of CCNx
core. Another approach is to implement services at the publisher side. Then, all
publishers have to be modified to serve the conversion service to all clients. The
third approach is to implement services as a separate application. In this case,
there is no need to touch the CCNx core.

NextServe follows the third approach and uses the CCN infrastructure as
it is without any modification. Also our approach follows the CCN protocol
guidelines regarding naming that specifically states that “CCNx content names
are not interpreted in the operation of the CCNx protocol itself, just matched”
[8]. In this way, our approach allows for caching because the parameters are
components in the Interest name. So, if two clients ask for the same service
on the same parameters, the CCN routers will only fetch one and forward the
answer to both clients. If a third client asks for the same service on the same
parameters, the CCN router gets the result from its Content Store.

4 Related Work and Discussion

There are many projects that aim at supporting services over ICN. CCNxServ[9]
is also built on top of CCN. It adopts the same hierarchical structure of the
names as CCN. The naming scheme is ContentName + ServiceName, where
ContentName is exactly as in CCN. ServiceName is the name of the service
module that should be invoked on the requested content. CCNxServ assumes
that services are implemented as separate Java JAR files. So CCNxServ retrieves
the service file (as a JAR file) and the content file, then it executes the service
on the content. The CCNxServ architecture has three main components. The
first component is the CCN network. It is responsible for handling Interest and
Data messages. The second component is the ServiceProxy. It is responsible
for interpreting the name in the Interest message to get the service name and
the content name. ServiceProxy intercepts the Interest message and creates two
Interest messages instead. The first one is for the service file and the second one
is for the content file. After getting the files, ServiceProxy deploys and executes
the service on a service execution framework called NetServ[10], which is the
third component. NetServ is responsible for executing the service and returning
the result to the ServiceProxy, which in turn, returns the result to the client.

NextServe has the following advantages over CCNxServ:

– NextServe allows any number of parameters.
– NextServe allows for parameters to be sent from the client itself.
– NextServe allows for service composition.
– NextServe does not make any assumption about how the service is imple-

mented as long as it provides a compatible interface.

Named-Function Networking (NFN)[11] is another project that is built on top
of CCN to support services. Service naming in NFN is inspired by the λ-expression
language. For instance, the corresponding grammar for the λ-expression:
f(g(data)) has the following CCN name: [ccn:nfn | /name/of/data | /name/of/g
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| /name/of/f ]. This is a request for applying function “f” on the result of ap-
plying function “g” on “data”. NFN is a promising approach but it still does
not support local parameters as in NextServe and its naming scheme is not as
user-friendly as the naming scheme in NextServe especially when the request is
complicated.

Another important project in Service-Centric Networking is Serval[12]. Serval
changes the TCP/IP protocol stack to provide special interfaces to deal with
service allocation and connection. In Serval, every service has an ID, which con-
sists of three parts: Provider-Prefix + Provider-Specific + Self-Certification. The
Provider-Prefix can be the company name (e.g., Apple). The Provider-Specific
can be the service name (e.g., iMessage). The Self-Certification is the hash of the
public key and the service name allowing the services to be self-authenticating
without relying on a central certifying authority. Serval introduces a new kind
of routers called “Service Routers”, which combine the functionality of load bal-
ancers, proxies, and DNS. When a client asks for a certain service, the service
routers are responsible for finding the best service replica to serve the request.
Serval has many advantages in its architecture. It allows for load balancing,
mobility, sessions, and fault tolerance.

NextServe differs from Serval in the following points:

– NextServe does not change the underlying TCP/IP protocol stack. This
allows for easier adoption and integration into the current Internet architec-
ture.

– NextServe supports caching naturally.
– Serval has been mainly developed to support data centers. NextServe can be

adopted by any service provider or service client.

As mentioned in section 3, NextServe does not change the implementation of
CCN. Hence, any evaluation results of CCN can be applied on NextServe. It is
shown in [6] that CCN performs better than TCP and also scales to numbers
of requests of exponential magnitude of nowadays needs. Similar results in [13]
show that CCN introduces an overhead of 19% when compared with TCP/IP.
But as the number of consumers increases, CCN outperforms TCP/IP and the
download time in CCN is 25% less than it is in TCP/IP. In [14], it is stated that
network topology has no effect on the efficiency of CCN but multi-path routing
plays an important role in the performance of CCN. The main advantage of CCN
is coming from the caching mechanism. NextServe inherently supports caching
because of the naming scheme design. This leads to the fact that the evaluation
results of CCN can be extended to cover also NextServe.

5 Conclusions

In this paper, we introduce the field of Service-Centric Networking (SCN) and the
necessary background. Then we demonstrate NextServe, which is an SCN frame-
work to support services over Content-Centric Networking (CCN). We show that
NextServe overcomes most of the problems and shortcomings of the previous
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projects by applying a naming scheme that is inspired from object-oriented lan-
guages. NextServe is implemented in a way that does not put any limitations
on service implementations. NextServe does not change the underlying CCN
network but rather implements services in the application layer on the service
provider side.

6 Future Work

In CCN there might be redundant content retrievals when the router FIB table
has no entry for that specific content object and uses broadcast to find the
content object, or the content object is not in the router Content Store (CS),
and the router FIB table has many route entries for the content object. In
those cases the Interest packet might reach many content item replicas, all of
them will respond with Content packets but only one will reach the client. This
redundancy becomes very expensive when we deal with services. There are few
attempts to overcome this issue [15]. In the future we are going to investigate
how we can find an optimal or near-optimal routing solution in NextServe. Also
NextServe does not support sessions. But after solving the routing problem,
session support comes for free because a client can connect to the best service
replica from the beginning and keep sending the following requests to the same
replica. We also plan to use Java Reflection to allow the automatic mapping
between the parameters in the Interest packet and the actual parameters in a
Java method. In this way, we decrease the amount of effort needed to publish any
Java method as a service over NextServe. Another important direction in the
future is to evaluate the efficiency and performance of NextServe in comparison
with current service technologies like web services.
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Abstract. With the emergence of the Internet of Things, billions of new devices
will be wirelessly-connected to the Internet in the next decade, thus yielding a
growth of the data traffic, especially in the network infrastructures maintained
by mobile operators. Intermittently-connected hybrid networks (ICHNs), which
combine an infrastructure part and loosely-connected mobile ad hoc parts, offer
interesting perspectives to cope with the growing data traffic.

This paper presents a decentralized unstructured peer-to-peer overlay system
that aims at supporting communications in ICHNs deployed in wide geographical
areas. It also presents the simulation results we obtained for our system for an
ICHN composed of a few hundreds of fixed stations (with Internet access) and
thousands of mobile devices used by people to exchange data while roaming a
medium-size city.

Keywords: Opportunistic networking, intermittently-connected mobile ad hoc
networks, peer-to-peer overlay.

1 Introduction

Every day, billions of people use their smartphones to access the Internet either through
a 3G, a 4G or a Wi-Fi connection. With the evolution of the Internet towards an Internet
of Things, the number of communicating devices in our daily environment will increase
tremendously in the next decade, thus entailing a growth of the data traffic generated by
these many devices in the future. This growth will undoubtedly be more important in
the networks deployed by mobile operators, because people will want to access and to
control their things from anywhere at anytime using their smartphones or their tablets.
Yet the spectrum available for mobile data traffic is limited, and recent radio access
technologies (such as LTE) are reaching the limits of Shannon’s law. Progress made
at the physical layer to increase the capacity of cellular networks may therefore prove
insufficient in the future. One of the most relevant solution in terms of cost-effectiveness
and deployment facilities is based on Wi-Fi mesh networks.

Several mesh networking projects, such as RoofNet [1], Serval [5], OpenGarden1 and
and Commotion2 have shown that it is possible to provide nomadic users in cities with

1 http://opengarden.com/
2 https://commotionwireless.net

A. Mellouk et al. (Eds.): WWIC 2014, LNCS 8458, pp. 200–213, 2014.
c© Springer International Publishing Switzerland 2014
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broadband multi-hop connectivity to the Internet, thanks to a set of Wi-Fi access points
acting as mesh routers and forming a backbone infrastructure with a limited number
of wired links to the Internet. Yet, these mesh networks have some limitations. When
such networks involve mobile devices, and when these devices are distributed sparsely
or irregularly in the environment, network partitions can occur. Maintaining end-to-end
connectivity between all network nodes then becomes quite a challenge, as dynamic
routing protocols designed especially for MANETs (Mobile Ad hoc NETworks), such
as OLSR, B.A.T.M.A.N. or AODV, prove unable to ensure message forwarding in such
conditions.

Fig. 1. Illustration of an intermittently-connected hybrid network (ICHN)

An interesting evolution of mesh networks is what we refer to as intermittently-con-
nected hybrid networks (ICHNs), which unlike traditional mesh networks can tolerate
network partitions. In an ICHN, communications rely on the ”store, carry and forward”
principle. This principle is the foundation of Opportunistic Networking [3]. The basic
idea is to take advantage of radio contacts between devices to exchange messages, while
exploiting the mobility of these devices to carry messages between different parts of the
network. Two devices can thus communicate even if there never exists any temporane-
ous end-to-end path between them. Recent experiments conducted in real conditions
have shown that applications that do not require end-to-end routes to work, such as
voice-messaging, e-mail, or data sharing, can indeed perform quite satisfactorily in net-
works that rely on this principle [13,4,6,15,10].

We argue that ICHNs can be an interesting option for mobile operators to cope with
the growth of the data traffic inherent in the emergence of the Internet of Things, even
for Internet service providers or local authorities to provide nomadic people with ubiq-
uitous services without resorting to any expensive infrastructure equipment. In this pa-
per, we present Nephila, a decentralized and unstructured peer-to-peer overlay system
we have designed to support communications in a wide ICHN, such as that illustrated
in Figure 1. Nephila offers an homogeneous view of the network by hiding the connec-
tivity disparities between mobile and fixed devices. It implements scalable mechanisms
to perform neighbor discovery, and it provides a utility-based function to define mes-
sage forwarding strategies. The ”store, carry and forward” principle is used to deal with
connectivity disruptions.
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The remainder of the paper is organized as follows. Section 2 presents works per-
taining to communication in intermittently-connected networks, and shows their lim-
itations for wide ICHN. Section 3 gives an overview of Nephila, and details some of
its salient features. Section 4 describes the neighbor discovery process implemented in
Nephila. Section 5 shows how message forwarding paths are computed in Nephila. Sec-
tion 6 presents evaluation results. Nephila is here compared with two other well-known
opportunistic forwarding protocols: Spray-and-Wait [14] and PRoPHET [9]. Finally,
Section 7 summarizes our contribution, and gives perspectives for future work.

2 Related Work

Communications in intermittently-connected networks composed only of mobile de-
vices or of both stationary and mobile devices have been studied in research works
dealing with delay/disruption-tolerant networking and opportunistic networking [18].
These works implement the ”store, carry and forward” principle and devise several
strategies and optimizations to control the replication of messages, and thus to avoid
an epidemic dissemination of messages in the network [16]. The Spray-and-Wait rout-
ing protocol [14] provides a drastic way to reduce the number of message copies that
are disseminated in the network. It relies on a two-phase message delivery mechanism.
During the spray phase, the source node and first carriers of the message spread mul-
tiple copies of the same message over the network. Then, in the wait phase, each relay
node maintains its copy in its cache and eventually delivers it to the final destination if
it encounters this one. Nevertheless, this protocol relies on a random-based forwarding,
and as such is not really suited to route messages efficiently in wide ICHNs. In or-
der to improve message delivery in intermittently-connected networks, several research
works have investigated deterministic approaches. For instance, the Message Ferrying
approach [19] exploits the non-randomness mobility behavior of specific nodes (the
message ferries) to carry messages between the different partitions of the network with
the aim of increasing the delivery rate and of reducing the message propagation delays.

Some works go beyond the Message Ferrying approach by considering the recurrent
social mobility patterns of users and by investigating solutions relying on probabilistic
and prediction techniques in order to choose among a set of nodes the best carrier(s) for
each message that must be forwarded. The probabilities and the predictions of future
contacts are computed using context properties and history of contacts. PRoPHET [9]
takes it routing decisions according to the delivery probabilities it computes based on
the frequency of encounters. When a node wants to forward a message to another node,
it looks for the neighbor node that has the highest frequency of direct or transitive
contacts with the destination. Where PRoPHET relies on the history of encounters,
the Context-Aware Routing protocol (CAR) [11] exploits some contextual properties
using utility functions and Kalman filters to compute the message delivery estimation.
HiBOp [2] and Propicman [12] investigate a social and history-based approach in order
to predict the future movements of the nodes and to route the messages according to
this prediction. HiBOp and Propicman can be considered as more general than CAR,
because unlike the latter, they do not suppose the existence of an underlying routing
protocol, and they can process context information provided by the message emitters in
order to take their routing decisions.
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History-based algorithms can offer a good performances in terms of delivery ra-
tio and delivery delay, but have the major drawback of assuming that a node is able
to store locally a large amount of contact information. Such an assumption is some-
what optimistic since the majority of the devices forming ICHN are small portable
devices with limited capabilities and capacities. Processing contact histories and pre-
dicting movement patterns is also a tricky problem, especially in environments com-
posed of numerous mobile devices that move following irregular patterns, such as those
carried by pedestrians in a city. Moreover, unlike the RoofNet, Commotion, Serval and
OpenGarden projects, the above-mentioned works focus only on communication be-
tween mobile devices, and they do not exploit the communication capacities offered
by a mesh networking infrastructure. This point can be considered as a limitation to
support communication between mobile devices in wide ICHNs. However it must be
noticed that the disruption-tolerant communication solutions proposed in these works
are more efficient than those implemented in projects Commotion and Serval (RoofNet
and OpenGarden projects do not offer such communication means). Indeed, in Serval
and Commotion, the text messaging and file sharing applications are developed over
a file distribution system that implements an epidemic file dissemination model based
on the ”store, carry and forward” principle in order to tolerate the communication dis-
ruptions. In Commotion and Serval, no precautions are taken to limit the number of
messages that are exchanged and forwarded by the devices. Messages or files are thus
disseminated in the network and replicated on every encountered node. Consequently
in in high-density regions, some network congestions can happen.

In the next section, we present a peer-to-peer overlay system that provides efficient
communications between devices in wide ICHNs by tolerating communication disrup-
tions and network partitions, and by exploiting mesh network infrastructures.

3 Overview of Nephila

An ICHN can be complex, can cover a wide area (e.g., a city), and can be composed of
numerous fixed and mobile devices (see Figure 1). Mobile devices can be carried and
used by people, or can be embedded in vehicles. Fixed devices can be connected to the
Internet or to corporate intranets through wired or wireless links. Our approach aims at
proposing a versatile system. We do not make any assumption about the management
and the location of fixed devices, about the global number of devices in the network,
or about how mobile devices move in the network. Mobile devices can therefore be
distributed irregularly in the environment. Fixed devices can be operated by mobile
operators, by local authorities, or they can be simply managed by private companies
or citizens (e.g., residential gateways). Mobile and fixed devices can appear in, and
disappear from, the network at any time.

Nephila is a decentralized and unstructured peer-to-peer overlay system that offers an
homogeneous view of wide ICHNs (see Figure 2), and that is meant to support the com-
munications between devices in these networks. It implements a set of mechanisms and
provides several functions that allows to devise various event-based message forward-
ing strategies in a simple way. The main mechanisms and functions are the following:
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Fig. 2. A peer-to-peer overlay system for an ICHN

Neighbor Discovery. Nephila performs a proactive discovery of fixed and mobile nodes.
It can provide each node with a list of its neighbors, and can notify these nodes about
any change in their neighborhood. This discovery process is an original feature of
Nephila, and consequently it is detailed afterward in a specific section.

Backbone Management. Nephila creates and maintains logical links between devices
that act as gateways between the infrastructure part and loosely-connected mobile ad
hoc parts of the IHCN in order to form a backbone (see Figure 2). This backbone helps
cover a wide area and support communications between numerous mobile devices. The
scalability of our system mainly resides in the existence of this backbone.

Disruption Tolerant Networking. The messages received from the local applications or
from the neighbor nodes are stored locally in a cache until they expire, or until they
are delivered directly to their destination. When a mobile node encounters another one,
they can exchange the messages they have in their local cache, thus implementing the
”store, carry and forward” principle, and supporting the connectivity disruptions and
the network partitions.

Computation of Message Forwarding Paths. In order to devise efficient message for-
warding algorithms, Nephila provides a list of so-called ”trail values” (TV). The trail
value of a node reflects its capacity to reach a given destination, either directly or
through intermediate nodes. The computation and the dissemination scheme of trail
values are key features of our proposition, and consequently they are described more
precisely later in Section 5.

Message Forwarding. In Nephila, the message forwarding can be conditioned by a
preliminary exchange of summary vectors. A vector includes the ID of messages a
node has locally, and for which it considers the neighbor with which it performs an
exchange as a best forwarder than itself based on the trail values of this one. When a
node receives such a summary vector, it compares the ID of the messages it has locally
with those contained in the summary vector, and request the message(s) that it does not
have yet.
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Event-Based Message Forwarding Algorithms. Several events are generated in Nephila,
such as the arrival of a new neighbor, the disappearance of a neighbor, the reception of
trail values from neighbors, the reception of summary vectors and the reception of re-
quests for a message (or a list of messages). Based on these events, several message
forwarding strategies can be easily devised in Nephila. Currently, Nephila implements
a message forwarding algorithm that exploits all the above-described features and im-
plements the ”store, carry and forward” principle. This algorithm is called BTSA (for
Best Trail Selection Algorithm). With BTSA, each mobile node receiving a message is
expected to forward a copy of this message to one or several of its neighbors. When no
forwarding opportunity exists (e.g., no neighbor is available, or all current neighbors are
considered as being unsuitable as carriers for this message) the node stores the message
and waits for future contacts with other devices. A message can thus be delivered to a
destination node, even if the source and destination never get close to each other, and
even if they are never present simultaneously in the network. In addition with BTSA,
each node takes a local decision based on its own trail values and on those sent by
its neighbors. When a node receives a message from a neighbor node, or from a local
application, it forwards this message to the neighbor that has the greatest trail value
for the destination, provided that this value is greater than its own value. Sometimes
it might be risky to forward message copies exclusively to good carriers, especially in
sparse network where the contact with a good carrier is uncertain. To address this issue
BTSA has a stock of a few number of copies dedicated to bad neighbors. This number
of copies is limited in order to avoid network overload and resource consumption on
mobile devices.

4 Neighbor Discovery

In an ICHN, it is difficult to forward the messages towards their destinations based on
the IP address of the devices, especially in the ad hoc parts of the network due to the
mobility of the nodes. In order to address this issue, Nephila assigns to each node a
unique ID at the installation time, and forwards the messages according to these IDs.
The neighbor discovery mechanisms maintain a mapping between the ID of nodes and
their IPv6 address. It must be noticed that the IPv6 address of a node is only known by
the neighbors of this one.

Nephila implements two distinct neighbor node discovery mechanisms: one for the
mobile ad hoc parts of an ICHN, and another one for the backbone part of this ICHN.
The neighbor discovery of mobile devices is achieved by a standard beaconing system,
while in backbone the neighbors of nodes are discovered using a peer sampling service
based on Cyclon [17]. With Cyclon, the nodes forming the backbone exchange each
other lists of neighbors periodically. In order to initiate the discovery we assume, in the
current implementation of this service, the existence of a limited set of fixed nodes. This
set is a parameter of Nephila. It is used by Cyclon in order to discover the nodes that
are always present in the backbone. Cyclon allows to define the maximum size of the
list of neighbors exchanged periodically by the nodes. Thus, each fixed node only knows
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a limited number of the nodes forming the backbone, thus reducing the computation
time needed to evaluate the next suitable message forwarder(s). Cyclon provides a fast
dissemination of routing tables thanks to gossiping techniques.

5 Computation of Forwarding Paths

The trail values computed by Nephila are meant to be used by a forwarding algorithm
in order to select, for each message, the most relevant next forwarder(s). The nodes
share their respective trail values with their neighbors through the discovery process.
The values are included in beacon messages, and are provided by the Cyclon-based
service we have developed. Disseminating such pieces of information can be costly in
terms of traffic because the nodes can have trail values for a large number of devices. In
order to address this issue, we use a modified version of the Exponential Decay Bloom
Filter (EDBF [8]). EDBF is an extension of the traditional Bloom filter. EDBF allows
to encode probabilistic forwarding tables in a highly compressed manner. It was orig-
inally designed to store and propagate in unstructured peer-to-peer networks informa-
tion about content hosted in the neighborhood of a node. EDBF has been coupled with
a query routing mechanism in order to locate content in such networks. The modified
version of the EDBF we designed allows to store and disseminate efficiently the trail
values of each node in the overlay system. This version of EDBF will be called TBF
(for Trail Bloom Filter) in the remainder of this paper. Based on the values included in
TBFs, a message can reach its destination in a small number of hops and with a high
probability.

A TBF is defined as an array of m floating point elements noted [tb f0, ..., tb fm−1].
It uses k hash functions (assumed to be independent) noted h0,hi, ...,hk−1. Hash func-
tions are used to insert trail values of nodes into a TBF. These function are also used to
retrieve a trail value from a TBF. When inserting a given node x in a TBF, all k func-
tions h0,hi, ...,hk−1 are evaluated simultaneously over x and the floating point elements
tb f0, ..., tb fm−1 in the TBF indexed by hi(x), with i ∈ [0,m− 1] are set to the trail value
of x. A query for node y in a TBF looks at the floating elements in the TBF indexed by
hi(y), with i ∈ [0,m− 1] and returns the trail value for node y.

In order to take into account the loss of confidence in the routing information (i.e.,
in trail values) over time and hops, a function decay is applied by a node on its TBF
periodically. When a node detects the disappearance of one of its neighbors, it deletes
the TBF it received from this neighbor previously, and it applies the decay function on
its local TBF in order to reflect the loss of capacity to forward messages to this node.
When a node detects another node in its neighborhood, it calls the reinforce function
on its local TBF. This function sets to the maximum trail value (i.e., to 1), the value
of all floating point elements tb f0, ..., tb fm−1 returned by the hash functions for this
new neighbor node. When a node receives the TBF of a neighbor, it stores this TBF
locally and it merges a decayed version of this TBF with its own TBF. The periodic
decaying applied on the local TBF is compensated for each neighbor by the frequent
invocation of the reinforce function triggered by the discovery process. Function merge
keeps the maximum of each element of two TBF tb f and rtb f , where tb f is the local
TBF structure and where rtb f is a TBF sent by a neighbor node.



A Peer-to-Peer Overlay System for Message Delivery in Wide ICHNs 207

In order to retrieve the trail value for a given node from a TBF, we have defined
a function called query. By applying this function on its own TBF and on the TBFs
received from its neighbors, and by comparing the values returned by this function, a
node can determine if it is a better forwarder than its neighbors, or otherwise can select
the best one among them. This function query can be assimilated to the utility-based
functions introduced by Musolesi and Mascolo, in [11]. Functions decay, reinforce,
merge and query rely on the hash functions associated with the TBF. These functions
are defined as follows:

Parameters:
d f is the decaying factor
n is the identity of a node
tb f TBF of the local node or a remote node
rtb f TBF of a remote node
mv is a minimum trail value
Functions:
decay(tb f ,d f ,mv) : tb fi ← max(mv, tb fi ∗ (1−d f ));∀i,0 ≤ i ≤ m−1
rein f orce(tb f ,n) : tb fhi(n) ← 1;∀i,0 ≤ i ≤ k−1
merge(tb f ,rtb f ) : tb fi ← max(tb fi,rtb fi);∀i,0 ≤ i ≤ m−1
query(tb f ,n) : min(tb f [h0(Nn)], tb f [h1(Nn)], ..., tb f [hm−1(Nn)])

TBFs allow to propagate trail values transitively in the network. The trail values
decrease proportionally with the number of hops and the time. The trail value for a

given destination reachable in n hops is defined as (1− d f )n ∗ (1− d f )

⌊
e−a

p

⌋
, where e

and a are respectively the emission date of a TBF sent by a node located at n− 1 hops
and the reception date of a TBF sent by a neighbor node, and p the decaying period.

By assigning to the devices forming the backbone a default trail value greater than
that assigned to mobile devices, one can favor the forwarding of messages via the back-
bone. Thus, the forwarding of a message whose destination is unknown at the emission
time could all the same be triggered. The message will indeed be forwarded towards
a device of the backbone, and will be stored in the latter until discovering the desti-
nation. It is expected that the nodes of the backbone will be more able to deliver the
message than the initial emitter itself, especially when the destination is not in the close
neighborhood of the emitter. Since this message will be stored, carried and forwarded
by intermediate nodes, it can obviously be delivered directly by one of them if it en-
counters the destination.

6 Simulation and Results

In order to evaluate the overlay system described in the previous sections, we have
developed a prototype in Java, and we performed simulations using the ONE [7], a
discrete event simulator written in Java. In this section, we present the scenario, the
simulation setup we used, and the results we obtained.
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6.1 Scenario and Simulation Setup

The scenario we consider in the simulations is meant to be as realistic as possible. It
involves a number of pedestrians carrying smartphones who walk freely in the streets
of the city of Vannes, a French city covering about 25 km2. We assume that pedestrians
move at a speed that varies between 1 m/s and 1.6 m/s, and that 100 pedestrians use their
smartphone to communicate periodically. They send several messages, and then stop to
use their smartphones. After a few minutes they repeat the same process. For the sake
of comparison, the number of people using their smartphone is kept constant, while the
total number of pedestrians increases. The smartphones of the other pedestrians only
act as relays. We performed simulations with 100, 500, 1000 and 2000 pedestrians.
The environment is additionally populated by either 0, 100 or 200 fixed access points.
These access points are interconnected through the Internet, and form the backbone in
Nephila. They were chosen among residential gateways deployed in the city of Vannes
on the basis of geographic and random criteria. An illustration of this environment is
given in Figure 3.

Fig. 3. Illustration of the simulation environment

By considering an environment devoid of fixed access points, an environment pop-
ulated with 100 fixed access points, and another one populated with 200 fixed access
points, we want to evaluate the performances of Nephila (with BTSA), and the impact
of the number of access points on the message delivery (i.e., the impact of the size of
the backbone). In the simulation results presented hereafter, these three configurations
will be referred as BTSA 0, BTSA 100 and BTSA 200 respectively.

The simulation duration is 1 hour and 20 minutes. During the first 10 minutes, both
fixed and mobile devices perform a discovery of their neighbors, and compute and dis-
seminate Trail Bloom Filters (TBFs). After this warm-up period, mobile devices start
to send messages. The emission of messages is stopped 10 minutes before the end of
the simulation. The other simulation parameters are defined in Tables 1 and 2. The
Nephila’s parameters were determined empirically through extensive experiments.
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Table 1. Simulation parameters

Parameter Value

Size of the cache of messages of mobile devices 10 MBytes
Size of the cache size messages of access points 40 MBytes
Bitrate of wired links 20 Mbit/s
Bitrate of wireless interfaces 10 Mbit/s
Communication range of the wireless interface 50 meters
Number of hops 30
Maximum size of messages 200 kBytes

6.2 Simulation Results

Table 2. Nephila’s parameters

Parameter Value

TBF

Decay period 20 s
Decay factor 0.2
Strengthen period 20 s
Broadcast period 30 s
Pedestrian min trail value 0.1
Infostation min trail value 0.3
Number of elements 600
Number of hash functions 2

BTSA
Best threshold 0.1
Number of copies 10

Cyclon
Neighborhood size 13
Fanout 3
Shuffling period 120

The objectives of these simulations is to
know how our proposition works when
only opportunistic communications are
feasible, and to study the impact of
the backbone and of the size of this
one on the message delivery. For com-
parison purposes, we run in an envi-
ronment devoid of fixed access points,
the PRoPHET and the Spray-and-Wait
protocols. A maximum of 10 copies
of a given message can be replicated
by Spray-and-Wait in our simulations.
PRoPHET has been configured with its
default parameters [9].

The performances of Nephila (with
BTSA) are compared with those of
PRoPHET and Spray-and-Wait follow-
ing three metrics, namely the average de-
lay and the ratio of message delivery, and
the network load. The delivery ratio is the
number of messages delivered over the total number of messages sent by the 100 emit-
ters. It reflects the ability of the protocol to eventually forward messages to their desti-
nation before they expired. It must be noticed that during a single simulation run, ap-
proximatively 2600 messages have been generated by the 100 pedestrians. The network
load is the overall number of messages exchanged between nodes during the simulation.
On the wireless parts of the ICHN, only messages carrying data related to the protocols
were counted, because the beaconing process is not implemented in the versions of
PRoPHET and Spray-and-Wait in the ONE simulator.

Figures 4a and 4b show, according to the number of pedestrians involved in the
simulation, the average delay and the percentage of messages that have been delivered
successfully. The average number of hops needed to forward a message to its destination
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is given in Figure 7. Figures 5a, and 5b show the number of messages disseminated in
the wireless and wired parts of the network respectively.

BTSA 0 (BTSA without access points) and Spray-and-Wait have very close per-
formances in terms of delivery delay and ratio. However, where the number of copies
remains constant with Spray-and-Wait, it increases with BTSA 0 according to the num-
ber of nodes in the network (see Figure 5a). Indeed, as we do not have assigned a
time to live to messages, in order to evaluate only the behavior of our forwarding al-
gorithm, the messages are replicated in the network even after the deliverance of the
first copy to the destination. This number of messages can be reduced by assigning a
time to live to messages and by implementing a healing mechanism in BTSA. Both
BTSA 0 and Spray-and-Wait perform better than PRoPHET from 100 up to 500 pedes-
trians. The main reason lies in the fact that in sparse networks, the radio contacts are
not frequent, and therefore the delivery probabilities estimated by PRoPHET on the
basis of the frequency of encounters are not useful. With PRoPHET many messages
are actually delivered to their destination by the initial emitters themselves. BTSA 0
and Spray-and-Wait do not have this limitation, as they can forward several copies of a
message to ”potentially bad” carriers. These carriers can in turn forward a copy of the
message to other nodes, thus increasing the probability of encountering good carriers
later. When the number of pedestrians increases, the number of radio contacts increases
as well, and the probabilities of finding good carrier(s) increase accordingly. PRoPHET
provides a better delivery ratio than BTSA 0 and Spray-and-Wait from 1000 up to 2000
pedestrians, but with the major drawback of increasing the number of copies dissem-
inated in the network. Spray-and-Wait does not benefit as much as PRoPHET of the
increase of the number of pedestrians because the number of copies that can be dissem-
inated remains limited. The delivery ratio remains relatively constant due to the limited
number of copies disseminated in the network (see Figure 5a).

Figure 6 shows the overhead induced by the TBF exchanges in the wireless parts of
the network. This overhead depends of the number of contacts and of their duration.
The overhead is thus more important in a dense network than in a sparse one. In the
simulation we made for 2000 pedestrians, the average of the additional amount of data
generated by each device of the wireless part of the ICHN during the simulation is about
2Kbits/s per nodes. In the wired part, the amount of data related to the TBF exchanges
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depends of the number of access points. It is about 3.2 ∗ 108 bytes for BTSA 100 and
about 6.6 ∗ 108 bytes for BTSA 200. It represents on average 770bits/s per fixed node.

Figures 4a and 4b show the benefit provided by the backbone. This one allows to
drastically reduce the message delivery delay and to strongly increase the delivery ratio
without increasing the number of messages disseminated in the wireless parts of the
network. A greater number of fixed nodes allows to cover a wider geographical area,
and therefore to increase the probability of delivering a message to a remote destination,
as well as to reduce the delivery delay. When the number of radio contacts increases, this
effect is attenuated gradually. Figure 5b shows that an important amount of messages is
transmitted through the backbone.

7 Conclusion and Future Work

In this paper we have presented Nephila, a system that can support opportunistic mes-
sage forwarding in wide intermittently-connected hybrid networks (ICHN). Nephila
builds and maintains a peer-to-peer overlay structure that interconnects fixed nodes at
reasonable cost, while relying on the ”store, carry and forward” principle to tolerate
connectivity disruptions on mobile nodes. It implements a scalable neighbor node dis-
covery mechanism, and defines a utility-based function that is meant to help select the
next message forwarders based on so-called trail values. These values reflect the ca-
pacity of a node to reach a given destination directly, or via intermediate nodes. In this
paper, we have also compared the performance of our system with those of protocols
Spray-and-Wait and Prophet. Simulation results confirm that communications between
mobile devices in wide ICHN can indeed be achieved with good performances, using a
limited number of fixed interconnected access points.

In the future, we plan to implement Nephila on Android-based smartphones and
tablets, and on Raspberry Pi-based access points. These devices will be used to run
experiments in real conditions. We also plan to devise new forwarding algorithms that
can take into account contextual properties such as the power budget, location, speed,
and trajectories of the mobile devices.
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Lübeck University of Applied Sciences, Electrical Engineering and Computer Science,
Mönkhofer Weg 239, 23562 Lübeck, Germany
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Abstract. In recent past name-centric or content-centric networking
(CCN) has gained substantial attention in the networking community. In
a further development step name-centric service architecture enables the
flexible placement and distribution of services in the network especially
in a heterogeneous environment of wired and wireless (sensor) networks.
However, the problem of structuring and creating hierarchies for names
in name-centric networks is not solved yet. E.g. there is no configuration
of service names in name-centric service WSN, no concept of unsolicited
names or link-local names in CCN. In IP networks, DHCP or IPv6 auto-
configuration is available, but no equivalent technique exists for CCN.
We analyze the naming problem in the software development life cycle for
name-centric services in WSN and propose a structure, hierarchy, and
configuration mechanism for names. The paper introduces the overall
concept and preliminary steps of implementation.

Keywords: Content-Centric Networking, Wired/Wireless Environments,
Service Development, Service Management.

1 Introduction

The Internet has evolved in the last decades from a network of devices with a
handful of standardized protocols and applications to a service platform for nu-
merous applications. In the recent past the focus of the Internet has evolved from
devices to services and content delivery. Todays Internet business is concentrated
on content and applications running on wireless devices.

The challenge for the future development of the Internet is a seamless inte-
gration of sensor networks that provide content and services where the devices
delivering these services are not of importance at all. Therefore, new paradigms
like content-centric networking (CCN) and name-centric networking (NCN) are
proposed for an alternative architecture of the future Internet [8]. CCNx is a ref-
erence implementation for content-centric networking from Palo Alto Research
Center that received attention in the CCN community [2]. CCNx provides a
powerful API and a well-designed core engine called daemon. In a recent paper
we have presented a way to develop name-centric services with CCNx and a
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lightweight CCN implementation for wireless sensor networks (WSN) [6]. How-
ever, one of the most basic problems for applications and services in CCN is not
solved. CCNx neither provides a name configuration mechanism nor suggests a
consistent naming scheme.

In this paper, we address the naming problem in a structured way from the
design and development of services, via the deployment of these services on the
platform until the startup of the services during runtime. Different requirements
and naming parts need to be assigned during this software development life cycle.

In summary, the contributions of the paper are as follows:

– We analyze the naming problem for name-centric services in the software de-
velopment life cycle for name-centric services in mixed wired wireless topolo-
gies.

– We propose a structure and hierarchy for names and introduce unsolicited
names or link-local names in a naming concept.

– We present the usage of alias names and mapping at gateways at the bound-
aries between wired and wireless topology.

– We describe the overall concept and implementation details.

The rest of the paper is organized as follows: Section 2 presents related
work for name-centric approaches and auto-configuration mechanisms. Section 3
presents background information and motivates the naming problem more spe-
cific. In Section 4 we perform a structured analysis of the naming problem and
develop the solution. Section 5 presents some implementation details with focus
on the gateway between wired and wireless topologies. The gateway provides
a name configuration and a name alias service. The paper concludes with a
summary and a discussion of future work.

2 Related Work

This section first discusses related work on name or content-centric approaches.
In the second part, we introduce automatic configuration approaches in Id-
centric networks as they are related to our configuration approach for name-
centric services.

A well-known approach of content-centric networking for WSN is Directed
Diffusion [7]. Directed Diffusion uses an addressing scheme tightly coupled to
the application. Therefore, a standardized addressing convention is hard to im-
plement with Directed Diffusion. The same holds for SPIN [9], another content-
centric networking protocol for WSN. It uses also an addressing scheme tightly
coupled to the application.

The authors of “Service-Centric Networking” [4] propose a consistent naming
convention for services and content. They give examples of content and service
names but do not classify the parts of the name. Configuration mechanisms are
not part of this work.
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In the recent past, CCNx [8,2] gained attention. With CCN-WSN [12] we
developed a CCNx derivate for WSN and wireless networks. In CCNx content is
addressed by name not by its location or host, where it is stored. CCNx allows
a maximum flexibility for names without limitations or semantics of names.
However, a semantic meaning of names for name-centric services is desirable.

In Id-centric networking, configuration of addresses and networking parame-
ters is ubiquitous. DHCP [5] is a prominent example for configuration of nodes
in a network. The fact that automatic configuration is important in large net-
works is seen in the further development of the IP protocol. In Version 6 (IPv6)
auto-configuration protocol standard [10] nodes integrate automatically in a lo-
cal network.

The NFN project [11] introduces a lambda expression inspired naming scheme
for functions and computation tasks. With this approach names are semantically
bound to functions or tasks. Functions and computation tasks are orchestrated
by concatenating the names of each function or task. Automatic name confi-
guration for functions and computation tasks seems not to be addressed by the
NFN project by now. In our current work we propose a generic naming approach
and we also address the name configuration problem. Orchestration of services
is not part of our current work. We briefly introduced a concept for service
orchestration in [6] which goes in a similar direction as in NFN.

In summary, recent approaches in name-centric networking do not cover
generic naming conventions. In our opinion, a generic naming convention is the
key for automatic configuration. Our approach targets name-centric services in
a mixed wired and wireless topology. To the best of our knowledge, we are the
first to present a naming concept together with a configuration mechanism for
service names in name-centric networks.

3 Name-Centric Services

In this section we introduce CCN and how name-centric services can be imple-
mented with CCN. This introduction is needed to prepare for the discussion of
the naming problem in the last subsection.

3.1 CCN

In content-centric networking (CCN) content is addressed by names. We will
introduce only the most basic concept of CCN which are needed to understand
the naming problem and our solution. More detailed information is available on
CCNx technical documentation web page [1] and [12].

CCN follows a hierarchical naming scheme following the URI syntax [3]. It
is recommended that the first component is a registered unique DNS name to
avoid name clashes among different service providing authorities. Message types
in CCN are interests and content objects. Interests request content by name.
Content objects carry service responses to an interest back to the requester.



A Solution for the Naming Problem for Name-Centric Services 217

A CCN node comprises the daemon and its three storages: Content Store
(CS), Pending Interest Table (PIT), and Forward Information Base (FIB). The
daemon is the protocol processing unit. Applications using CCN communicate
via the daemon using faces. Faces in CCNx are a generalization of an interface
comparable to TCP/IP sockets. When an interest arrives, the daemon looks up
the content store if it contains a content object matching the interest name. An
interest name matches a content name, if the interest name equals the prefix of
the content name and the prefix is the longest prefix among all compared content
names (longest prefix match). If no content object matches in the content store,
the pending interest table is searched. If an interest in the pending interest table
matches, the incoming face of the recent interest is associated with this entry.
If no entry matches, the interest is forwarded to a suitable face and an entry is
created in the PIT. Content objects are sent only as a response to an interest.
They are stored in a content store and arrive through faces generated by services.

3.2 Services with CCN

CCN is a powerful general purpose protocol that can be the basis for name-
centric services. In [6] we introduced a name-centric service architecture. Inter-
ests can contain service requests by using so called command marker in CCN.
Content objects contain service responses from the service provider. The advan-
tage is that with the name-centric service oriented architecture (SOA), transpar-
ent access to services is achieved independent of their location (wireless networks
or wired network in the Internet/Cloud). Our future vision is an easy-to-use SOA
programming paradigm based on a name-centric service engine. For this goal,
a standardization of service names is inevitable. Consequently, we propose a
solution for this problem in this work.

3.3 The Naming Problem

Names in CCN can be chosen arbitrarily, following institutional or global conven-
tions. The only restriction is that names describing the content must be unique.
A typical solution to this restriction is a naming scheme according to the di-
rectory structure of a file system. The first name component is a global unique
domain name. Further name components are the directory names of a file sys-
tem. This name hierarchy or folder structure has contextual semantic meaning
to users.

Assignment of names for services is different. Different parts of service names
must be configured at different phases of the software life cycle which is not yet
considered in CCN. During service development names are assigned to service
methods by the developer of the service and should reflect the purpose of the
method. During the service deployment in the next phase, contextual information
needs to be added to the service name describing the context of the service. It is
important to stress that the structure of the contextual information in a service
name has not been considered in the past.
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Thus, CCN does not specify any semantics on names there are no predefined
valid names for limited access comparable to link-local, unsolicited, and multi-
or unicast addresses. Such predefined addresses are necessary for automatic con-
figuration and are also missing in name-centric networks.

A second severe problem with CCN naming is that names are usually verbose.
Verbose names are useful for humans but not for resource constrained wireless
devices. Verbose names waste memory on constrained devices and messages sent
over wireless links become considerably large wasting bandwidth and energy.
Name components can be mapped to shorter name components for example
at the transition from the wired to the wireless network. For mapped name
components, it is necessary that they preserve the shortlex order of names as
explained in the CCNx technical documentation [1]. The shortlex order of names
is necessary because in CCN a content object with the longest prefix match on the
name is returned in response to a request. Well-known compression techniques
for strings will not work because they do not preserve shortlex ordering. An
important additional requirement is that this mapping must be generated a
runtime without reconfiguring whole service names and content object names in
the wireless network.

4 Naming Approach for Name-Centric Services

In order to solve the naming problem introduced in Section 3.3 systematically
we introduce and analyze the software development life cycle for name-centric
services with the focus on service names. Then, we present our naming con-
cept for name-centric services. We conclude this section with a discussion of the
necessary architectural changes of the basic architecture of wireless networks
integrated in the wired Internet.

4.1 Life Cycle for Name-Centric Services

One can compare the software development life cycle of name-centric services
to the software development life cycle of distributed applications running on an
office PC of a company. In this life cycle of an application different institutions
are involved. First a software manufacturer develops the application software.
This software is then deployed by an IT-support company according to the wishes
of the end-user. Finally, the end-user integrates the PC with the software in his
company network. In summary, the life cycle can be roughly divided into three
phases. The same life cycle phases exist for name-centric services in a wireless
network, depicted in Figure 1.

During the first phase named service development a manufacturer–service de-
veloping institution—assigns names for commands or methods of services. The
second phase is the service deployment where services are deployed to the wireless
devices for example by another institution. Services on a wireless device can be
grouped into categories during this service deployment phase. During the third
phase named service integration, the “end-user” deploys the wireless devices and
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Fig. 1. Life Cycle of Wireless Devices

configures the gateway and thus, integrates the services in the company’s wireless
network. Deployment and configuration is depicted as dotted arrows in Figure 1.
Each of the phases introduced above will assign parts of a name for our service.
In the next section we will introduce a concept that will reflect this assignment
of the names in the different phases.

4.2 Naming Concept for Service

In this section we develop the naming concept for services by a dedicated exam-
ple. The example is based on the following name: /fh-luebeck.de/building-18
/floor-2/room-14 This name addresses services on a sensor node placed on
university campus of Lübeck University of Applied Sciences, building 18, second
floor, room 14. The first component is a global unique domain name of the in-
stitution. Further components address the site. The addressing scheme for sites
follows an individual institutional naming scheme. In this example the site de-
scribes a physical location on a campus but a site can be any generic, logical
addressing as well.

As a suffix of the site addressing components we propose one or more compo-
nents which semantically group the category of services. This can be for example
“climate” describing a category of climate related services like temperature and
humidity. The last component of the service name is a command beginning with
a command marker. For details of command marker we refer to the CCNx tech-
nical documentation [1] due to space restrictions here. A command represents a
service method (see [6]).

Domain name, site, category of service, and command together form a fully-
qualified service name (e.g. /fh-luebeck.de/building-18/floor-2/room-14
/climate/%C1.de.manufacturer.sensors.humidity).

Each life cycle phase (see Figure 1) maps to a part of a service name. Figure 2
shows three parts of the service name and the phase in the life cycle where they
are assigned.

During service development the so called manufacturer-provided service name
is assigned. A manufacturer–service developing institution—assigns names for
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commands or methods. Manufacturer-provided command names are the third
part of the service name.

During service deployment, services are deployed on the node and grouped
together in categories. These names of the categories are the second part of the
service name.

With the second and the third part of the name set, services are accessible
but only in a local network, not in the name-centric Internet. We term service
names with second and third part set unsolicited service names (see Figure 2
for an example). There are maybe many nodes with the same unsolicited service
name in a local network. It is not clear which node answers a request with an
unsolicited service name.

To send a request to a node with a certain node-Id in a local network, a so
called link-local name is necessary. A link local name is the unsolicited service
name prefixed by a name component representing the node-Id (see Figure 3 for an
example). The node-Id in the first component is highlighted. The so called link-
local name service on a node answers requests addressed to link-local names. At
first glance, link-local names contradict to the name-centric paradigm but nodes
are entities like services and therefore, they should be addressable by CCN.
Furthermore, link-local names are necessary for configuration and maintenance.
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The first part of a service name consists of domain and site name. It is assigned
by the “end-user” institution who runs a wireless network. This institution inte-
grates ready-to-use nodes in the company’s wireless network and configures the
first part of the service name. A name with first part (domain and site name),
second part, and third part set is a fully-qualified service name. Note that only
services with a fully-qualified service name are accessible from the name-centric
Internet

4.3 Architecture

In the last sections we introduced name-centric services as well as the naming
concept for these services with focus on wired and wireless networking topologies.
In this part of the work we describe the system architecture for our suggested
solution. Figure 4 depicts the wired and wireless devices as well as the name-
centric services running on these devices. Wireless devices, for example sensor
nodes, provide services to give consumers actual context information about real-
world phenomenon via the Internet/Cloud. For the naming-concept suggested in
this work the architecture needs to be extended by additional services for confi-
guration and the support for link-local names. We will explain the services for
the most important device in the architecture namely the gateway that connects
the wired and wireless topology first.

Gateway. The gateway (“gw”) provides transition between wired/wireless net-
works and it provides services to the wireless network (see Figure 4). For this
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purpose the gateway performs a protocol conversion from the wired to the wire-
less protocol and vice versa for each service request and service response.

The gateway additionally provides the important configuration services to
the name-centric wireless network. The name solicitation service provides name
configuration for the third phase of our life cycle during the runtime of the name-
centric service. In Figure 5 the gateway runs such a name solicitation service.
Additionally, a name alias service for mapping verbose names from the Internet
to alias names used in the wireless network topology runs on this gateway. We
will explain details of these services in the next section.

Wireless Devices. Figure 6 shows the extended architecture of a wireless de-
vice. In the middle of Figure 6 the wireless device and around software compo-
nents like services or service consumers are depicted. This software is executed
on the wireless device (indicated by solid lines in Figure 6).

Counter-clockwise the service solicitation consumer, services for sensor data
(humidity and temperature), and link-local service are depicted.

The name solicitation service configures the first part of the service names
during service integration. Before the wireless devices can be integrated the
name solicitation service has to be configured by the institution who operates
the wireless network (dotted arrow in Figure 6). Details of the name solicitation
service will be explained in Section 5.2.

The link-local service receives service link-local named requests over the net-
work. If the first component matches the node-Id from the wireless device, the
link-local service sends a request with the unsolicited service name to the local
services (dashed arrows in Figure 6). One of the services on the node responds
and sends a response back to the link-local service (solid arrows in Figure 6).
The link-local service then adds the node-Id to the response and forwards it on
the wireless network.

5 Implementation

In this section we describe some implementation aspects of the naming concept
introduced in the previous sections. We start with the gateway implementation.
Then, we describe the implementation of the name solicitation service and name
alias service in more detail. As our current work is in a preliminary state we
cannot present a quantitative evaluation.

5.1 Gateway

In contrast to many monolithic approaches our gateway is implemented as mod-
ular collection of individual services which provides a high degree of flexibility.
All services are implemented as CCN applications. CCN applications communi-
cate with each other via the CCN daemon exchanging requests and replies as
shown in Figure 7. On the left side the CCN daemon is depicted. On the right
side, name solicitation and name alias service are shown as an example.
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Our gateway is based on the Java CCNx implementation [2]. Consequently
gateway services are implemented in Java where each service is a collection of
Java classes. To enable the gateway the CCNx daemon has to be started first
and then the services.

The gateway hardware comprises a low power industrial PC with Intel Atom
1.6 GHz CPU, 1 GB DDR2 RAM, and a 30 GB solid state hard disk running
Windows operating system. For communication with the wireless sensor nodes
the gateway contains an IEEE 802.15.4 transceiver attached to a USB port.

5.2 Name Solicitation Service

The name solicitation service listens for requests sent from the name solicitation
consumers in the wireless network. On the gateway the name solicitation service
responds with the first part of the service name. Message exchange between a
wireless device and the gateway is shown in a path-time diagram in Figure 8.

A name solicitation request from a name solicitation consumer from a wireless
device with Id 0x03FB has the name /%FF/%03%FB/climate/%C1.nss.req. Re-
quests from name solicitation consumers are broadcasted through the network.
The first component %FF is the service name for the name solicitation service.
Then, a component containing the node-Id and a component containing the ser-
vice category (second part of the service name) follows. The last component
is the service method for name requests (req) of the name solicitation service
(nss).
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To assign the first part of service name to a service, the name solicitation
service needs to know the first part of the service name. The first part is config-
ured in an XML file which is stored in the configuration section of the gateway
in a file which is read by the name solicitation service during startup. Listing 1
shows an example XML configuration for two wireless devices. Node 0x03FB runs
climate monitoring services and node 0x03FC runs services for light and win-
dow control. The grouping of tags—from general-to-specific—follows the form
general-to-specific semantics of the service name.

Listing 1. XML Name Solicitation Configuration

<Configuration >

<Domain name ="fh-luebeck.de">

<Site name ="building -18">

<Site name ="floor -02">

<Site name ="room -14">

<LinkLocal name ="%03%FB">

<Category name =" climate "/>

</LinkLocal >

<LinkLocal name ="%03%FC">

<Category name =" light"/>

<Category name =" window"/>

</LinkLocal >

</Site >

</Site >

</Site >

</Domain >

</Configuration >

With the information the name solicitation service gets from the name solici-
tation consumer the necessary information can retrieved from the configuration
file. The first part of the name for services under the category “climate” of node
0x03FB is /fh-luebeck.de/building-18/floor-2/room-14.

5.3 Alias Service

Verbose service names are a problem in wireless networks as discussed in Sec-
tion 3.3. Therefore, a mapping is implemented between the verbose name of
the wired topology and an alias name used in the wireless topology. These alias
names are only used in the wireless network exclusively. At the gateway the alias
service maps verbose names to alias names and vice versa.

A mapping of a verbose name to an alias is stored in a dictionary or hash
map. To ensure that the aliases follow the shortlex order of names a simple
scheme consisting of numbers can be used as aliases and assigned to the verbose
names accordingly. For example, the name “my-verbose-name” maps to alias “1”
and name “my-other-verbose-name” maps to alias “2”. In this simple example
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the aliases follow the shortlex ordering of CCN. This is because in shortlex
order “my-verbose-name” comes before “my-other-verbose-name” and “1” comes
before “2”.

The mapping presented above is not extendable if the aliases should follow
name shortlex ordering. For example if one want to add the name “my-verbose-
name-two” to the dictionary containing “my-verbose-name” and “my-other-
verbose-name”. This name is placed according to the canonical ordering between
“my-verbose-name” and “my-other-verbose-name”. The mapping of “my-other-
verbose-name” has to be changed to alias “3” because “my-verbose-name-two”
now maps to alias “2”.

Therefore, we implemented an algorithm for the alias service, that maps the
names to alias numbers independently and allows adding new aliases at runtime
while the aliases follow the name shortlex ordering.

This basic algorithm is shown in pseudo code style in Listing 2. To insert a new
name in the dictionary addAlias(name,MAX NUMBER/2,0,MAX NUMBER) is called,
where MAX NUMBER is the largest number assigned for aliases. The dictionary is
a collection of tuples (alias, name).

Listing 2. Algorithm for adding Alias Numbers

addAlias(name , piv , lo, up) {

tempName = dictionary .alias(piv)

if (tempName == "") {

dictionary .add(piv , name)

SUCCEEDED

}

if (lo >= up || lo + 1 == up) {

FAILED: "Number -Range exceeded !"

}

if (tempName > name) {

addAlias (name ,(lo + piv)/2,lo,piv)

} else if (tempName < name) {

addAlias (name ,(up + piv)/2,piv ,up)

} else {

FAILED: "Name already inserted !"

}

}

The algorithm fails, if the range of numbers exceeds. The efficiency of the
alias number assignment depends on the sequence the names are inserted into
the system.

It is possible to add aliases to each component of a service name independently
under consideration of the position in the service name. This works because com-
ponents of service names follow a tree hierarchy. An example tree hierarchy is
shown in Figure 9. An alias—shown as hexadecimal number above each node—is
mapped for each component in that tree. Numbers on edges in the tree graph
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Figure 9 indicate the time the components were configured. For example, ser-
vice name /fh-luebeck.de/building-18/floor-2/room-14maps to /%7F/%7F

/%7F/%7F.
The name solicitation service requests the aliased service name during name

solicitation and assigns the aliased name to the service. If a request from the
Internet is received at the gateway, the alias service maps the service name to
the shorter alias service name and forwards it to the wireless network.

Advantages of the alias algorithm are that new components can be added
without changing the aliases of the other components. This is beneficial if names
are configured ad-hoc and the sequence of the names is not known in advance.
Furthermore, alias names do not need explicitly configured, and alias names
follow the canonical order of the aliased names. One drawback is that only a
limited number of names can be aliased.

6 Conclusion and Further Work

In this work, we motivated the need and the advantages of name-centric services
based on concepts of content-centric networking (CCN). However, the problem
of naming is neither solved for CCN nor for name-centric services. Therefore, we
developed and introduced a solution to the naming problem based on an analy-
sis of the software development life cycle of name-centric services for wired and
wireless topologies. The naming concept divides a service name into several name
parts which are assigned at different phases of the service development and de-
ployment. The implementation of a name solicitation service running on the gate-
way between the wired and the wireless topologies shows the configurationmecha-
nism of service names during runtime. Additionally, an alias service maps verbose
names to short-length alias names in wireless networks and thereby demonstrates
the flexibility and benefits of this naming approach. The name solicitation service
is about to be finished on the gateway. In the future we will implement service
orchestration and an exemplary application together with a name-centric service
engine and provide evaluation results on our sensor network testbed.
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Abstract. In this paper we present a study of queueing delays experi-
enced in Delay Tolerant Networks with topology based on deterministic
contact plan schedules. We examine a generic scenario and propose a
sampling procedure that extracts measurements of queueing rates and
queue lengths. Sampling queueing information is transmitted to net-
work nodes, which then form time series and can be used to forecast
future queueing rates. Through simulations we show that the introduced
method can be useful for DTNs with predetermined contact schedules,
such as the Interplanetary Internet, providing accurate end-to-end deliv-
ery delay predictions.

Keywords: Delay Tolerant Networking, Queueing Delay, Interplane-
tary Internet, Space Communications, Contact Graph Routing.

1 Introduction

Although transmission rates in space communications increase, space application
data increase even faster: high-quality images and vast volumes of telemetry data
are expected to be delivered daily. Therefore, data volumes transmitted may
increase disproportionally to the number of launched space assets. Beyond that,
space assets cannot be upgraded to match the evolution of network bandwidth
capacity. Therefore, queueing delay, which is in essence the waiting time until
all data ahead of the current data item is forwarded, becomes significant in
space, for three main reasons: first, it can become a considerable part of the
total delay in planetary networks where propagation delay is not prohibitive;
second, in networks with common disruptions, as in space environments, even a
small queueing delay may lead to the loss of a transmission opportunity, thus
postponing the data transmission for a significant amount of time until line-of-
sight and transmission opportunity have returned; third, by observing queueing
lengths and delays we can foresee when the space asset resources (e.g., buffer
space) may be exhausted, which could be a potential disaster for some space
applications.

In this work, we attempt to predict queueing delay in Delay-Tolerant Net-
works (DTNs). DTN [11] has been designated as the technology of choice for
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inter-agency cross-support operations, Solar System Internet (SSI) [1] and deep-
space missions. In [2] we have made a preliminary step towards predicting the
delivery time of a bundle (i.e., DTN Protocol Data Unit [8]) by presenting a
method to forecast propagation and transmission delay in data transmissions,
assuming high data priority and therefore zero queueing delay. The latter, how-
ever, can be an important component of the total delay and its calculation may
be really challenging, especially in complex topologies where a number of nodes
are transmitting data concurrently.

In this context, we examine a generic scenario and study the outbound queue
of a network node that receives unicast data simultaneously and/or successively
from a number of nodes and enqueues it in an outbound queue for transmission
to the next node. Even though the production and delivery rates of data cannot
be foreseen, past measurements include valuable information that can assist in
estimation of the corresponding future rates via time-series forecasting. The
rationale for this argument is that, in space environments, data transmission
flows follow a time-dependent scheme, since: a) mission data availability follows
a time-dependent (rather than random) pattern, b) periodicity is imposed by
planet rotations, satellite orbital movements and occasional high or low data
rate passes [14], and c) linear dependency is inflicted by spaceship movements,
as well as linearly evolving space weather phenomena. In a similar way, the
authors in [5] use a time series to accurately model the requests received by a
www server.

We present a simple method in which all nodes extract queueing rate mea-
surements in a per-contact (i.e., per-transmission opportunity) granularity. Ex-
tracted measurements are then disseminated to all neighbours, and are stored in
each node’s contact plan, composing different time series between each pair of
network nodes. The available time series information are then used to forecast
future queueing rates and the predictions are combined with the contact plan
schedules to estimate the queueing delay for the bundles to be transmitted. We
evaluate the proposed method through simulations with different sets of param-
eters and the results show that it provides accurate information of the queueing
delay, thus improving the overall precision of the estimated end-to-end bundle
delivery delay.

The introduced method is, to the best of our knowledge, the first work to
attempt a forecast of queueing delays in deterministic DTNs (including Space
DTNs) with topologies based on contact plans. Although it was designed to
apply in space internetworks, it may also cover other contact-plan-based DTNs
in a similar way. Our technique can be used as a standalone tool to provide
accurate information on the end-to-end delivery delays in transport- or service-
layer protocols of the DTN stack (e.g. [16], [17]). It can also be incorporated
into the administrative Bundle Delivery Time Estimation tool [2], to enhance
the prediction of the total delay required for a bundle to reach its destination.

The rest of the paper is structured as follows: In Section 2 we discuss a num-
ber of related studies on queueing delay, both in earlier internetworks and in
DTNs. In Section 3 we briefly present the space internetworking background
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which is used as the base for our analysis, and in section 4 we present our ap-
proach, including the generic scenario that we target, and the methods we use
for measurements extraction, information dissemination, and forecasting. In sec-
tion 5 we describe the simulation methodology that we used, and in section 6
we present the simulation results. In section 7 we discuss the possible ways to
extend our method, and, finally, we conclude the paper in Section 8.

2 Related Work

Packet queueing delay in computer networks has been concerning the scien-
tists since the early stages of Internet, and numerous research papers have been
published on the topic. In as early as 1985, Takagi and Kleinrock [20] study
a CSMA-CD system and analytically calculate the average queueing delay of
packets. In 1989, Demers et al. [9] suggest the use of the average queueing delay
as a metric to control traffic in datagram networks, as opposed to flow con-
trol algorithms. End-to-end delay of Internet packets has also been thoroughly
studied in the past 30 years. Bolot [6] analyses end-to-end packet delay using
a probing process and discusses, among others, the queueing delay distribution.
In the same context, Karam and Tobagi [15] discuss voice traffic over the In-
ternet and emphasize the queueing component of the delay, as the only source
of jitter, whereas Garetto and Towsley [12] study TCP traffic generated by file
transmissions and its significant impact on queueing delays in the Internet.

In the DTN paradigm, on the other hand, queueing delay modelling and anal-
ysis differ from Internet-based internetworks. The main motivation for scientists
to study queue lengths and the corresponding delays in DTNs has been their
impact in routing efficiency. In [13], the authors present and compare different
source routing algorithms based on the amount of knowledge that is available
at the transmission initiation node. They exalt the knowledge of queueing oc-
cupancies in network nodes and state that, amongst all “oracles” that provide
different types of information, (e.g., contact plan, buffer/queueing occupancies,
traffic demand), the “queueing oracle” is the most difficult to realize, in order to
achieve a complete knowledge of the queue occupancies in network nodes. In [10],
a DTN-based link-state algorithm is applied on wireless networks in developing
regions. The used link information includes queue occupancy, among others, and
routing decisions incorporate the queueing delay that is calculated based on the
most recent cached copy of the link information. Queueing delay has also been
used as part of a performance metric in [19]; Seligman et al. propose a DTN
routing scheme with push and pull functions and measure its congestion control
effectiveness with a time-weighted network storage metric. This metric is the
product of the storage used by all queued messages and the amount of time they
remain queued.

In the typical routing algorithm that targets Interplanetary Internet, namely
Contact Graph Routing (CGR - [7]), the arrival time computation does not
take into account the queueing component of the delivery latency. In [3] we
have proposed a modification of the CGR algorithm with the use of Earliest
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Transmission Opportunity (ETO) parameter, which incorporates the available
information on already enqueued data in the computation of bundle delivery
delay. Queue information for the local node’s outducts (based only on already
queued bundles) are incorporated in the delivery delay estimation and can be
disseminated to other network nodes via Contact Plan Update Protocol (CPUP).
However, queue length increase will generate a CPUP message only when it ex-
ceeds some predefined threshold and the message is transmitted only when there
are available contact opportunities before information gets obsolete. Therefore,
ETO updates with CPUP might sometimes prove inadequate for timely updates
and, thus, queue length information through the path to destination might be
inaccurate. In this work we exploit the queue length information in the local
outducts as introduced in [3] and we move a step forward: besides measuring
queue lengths, we attempt to forecast future queueing rates and delays. In sec-
tion 6, the reactive computation of queueing delays with the use of CPUP is
compared to its proactive equivalent with the use of forecasting, introduced in
this work.

3 Background

The future SSI Architecture, which is a fundamental part of our analysis, in-
volves cooperation of different agencies under a common framework. The overlay
layer protocol that attempts to unify different internetworks and infrastructures
(e.g., Interplanetary Network, Near-Earth Network, Deep-Space Network, satel-
lite communications, planetary surface networks including the Internet, ad-hoc
or opportunistic networks, etc.) is the Bundle Protocol (BP) [18]. A bundle,
the BP’s protocol data unit of operation, is created whenever an application
initiates a data unit transmission the next neighbour is selected by the routing
algorithm to forward it. The bundle is then enqueued in the outbound queue
that corresponds to the selected neighbouring node and to the bundle’s prior-
ity, until the underlying convergence layer protocol [18] initiate its transmission.
Consecutively received bundles that are routed to the same neighbour are being
enqueued in the same outbound queue, provided they have the same priority. BP
comprises three different priority classes, namely bulk, normal and expedited,
which characterize bundles according to the application service requirements.
These classes suggest a relative prioritization that forwarding policies take into
consideration to decide on the bundle to be forwarded.

In space environments, communication is not always possible between any
two nodes. It requires line-of-sight between the space assets, as well as adequate
provisioning by the owner agency, since for example ground stations are respon-
sible for receiving data from multiple space missions and the distinct reception
intervals for each mission have to be configured in advance. The transmission
opportunities among the network nodes are also referred to as contacts and the
complete list of future contacts form the contact plan. A typical space contact
plan follows a periodic pattern due to the periodic nature of space asset move-
ments.
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Routing decisions for next neighbour has not been standardized yet in the
framework of SSI operations. However, basic routing functionality involves the
exploitation of the detailed knowledge of contacts amongst space assets well in
advance [7]. A space internetwork topology is thus deterministic and configured
using a contact plan, and BP routing decisions are based on the predefined con-
tact schedules. Our method covers all networks that exhibit such predictability
and base routing decisions on contact plan configurations; in this context, it may
apply to other forms of disruptive internetworks as well.

The sampling procedures and queue information extraction can be part of the
DTN management framework, in the context of instrumentation statistics that
are periodically taken from all network nodes in order to examine the health of
space assets and avoid system malfunctions. The dissemination of the extracted
information can be achieved either via DTNMP [4] or with CPUP [3], both
protocols compatible with the DTN architecture.

4 Queueing Delay Estimation Method

4.1 Generic Scenario

We study the queues and queueing delays in a BP outduct queue by considering
a generic scenario with topology as depicted in Fig. 1. In this topology, N sender
nodes are transmitting data to destination node D via node A. Thus all data
sent from nodes 1, 2, ..., N to D or beyond need to be stored in the relay node A
and then forwarded to D. This store-and-forward procedure inevitably imposes
extra waiting time for any bundle enqueued in the outduct from A to D, until all
previously enqueued bundles are forwarded. The corresponding generic contact
plan is illustrated in Fig. 2, where a single period of transmission opportunities
is depicted. The period starts from the end of the previous A −D contact and
ends at the next A − D contact. Note that nodes 1 − N may have more than
one communication opportunity with A during a cycle. Our primary interest is
in the bundle queueing delay and, consequently, in the total end-to-end bundle
delivery latency, from bundle creation time until arrival at destination D. We
initially consider a simple case where all bundles are transmitted with equal
priority and, thus, there is a single outbound queue for the A-D outduct.

4.2 Queueing Rate Measurements and Dissemination

In order to study the queue length and all queueing rates through time, we apply
a sampling process in a per-contact granularity. When a contact from node k to
A ends, the number of bytes that arrived over this contact and were enqueued for
delivery toD are counted. This amount is then divided by the contact duration to
obtain the average queueing rate rkAD that node k imposes into outduct A−D.
Note that this queueing rate typically differs from the k − A transmission rate,
due to transmission and retransmission overhead and since some of the delivered
bundles may not be forwarded to this outduct to D. Furthermore, upon the end
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Fig. 1. Scenario Topology Fig. 2. Contact Plan

of the A − D contact, node A calculates the remaining queue length QremAD

at the specific outduct. Information about the extracted queueing rates and the
remaining queue is transmitted to all neighbouring nodes other than the outduct
destination (i.e. D in this example) at the next available opportunity, via CPUP.
The dissemination mechanism of CPUP is responsible to relay the information
PDUs to all network nodes. In our two-hop scenario, PDUs are transmitted from
A to nodes 1..N and no further transmissions occur.

Measurement granularity for the queueing rates could be improved, if sam-
pling occurred in a number of time intervals during each contact. This would
impose serious overhead, however, and would increase the complexity of historic
rates management.

4.3 Prediction of Future Queueing Rates

Following the dissemination of the measurements, all network nodes have re-
ceived past values of queueing rates and remaining queue lengths. The past rate
values comprise a time series for each distinct pair of neighbouring links. For
example, for links k → A and A → D, the time series contains past average
values of rkAD, i.e. data transmitted during contacts k → A and enqueued in
the outduct A → D.

Due to the mainly deterministic and periodic nature of Space communica-
tions, we argue that the past observations can be useful to predict future values
such as queueing rates, with some accuracy. Time series may incorporate peri-
odicity and/or a linear trend. In this context, a number of different forecasting
techniques might apply in our model. The procedure used in [2], for example, uti-
lizes a triple exponential smoothing method, which incorporates possible trends
and/or periodicities in the BER time series under study. In this initial work
we do not focus on the optimization of the time series forecasting method, but
make a first step into proving the applicability of our proposal. Therefore we
choose a simple exponential moving average (EMA) forecasting method for low
complexity and low processing overhead purposes. For any contact j, the EMA
Sj is calculated recursively, by computing Sj = αrj + (1 − α)Sj−1, where rj
is the measured rate for contact j, and α the constant smoothing parameter,
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0 < α ≤ 1. The forecast rate is set equal to the EMA of the previous time step
(i.e., contact): r̂j+1 = Sj . In our simulations we examine different values for the
smoothing parameter α, including α = 1, which is equivalent to a random walk
model. When the time series include missing values, due to delays in the arrival
of information updates, the last computed EMA is reused.

Queue length at the end of contacts A − D, noted as QremAD, also form a
time series and a similar forecasting procedure applies.

4.4 Bundle Delivery Delay Calculation

The introduced method applies on the output of any contact-plan-based rout-
ing algorithm, that is the path to destination, and calculates the total delay
from bundle creation time to the arrival at destination. In our generic sce-
nario, a bundle is created in node k and the routing algorithm selects path
k → A → D. The transmission from k to A comprises the following components:
i) propagation delay dpr.k−A, ii) transmission delay dtr.k−A = (bundle size +
overhead)/Bandwidthk−A, iii) processing delay, iv) queuing delay dq.k−A, and
v) total waiting time dw.k−A until transmission opportunity is available. Queue-
ing delay for the first transmission hop is calculated based on the queue infor-
mation that is available for the local outduct and may exceed the duration of
a single contact. Waiting time is extracted from the contact plan and may also
span across more than one time periods, if the data ahead have filled the ca-
pacity of the next contact(s). In contact plans where contacts are not often, the
waiting time can be the most significant part of the total delay. Based on the
aforementioned delay components and assuming trivial processing delays, ex-
pected arrival time at node A is calculated as follows, if tcr the bundle creation
time:

tarr.A = tcr + dw.k−A + dq.k−A + dpr.k−A + dtr.k−A (1)

For the next transmission hop, the total delay has the same, aforementioned
components, with starting time equal to tarr.A. Calculation of the queueing de-
lay dq.A−D exploits the contact plan information, the queueing rates r̂iAD, i =

1..N, i �= k, as well as the remaining data in-queue Q̂remAD at the end time t0
of the most recent A − D contact before tarr.A. All these values can either be
the actual measurements, if the corresponding information has already arrived
at k, or the values predicted using the proposed forecasting procedure. Queueing
delay for the bundle in outduct A−D is computed as follows:

dq.AD =
Q̂remAD +

∑
i r̂iAD × τi

BandwidthA−D
, (2)

where i represents all contacts that may cause backlog, or, in other words con-
tacts that are active during the time interval from the end time t0 of the last
contact A-D, until the expected bundle arrival time at node A, tarr.A, and τi
the contacts’ duration. The waiting time dw.A−D for the bundle is the interval
between the arrival time tarr.A and the next available contact A − D, plus all
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intervals between consecutive A − D contacts that the bundle waits in queue.
Using these calculations and eq. 2, bundle arrival time at destination node D,
which is the output of our method, becomes:

tarr.D = tarr.A + dw.A−D + dq.A−D + dpr.A−D + dtr.A−D (3)

5 Simulation Methodology

For the evaluation of our prediction method, we have used a Java discrete-
event simulator designed for Space-based scenarios, used initially in [3]. Our
simulator utilizes the BP functionality and different routing algorithms apply
on the contact plan simulation input.

We conducted a variety of simulations with different sets of parameters and
with periodic contact plans with period equal to half day and total duration
equal to one week. Contacts were randomly put during this time period and
followed a periodic pattern afterwards. For each set of parameters we performed
100 repetitions to have a statistically adequate sample. The topology used is
the one depicted in Fig. 1, with different number of input nodes and varying
parameters displayed in Table 1.

We define λ as the ratio of the sum of all first-hop (1..N − A) contact vol-
ume capacities divided by the sum of all second-hop (A − D) contact volume
capacities:

λ =
N × r1 × τ1

r2 × τ2
, (4)

where r1 is the transmission rate of the first-hop links, r2 is the transmission
rate of the second-hop links, τ1 is the duration of contacts 1..N − A and τ2 is
the duration of contacts A − D. The value of λ is practically the ratio of the
capacities of the two transmission hops. When λ > 1, the queueing system is
unstable and can potentially lead to storage exhaustion and node failures. In our
simulations we have used three different values of λ, 0.1, 0.5, and 0.9 and we set
τ1 = 600s. The respective durations of the second-hop contacts are calculated
using (4).

We have also examined different data production levels, with respect to the
maximum amount of data that each of the first N nodes can transmit during the
total simulation time. Bundle creation times are uniform for the total simulation
period.

In order to evaluate the prediction accuracy of our method, we measure
the Bundle Delivery Delay Prediction Error, both as an absolute time unit
(BDDPredErr), and as a percentage (BDDPredErr) of the Bundle Delivery
Delay (BDD):

BDDPredErr = BDD −BundleDeliveryDelayEstimation (5)

NormalizedBDDPredErr =
BDD −BundleDeliveryDelayEstimation

BDD
(6)
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Furthermore, in each simulation we calculate RelativeOverhead, which is the
total number of bytes of the measurement information messages, divided by the
total number of data payload bytes.

In the next section we provide comparisons of four different prediction meth-
ods: i)the BDD estimation implemented in CGR [7], mentioned also as No
Forecasting ii)the delivery time estimation method that reactively exploits the
queue data based on CPUP update messages presented in [3] and mentioned
here as Reactive Estimation with CPUP, iii) the prediction method proposed
in this work, mentioned as Forecasting with Exponential Smoothing, and iv) a
prediction method similar to ours, but where there are no network updates on
the queueing rates and future lengths and rates are not forecast but, instead,
are set equal to the nominal link transmission rates. The latter is mentioned as
Forecasting with Nominal Rate.

RelativeOverhead =
Total Overhead Bytes

Total Data Payload Bytes
(7)

Table 1. Simulation Parameters

Parameter Value(s)

Number of Producing Nodes N 2, 5, 10, 20

Bundle Size N 64 Kbytes

Capacities Ratio λ 0.1, 0.5, 0.9

Transmission Rate 1..N − A 64 Kbps

Transmission Rate A−D 512 Kbps

Propagation Delay 1..N −A 0.01s

Propagation Delay A−D 1s

Contact Duration 1..N − A 600s

6 Simulation Results

An initial observation of the simulation results was that the occurrence of the
contacts during the time period had significant impact on the total bundle de-
livery delay. The reason for this is the fact that the most significant portion
of the total bundle delivery delay was the waiting time, in the order of tens of
thousands of seconds, since contacts occur twice per day. So, when a bundle
arrives at A and there is enough backlog ahead, it may be queued for a period
of time longer than the contact duration, and thus it has to wait for the next
transmission opportunity (i.e., half a day in our simulations). We observed that,
depending on the contact occurrences, the simulations were divided into two
groups. In the first and most common one, all bundles were transmitted during
the contacts predicted by CGR; in other words, there were no queueing delays
large enough to cause any bundles to miss the transmission opportunity and wait
for a total transmission cycle. In these simulations, to which we will refer from
now on as Case 1 simulations, the BDDPredErr (i.e. the error in bundle deliv-
ery delay prediction) does not exceed the duration of a contact, and comprises
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a small percentage of the total delivery delay. In the second observed group of
simulations (referred to from now on as Case 2 simulations), on the other hand,
queueing delays caused loss of transmission opportunities for a portion of the
transmitted bundles, resulting in a significant BDDPredErr.

The percentage of the Case 2 simulations depends heavily on the number of
network nodes and the contact plan. Table 2 shows the percentage of Case 2
simulations for different number of nodes, and the corresponding average per-
centage of bundles (in these simulations) that miss the contact opportunities
due to queueing delays.

Table 2. Case 2 simulations as a percentage of total simulations and average percent-
age of bundles that missed contact opportunities, in Case 2 simulations

N
Case 2

Simulations (%)

Bundles that missed
transmission

opportunity (%)

2 3.33 24.75

5 4 7.6

10 12 6.66

20 23.67 2.42

For example, when N = 10, 11.33% of the conducted simulations were Case
2, and an average of 6.66% of the bundles in each simulation was actually trans-
mitted during a different contact than the one that CGR predicted. Even though
this percentage of bundles seems small, BDDPredErr calculated by CGR ap-
proaches the time period, i.e. half day. This may have significant impact on
the performance of the application or service layers residing on top of BP, such
as unnecessary retransmissions due to timeout expirations and delayed in-order
delivery, when the Delay-Tolerant Payload Conditioning protocol [16] is used.
In Fig. 3 we present the average BDDPredErr for different values of capacity
ratio λ, with N = 10 producing nodes. The bundles that have lost a transmis-
sion window are reflected in the significant error observed in Fig. 3b, when no
forecasting is used. In our simulations we have observed that both the reactive
queue estimation method with CPUP, and the proactive forecasting method are
able to predict this deviation for all bundles, that is 100% of the bundles for all
set of parameters, resulting in a major BDDPredErr decrease and resolving
the aforementioned misbehaviour.

Nevertheless, due to the large fluctuation in the bundle delivery de-
lay prediction, average values is not the most appropriate statistical func-
tion. In order to capture the whole range of prediction errors we use the
NormalizedBDDPredErr percentiles: all bundle delivery delay prediction er-
rors are sorted in an ascending order and the k-th percentile corresponds
to the NormalizedBDDPredErr that is greater than the k% of all bun-
dle delivery delay prediction errors. In Figures 5 and 6 we depict the
NormalizedBDDPredErr percentiles for sample simulations of different pa-
rameter sets, for N = 20 and N = 2, respectively. In the former (Fig. 5) we
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(a) Case 1 Simula-
tions

(b) Case 2 Simula-
tions

Fig. 3. Average BDDPredErr versus the ca-
pacity ratio λ, with N = 10

Fig. 4. AverageBDDPredErr
versus the data production level

compare our method with CGR and a forecasting method with the use of nomi-
nal transmission rates, rather than predictions. In the latter (Fig. 6) we compare
our exponential forecasting method with CGR, and with the reactive estimation
with the use of CPUP. In Fig. 5 all algorithms achieve small prediction errors
for the majority of bundles; there is, however, a 2%-3% of the bundles that all
algorithms err. The CGR prediction error reaches 90% of the bundle delivery
delay, for the Case 2 simulation, and 40% of the bundle delivery delay, for the
Case 1 simulation. For our exponential smoothing method, the respective er-
rors are less than 20%, whereas the forecasting with nominal rates provides an
overall good prediction, leaving a tail of overestimation for 4 % of the bundles.
For N = 2 (Fig. 6), NormalizedBDDPredErr is significantly improved for a
larger percentage of all bundles, with both reactive CPUP estimation and our
forecasting method. Fig. 6a shows that in a Case 1 simulation, the prediction
accuracy can be improved with the exponential smoothing forecasting method
for all bundles. However, since the queueing component is a tiny portion of the
total end-to-end delivery delay, NormalizedBDDPredErr does not exceed the
amount of 0.4%.

So far, we have used a uniform data production rate, equal to the maximum
rate that the network can serve. The prediction method with the use of nominal
transmission rates provides good accuracy, as depicted in 5. However, in cases
where network nodes produce less data than the network can serve, its perfor-
mance degrades. In Fig. 4 we measure the Average NormalizedBDDPredErr
for different production levels, presented as a percentage of the maximum amount
of data that can be served. Although forecasting with nominal rates outperforms
the other algorithms for large data rate productions, its results for 10% of the
maximum production rate become even worse than with CGR. In our method,
despite the fact that network nodes have no prior knowledge of the production
rates of other nodes, they achieve a good estimation for all production rates, due
to the past queueing values obtained through update messages. Note that in Fig.
4, the average BDDPredErr represents the mean of absolute values, whereas
in the percentiles figures we also provided the negative, overestimated values.
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(a) Case 1 Simulation (b) Case 2 Simulation

Fig. 5. NormalizedBDDPredErr versus the percentiles of total number of bundles
for sample simulations with N=20 and λ=0.9

(a) Case 1 Simulation (b) Case 2 Simulation

Fig. 6. NormalizedBDDPredErr versus the percentiles of total number of bundles
for sample simulations with N=2 and λ=0.9

In Fig. 7 we illustrate the overall overhead caused by the update messages in
relevance to the transmitted amounts of data payloads. The amount of overhead
bytes span from 11.7 Kbytes for simulations with data transmissions of 137
Mbytes (N=2), to 818 Kbytes for simulations with data transmissions of 1.37
Gbytes (N=20).

Finally, we study the impact of the exponential smoothing parameter by us-
ing the different values α = 0.1, 0.5, 0.9, 1. Figure 8 illustrates that the predic-
tions are more accurate for values of α near 1, (i.e., more sensitive to changes),
which shows larger dependency on the recent values than on the history obser-
vations. This behaviour is justified by the use of a uniform production rate in
our simulations: the resulting transmission rates increase gradually from zero to
the steady-state rate, stay there till the end of bundle productions and decrease
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Fig. 7. Total Overhead versus the num-
ber of nodes N

Fig. 8. Average BDDPredErr for dif-
ferent values of the smoothing parame-
ter α, with N = 5

gradually to zero again. Different production rates than the uniform we used in
this work might require less sensitivity to fluctuations and more weight on the
history values.

7 Future Work

As mentioned in the description of our method, in this initial work we do not
focus on the optimization of the queueing rates forecasting procedure. Instead,
we describe the proof-of-concept and attempt an initial evaluation with a simple
exponential smoothing forecasting method. A potential future expansion of our
work is the analysis of different time series forecasting methods, such as triple
exponential smoothing or ARMA/ARIMA, and the assessment of the trade-
off between the practicality of the prediction accuracy and the computational
overhead that time series calculation will impose on the energy-sensitive Space
assets.

We also intend to study the performance of our method when there are bundles
with different priority levels, such as the three priority classes defined in [18] (i.e.,
bulk, normal and expedited), For that, the proposed method should be modified
with respect to the forwarding policy that is applied on the DTN nodes. With a
typical routing scheme (Contact Graph Routing [7]) that defines three different
outbound queues for each neighbouring node depending on bundle priorities, our
method can be easily adjusted: queue lengths and queueing rates will be stored,
disseminated and forecast for each of the three outbound queues separately.

Furthermore, the proposed forecasting method has not been incorporated into
any contact-plan-based routing algorithm. It is merely a tool to estimate end-
to-end delivery delay on the bundle route extracted by the routing algorithm. It
is in our future plans to study the applicability of an optimized version of the
proposed forecasting method in routing algorithm decisions, and to examine the
complexity inflicted by this incorporation.
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8 Conclusion

In this paper, we introduced a novel method to predict queueing rates and queue-
ing delays in contact-plan-based DTNs with application in Space communica-
tions. Queue length statistics are extracted in a per-contact granularity and is
disseminated to the network nodes. These historical data are then used to pre-
dict future queueing rates via time series forecasting and, ultimately, improve the
estimation of bundle queueing delays en route to destination. Through extensive
simulations we showed that it outperforms both the calculation of end-to-end
delays provided in CGR and the reactive updates of queue lengths with the use
of update messages, without inflicting any significant transmission overhead.

Our method can assist the configuration of higher layer protocols and services,
providing a more accurate end-to-end delivery delay estimate (e.g. configuration
of retransmission timers, etc.). It can also be used as an administrative tool to
analyse queue length distributions and queueing delays in DTNs with determin-
istic contact schedules.
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Abstract. Inter-Cloud virtual machine (VM) migration is of great inter-
est today to fulfill the applications’ and services’ requirements for ubiq-
uitous resources availability anywhere and on-demand. But to migrate
large volume operating systems, we will need huge network resources
trough the best-effort underlying Internet. To deal with this impractical
requirement, we have chosen the pre-copy migration strategy. We have
proven, however, that we still need a high bandwidth for the beginning
of the migration process and a low latency link for the final downtime
phase. As a solution, we propose an Inter-Cloud Polymorphic Network
(ICPN) design combining packet and circuit switching paradigms to meet
the conflicting migrations’ network requirements. To ensure the migra-
tion transparency, we propose an admission control strategy based on
the VMware vMotion downtime delay value.

Keywords: Polymorphic network, inter-Cloud migration, liveliness.

1 Introduction

VM migration is a useful technology that better allocates server resources and
maintains application performance. It works great in the Datacenter (DC) and it
sounds to be a good idea for distributed resource management optimization and
continuous availability when applied between DCs. Multiple use cases (outlined
in Tab.1) can justify the need for an Inter-Cloud Migration (ICM).

In practice, this is not as simple as it sounds. A huge volume of workload,
with specific characteristics, should be transferred via the best-effort Internet.
The main inhibiting factors for the process of an ICM are (1) the migrated
data characteristics and (2) the network characteristics (Tab. 2). In the context
of seamless migration requirement, the migration should be processed as fast as
the VM’s user cannot perceive it. In case of insufficient network resources and/or
fickle migrated data, the migration process will never end, and all the existing
traffic will suffer the consequences. From a network perspective, a transparent
VM migration means that the source and destination VMs’ IP addresses remain
unchangeable so that the migrated VM is indistinguishable from the original
when the migration is achieved. While this is easily achieved in a shared LAN
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Table 1. Inter-Datacenter VM migration use cases

Use case Description Need for ICM
Outages [1] Complete DC outages:

- Planned (maintenance)
- Unplanned (disasters)

When the whole site is damaged, we
need to move the data to another DC

Cloudbursting
[2], [3]

Resources in an enterprise net-
work are augmented with re-
sources in ”the cloud”

Workloads are migrated from the en-
terprise DC to the provider’s DC when
they exceed the available resources

Follow-the-sun
[2]

Teams, spanning multiple con-
tinents, are collaborating on a
common project

Workloads are moved from one DC to
another based on time of the day

environment (by means of VLANs), extending Layer-2 connectivity to WAN en-
vironment is a real challenge since different Datacenters and Cloud sites support
different IP address spaces.

Table 2. Practical constraints of ICM

(1)Migrated data
- Huge volume
- Fickle and unpredictable

(2)Network
- High latency
- Low available bandwidth
- reconfigurable (change in IP addresses)

(3)Migration process
- Must be fast/seamless
- Must have an end / finish

Table 2 summarizes the practical constraints of inter-Cloud VM migration. It
indicates that for seamless ICM, two features should be addressed :

1. Reduce the volume of data to be transferred;
2. Provide a convenient ”layer-2”, low latency and high bandwidth WAN net-

work.

The first point has been over-much studied for intra-Datacenter migrations
(cf. sub-sec 2.2). We will show later that some proposed solutions could be
applied to inter-Cloud context. However, to our knowledge, there is no prior
work addressing the networking requirements evoked above, for seamless inter-
Cloud migration (ICM). Our concern in this paper is to propose a network that
can meet both bandwidth and latency requirements of the ICM and preserve
VM’s IP address. It will be a utility network or, in other words, a network as a
service.

Our proposal is based on a new characterization of the migrated traffic pat-
tern; that will be the object of section 3. This characterization is based on the
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state-of-the-art outlined in section 2. Our inter-Cloud network service solution,
responding to the latter elaborated requirements, will be introduced in section
4. Finally, the evaluation of our proposition using OMNET++ simulator will be
drawn in section 5.

2 Background and Related Work

In this section, we are giving an insight on the different enabling techniques
for the live VMs migration when those span a wide area network for inter-
Datacenters interoperability. We will start with an overview of some proposed
interconnecting infrastructures adapted for the WAN migration case. A state-
of-the-art on migration algorithms is given in the second subsection.

2.1 Inter-Cloud Network Platforms

A critical network design requirement for deployment of distributed Cloud com-
puting environment is to have all servers (even if they belong to different Cloud
providers) in the same layer-2 virtual network. Cisco was a leader to propose
a proprietary solution for this case. Then, some research groups have proposed
and/or tested other methods to federate the Clouds:

Cisco OTV Datacenter Interconnect Platform [4] is the new Datacenter
interconnect (DCI) solution that Cisco have developed on their Cisco Nexus 7000
Series Switches. It’s based on MAC routing scheme. Each Cisco Nexus 7000 series
aggregation switch maintains a MAC-address table for every device across the
Cisco OTV domain. When a Cisco OTV edge device identifies a layer-2 frame
targeted for a remote destination, it encapsulates the frame in an IP packet and
transmits it across the layer-3 network. After it arrives at the remote Datacenter,
its edge device entraps the layer-2 frame and seamlessly forward it to its ultimate
destination. This provides an overlay that enables layer-2 connectivity between
separate layer-2 domains while keeping these domains independent [5].

F5&VMware Datacenter-to-Cloud Network [6]. This solution moves vMo-
tion from the binds of the local Datacenter (DC) and enables live migration of
both VMs and the back-end storage across the WAN between DCs and Clouds.
It is based on BIG-IP solutions. An iSessions tunnel is first set-up between the
DCs creating the infrastructure to support the storage and VMs migrations. Af-
ter successful completion of the vMotion migration event to the secondary DC,
the primary DC will start routing existing connections through the iSessions
tunnel to the VM now running at the secondary DC. As the remaining user
connections naturally terminate, all application traffic will be directly routed to
the secondary DC. A re-registration to the secondary DC management tool is
required. The IP addresses in the primary DC can be reclaimed and reused for
other applications.
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CloudNet Platform [7]. Focusing on a way to manage enterprises’ resources
across Datacenters, Wood et al. [7] propose CloudNet, a Cloud platform archi-
tecture which utilizes virtual private networks to securely and seamlessly link
Cloud and enterprise sites.

Dynamic and Distributed Cloud Infrastructure [8]. This infrastructure
proposes first to leverage virtualization and multiple Cloud Computing infras-
tructures to build distributed large scale computing platforms. They experi-
ment using the ViNe [9] virtual network overlay and the Nimbus [10] IaaS
(Infrastructure-as-a-Service) Cloud toolkit.

All the above proposed inter-Clouds enabling architectures focus primary on
the manner to provide a layer-2 virtual/overlay network in order to translate
the layer-3 WAN problem into a layer-2 LAN problem. None has explained how
this infrastructure could support at least one of the state-of-the-art migration
algorithms. In our work, we deeply believe that the migration network platform
is closely linked to the migration process. A summary statement of the most
cited migration algorithms is given in the next subsection.

2.2 VM Migration Algorithms

In order to migrate a virtual machine, all its state should be transferred from
source to destination host. A VM’s state consists of its memory/storage and
CPU. The researchers community propose some ideas for live storage and mem-
ory migration. Particularly, J. G. Hansen and E. Jul [11] use shared disk storage
for intra-Cloud VM migration in order to reduce the amount of data to be
transferred and therefore reduce migration and downtime delays. In the case of
inter-Cloud migration (ICM), however, this approach cannot achieve the maxi-
mum availability of VM hosting services, due to unexpected failures in storage
servers and WAN latencies. T. Hirofuchi et al. [12] have, however, focused on the
use of shared storage for live migration over the WAN. They proposed xNBD,
a proxy for VM storage relocation based on blocks caching. To read a not-yet-
cached block, the destination host proxy fetches the block from the source disk,
returns the block to the VM and saves it to local storage. This will consume
huge storage capacity since the source storage should remain intact until it is
entirely relocated to the destination site. Furthermore, the authors have dealt
only with storage migration and have not focused on CPU and dirtied pages
transfer; discarding the liveliness problem of a VM migration.

In [13] and [14], the authors propose freeze-and-copy, post-copy and pre-copy
methods for VM’s whole-system state transfer for seamless VM migration. The
simpler is the freeze-and-copy strategy [13] that freezes the VM to avoid file
system consistency hazards, copies its hole system state, and then restarts the
VM at the destination host. The problem here is that the operating system of
the migrating VM will be stopped during the freeze phase and the migration
may be perceived by end users specially for large workloads (which is usually
the case in WAN migrations) since they will take more transfer delay.
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The post-copy strategy ([14], [15]) first transfers memory and CPU state only,
and delays the storage migration. It then fetches storage data on-demand. The
main restriction of this approach is the perceivable downtime since the VM will
be stopped twice: first for CPU transfer and then for dirtied memory pages and
remaining data synchronisation. The migrated machine/application might, so,
suffer a significant slow-down. Since post-copy technique has not been thoroughly
evaluated for scientific workloads [16], we haven’t been motivated for it.

The pre-copy strategy is the traditional live migration approach [15]. Pre-copy
is the default migration algorithm for Xen [17]. It is also implemented on KVM
[16]. The pre-copy algorithm consists of copying first the storage state to the
target host while the VM continues running at the source host. Then, the VM
should be paused for a while to ensure data synchronisation, and finally stopped
at the source host to start execution on the destination host. In addition to Xen
and KVM use of this solution, a wide range of researchers ([12], [13], [16] - [19])
have based their works on the pre-copy strategy, which showcase the promise of
this algorithm for live migration. This method has been studied ([13], [12], [20])
and even patented for wide area optical networks [21] too. For all these reasons,
we will use the pre-copy migration algorithm as a reference to study and analyse
the migration process steps over the WAN. This will be helpful for a better
understanding of the inter-Cloud migration (ICM) network requirements.

3 Network Requirements for ICM

Adopting the pre-copy migration strategy, we will focus, particularly, on the steps
involving network: Upon receiving confirmation of the existence of a path be-
tween the source and destination computing systems (a lightpath in US patent
7761573 [21]), the VMTC (Virtual Machine Turnable Control) issues a migrate
command to the source computing system. In response, the source and desti-
nation computing systems engage in an iterative copy process for transferring a
copy of the state of the VM to the destination computing system. When the it-
erative copy process converges to data synchronization, the VMTC reconfigures
the IP tunnel (VM-to-user IP tunnel), thereby seamlessly redirecting and con-
necting the client-side application to the VM, now executing on the destination
computing system.

The flowchart of Fig. 1 describes the pre-copy migration steps. During the
first step, all the data of the virtual machine to migrate is saved in cache and
copied to the target computing system where the new VM is instantiated. Then,
iteratively, the dirtied data (the memory pages that have changed) since the
previous iteration (saved in the cache) is sent to the target VM. These iterations
are repeated until the dirtied data comes down a prefixed threshold. All this
phase is told a pre-copy phase during which the VM is still running on the initial
computing system. Therefore, there will not be any delay constraint during this
phase. However, since the amount of transferred data is very high during this
phase, it will require high bandwidth migration links. We define therefore this
phase as a bandwidth-sensitive phase. The bandwidth-sensitive phase will
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work optimally if data pages can be copied to the target computing system faster
than they are dirtied by the migrating virtual machine. But this will require very
large bandwidth paths that the substrate network may not offer, or that may
restrict the network availability.

Fig. 1. Network requirements for inter-Cloud live migration

The synchronization step (Fig. 1) starts with suspending the VM execution on
the source computing system. Then the remaining inconsistent disk and memory
pages are sent to the target VM with the CPU state. The duration of this transfer
is called the downtime delay since it corresponds to the suspension of the VM
on the initial computing system. For transparent and live VM migration, this
stop-and-copy phase should be executed at very low latency. We call it therefore,
a delay-sensitive migration phase.

Our idea is so to design the migration network as a service offering for each
migration request a migration path which will be carried through (Fig. 1):

- A bandwidth-sensitive network during the iterative copy phase;
- A delay-sensitive network during the stop-and-copy phase.

We believe that our proposition will not only achieve live/seamless VM migra-
tion due to the delay-sensitive phase, but it will also reduce the total migration
delay due to the bandwidth-sensitive phase. In fact, the bandwidth-sensitive
path can rapidly carry the migrated data which reduces the amount of dirtied
data. Furthermore, the switching between two different-object migration net-
works will increase network resources availability. Our goal in this paper will be,
therefore, to find a network model able to offer a multi-criteria networks mix.
The proposed model should be able to dynamically switch the migration process
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from the bandwidth-sensitive network to the delay-sensitive one. The switching
instant is also a key parameter to achieve unperceived application’s downtime.
The next section will explain our network model proposal.

4 Polymorphic Network Service (PNS) Design

To deal with the increasingly large volume of transferred data across networks,
a big interest was given to the resource management mechanisms for better
network performance. However, the different natures of the traffic and services
carried by nowadays networks cannot fit all with a single network architecture.
In this context polymorphic networks were first introduced.

We start this section with a brief insight about polymorphic networks. Then,
we propose a polymorphic architecture that can achieve the bandwidth-sensitive
and delay-sensitive migration phases.

4.1 Polymorphic Networks: Overview

A polymorphic network is a combination of two or more networking concepts.
It was first proposed for optical networks which architectures rely each on a
different switching paradigm. The framework of polymorphic optical networks
has its origin in the concept of polymorphic control introduced by Qiao et al. [22].
The authors propose a network architecture sliced into several virtual optical
networks (VONs), each one designed to support a different class of service. For
each VON, a dedicated set of resources is allocated and a different kind of control
is employed, thereby introducing the concept of polymorphic control.

Miguel et al. [23] propose also a polymorphic multi-service optical network
(PMON) as an integrated architecture that combines several switching paradigms
in a single physical network, allowing (as long as possible) resource re-utilization
between all the supported paradigms. Each switching paradigm is selected to
best serve a certain traffic type, thereby providing service differentiation at the
optical layer.

Ben Mnaouer et al. [24] propose an optimized, polymorphic, hybrid multicast
routing (OPHMR) protocol for MANET. OPHMR combines both proactive and
reactive paradigms depending on the underlying context. It is a hybrid routing
protocol that attempts to discover balance between the two; such as proactive
for neighbourhood, reactive for far away.

Recently, there is a common thought ([25], [26]) that the future Internet has to
be flexible enough to accommodate different cooperation models simultaneously
(the so called Multi-layer Networks). The multidisciplinary concept of network-
ing science is therefore imperative to better understand and analyse the future
Internet. Thanks to virtualization, which enables the parallel execution of dif-
ferent networking systems, it will be possible to conciliate different architectural
paradigms. The way could be so opened for a polymorphic future Internet.



250 N. Bahria El Asghar et al.

4.2 Inter-Cloud Polymorphic Network (ICPN) Design

In order to answer the ICM network requirements suggested in section 3, the
interconnection network should be a cooperative architecture of a bandwidth-
sensitive network for the first migration phase requirements and a delay-sensitive
network for the downtime phase requirements. This is consistent with the defi-
nition of polymorphic networks. The heterogeneous nature of polymorphic net-
works would provide new possibilities and challenges for the efficient support
of the smart virtual machine migration application. It only remains to find the
most adequate network technologies providing respectively high bandwidth and
low latency performances for a seamless VM migration process. An other impor-
tant issue is to adequately choose the switching threshold to move the migrated
data from the bandwidth-sensitive network to the delay-sensitive one. This latter
should be available and should ensure the transparency of the downtime phase
with regard to the application’s users. If the remaining network resources are not
enough for the last delay-sensitive phase, the seamless migration request should
be rejected since the beginning. The migration requests that have no liveliness
requirements are considered as a background workload and are not covered by
the migration’s admission controller.

If we take into account the architecture of the future Internet, we will assume
a multi-layered WAN substrate supporting different networking technologies and
various switching paradigms.

Packet switching technologies have been identified as flexible and promising
solutions to deal not only with the increased volume of data-centric traffic but
also with the bursty/dynamic variation of traffic patterns ([27], [28]). A packet
switched network will therefore best serve the bandwidth-sensitive migration
phase requirements.

To best serve the downtime phase, however, we need to establish end-to-end
circuits with no electronic conversion at any of the intermediate nodes across
the migration path. The migration path should be established on-demand and
released just when the migration is ended. The best solution here is the use of
a lightpath circuit switching technology which can be dynamically reconfigured
(setup or released). Such a circuit-switched path could be configured so that the
configuration of network settings of the migrated VM remain the same (layer-2
VPN). The migration would not cause, so, any service disruption when the VM
starts running on its new hosting system. For the bandwidth-sensitive migration
network, it is not necessary that the source and destination hosting systems
of the VM keep their network configuration unchangeable. In fact, during the
bandwidth-sensitive iterative pre-copy phase, the VM is still running on the
initial computing system and the destination VM is still idle.

To enjoy the benefits of the previously mentioned network technologies, we
propose a polymorphic network architecture combining packet switching and
circuit switching technologies. Such a network would be able to transport
bandwidth-critical data (using the packet switching) together with delay-sensitive
data (using circuit switching). The use of a polymorphic network is safe since
each network technology will deal with a different kind of workload; and since



ICPN: An Inter-Cloud Polymorphic Network 251

the migration phases are segregated through the VM’s withholding. But the
question is: how to decide when to go through the packet switched bandwidth-
sensitive network and when to go through the circuit switched delay-sensitive
network?

The migration switching from the bandwidth-sensitive network to the delay-
sensitive one is performed when the dirtied pages to transfer reach a prefixed
threshold value (Fig. 1). This switching threshold should be adequately chosen
to guarantee the transparency of the downtime phase.

VMware has somewhat examined this threshold value. The tests performed by
the VMWare vMotion team assert that a maximum latency of 5ms can ensure
transparent vMotion migration through a Cisco Datacenter Interconnect (DCI)
WAN [29]. We will therefore take this latency value as input and compute the
corresponding memory pages’ dirtying rate. For each migration request that the
dirtied pages’ threshold volume can be supported by the remaining resources on
the delay-sensitive network, the migration request is performed. Otherwise, the
migration request is delayed until the necessary network resources become avail-
able. This admission control procedure is used to avoid VM migration breaking,
which could not only cause a time lost, but also the ineffective network resources
usage. Figure 2 illustrates the VM migration admission control and the polymor-
phic network establishment flowchart.

5 Implementation and Results

5.1 Implementation

We have used the OMNET++ simulator since it is a complete tool providing
easy network elements creation and simple code extension.

The network edge nodes (Fig. 3) should support both circuit and packet
switching paradigms.We have, so, extended the packet header for packet switched
networks, and added an APPLICATION module that generates messages for the
circuit establishment on the delay-sensitive migration network. The APPLICA-
TION module also generates the delay-sensitive traffic to be carried through the
established circuit. A QUEUE module is added to the OMNET++ simulator to
schedule the migrations’ requests for a delay-sensitive circuit.

Based on the VMware vMotion migration infrastructure requirements [29],
we have chosen to test the Inter-Cloud Polymorphic Network service (ICPN) on
the National Science Foundation (NSF) network [31]. The reference model of the
NSF network consists of 14 nodes and 21 bidirectional links whose propagation
delay goes from 1 to 14ms (Fig. 4). The details of the underlying infrastructure
are introduced, through a text file, to the OMNET++ Netbuilder module.

For each VM migration request, the availability of a delay-sensitive circuit
achieving 5ms latency is required to initiate the migration process. This circuit
is reserved until the pre-copy bandwidth sensitive phase is achieved.

The APPLICATION module is first called to send circuit connexion request
from the source to the destination host. When a migration request is admitted,



252 N. Bahria El Asghar et al.

Fig. 2. Polymorphic network service design

a link-state routing protocol is used to establish the bandwidth-sensitive migra-
tion path. When the source host receives an acknowledgement of the processed
iteration, it (1) keeps a snapshot of the VM’s state, (2) computes the dirtied data
volume VV M and (3) processes it over the bandwidth-sensitive packet switched
network. This process is iteratively repeated until the dirtied data volume (VV M )
comes down to the threshold value Vmax (achieving a 5ms latency). At this point,
the reserved circuit is accessed to send all the remaining data after shutting down
the VM on the source host.

We have tested the admission control of VM’s migration requests when all
the available links are 1Gbps load (Fig. 5). The migration request cannot be
admitted for dirtying rates higher than 250000pages/s. This value corresponds
to Rthresh for the 1Gbps link.
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Fig. 3. Edge node design Fig. 4. The NSF simulation model

Fig. 5. Impact of the dirtying rate on the migration admission by the PNS-IC

5.2 Evaluation

In order to test the polymorphic network service efficiency in achieving long dis-
tance live migrations under various conditions, we investigate three live migra-
tion scenarios. Each scenario invokes the migration of different VMs’ workloads
going from large background workload to relatively small live workload. It is
not required to perform the migration process end-to-end. Only a Datacenter-
to-Datacenter workload transfer across the PNS network could evaluate the mi-
gration network performance. Recently, Chen et al. [30] characterize the inter
backbone-Datacenters (Yahoo!’s Datacenters in particular) traffic as background
traffic (backup traffic) in its majority with some client-triggered ”live” workload
(web search, on-line chat, gaming, video, etc.).

The Inter-Datacenters migration’s performance is highly dependent on the
WAN links capacity. According to data from the National Science Foundation
(NSF) [31], 59% of academic institutions are nowadays (2011) mostly intercon-
nected via at least 1Gbps optical links. We assume, therefore, that all the invoked
Datacenters are interconnected via 1 to 3Gbps optical links. The experiments
were executed for the three following scenarios:

1) On-Line Chat. In this scenario we deal with live workload that exhibits
varying trends over the day but does not require a lot of storage.

2) Data/Storage Backup. Data backup workload represents the majority of
the inter-Datacenters traffic. In [30], the authors call it a ”background” traffic
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consisting mostly of periodic data backup and search indexing. Their mea-
surement assert that the background workload has smaller variance with no
significant trends over the day.

3) Video Streaming. Some surgical operations are nowadays remotely per-
formed and require live video streaming with no perceived delay. such work-
load is not only voluminous, but also extremely varying over a relatively
short time of the day.

For each of these scenarios, the VM’s mean dirtying rate and the initial work-
load volume to transfer, used in simulations, are given in table 3.

Table 3. Evaluation scenarios

Scenario Initial
volume V

0
V M

Mean dirtying
rate RV M

Chat 500Kb 50000 pages/s

Backup 10Gb 12000 pages/s

Streaming 512Mb 3000000 pages/s

Table 4.Migration’s admission parameters

Migration
Src→Dest

min bw
circuit

Vmax Rthresh

1→6 1Gbps 5Mb 1250 pages/5ms

4→10 3Gbps 15Mb 3750 pages/5ms

6→13 2Gbps 10Mb 2500 pages/5ms

Fig. 6. Delay of each BW-sensitive iteration of a streaming application migration

Let’s assume that the chat workload is migrated from Datacenter 1 to Dat-
acenter 6, the backup workload is going from DC 4 to DC 10 and that the
streaming workload interconnects DCs 6 and 13. The minimal bandwidth value
of the circuit-switched link chosen by simulation for each migration request is
fixed in table 4. The admission control parameters Vmax and Rthresh are then
computed for the NSF network model estimating 4Kb memory pages volume.

It is obvious from the comparison of tables 3 and 4 that the chat and backup
workloads could be seamlessly transferred (with no downtime) on the chosen
circuit-switched links. These migrations processes are therefore accepted by the
PNS-IC network. However, since the mean dirtying rate of the streaming applica-
tion is much higher than the threshold pre-calculated for achieving 5ms latency,
a qualitative comparison is not sufficient for deciding whether the workload could
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be migrated through the proposed network platform or not. The simulation re-
sults show that the bandwidth-sensitive phase was achieved after 22 iterations
and has taken a total duration of about 40s (Fig. 6).

6 Conclusion

In this paper, we studied live migration behaviour in pre-copy migration archi-
tectures. The analysis of the whole migration process and its partitioning in a
bandwidth-sensitive phase for the pre-copy steps and a delay-sensitive phase for
the downtime step, gave us the idea of choosing a different switching paradigm
for each of the conflicting phases of the same process. To deal with this problem,
we proposed ICPN, a Polymorphic Network service for inter-Cloud VM migra-
tion. The indicated network service offers a packet-switched network for the large
workload transfer and a circuit-switched lightpath ensuring transparent down-
time phase to the VM’s end user. The transparency of the pause-time is ensured
by choosing a lightpath circuit achieving the 5ms latency approved by vMotion
for seamless VM migration. Three test workloads were defined to be executed
on the ICPN network. Some initiative results where given assuming a single mi-
gration process once and an unused network. This have shown extremely fast
migration realisation even for the highly changeable streaming traffic.

For future work, we intend to simulate more realistic substrate network for
better showing the impact of ICPN model on a loaded network. We intend also
to integrate an SLA based choice of the migration threshold value to enable
flexible management of the migrations’ requests.
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Abstract. The main challenge in the field of Wireless Sensor Networks
(WSNs) is the energy conservation as long as possible. Clustering
paradigm has proven its ability to prolong the network lifetime. The
present paper proposes two algorithms using an approach that com-
bines fuzzy c-means and ant colony optimization to form the clusters and
manage the transmission of data in the network. First, fuzzy c-means is
used to construct a predefined number of clusters. Second, we apply Ant
Colony Optimization (ACO) algorithm to form a local shortest chain in
each cluster. A leader node is randomly chosen at the beginning since all
cluster nodes have the same amount of energy. In the next transmission,
a remaining energy parameter is employed to select leader node. In the
first algorithm, leader nodes transmit data in single hop to the distant
base station (BS) while in the second the ACO algorithm is applied again
to form a global chain between leader nodes and the BS. Simulation re-
sults show that the second proposed algorithm consumes less energy and
effectively prolongs the network lifetime compared respectively with the
first proposed and the LEACH algorithms.

Keywords: Wireless sensor network, fuzzy c-means, clustering, ant
colony optimization, network lifetime.

1 Introduction

The progress made in recent decades in the fields of microelectronics, microme-
chanics, and wireless communication technologies, have produced at a reasonable
cost components in volume of a few cubic millimeters, called sensor nodes. A sen-
sor node is typically equipped with a sensing subsystem, a processing subsystem,
a radio subsystem and a power supply subsystem [1]. Standalone deployment of
several of them, to collect and transmit environmental data to one or more collec-
tion points form a wireless sensor networks (WSNs). Sensor networks can be very
useful in many applications when it comes to collecting and processing informa-
tion from the environment. Among the areas where these networks can offer the
best contributions we quote the following areas: military, environmental, home,
health, safety, etc.
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The constraints imposed by these networks are very well known: very limited
computation, communication, storage capabilities, and energy resources. This
last aspect, which limits the lifetime of the network and therefore its utility,
has received considerable attention by the research community over the last sev-
eral years. The design of energy-aware protocols, algorithms, and mechanisms,
with the goal of saving as much energy as possible, and therefore extending the
lifetime of the network, has been the topic of many research studies [3]. Since
communication task consumes the most energy during the network operation,
clustering is introduced to WSNs because it has proven to be an effective ap-
proach to provide better data aggregation and avoid longest link. Clustering
consists to breakdown network into groups of entities called clusters by giving to
network a hierarchical structure [2]. A cluster is composed of cluster-head and
member nodes. Choosing cluster centers is a crucial to clustering. One of the
most used approaches in this regard is Fuzzy C-Means (FCM), which assists to
optimize the clusters based on minimizing the distance between the sensor node
and the cluster center [4]. In addition to cluster-based protocols, chain-based
protocols reduce against the total energy of the network [5–10]. An ant colony
optimization (ACO) algorithm can be used to form a chain between multiple
nodes [11]. As the energy is inversely proportional to the distance, the construc-
tion of short-chain is highly recommended while the ACO algorithm be the best
suited for this kind of problem. In this paper in order to enhance network life-
time, we combine the above two approaches, cluster-based and chain-based, for
routing data to the BS. We propose two protocols where the second protocol is
an improvement of the first one. The rest of this paper is organized as follows:
section 2 introduces related works. Section 3 describes the proposed protocols.
The simulation is then analyzed in Section 4 in order to validate our approaches
and this paper is concluded in Section 5.

2 Related Work

One of the fundamental problems in WSNs is how to prolong the network life-
time. In order to achieve this, many researchers proceed in grouping sensor nodes
into clusters. Clustering routing protocols have been developed in order to re-
duce the network traffic toward the BS [12–19]. Low-Energy Adaptive Clustering
Hierarchy (LEACH) [16] is one of the most common cluster routing protocols,
which aims to achieve the load balancing in sensor nodes so it can prolong the
network lifetime. Each sensor node elects itself as a cluster-head based on the
probability model. Each sensor node will become cluster-head in every cycle to
evenly distribute the works load. Hybrid Energy- Efficient Distributed (HEED)
[19] clustering approach is one of the most recognized energy-efficient clustering
protocols. It extends the basic scheme of LEACH by using residual energy and
node degree or density. In HEED, the clustering process is divided into a number
of iterations, and a node is selected as a cluster head depending on whether other
cluster heads are its one hop neighbors and its own residual energy. Hoang et
al in [4] proposed an approach based on fuzzy cmeans for clustering calculation,
cluster head selection and data transmission.
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Another family of solutions is chain-based protocols [5–10]. In this category,
PEGASIS [5] was the first protocol. It forms a chain including all nodes in the
network using a greedy algorithm so that each node transmits to and receives
from a neighboring node. In each round, nodes take turns to be leader and
transmit the aggregated data to the base station. Kemei Du et al. proposed a
multiple-chain scheme [10] to decrease the total transmission distance for all-to-
all broadcasting in order to prolong network lifetime. The key idea is to divide
the whole network into four regions centered at the node that is closest to the
center of the network. Also, the linear sub-chains in each region are constructed
by minimum total energy algorithm.

3 Proposed Algorithms

Before explaining the proposed approaches, we briefly introduce the principle
of the cluster formation using fuzzy cmeans algorithm and the formation of the
chains using ant colony optimization algorithm.

3.1 Cluster Formation Using Fuzzy C-Means Algorithm

Fuzzy C-Means (FCM) is an unsupervised fuzzy classification algorithm. It in-
troduces the concept of fuzzy set in the definition of clusters: each node in the
deployed area belongs to each cluster with a certain degree, and all clusters are
characterized by their center of gravity.

Like other non-supervised classification algorithms, it uses a criterion of mini-
mizing intra-cluster distances and maximizing inter-cluster distances, but giving
a degree of belonging to each cluster for each node. This algorithm requires prior
knowledge of the number of clusters and generates clusters through an iterative
process by minimizing an objective function. Thus, it provides a fuzzy partition
of the environment by giving each node a degree between 0 and 1 in a given
cluster. The cluster, which is associated with a node, is one whose degree of
membership is the highest. FCM is based on minimizing the following objective
function [20]:

Jm =

c∑
i=1

N∑
j=1

μm
ij .d

2
ij (1)

Where m is any real number greater than 1, μij is node j’s degree of belonging
to cluster i, c is the number of clusters, N is the number of nodes and dij is the
Euclidean distance between node j and the center of cluster i.

The algorithm is composed of the following steps:

1. Fix an arbitrary membership matrix.
2. Compute the centers of the clusters using the following equation:

zj =

∑N
i=1 μ

m
ij .oi∑N

i=1 μ
m
ij

(2)
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3. The readjustment of the membership matrix according to the position of the
centers is done according to the equation below:

μij =
1∑c

k=1

(
dij

dkj

) 2
m−1

(3)

4. Computes the minimization and return to step 2 if there is no convergence
criterion.

3.2 Chains Formation Using Ant Colony Algorithm

The basic idea in ant colony optimization algorithms (ACO) is to imitate the
cooperative behavior of real ants to solve optimization problems. ACO meta-
heuristics have been proposed by M. Dorigo [21]. They can be seen as multia-
gent systems in which each single agent is inspired by the behavior of a real ant.
Traditionally, ACO have been applied to combinatorial optimization problems
and they have achieved widespread success in solving different problems (e.g.,
scheduling, routing, assignment) [22].

To construct a local chain in each cluster, we use the ant colony algorithm.
The idea is borrowed from the Traveling Salesman Problem (TSP) [23] where a
shortest open chain is constructed in each cluster using the ant colony algorithm.
Initially, each ant is randomly put on a node. During the construction of a feasible
solution, ants select the following node to be visited through a probabilistic
decision rule. When an ant k states in node i and constructs the partial solution,
the probability moving to the next node j neighboring on node i is given by:

pkij (t) =

⎧⎨⎩
τij(t)

α.ηβ
ij

∑
l∈Jk

i
τil(t)

α.ηβ
il

if j ∈ Jk
i

0 otherwise
(4)

Where Jk
i is the list of possible moves for an ant k when it is on a node i, ηij

is the visibility which is equal to the inverse of the distance between two nodes
i and j (1/dij) and τij (t) is the intensity of the runway at a given iteration t.
The two main parameters controlling the algorithm are α and β which controls
the relative intensity and the visibility of an edge.
Once the tour nodes performed, an ant k deposits a quantity of pheromone Δτij
on each edge of the course:

Δτkij (t) =

{ Q
Lk(t)

if (i, j) ∈ T k (t)

0 otherwise
(5)

Where T k (t) is the tour done by ant k at iteration t, Lk (t) the length of the
path and a Q parameter setting.
At the end of each iteration of the algorithm, the pheromone deposited at pre-
vious iterations by ants evaporate from:

ρΔτkij (6)
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And at the end of the iteration, we have the sum of pheromones that have not
evaporated and those who have just been laid.

τij (t+ 1) = (1− ρ) .τij (t) +

m∑
k=1

Δτkij (7)

Where m is the number of ants and ρ is an adjustment parameter.
At the end, when all tours are completed, we remove in each chain the longest

distance between two nodes in order to obtain a shortest open chain.

3.3 Description of the Proposed Algorithms

In the present work, we combine different tools to deal with the problem of
energy conservation in the field of WSNs. We propose two algorithms where
we first applied FCM algorithm to form a predefined number of clusters. The
number of clusters is chosen equal to square root of the total nodes. Second,
an ACO algorithm is used to construct a local chain in each cluster. Figure 1
shows an example of cluster containing eight nodes interconnected to form a
closed chain. This chain is obtained using the ant colony optimization algorithm
as used in TSP. Then, we remove the longest distance between two consecutive
nodes in order to obtain the shortest open chain. In Figure 2, the line between
node 1 and node 8 is deleted. For routing data from nodes to the BS, we proceed
as follows: At the beginning, a randomly node elects itself a leader node since all
cluster nodes have the same amount of energy. For data gathering and fusion,
each cluster member node senses and transfers data along the local chain to reach
one particular node, which is leader node; the latter receives and aggregates data.
When a node dies in a local chain, this latter is reconstructed by bypassing the
dead node. The data transmission mode to the BS constitutes the difference
between the two proposed approaches. In the first, the leader nodes send data
directly to the BS meaning in one hop while in the second data transmission is
performed in multiple hops by forming a global chain connecting all the leader
nodes using again the ACO algorithm. Leader node rotation in each cluster is
performed according to the remaining energy of nodes. The proposed algorithms
are centralized controlled by the BS. Figure 3 and 4 illustrate the operating
principles of our algorithms where the red lines represent the shortest chain that
links nodes in each cluster while the blue dashed lines join the leader nodes and
the BS respectively in single hop and multi-hop.

4 Simulation and Evaluation

In this section, we evaluate the performance of our proposed algorithms in Mat-
lab. We consider 100 nodes randomly deployed in an area of (100× 100)m2, the
BS is located outside the area at the coordinate (50, 150) so it is at least 50m
from the closest sensor node. The following properties are assumed in regard to
the sensor network being studied:
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Fig. 1. Formation of closed chain

Fig. 2. Formation of the open chain
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Fig. 3. Operating principle of the first algorithm

Fig. 4. Operating principle of the second algorithm



264 M. Hadjila, H. Guyennet, and M. Feham

– The nodes are homogeneous and they are static.
– All the nodes have the same initial energy and the BS is not limited in terms

of energy, memory and computational power.
– Links are symmetric so that the energy required to transmit a message from

node i to node j is the same as energy required to transmit a message from
node j to node i.

In the simulation part, we use the same radio model as introduced in [16] which is
the first order radio model. This radio model uses both of the open space (energy
dissipation d2) and multi path (energy dissipation d4) channels by taking amount
the distance between the transmitter and receiver. So energy consumption for
transmitting a packet of l bits in distance d is given by (8).

ETX (l, d) =

{
l.Eelec + l.Efs.d

2 if d < d0
l.Eelec + l.Emp.d

4 if d ≥ d0
(8)

Where d0 is the distance threshold value, which is obtained by (9), Eelec is
required energy for activating the electronic circuits. Efs and Emp are required
energy for amplification of transmitted signals to transmit a one bit in open
space and multi path models, respectively.

d0 =

√
Efs

Emp
(9)

Energy consumption to receive a packet of l bits is calculated according to (10).

ERX (l) = l.Eelec (10)

The full simulation parameters are listed in table 1. where EDA represents
the energy required for data aggregation.

Table 1. Simulation parameters

Parameters Values

Network size (100 x 100) m2

Number of nodes 100

Initial energy 0.1 J

Packet size 1000 bits

Eelec 50 x 10−9

Efs 10−11

Emp 1.3 x 10−15

EDA 5 x 10−9

Two metrics are chosen in order to evaluate the proposed schemes, which
are energy consumption and the number of alive nodes. Figure 5 illustrates the
residual energy in the network for the three algorithms.
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Fig. 5. Residual energy of the network vs. number of rounds

Fig. 6. Energy consumption vs. number of rounds
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From the simulation results shown in figure 6, it was observed that the
proposed2 algorithm consumes less energy than the proposed1. This is due to the
presence of global chain, which reduces the long transmission from leader nodes
to the remote BS. We see again that proposed1 is a few better than LEACH in
term of energy consumption.

Figure 7 shows the evolution of the number of alive nodes per the number of
rounds. We observe that the first node dies in LEACH after 653 rounds while in
proposed1 and proposed2 first node dies after 654 and 964 rounds respectively.
We also observe that the last node dies in LEACH after 1046 rounds while in
proposed1 and proposed2 first node dies after 1213 and 1740 rounds respectively.
Therefore, we note that proposed2 is about 30.28% more efficient in term of
network lifetime than proposed1 and about 39.88% than the LEACH algorithm.

Fig. 7. Number of alive nodes vs. number of rounds

5 Conclusion

In this paper, we introduced two algorithms to address the problem of energy
conservation in wireless sensor networks combining cluster-based and chain-
based approaches. These algorithms are characterized by partitioning nodes in
a predefined number of clusters using FCM and formation of local chain in each
cluster. Inter-cluster communication is performed by chain-based approach using
an ACO algorithm to find the shortest chain that links all cluster member nodes.
The difference between the two proposed algorithms lies in the data transmission
mode to the remote BS. The first uses direct transmission from leader nodes to
the BS while the second constructs a global chain connecting the leader nodes
and the BS. Also, these algorithms select leader node for each chain according to
the remaining energy of nodes. Simulation results show that proposed2 prolong
the network lifetime about 30.28% and 39.88% in comparison with the proposed1
and LEACH.
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Abstract. Basic Internet access is considered a human right, however 
geographical, technological and socio-economic reasons set barriers to 
universal Internet access. To address this challenge, we have proposed an 
access method based on message ferrying that enables free delay-tolerant 
Internet access to all, and developed Connectivity plAn Routing PrOtOcOL 
(CARPOOL), a reference routing protocol for the proposed access method. In 
this paper, we describe CARPOOL in depth and evaluate its performance for 
increasing traffic load. Focusing on an urban scenario, where means of public 
transport, such as buses, follow predefined routes and schedules, CARPOOL 
utilises a priori knowledge about their current location to extend Internet access 
provided by hotspots to users and areas that are not typically covered. Our 
simulation results show that CARPOOL effectively exploits the existing 
connectivity plan of public transportation, achieving high delivery ratio with 
minimum overhead. This paper also discusses possible enhancements of the 
proposed routing protocol. 

Keywords: Delay Tolerant Networking, DTN routing, Message ferries. 

1 Introduction 

The majority of people living in the developed world are already experiencing how 
access to the Internet is transforming their way of living. Internet has now become a 
critical infrastructure for the society with its availability levels increasing and its 
traffic volume constantly growing. Based on this consensus, in 2011 the United 
Nations declared Internet access itself a human right [1]. In a constantly evolving and 
expanding digital world, however, geographical isolation and socio-economic 
restrictions pose barriers to the invasion of the Internet to all parts of the society: 
remote regions demand significantly higher cost for Internet deployments due to 
infrastructure costs, while economic challenges exclude the under-privileged from 
accessing the Internet even in well-connected environments. 

Delay/Disruption Tolerant Networking (DTN) architecture [2, 3] and its supporting 
Bundle Protocol (BP) [4] is an emerging technology to support the new era in 
interoperable communications by providing delay-tolerant access even when 
traditional continuous end-to-end connectivity fails. DTN has been frequently coupled 
with the concept of message ferrying, especially as far as remote areas are concerned, 
to facilitate data transfers through cars, buses, trams, trains etc.  
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In this paper, we focus on metropolitan environments with an ultimate goal to 
provide free delay-tolerant Internet access to the under-privileged society that is 
currently excluded from today’s digital world. To achieve that, we extend the existing 
free Internet access provided by public hotspots that are usually scattered around a 
city. Actually, we broaden connectivity options by deploying DTN nodes both on 
typical means of public transport (ferries), such as buses and trams, and their 
corresponding stops. Offline DTN gateways located near ferry stops collect Internet 
access requests from end-users in that area and DTN ferries act as relays between 
offline gateways or designated gateways that have access to the Internet and are 
capable of handling such requests. Through simulations, we have identified that 
existing DTN routing solutions underperform in such dense environments, due to 
their associated high overhead and their excessive energy needs.  

Our novelty lies in the utilization of a priori knowledge of contacts between gateways 
and ferries, in an effort to achieve high delivery ratio with minimum overhead. First, we 
investigate the potential of existing DTN routing schemes to support free Internet access 
in high traffic load conditions and we observe that existing protocols are insufficient 
primarily because they fail to guarantee some level of service. Further, we describe and 
evaluate CARPOOL, a DTN routing protocol that utilises the connectivity plan between 
ferries and gateways (i.e. ferry stops) to compute routes to online gateways. CARPOOL 
was briefly described in [5]; here we describe and evaluate CARPOOL in detail, we 
discuss issues that may arise and we propose possible solutions. We also note that 
geographical extension of the Internet is here confined only within a metropolitan area: 
we do not include here ferries to reach isolated regions. However, this is our ultimate 
target and does not cancel the advantages of this standalone proposal. These are: (i) an 
easy-to-deploy access method that exploits information regarding the schedule of the 
ferries, which is already available and well-known in all major cities worldwide, (ii) free 
delay-tolerant access to the Internet for everyone, and (iii) energy-efficient design that 
delegates all expensive computing operations to gateways with increased computing and 
power capacity.  

The remainder of this paper is structured as follows: in Section 2, we discuss 
related work in the field of DTN and free typically less-than-best effort Internet 
access. In Section 3, we describe in detail the proposed access method along with 
CARPOOL routing protocol, while in Section 4 we present our experimental results. 
In Section 5 we discuss CARPOOL and we propose mechanisms to enhance its 
performance. We conclude this paper in Section 6.  

2 Related Work 

In an effort to provide Internet access to all members of the society, several economic 
models, such as providing restricted Internet access during night at a lower price, have 
been proposed in the recent past. Nonetheless, these models are not affordable to all, 
leaving certain members of the society with the only alternative of using random hotspots 
when available. Several governments and local administrations have undertaken the 
initiative to deploy hotspots in points of interests, however cost-efficiency is a critical 
factor that hinders extended deployments [6]. An information-centric delay-tolerant 
networking architecture for the challenged is proposed in [7].  
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User-provided networks, where an Internet connection is shared freely and 
transparently among end-users in a way that is technically and legally independent of 
access or infrastructure providers, have been proposed as a solution [8]. Among 
others, the authors of [9] explore incentives and algorithms for broadband access 
sharing to support nomadic users. We have already investigated the performance of 
less-than-best-effort protocols in heavily shared backhaul links [10-11]. On the 
practical side, PAWS project [12] aims at providing free Internet for all by making the 
existing broadband connections in homes and public buildings publicly available. 
Similarly, BT FON initiative [13] encourages FON members to share their home 
broadband connection and get in return free access at millions of other FON hotspots, 
worldwide. Even though the aforementioned solutions can provide free Internet 
access in specific areas, they fail to provide extended coverage.  

In recent years, Delay Tolerant Networking architecture has attracted the attention 
of the research community in an effort to provide Internet access to remote and 
disconnected regions. Routing has been one of the key challenges for DTNs, since an 
end-to-end path from the source to the destination might not exist in time. Epidemic 
routing [14] was one of the first proposals in this area by employing pair-wise 
exchanges of messages among all mobile hosts that connect to each other, 
maximizing delivery rate and minimizing overall latency. Naturally, the main 
disadvantage of epidemic routing is the extreme overhead it creates. Extending the 
idea of epidemic routing, the authors of [15] proposed a routing algorithm for Delay 
Tolerant Networks (PRoPHET) that exploits the non-randomness of real-world 
encounters by maintaining a set of probabilities for successful delivery to known 
destinations and replicating messages during opportunistic encounters only if the node 
that does not have the message appears to have a better chance of delivering it. In an 
effort to reduce the transmission overhead of epidemic routing while keeping delivery 
probability high, the authors of [16] proposed Spray-and-Wait routing protocol. In 
Spray-and-Wait, for each message originating at the source node, L copies are 
forwarded to the network. If the destination does not receive a copy of the message, 
each node that has received the message performs direct delivery to the destination. 

As far as vehicular DTNs are concerned, MaxProp routing [17] is one of the most 
promising solutions based on prioritizing the schedules of packets to be transmitted 
and to be dropped. These priorities are built on path likelihood to peers according to 
historical data and some enhancement mechanisms. The concept of exploiting DTN 
ferries or data mules has been popular for data collection from sensors [18]. A few 
papers that consider message ferries for data transmission in DTN have also been 
presented in bibliography. KioskNet [19] was one of the first proposals on the field 
with a main goal to employ buses and cars as “mechanical backhaul” devices to carry 
data to and from a remote village and an Internet gateway. KioskNet was proposed at 
a period when DTN research was at its infancy, thus no clear routing solution was 
provided. ALARMS routing protocol [20] was later introduced to deliver bundles 
through message ferries. Ferries connect to gateways and pass information regarding 
their path for the next two rounds. Based on this information, gateways calculate the 
routing path that achieves earliest delivery. This work, however, does not consider 
global knowledge of the network and a path to the destination can only be found if a 
ferry exists to directly connect the source and the destination.  
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Our protocol differs from the aforementioned solutions, since CARPOOL utilizes a 
priori knowledge of future contacts between DTN ferries and stationary DTN 
gateways. Utilizing such knowledge, CARPOOL identifies all possible routes 
between two nodes and selects the one that achieves earliest delivery. Our aim is not 
to compare CARPOOL with DTN routing solutions that have no or partial knowledge 
of the network, but to highlight the inefficiency of these protocols in dense urban 
environments and propose a reference routing protocol that achieves high delivery 
ratio with minimum overhead. Our approach shares the philosophy of Contact Graph 
Routing [21], which is the most prominent routing solution in space internetworking. 
Similar to prescheduled contacts between ferries and gateways, Contact Graph 
Routing extracts a path for space data transmission utilizing a priori knowledge of 
contacts between space assets, which may include dynamic aspects as well [22]. 
Applications that can benefit from the proposed architecture include E-mail [23], 
fbDTN [24], Twitter [25] etc. 

3 Architecture Overview 

The proposed approach to free delay-tolerant Internet access aims at extending the 
existing access provided by public hotspots. Section 3.1 presents the access model we 
propose in order to achieve this goal, while Section 3.2 illustrates a specific 
realisation of the model within a DTN routing protocol that exploits known contacts. 

3.1 Model 

Our access model consists of two major components: DTN gateways that are 
responsible for handling requests from end-users within their radius and DTN ferries 
that are responsible for transferring messages across the gateways. While both 
components are crucial for our access model, we intentionally delegated all 
computational tasks to the gateways, since we assume that DTN ferries have restricted 
energy and computational capabilities. Typically, the travel plan of buses, trams and 
trains is predefined and only minor delays can occur. Therefore, in our model we 
assume that all gateways have global knowledge of the connectivity plan. Of course, 
in case of a major delay, the updated traffic schedule is flooded into the network 
through a central administrative node.  

DTN gateways are resource-capable fixed nodes located near ferry stops. We 
assume that certain gateways have access to the Internet through a hotspot that exists 
in the area (online DTN gateways), while the majority is offline. All gateways have 
effectively enough buffer to store messages from several end-users and are equipped 
with network interfaces for data exchange with the mobile devices of the end-users 
and the DTN ferries. Once an end-user device discovers a DTN gateway in its radius, 
a request to/from the Internet is transferred from/to the relevant application.  

When a bundle is received by an offline gateway, valid paths between this gateway 
and online gateways are calculated based on the connectivity plan and a path that 
achieves earliest bundle delivery is selected. Once a path is selected, the gateway 
extracts the ID of the next gateway on this path, the ID of the ferry that will transfer 
the bundle and the estimated forwarding time and stores the bundle in its buffer until a 
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contact to the ferry becomes available, when it forwards the bundle. The procedure of 
selecting the next gateway is detailed in the next subsection.  

In essence, instead of storing the end-to-end path through the network, we only 
store the next gateway on the path. This approach ensures that our model takes into 
consideration and proactively handles changes to the initial connectivity plan. If the 
full path to an online gateway were stored, the time-shift of an intermediate contact, 
even for a few seconds, would lead to a significant delay, let alone bundle expiration. 
The proposed method reacts to changes in the state of the network by re-evaluating 
the best route for a bundle at every gateway.  

Unlike upload operations, downloading data from the Internet requires an 
additional publish/subscribe session layer (e.g. similar to the one presented in [26]), in 
order to allow for applications such as RSS content distribution and web access over 
DTN. For download requests, a user can explicitly state the gateway where data need 
to be delivered; this is not necessarily the same gateway that issued the request. The 
proposed routing protocol can function efficiently in both cases. We also note that the 
proposed model can be extended to support data transfers between end-users that are 
located near gateways, as well. Fig. 1 contains a sample topology corresponding to 
our model. We highlight that the majority of gateways do not have access to the 
Internet. Municipalities or local organisations can adopt this model, in order to extend 
the coverage area of the free Internet services they offer. Instead of installing new 
costly infrastructure all over a city to provide Internet access, a municipality can opt 
for this model, simply by installing the relevant components to bus stops (gateways) 
and buses (ferries).  

 

Fig. 1. Sample topology 

3.2 CARPOOL Protocol 

In order to support the proposed access model, we have designed and implemented 
CARPOOL, a DTN routing protocol that utilises a priori knowledge of the 
connectivity plan to deliver bundles among DTN gateways. The proposed routing 
protocol works as follows: all gateways hold the list of online gateways and the 
overall connectivity plan, which includes all contacts between gateways and ferries 
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along with the scheduled start of each contact. In particular, the entries of the 
connectivity table for each ferry have the following 3-tuple structure (GatewayID, 
FerryID, ContactTime). When an offline gateway receives a new bundle from an end-
user, CARPOOL identifies the most suitable next gateway for this bundle, in terms of 
estimated bundle delivery time to an online gateway. CARPOOL identifies paths 
between an offline gateway and an online gateway, starting from the destination, and 
moving towards the source in a hop-by-hop manner. The values required as input to 
the algorithm are PreviousGateway and NewArrivalTime. Initially, PreviousGateway 
is set to the ID of an online gateway and NewArrivalTime equals to bundle creation 
time plus TTL. The current gateway first identifies all contacts in the overall 
connectivity table that satisfy the following requirements: 

• GatewayID equals PreviousGateway and  

• ContactTime is greater than CurrentTime and less than the latest arrival 
time (NewArrivalTime). 

For each of the aforementioned contacts, we store a set of 3-Tuples: the contact 
itself and the exact previous contact (in terms of time) between the same ferry and 
another gateway. When the previous gateway that this ferry has traversed becomes the 
current gateway, we have identified a direct contact, where the current gateway is 
only one hop away from an online gateway. Otherwise, the algorithm re-executes 
using as input the GatewayID and the ContactTime of the previous contact. Thus, we 
now search for valid contacts that are two hops away from an online gateway. This 
process is continued until a path is found.  

In order to reduce the complexity and the associated computational overhead of our 
algorithm, instead of identifying all possible paths and selecting one that achieves 
earliest delivery, we first sort valid contacts to an online gateway starting from the 
earliest, prior to applying our selection algorithm. This way, we need not calculate all 
paths from the current gateway to all online gateways; instead we simply select the 
first plausible path to an online gateway, which is also a path that guarantees earliest 
delivery. Once a path has been discovered, the GatewayID of the next gateway on the 
path (NextGateway), the FerryID of the ferry that will transfer the bundle (NextFerry) 
and the TimeToForward that corresponds to the time that the bundle will be 
forwarded are added to the header of the bundle; the bundle is stored in the gateway 
buffer, until a connection between the gateway and this ferry exists. The CARPOOL 
Algorithm is presented in Algorithm 1. 

When a connection is up, the gateway uploads bundles waiting to be forwarded 
through that ferry and downloads bundles from the ferry that are destined to that 
gateway. When an online gateway receives a new bundle, the bundle is forwarded to 
the receiving application through the Internet. When an offline gateway receives a 
bundle, the algorithm is re-executed and the corresponding fields in the header of the 
bundle are updated. Our access model faces two limitations: the finite buffer size of 
gateways and ferries, as well as the small window of communication opportunities 
between gateways and ferries. In the event that this window does not suffice for all 
bundles to be delivered at the gateway or the ferry respectively, the path for the 
unserviced bundles is re-calculated. Similarly, CARPOOL re-calculates the path for 
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all bundles in the network with TimeToForward greater than CurrentTime aligned 
within a fixed threshold, set according to the arrival time of the next ferry to this 
gateway, in order not to miss this contact opportunity. This allows to cancel the 
impact of the schedule deviation and typically suffices to accommodate minor 
schedule drifts. In essence, CARPOOL recalculates routes each time a message 
misses its expected contact due to high load in the network or short connectivity time 
between gateways and ferries. As mentioned before, in case of a major delay, the 
updated traffic schedule is flooded into the network through a central administrative 
node.  

It should be noted that, in contrast to most solutions proposed in literature, 
CARPOOL is not a replication scheme. Only a single copy of each bundle exists in 
the network at any given time, keeping overhead to minimum.  

 

Algorithm 1. CARPOOL Algorithm 

For each Ferry F do 
  For Contact C of ConnectivityTableF do 
   If (C.GatewayID = PreviousGateway) AND  
                        (C.ContactTime ≥ CurrentTime) AND  
                        (C.ContactTime ≤ NewArrivalTime) then 
                                   //A valid contact has been found. We store a set of 3-tuples: this    
                          //contact and the previous contact the ferry has with another gateway 
    Add Set(Cprev,C) to ValidContacts 

      Endif 
  Endfor 
Endfor 
//Sort valid contacts starting from the earliest contact  
C Sort ValidContacts 
//Identify a path from source to destination 
For Set(Sprev,S) of ValidContacts do 
  If (Sprev.Gateway = CurrentGateway) then 
  //Path found. Store header fields and exit algorithm 
   NextGateway = S.GatewayID  
   NextFerry = S.FerryID  
   TimeToForward = Sprev.ContactTime 

   Exit 
  Else 
  //We have not found a path from current gateway to the online gateway.  
  //Re-run the algorithm moving one hop further from the online gateway 
   PreviousGateway = Sprev.GatewayID  
   NewArrivalTime = Sprev.ContactTime  
   Algorithm (PreviousGateway, NewArrivalTime) 
  Endif  
Endfor 
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4 Evaluation 

Through extensive simulations, we evaluate the performance of CARPOOL in a 
dense urban environment and study the impact of increased traffic load on its 
performance comparatively with four widely-used routing protocols, namely, 
Epidemic [14], PRoPHET [15], binary Spray-and-Wait with 10 message copies [16] 
and MaxProp [17]. 

4.1 Evaluation Methodology 

The CARPOOL protocol has been implemented and evaluated using the 
Opportunistic Network Environment (ONE) simulator [27]. Initially, we created the 
connectivity plan for the entire simulation using as input:  

(1) The ID and the coordinates of each gateway,  

(2) The ID and the speed of each ferry, along with the gateways on the path of 
the ferry in the order it transverses them,  

(3) The waiting time at each stop and  

(4) The start times of each ferry.  

We assume that all ferries follow the reverse path once they reach their destination. 
All gateways become aware of the connectivity plan.  

We selected a topology for our simulations that corresponds approximately to an 
abstraction of the transport service of Thessaloniki, Greece, that includes both the city 
center and the suburbs. In total, our simulation environment covers an area of 
approximately 100 km2 that includes 106 offline gateways (i.e. bus stops) and 15 
online gateways. Our scenarios follow 60 ferries (i.e. buses) travelling on 20 routes. 
The speed of the ferries ranges from 5m/s to 14m/s. All gateways and ferries are 
equipped with 2GB storage size and wireless network cards at 10Mbps data rate and 
50m communication radius. The overall duration of all simulations is 48 hours, 
including a sufficient training period for protocols to initialize themselves. The traffic 
load varies from 2500 to 50000 messages per 12 hours. Bundle size ranges from 
500kB to 2MB. Given the delay-tolerant nature of the applications, bundle TTL is set 
to 20h, sufficiently large to accommodate all communication attempts by all 
protocols. The simulation topology is depicted in Fig. 2. 

4.2 Evaluation Metrics 

We evaluate performance using the following metrics: 

1. Delivery ratio expresses the fraction of the total generated messages that are 
successfully delivered. 

Delivery Ratio = 
Number of messages successfully delivered

Number of messages generated
 

2. Overhead ratio is calculated as the number of messages relayed minus the 
number of messages delivered to the number of messages delivered. 
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point. From our evaluation results we observe that Spray-and-Wait with 10 copies 
achieves delivery ratio that approaches CARPOOL and smaller median latency when 
the network is not congested. This argues towards allowing a few copies to be sent 
over different paths in order to achieve increased delivery ratio (assuming that a node 
may fail to deliver its messages) and reduced delay. Towards this direction, we plan 
to incorporate a mechanism that injects two replicas of each message in the network 
that follow the two fastest paths, as calculated by the source gateway.  

In order to further enhance the performance of CARPOOL, we plan to exploit 
opportunistic contacts between ferries. A simple approach would be for two ferries to 
exchange all messages when in range. However, this would lead to significant 
overhead and would not function properly given the small contact duration window. 
As a more sophisticated solution, during a contact between two ferries, both ferries 
can recalculate the estimated delivery time of all messages they hold through the other 
ferry; if the estimated delivery time of a message through the other ferry is smaller, 
then the message should be forwarded to the other ferry.  

As mentioned before, in case of major delays, the updated traffic schedule is 
flooded into the network through a central administrative node. The proposed system 
sustains minor delays by scanning for transmission opportunities for a time period 
that ranges for a few seconds before and after the estimated arrival of each ferry at a 
gateway. In order for the system to remain sustainable when a significant bias is 
introduced in the connectivity table or major delays occur due to traffic or road 
accidents, we plan to enhance CARPOOL by allowing ferries to recalculate the 
estimated delivery time whenever a significant delay occurs. In particular, when a 
ferry reaches a gateway later than expected, it can download all messages destined to 
this gateway and, at the same time, recalculate the fastest route to an online gateway 
for all messages the ferry carries and are not destined to this gateway. This way, the 
overall latency will be significantly reduced. Major delays in ferry schedule can also 
lead to loops; to solve this problem we plan to include two new fields in message 
header: Last Ferry and Last Gateway. By holding and checking the values of the last 
ferry and gateway visited by the message, typical loops can be avoided.  

Another optimization approach would be to prioritize small size packets, since 
large packets take long time to upload/download. Combining this with the restricted 
communication window, the transmission of a large file at the beginning of a contact 
can significantly delay the delivery of all other messages.  

6 Conclusions 

In this paper, we have described in detail an access model for urban environments 
suitable to extend existing free Internet access both in space and time. In particular, 
our communication model utilises means of public transport as message ferries that 
transfer messages between online and offline gateways located near ferry stops. 
Gateways are responsible for collecting and servicing Internet access requests from 
the end-users. To realize our communication model, we have employed delay-tolerant 
networking properties into our connectivity plan routing protocol. CARPOOL utilises 
existing knowledge on the schedule of ferries to extract the fastest route between a 
gateway that issues a request and an online gateway that will serve it. Our simulation 
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results have shown that an acceptable level of service can be provided, since 
CARPOOL outperforms other DTN routing protocols in terms of delivery ratio (i.e. 
service probability) and overhead (i.e. potential to accommodate more users). Several 
enhancements of CARPOOL were also proposed. As future work, we plan to 
incorporate these mechanisms into CARPOOL and investigate its performance when 
large deviations to the predefined contact plan occur. 
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Abstract. Our main goal is to develop a new solution to use multi-tier
broadcast in order to deliver messages to all the devices in certain areas,
whether they are connected to different networks, or not connected to
any network. We use beacons (management frames) in the IEEE 802.11
protocol to send data from the access point to the clients without an
association, and we use the probe request/response to exchange small
amounts of data without being connected to the same network and with-
out threatening the security of any of them.

Keywords: Wi-Fi Beacons, Probe request/response, Connectionless,
CoLDE, multi-tier broadcast.

1 Introduction

Broadcasting is a widely used communication mode in ad hoc networks. It al-
lows sending an information from one node to all the nodes that are within its
coverage area. This feature makes broadcasting a suitable mode for exchanging
routing information in Mobile Ad hoc Networks (MANETs), sending emergency
messages in Vehicular Ad hoc Networks (VANETs) or sharing local measure-
ments in Wireless Sensor Networks (WSNs). Many studies of these networks
tackled the broadcasting issues. They tried to handle the adaptation to density,
the reduction of useless redundant packets, the guarantee of confidentiality and
authenticity of broadcast data. Currently, one of the research topics is the design
of a flexible method to broadcast information in variable dense environments.
These environments consist of hundred or even thousands of clients in the same
geographical area, where they can be connected to different networks. Therefore,
one of the main challenges is to find a way to send broadcast packets to all nodes,
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no matter the network they are connected to, or even if they are not connected
to any network.

Adapting the ad hoc broadcasting algorithms proposed in the literature to
work in variable dense environments brings out some considerations that must
be taken into account, especially the ongoing services or communications of the
nodes and the wideness of the area. For instance almost all these algorithms rely
on the assumption that the nodes are connected to one network. This implies
that if a node Ni wants to send a packet to another node Nj connected to
a different network, at least one of them should disconnect from its original
network. Indeed, normal Wi-Fi clients can be connected only to one network at
the same time. This disconnection can be a problem to many users because they
will have to stop using the service of their main network. In wide areas, it is usual
to find users that are geographically close, but connected to different networks.
But in case of emergency for example it will be beneficial if they cooperate and
exchange/forward safety messages. Finding a method that allows this type of
communication is the main target of this work.

In this paper, we present a new solution to use a multi-tier broadcast model
to deliver messages to all the devices in a selected area, even if they are con-
nected to different networks or not connected to any network. This commu-
nication mode relies on both multicast and broadcast operations. In order to
realize this solution we need two components. The first one is an extension of
the IEEE 802.11 in order to allow exchanging data without connection. We pro-
pose CoLDE (Connectionless Data Exchange) which extends the IEEE 802.11
to exchange non-confidential and small amounts of data between Wi-Fi devices
without a connection between them and without requesting them to disconnect
from their original networks. Exchanged data could be a broadcast message from
the server or one of the clients or it could be a service request from one of the
clients. The second component is a protocol to define the hierarchy and the data
that could be transferred using the first component. For this purpose, we present
the HyDEP ( Hybrid Data Exchange Protocol) which organizes the hierarchy
(if it exists) and the roles of entities, and defines the rules to send, receive and
(re)broadcast the data using CoLDE.

The remaining of this paper is organized as follows: Section 1 presents some
works on connectionless protocols. Section 2 introduces our first contribution
on how to transfer packets without any association procedure. The hierarchical
organization of entities is discussed in Section 3. Section 4 presents the perfor-
mance evaluation of our contributions. And finally, some concluding remarks
and future works are mentioned in Section 5.

2 Related Works

Some researches focus on using one Wi-Fi card to connect to multiple network
at the same time, In [1], the author proposes a software based approach, called
MultiNet, that facilitates simultaneous connections to multiple networks by vir-
tualizing a single wireless card. The wireless card is virtualized by introducing
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an intermediate layer below IP. In our study, we are giving a solution to allow
the device to exchange the data with many networks at the same time, even
without being connected to any of them, and without adding any intermediate
layer.

In this paper, we focus on two fields, which could be used together to give a
stable and flexible solution to broadcast messages.

The first field concerns connectionless protocols. In [2] and [3], the authors
prove the possibility of transferring messages between the access point (AP)
and a client using beacons. Beacon-stuffing is a low bandwidth communication
protocol for IEEE 802.11 networks that enables APs to communicate with clients
without association. This enables clients to receive information from nearby APs
even when they are disconnected, or when connected to another AP. This scheme
is complementary to the IEEE 802.11 association and works by overloading
IEEE 802.11 management frames while not breaking the standard. In [4], the
authors prove it possible to transfer data between Wi-Fi clients using the probe
request/response without being connected to any AP nor in ad hoc mode.

The Second field is broadcast in wireless network. Multi-tier Broadcasting
using tree structure established in a network is a well-known and widely used
technique in MANET as the TreeCast [6] method, which is based on a fully dis-
tributed, decentralized and resource-efficient algorithm that maintains a span-
ning tree. The big difference between all the tree-based broadcast and the broad-
cast in this work is the existence of the network, this work focuses on broadcast-
ing messages regardless of network existence.

3 Connectionless Data Exchange Protocol (CoLDE)

3.1 Full Connection Data Exchange (Normal Mode)

Creating a connection or an alliance is an essential phase for data exchange
between a Wi-Fi access point and a Wi-Fi client, or between clients themselves
on the Wi-Fi network. Having a connection between the access point and the
Wi-Fi client means that the client is a part of the network and can have access to
the rest of the network. In public Wi-Fi networks that should not be a problem,
usually there is no sensitive or confidential data in it, it just offers connection to
the public Internet and it is available to anybody. But it is not the same situation
for the private Wi-Fi, only authorized persons with the required credentials can
connect to that Wi-Fi and use its services. In case two clients need to exchange
some data, they should be connected either using a Wi-Fi access point or one
of them is in ad hoc mode or a Wi-Fi direct mode, which leads to the same
problem between a Wi-Fi client and a Wi-Fi access point.

3.2 CoLDE Concept

This is a suggestion to extend the IEEE 802.11 protocol by adding the function-
ality that allows exchanging data between two Wi-Fi entities without the need
to have an alliance or establish a connection between them. The entities could
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be normal access points (infrastructure mode), ad hoc devices, Wi-Fi Direct or
even normal Wi-Fi clients.

This extension allows broadcasting information to all Wi-Fi devices in certain
areas, even if they are connected to different networks, or even if they are not
connected to any network. CoLDE allows the Wi-Fi devices (i.e, mobile phones
and laptops) to benefit from the new services with the help of the other devices
that include these services. For example, some mobile phones do not include
certain localization systems, so they can get the current position from the other
devices (which include that localization system), if these devices exist in the
same geographical area and most specifically in the Wi-Fi coverage area of the
first device.

Examples and situations vary with localization functions, emergency evacu-
ation, integration between Wi-Fi devices and VANET, exchanging data with
access points in the same area without the need to be connected to them, or to
use a service from another device.

Nowadays, the majority of Wi-Fi networks are private networks. Such net-
works exist in large enterprises, small companies, shops, houses and even mobile
Wi-Fi as in the case of a mobile phone running in an ad hoc mode or in a Wi-Fi
direct mode. These Wi-Fi networks are mostly connected to the Internet using
broadband connection. Private Wi-Fi owners do not open it to the public to
avoid many threats. These threats could be classified into three main points:

- local network security to protect the internal network.
- public network security to prevent others from using the network in illegal

actions like hacking other networks, sending spam,... or any other action
which could be considered a cyber crime.

- Service level to assure that nobody will use their Wi-Fi in a way that could
degrade the whole performance of the network.

3.3 Working Method

The data will be carried into beacon frames for broadcasting the information,
and into probe Request/Response Management Frames to request a service. This
approach more specifically uses the Request Information Element (RIE) part of
the management frame (in case of the probe Request/Response frames), which
is a variable length part, which the client usually uses it to ask the access point
for some extra information like the SSID, the supported rate,... .

Each request information element has a unique ID, the ID numbers between
32-255 have been reserved for future use. One of these IDs could be used to
define a new information element to send a special request from a Wi-Fi entity
to another Wi-Fi entity (broadcast if the SSID is unknown, directed if the SSID is
already known). The request can include some parameters, for example: the list
of their access points with their RSSIs, their current location, extra information
about an accident, road conditions (VANET).

Actually, the proposed extension is only software and needs no special hard-
ware. Any Wi-Fi device, whatever its role in the network, can be provided with
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Fig. 1. IEEE 802.11 Management Frame

Fig. 2. CoLDE Frame

an extension, which means it can be provided by any access point, mobile in an
ad hoc mode, mobile in a direct Wi-Fi mode or even a normal mobile running
in a pure client mode.

4 Hybrid Data Exchange Protocol (HyDEP)

The Hybrid Data Exchange Protocol is our proposal to organize hierarchy (if it
exists), define the role of each entity, define the data structure to broadcast mes-
sages and request services between the Wi-Fi entities in the MANET/VANET
networks. The system is a hybrid system which depends on a centralized and
non-centralized hierarchy at the same time. There are two main characteristics
in this design:

1. A centralized system in which there is a server control forming the broadcast
tree on the first level only, sending broadcast messages and responding to
the LightWeight Services requested by the nodes in the tree.

2. A Non-centralized system in the way that the nodes work without the need
to know the parent-node or the children-nodes, the nodes can send broadcast
messages, but the receivers can distinguish the messages according to their
sources, among which the messages from the server should be more credible
than the others.

4.1 Tree Structure

Two main components could exist in the environment:

Server: It is the root of the broadcasting tree which maintains the connections
with the direct children-nodes; the connections between the server and its
child-nodes are established on the Internet/Intranet. The server can push no-
tifications/requests to a specific child-node(s) directly, and they will broad-
cast these messages in the sub-tree(s).
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Node: The node is any device which has a wireless card that can be used to
receive/send the data from/to its environment or directly from the server.
Each node has many attributes, i.e. GPS info (position, number of satellites,
number of child nodes, battery Level, node speed, bandwidth, traffic cost,
neighbors,...).

4.2 Node Types

The nodes are categorized according to their location and their capabilities:

Main-Node Level-I (Type-I or MNL-I)
The main node level-I is a wireless device (a mobile or an access point) the

parent of which is the root, it receives messages from the root as unicast on the
IP network (3G, Broadband). It broadcasts the received messages (notifications,
requests) in its Wi-Fi coverage. The main node level-I can send requests to the
root directly as unicast, besides periodically sending a neighborhood list to the
server. The delay between two updates can be either pre-defined by the server
or even customized by the node.

Main-Node Level-N (Type-II or MNL-N)
The main node level-N is a wireless device (a mobile or an access point) the

parent of which is one of the main nodes (N is the depth of the node in the tree),
but it can communicate directly with the root on the IP network, it receives
messages from the parent as broadcast on the Wi-Fi. It rebroadcasts the received
messages (notifications, requests) in its Wi-Fi coverage. The main node level-N
can send the requests to the root directly as unicast, it periodically sends a
neighborhood list to the server. The delay between two updates can be either
pre-defined by the server or even customized by the node.

Leaf-Node with Internet (Type-III or LN-WI)
The leaf-node with Internet is a wireless device (a mobile or an access point)

the parent of which is the root, it receives the messages from the parent as
unicast. It cannot rebroadcast the received messages and it cannot receive any
broadcast from any other main node. So, the leaf-node with the Internet could
either be main node level-I or main node level-N, but without the ability to
receive/(re)broadcast the messages from/in its Wi-Fi coverage. This type can
work in case a mobile does not include the protocol but it has Internet/Intranet
connection with the server.

Leaf-Node – No Internet (Type-IV or LN-NI)
The leaf-node without Internet is a mobile. Its parent of which is another main
node different from the root. It receives messages from the parent as broadcast
on the Wi-Fi. It can not rebroadcast the received messages. Any request should
be relayed by another main node. This type can work in case a mobile does not
include the protocol and at the same time has no Internet/Intranet connection
with the server.
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Fig. 3. HyDEP - Broadcasting Structure

4.3 Main-Nodes Selection Criteria

As soon as the node (Type-I, Type-II or Type-III) connects to the root, the parent
will be the root itself, the node will be either Main-Node Level-I or Leaf-Node with
the Internet (Type-III), depending on its capability to broadcast the messages in
itsWi-Fi coverage.Periodically, the root evaluates the tree structure starting from
its own child nodes, the evaluation process depends on the following rules:

– The node stays as a 1st level main node as long as there is no other main node
in its Wi-Fi coverage area. The server can decide whether there is another
node in the area either:
• by using the geographical position of the node.
• or because the node receives no broadcast from other main nodes.
• or because it is moving with the highest speed than a pre-defined node
speed.
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Fig. 4. HyDEP - Main Node Selection

– otherwise, the node will be moved to one of the other main nodes to be a
child node in the same area according to the following priorities:
• Age of the main node.
• Speed of the main node.
• The battery level of the main nodes.
• The greatest number of satellites in view of the main nodes.
• The lowest number of neighbors of the main nodes.

4.4 Multi-tier Broadcast

Broadcast is referred to when transmitting a message that will be received by
every device on the network, while multicast is the delivery of a message or in-
formation to a group of destination computers simultaneously in a single trans-
mission from the source[5].

If one wants to broadcast a message to all the devices in selected areas, re-
gardless of which wireless network they are connected to, neither the multicast
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solution nor the broadcast solution can achieve this goal separately, but a solu-
tion consisting of both of them can.

We present a solution “Multi-Tier Broadcast” which depends on the multicast
and the broadcast at the same time, and on many levels. The destined message
should be sent using multicast to some devices in these areas, so they can broad-
cast it to the rest of the devices. Each device receiving it will rebroadcast it
again till the message expires. The message expires either when the TTL is 0 or
when its validity time runs out. If the devices in these areas do not include the
multicast, the first phase can be done using the unicast.

But even with a Multi-Tier solution, a lot of devices will not receive the
message, these devices are either not connected to any network or the devices
receive no messages from the source. We can solve this problem by using Multi-
Tier Broadcast with CoLDE.

In this mode, the server sends a message to its children nodes (Nodes Type-I
(MNL-I) and Type-II (LN-WI)), each request has a TTL, the TTL is combined
with two factors:

Number of Rebroadcasts this defines how many times the message will be
rebroadcast, each node decreases this value by 1.

Expiry time this is a timestamp to define when the message will expire, this
factor has priority over the first factor.

4.5 Lightweight Services Exchange System

Lightweight Services are the services that depend on a non-confidential small
amount of data. This data could be transferred using only one frame, so that it
will not consume the resources of the providing entity. These services could be
anything, for example asking for localization information, sending an SOS signal
in emergency cases, requesting evacuation instructions,...

Most of the traditional services could be used to compromise the network, but
this is not the case with the suggested Lightweight Services. If we go through the
list of the most dangerous threat to Wi-Fi networks (mentioned in the CoLDE
concept), it will be as follows:

- local network security there is no need to establish a connection between
the client and the access point, so the client will never be part of the network.

- public network security the access point can maintain a list of secure ser-
vices and their servers, so the client will not be able to participate in any
illegal action.

- service level this category of services consists of two packets only, the request
and the response, so the client can never abuse the service by downloading
large files, watching live broadcasts,...

The combination between the Lightweight Services and the Connectionless Data
Exchange can provide the owners of the private Wi-Fi with a secure method to
run their access points as a Lightweight Services Provider.
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System Entities
There are three entities in the service design:

– The LWS ( LightWeight Server) is the server that provides the
lightweight service.

– The LWSH (LightWeight Services Helper) is the entity that provides
the service, or it relays the requests to the LWS and sends back the responses.

– The LWSB (LightWeight Service Beneficiary) is the entity that needs
a piece of data from the LWS but it is not able to get it directly without the
help of a LWSH.

System Design
The main points which have been taken into consideration in the LightWeight
Services design are the following:

– The LWSH and the LWSB should not need to establish a connection between
them.

– The Wi-Fi access point can refuse requests to certain servers or for certain
services.

– The client does not have to be connected to the Wi-Fi in order to ask for
this service.

– The data could be gathered locally on the LWSH or could be relayed to a
LWS.

Service Mechanism
The service consists of two or four phases, according to the type of service:

LW-Req (LightWeight Service Request) the LSWB broadcasts this
request and waits for a response from a LWSH. In case it receives no re-
sponse, it re-broadcasts the request after waiting for a pre-defined delay.
This delay should be pre-defined in the protocol in order to prevent service
abuse.

LW-Process (LightWeight Service Processing) the LWSH processes the
request as follows:
– Verifies that the request is allowed according to its own list.
– If the service should be provided locally, it verifies that it is allowed to

send such data.
– If the request should be relayed to a LWS, it verifies that the LWS is

allowed on its own list, and then it relays the request. The UDP is used
for the communication between the LWSH and the LWS.

LW-Ready (LightWeight Service Ready) as soon as the LWSH receives
the response (either locally or from a LWS), it prepares the response in
order to send it to the LWSB.

LW-Res (LightWeight Service Response) the LWSH sends back the result
to the LWSB (Unicast).
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Fig. 5. LightWeight Service Mechanism

Service Categories
The service categories can be any type of public services in which no private or
classified data is included. For example, localizations services, emergency request,
evacuation services, warnings, evacuation directions, weather forecast,... In case
of fixed Wi-Fi access points, there could be many data channels in which the
Wi-Fi client can check from time to time in order to get the latest updates.

5 Simulation

For our simulations we have used the network simulator NS2 (version 2.35).
We have implemented CoLDE extension using C++ language, then we modi-
fied the management frames (beacons, probe request/response) of the protocol
IEEE 802.11.
The simulation environment had the following characteristics:

– Simulation area: a square area of dimensions X*X (different according to
the different scenarios, ).

– Number of nodes: different according to the simulation area.
– Nodes’ locations: the nodes are distributed over the selected area in which

each node is located at fixed distance from the other nodes.
– Propagation: Shadowing Model.
– Mobility: the nodes are fixed during the simulation.
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We have applied the testing according to two modes:

– Directed Mode: in this mode we have the root (the broadcasting node)
and the client nodes, all the client nodes have direct connection with the
root.

– CoLDE mode: in this mode we have the following nodes:
• The root: This is the broadcasting node, it is located at the center of the
simulation area (1 root in each simulation).

• MNL-I: main nodes have direct connection with the broadcasting node
(4 MNL-I in all the simulations).

• MNL-II: main nodes have no connection with the root (number of MNL-
II nodes varies depending on the testing area).

The broadcasting node sends a direct message to the main nodes MNL-I, the
MNL-I nodes broadcast the message into their coverage areas using CoLDE.
The message received by MNL-II, the MNL-II nodes decrease the TTL and
rebroadcast the message into their coverage areas.

Both modes have been repeated using different areas and different number of
nodes. In each scenario we calculated the time needed for the nodes to get the
message. Table 1 shows the parameters of each scenario and its results.

The results show that CoLDE can broadcast a message to about 84 nodes in
half of the time needed by the Directed mode. In the second scenario, broad-
casting the message using CoLDE took 12% of the time needed by the Directed
mode to broadcast the same message. In the third scenario, CoLDE needed 4%
of the time needed by the Directed mode. In other words, the Directed mode
needed about 24 times the time needed by CoLDE. Figure 6 shows the relation
between the number of the nodes and the time needed to broadcast a message
using the Directed mode and the CoLDE mode.

Fig. 6. Simulation - Broadcast Duration Comparison
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Table 1. Simulation scenarios

Scenario Directed CoLDE

Area
m*m

Number
of nodes

Broadcast
time

Last
Node

Duration Last
Node

Duration

250*250 84 2.54 4.51 1.97 3.51 0.97

500*500 365 2.54 11.02 8.48 3.61 1.07

1000*1000 1525 2.54 39.03 36.49 4.01 1.47

6 Conclusion

Exchanging data between the devices directly, without the need to have a con-
nection and without being connected to the same network, provides a flexible
method to broadcast important messages to all the devices in a selected area.
Using a multi-tier broadcast model can extend the broadcast area which means
that the message will reach a larger number of devices. Devices can also request
some services by broadcasting the requests in their coverage area. To imple-
ment this protocol we designed a new extension to IEEE 802.11. The extension
is called CoLDE, which provides a simple and efficient method to exchange
non-confidential and small amounts of data (only one frame) without having
an association. CoLDE loads the data in the IEEE 802.11 management frames
directly which eliminate the complexity and the overhead of the network and
transport layers.

Our future work consists of two main aspects:

– Porting the extension to DD-WRT and Android, so we can test it in a real
environments.

– Studying the best method to prevent abusing the protocol by broadcasting
fake messages. Digital signature can be added to the message, so the re-
cipients can verify the sender’s signatures and decide whether they should
rebroadcast the message or not.
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Abstract. This article discusses persistent behaviors emulated on the basis of 
atypical and recurrent scenarios of daily life, originally developed for the domi-
cile and now extended to health facilities. The pathologic persistence (called al-
so perseveration) in tasks of daily life is a marker of neurodegenerative diseases 
such as Alzheimer's disease, and its non-invasive detection can lead to early di-
agnosis, if it triggers a battery of diagnostic tests based on imaging, clinical 
neurology and cognitive tests to confirm the suspicion of neuronal degenera-
tion. Finally, the tele-monitoring of daily activity, called actimetric monitoring, 
allows the detection of abnormal repetitive tasks, and contributes also to the 
content of a custom folder of health data, which can provide a therapeutic edu-
cation adapted to the person followed at home. 

Keywords: tele-surveillance at home, persistence in daily life tasks, therapeutic 
education. 

1   Introduction 

It is known that the worldwide population is ageing, especially in developed coun-
tries. In 2050 for example, the number of elders aged 65+ in the world will have in-
creased by 100% compared to the year 1950 [1]. The socio-economic consequences 
are hazardous (e.g., lack of medical workload, overburdened medical institutions, 
increasing healthcare costs, etc.). In the market place, this societal drift leads to the 
development of more and more specialized commercial devices, improving the well-
being and security of the elders (and disabled), while helping them at staying at home 
as long as possible. New community care settings equipped with pervasive technolo-
gies are also an alternative to nursing homes, medicalized institutions for dependent 
people or hospitals, for watching the elders in a controlled and respectable environ-
ment. Conventional research developments on smart homes [2-3] and assistive  
technologies [4] often utilize experimental platforms as a support for conducting ex-
periments taking normally place in a healthcare facility. This offers numerous advan-
tages such as the ability to pre-validate experimental prototypes before their use in the  
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real-world. In case of infrastructure absence, computer simulations, multivariate in the 
healthcare area [5-11], can play a key role. They can simulate different activity trends 
based on heterogeneous parameters (e.g., age, education, seasons, etc.) [12], replacing 
specific components, or whole intelligent systems with new designs (and hence avoid-
ing tedious lab experiments or real-world deployments) [13-15]. They can also be 
used for testing uncommon scenarios of everyday life on demand (instead of waiting 
for unpredictable real-life apparitions), for managing sensor distributions, or for as-
sessing specific algorithms invented and used in the area of activity, sound, and 
speech recognition, or in the behavioral sciences as well [16-20]. 

In what follows, we describe the simulation process for generating persistent beha-
viors (Methods section). This section also makes a census of the sensors that we have 
used for modeling data. The following section gives simulated results based on persistent 
calibrated parameters, which can be perceived as visible symptoms. A global scenario is 
also studied as a case study to emulate a more generalized cognitive decline. The discus-
sion section deals with our methodology and the conclusion summarizes the paper. 

2   Methods 

To emulate persistent behaviors linked to the Alzheimer disease in residential care 
settings, we first start from stable behaviors deriving from basic scenarios encoun-
tered in everyday life in the home environment [13]. Based on the fact that we all 
possess basic needs and patterns (e.g., circadian or nychthemeral activity rhythms 
(CARs) in the macroscopic way [2-3], [22-23]), no matter the living conditions and 
the geographical location, we have assumed that these scenarios would remain essen-
tially identical in centers for Alzheimer’s. In other words, we basically model the 
Alzheimer’s conditions of life in a healthcare setting putting forward the hypothesis 
that clients still tend to follow a regular life rhythm based on 24 hours (circadian)  
[2-3], such as in their familiar environment at-home. Then, we slightly modify these 
scenarios to reveal persistent behaviors at the spatial-temporal level setting abnormal 
prolonged periods of time in a room or dedicated to perform a daily routine. To rein-
force the phenomenon of persistence, we have also selected a couple of physiological 
parameters revealing additional consequences due to a spatial-temporal disorientation. 
Next sections deal with a) virtual sensors used to emulate the occupancy parameter in 
a room or to perform daily routine, b) the associated data models, and c) the software 
implementation, producing experimental data. 

2.1   Virtual Sensors and Data 

Our simulator emulates three distinct types of virtual sensors as follows: a) infrastruc-
ture sensors coming from home security systems, b) physiological sensors (generally 
associated to personal care devices), and c) environmental sensors for measuring cli-
mate parameters. Associated data are discussed below: 

Activity Data 
“Activity data” relate to physical activity (e.g., body movements or more complex 

activities such as a daily routine or an activity of daily living). They can be collected 
using accelerometers worn on the body (producing body network) or infrastructure 
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sensors (coming from home security systems); among the latter ones, the operator 
interface Nematron® DP8111 is mimicked by the simulator for generating displace-
ments from one room to another.  

Physiological Data 
They deliver information about personal health status. Our simulations reflect di-

rectly the outputs of the following personal healthcare devices:  

• Body scale (Moulinex®) 
• Blood pressure and Heart rate monitor (model EW 285–NAIS Matsushita®) 
• Oximeter (model OEM 2367 Nonin®) 

Environmental Data 
They give information about ambient environment (e.g., indoor temperature, acoustic 

noise, speech, air quality, etc.) concerning the monitored living space. In general, they are 
adjusted either by users or automatically with HVAC1 systems. Simulating environmen-
tal conditions is an important task as they can relate to health decline. For instance, a drop 
in body temperature (hyperthermia) can be due to a high elevation of external tempera-
ture and a fall can be due to a lack of light or a poor relative humidity due to a severe 
drought, and might be signs of alert situations provoked by exogenous factors. Our simu-
lation model includes the following environmental indoor sensors: 

• Thermometer (temperature) 
• Hygrometer (relative humidity) 
• Luxmeter (luminosity). 

2.2   Data Modeling 

To model usual scenarios of daily living progressing toward persistent behaviors, we 
have used homogeneous Markov chain model, which is a sequential method quite 
adapted to describe resident’s successive room occupancies (or activities) in a home 
or by extension in a healthcare facility. We have loaded the diagonal terms of the 
transition matrix with a geometric distribution stating that a) the states correspond 
either to rooms or activities (that we consider as independent), and b) the transition 
probability Pij(k)T from room or activity i to room or activity j at time k is constant 
during the time period T. In other words, Pii(k)1 and Pij(k)1 represents respectively the 
probability either to stay in the same room (or activity) i and the probability to leave 
the room i and to enter in a new room (or activity) j after one minute (a minute being 
the time unit). To configure these probabilities, denoted in the following Pij(k) and 
Pij(k), if the reference period T remains equal to 1, we have used two distinct methods 
exploiting the properties of the geometric distribution: 

1) median m(Pii(k)) of length of time periods during which is observed a stay in-
state i from time k at which i is observed until changing, is given by equation (1), 

2) expectancy E(K) of the random variable K equal to the number of time periods 
from time k at which state i is observed before changing of state from i to j, is given 
by equation (2):              

                                                           
1 HVAC: heating, ventilation, and air conditioning. 
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  m(Pij(k)) = -1-Log(2)/Log(Pii(k))                                          (1) 

                                            E(J) = Pij(k)/(1-Pii(k))                                                  (2) 

Table 1 and 2 below calibrate respectively, using (1) and (2), different persistent time 
periods for m and E(J) depending on a range of values for the probabilities Pii(k). 

Table 1. Calibration of the median for atypically persisting in a same room or activity i 

Probability Pii(k) to remain in room i or continue to per-
form same activity (over next time period) 

                              
m(Pii(k)) (mn) m(Pii(k)) 

(hh:mn:sec) 

0.5 0 00:00:00 

0.707 0.99912886019 00:01:00 

0.793 1.98857858844 00:02:00 

0.840 2.97553034048 00:03:00 

0.870 3.97728630511 00:04:00 

0.933 8.99490122005 00:09:00 

0.954 13.719123361 00:13:43 

0.977 28.7889163106 00:28:47 

0.988 56.4149941184 00:56:25 

0.994 114.17760888 01:54:11 

0.997 229.702323049 03:49:42 

0.998 345.226901049 05:45:14 

Table 2. Calibrated expectancies E(J) for leaving a room or performing a new activity  

Probability 1-Pii(k)=Pij(k) E(J) (mn) E(J) (hh:mn:sec)
0.001 
0.002 
0.003 
0.004 

0.0045 
0.005 
0.007 

0.0083 
0.01 
0.02 
0.03 
0.04 
0.05 
0.10 
0.15 
0.20 
0.25 
0.3 

999.0 
499.0 

332.333333333
249.0 

221.22222222 
199 

141.857142 
119.481927711

99 
49 

32.3333333333
24 

19.0 
9 

5.6666666666 
4 
3 

2.33333333333

16:39:00 
08:19:00 
05:32:20 
04:09:00 
03:41:13 
03:19:00 
02:21:51 
01:59:28 
01:39:00 
00:49:00 
00:32:20 
00:24:00 
00:19:00 
00:09:00 
00:05:40 
00:04:00 
00:03:00 
00:02:20 
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After 70 days of observation, we get the statistics given on Figure 1 for staying in 
the different rooms of the observed smart flat in which different sensors record the 
activity of the person at home (see Figure 2). The statistics given on Figure 1 allow to 
calculate different temporal or histogram profiles assigning the observed person in 
different clusters corresponding to a normal or a pathologic behavior (see Figure 3). 

 

Fig. 1. Top: expectation (in blue), standard deviation (in pink) and variation coefficient  
(in orange) of the lapse of times passed in the kitchen at different hours of the nychthemeron, 
calculated after 70 days of observation. Bottom: expectation of the lapse of times passed in 
different rooms at different hours of the nycthemeron, calculated after 70 days of observation. 

1 

0 
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Alarms can be triggered when passing from a normal type of nychthemeral activity 
to a pathologic one. For example, in a degenerative neural pathology like Alzheimer’s 
disease, we observe an abnormal repetition of activities in the same room, called per-
severation, which is a pathologic repetition of actions in general already successful 
(“errare humanum est, perseverare diabolicum”). We model this phenomenon of per-
sistence in a pathologic activity by setting atypical extended occupancy periods in a 
room, or by performing repetitively a specific daily routine (or activity), in compari-
son to more standard scenarios encountered in everyday life.  

 

Fig. 2. Top: different types of sensors (infrared, contact, pressure, electrical and related to the 
water consumption and excretion, with a classical level sensor and a recent electronic nose, 
called Cyranose® - cf. http://www.nespal.org/machine%20olfactory.html) dispatched in the 
observed smart flat. Bottom: an example of the evolution of the weight recorded with an elec-
tronic body scale during the observed month. 
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Fig. 3. Top left: evolution during the nychthemeron of the number of actimetric events of en-
trance in room for the different rooms and successive 25 days. Top right: actimetric summary in 
circular histogram form. Bottom left: collection during 4 consecutive days of times of passage 
between the different rooms. Bottom right: evolution during 25 days of observation of scores of 
mobility (number of physiologic entrance in a room for performing a precise task) and agitation 
(pathologic entrance in a room, e.g., due to perseveration behavior). 

3   Modeling Persistence: Results 

We have modeled a simple example of persistence in an activity associated with a 
spatial-temporal disorientation of eating patterns (possibly due to a temporal shift 
between diurnal and nocturnal activities), through a 10 kilos weight loss modeled 
using equation 3.  

We have required two random measurements per day: 
 

 
 

 
 
 
 
 

 
 

 
 

 
Fig. 3. Top  
 

 
 
 

 
 

 
 
 

Nb 

Mobility 
Agitation 

Kitchen 
Living  
Bed 
WC 
Bathroom

1
 
 
2
 
 
3
 
 
4
 
 
5

3
 
2
 
4
1
 
5

     4             8                13                18               23  

day

     1             5               10                15               20                25  days              

1                                                     25 days  
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Modulation function (linear + sinusoidal): 

                                          sin                                      (3) 

where the parameters are defined and quantified as follows: 

• f=2: daily frequency of randomly generated measurements 
• m=77.8 kg: average mean (initial value) 
• a=-0.22: coefficient of the linear function  
• tk = kΔt, with  Δt =1 minute (sampling time) 
• b=0.2: amplitude of the sinusoïdal function 
• T=7200 sec: period of the sinusoïdal function (sec), T ∈ [0,86400] 

 
We have also coupled the weight loss to a chronic state of fatigue, modeled with an 

acute hypotension selected among eight physiological anomalies available in the 
software simulator. 

3.1.   Simulation Process and Data Outputs 

At the programming level, we have implemented a software simulator in C code using 
LabWindows/CVI2, mimicking the real-time procedures of a sensor network, and 
gathering the different models. Each simulation consists in generating (automatically) 
XML events (activity, physiological or environmental data) in a unique dataset (as 
described in [15]). Events of displacement are produced every minutes; physiological 
and environmental events are produced only a certain number of times per day, de-
pending on a pre-selected sampling period, and until the end of the simulation. Events 
related to medical problems are directly injected in the same XML dataset. 

3.2   Localized Spatial-temporal Persistence 

We have run using the simulator two series of 10 simulations out of 20 days (cf. Table 
4) for testing independently the median and the expectancy with a persistent time 
approximately setup at two hours for both time series (cf. Table 3). Table 4 gives the 
results. On the whole, we obtain respectively a general median and expectancy equal 
respectively to 04:10:00 and 7:13:00 out of 10 simulations for both time series. 

3.3   Global Persistence Simulation 

We have also generated over 45 days a more comprehensive corpus of data (using the 
median calibrated in Table 3) including a weight loss and an acute hypotension. The 
template of our global simulation (generating a variety of pseudo-random scenarios), 
was kept exactly the same. Figure 2 shows the 10 kilos weight loss on a graph, mixed 
in the global simulation. The acute hypotension giving insights about chronic fatigue, 
was also injected (on several occasions) in the XML dataset during the generation 
process. Figure 4 presents, as examples, two scenarios showing chronological merged 

                                                           
2 LabWindows/CVI: ANSI C programming environment developed by National Instruments. 
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events happening at night. We can notice a disrupt sleep punctuated by hypotension 
events, combined with a persistence time in kitchen, probably leading to the eating 
disorder, and consequently to the weight loss. 

Table 3. Calibration of persistent parameters 

Persistence time n (mn) Location / associated 
activity  

Pii(k) 
 

Median m 
(hh:mn) 

 

 
Pij(k) 

E(J) 
(hh:mn) 

0.994 01:54:11   kitchen/eating 
  0.0083 01:59:28 

 

S
ce

na
ri

o 
1 

<date>13/09/2011</date><time>00:00:00</time><room>kitchen</room> 
<date>13/09/2011</date><time>01:24:00</time><room>bedroom</room> 
<date>13/09/2011</date><time>02:00:00</time><room>kitchen</room> 
<date>13/09/2011</date><time>02:04:00</time><PS>13</PS>  
<PD>9</PD><PM>10</PM><HR>80</HR> 
<date>13/09/2011</date><time>02:07:00</time><PS>9</PS><PD>9</PD> 
<PM>8</PM><HR>80</HR> 
<date>13/09/2011</date><time>02:10:00</ time ><room>bedroom</room> 
<date>13/09/2011</date><time>07:00:00</ time><room>WC</room> 

S
ce

na
ri

o 
2 

<date>19/09/2011</date><time>00:00:00</time><room>kitchen</room> 
<date>19/09/2011</date><time>02:46:00</time><room> bedroom </room> 
<date>19/09/2011</date><time>04:18:00</time><room>kitchen</room> 
<date>19/09/2011</date><time>04:07:00</time><PS>13</PS> 
<PD>9</PD><PM>10</PM><HR>80</HR> 
<date>19/09/2011</date><time>04:10:00</time><PS>9</PS> 
<PD>9</PD><PM>8</PM><HR>80</HR> 
<date>19/09/2011</date><time>06:01:00</time><room>WC</room> 
 

Fig. 4. Scenarios with acute hypotension events (red) drown in a flow of displacements events 
(PS, PD and PM represent respectively Systolic, Diastolic and Mean Arterial Pressure) 

Pathologic behaviors corresponding to simulations of Figure 4 and Table 4 can be 
studied using statistics of Figure 1 allowing to define different temporal or histogram 
profiles assigning observed person in different clusters. Then alarms can be triggered 
when passing from a normal type of nychthemeral activity to a pathologic one. 

4   Discussion 

4.1   The Choice of the Calibration Method 

In this study, we have assessed the efficiency of two distinct methods based on the 
median m(Pii(k)) and expectancy E(J) aiming at generating multivariate corpus of 
heterogeneous smart home data. Both methods provide relatively sporadic results 
because trials are independent (they do not depend each other on previous trials).  
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Table 4. Simulation results for a set of persistence parameters: pathologic behavior (in red) 
corresponds to median and expectancy more than 4 hours 

 
Simulations # Median (hh:mn) Expectancy (hh:mn) 

1 02:18 03:58 

2 02:44 06:40 

3 07:12 08:02 

4 03:56 06:58 

5 04:28 07:39 

6 04:25 05:10 

7 02:55 09:18 

8 03:34 07:09 

9 02:29 09:16 

10 07:32 07:59 
 
However, for calibrating the persistent effects, the first method using the median is 
preferable to the second one (using E(J)) because the median provides less scattered 
results than the expectancy (cf. Table 4). In other words, there is no memory effects 
involved in the persistence parameters, taking into account the lapse of time spent in 
the ongoing state. This can be perceived as an advantage to better fit computer simu-
lations to reality. This technique allows us for example to model a shifting insomnia 
appearing during a sleep wake cycle of 7 to 8 hours. In case where the random reparti-
tion of the time periods needs to be narrow down around the median (or expectancy), 
then we can use either non-homogeneous Markov chains or a Polya’s urn model [24], 
which both make use of memory effects as explained in the next section. 

4.2   Modeling Persistent Behaviors with Memory Parameters 

Modeling persistence with memory effects consists in taking into account the time 
elapsed in a state before to determine the outcome of the next trial. In other words, 
trials are not independent. Let’s consider a Polya urn model using first a geometric 
law of parameter α=1. This provokes an increasing waiting time (to stay in a state) as 
the trials go along without any success. If W and B denote respectively a white and a 
black ball, and k the number of successes (i.e., we have drawn consecutively k black 
balls before drawing a white ball), then (4) gives the probability to stay in a state (a 
room or an activity): 
 …  …     (4) 

The reverse effect (the more we stay in the room, the more we have some chance to 
leave it) can be thus obtained using a negative geometric law of parameter α<0 (5) 
whose expectancy E(Y) is given by (6): 
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…         (5) 

…  

k …                      (6) 

 
We can approximate (6) using the Stirling’s approximation for large factorials (7), 

which gives (8). 

                                                   ! MM√ MM                                    (7) 

             k B N B NB B B B                                    (8) 

1 2 12π B k W B K W  

k B W 1 WB k W  k B W 1 WB k W  

k B W 1 WB k W  

 
Considering B<<N, permits to simplify (8) in (9): 

B W  W       

1 WB                                                                                           (9) 

 

4.3   Persistence and Perseveration 

In the present study, we have focused on persistent behaviors setting excessive occu-
pancy periods in a state (i.e., a room or possibly a well identified daily routine or ac-
tivity). However, due to the inherent daily periodicity of the scenarios involved in the  
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computer simulations, we could also have simulated perseveration behaviors more 
oriented around non functional routines or rituals such as often checking doors unne-
cessarily or watching specific shows on TV. This would have however jeopardized 
the activities defined in the computer simulations. 

We have used Table 1 and Table 2 above to emulate such repetitive behaviors. Ta-
ble 3 emphasizes our parameter selection with m=114 mn and E(J)=119 mn. This 
configuration enables us to emulate a fitful sleep (lasting normally around 7 to 8 
hours), interrupted by pre-defined scenarios of persistence (e.g., staying, at night, in 
the kitchen eating or wandering).  

5   Conclusion and Perspectives 

We have used an existing simulator embedding scenarios of daily living to emulate a 
persistent behavior using non-memory parameters in the context of healthcare set-
tings. The notion of persistence is modeled using spatial-temporal events. Two series 
of ten computer simulations each out of twenty days were run to assess the feasibility 
of two different methods, based on one hand side on the median and on the other one 
on the expectancy, to setup persistent periods. As expected, both methods result in a 
scattering of persistence times because trials are independent. These simulations offer 
however a good start for representing context reality. The paper also proposes an 
improvement to reduce sparse data using memory parameters. A weight loss and a 
chronic acute hypotension, part of the whole simulation process, are combined with 
the persistent behavior to show how individuals with a spatial-temporal disorientation 
are vulnerable to a quicker degradation of their health status. 

The perspectives of the work outlined in this article consider two complementary 
aspects of the actimetric supervision of a person at home [25-27]:  

i) the ability to record noninvasively different physiological parameters should allow, 
in the future, documenting automatically after a suitable filtering (because the data 
volume is very large) the personalized medical record of this person (whose prototype 
is currently elaborated in France after about 10 years without much progress), which 
would greatly facilitate its updating, so enhance its pertinence 

2) the ability to customize the therapeutic education, for example by visualizing di-
dactically the weight curve and the metabolic evolution showing changes in blood 
glucose level in a type II diabetic, or to choose appropriate activities for the rehabilita-
tion of a diabetic foot with ulcer complications (see Figure 5), or eventually to ac-
company dietary advices by showing the water balance (especially in case of renal 
complications) from the assessment made by water sensors shown in Figure 3 (re-
cording both consumption and excretion). 
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Fig. 5. Left: pressure sensor by the company Texisense® showing the consequence of a patho-
logic running in a virtual environment. Middle: smart sock by Texisense® made of a pressure 
sensitive textile giving the same information during the real walk, for detecting some 
progresses during the reeducation process. Right: combination of the pressure information with 
an osteodensitometric study showing the consequences of a pathologic running on the bone 
reconstruction. 
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